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Preface of the Second Edition

Developments in wind energy meteorology are happening fast. Therefore, I am very
thankful that the publisher has asked me to prepare a second edition so rapidly after
the appearance of the first edition. Apart from smaller changes and updates in the
first six chapters (e.g. a better introduction into the subject of atmospheric thermal
stability at the end of Chap. 2), I have rearranged the rear part of the book. Three
more chapters on data resources (Chap. 7), noise (Chap. 8) and other smaller
meteorological issues (Chap. 9) have been added. The former appendices to the
First Edition have now been integrated into Chap. 7.

Further research grants from the German Federal Ministry of Economic Affairs
and Energy (BMWi, FKZ 0325519A, 0325656C, 0325783A, and 0324129B) for
investigating the wakes of large offshore wind farms (WIPAFF) and for meteoro-
logical conditions at a designated test site for wind turbines in complex terrain
(LIDARComplex, Kontest and WINSENT) helped to gather new knowledge and
material for this publication. I thank all my colleagues with whom I could work
together in the listed projects and in the South German wind energy research cluster
WindForS (www.windfors.de).

I hope that this updated publication will help to further develop the energy
conversion from the wind. Apart from my scientific interest, it is my strong belief
that our society requires a transformation towards more sustainable structures.
Renewable energies are just one piece of this transformation in order to leave a
liveable Earth for the generations to come.

Garmisch-Partenkirchen, Germany Stefan Emeis
Winter 2017/2018
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Preface of the First Edition

Many books have already been written on converting the kinetic energy of the wind
into mainly electrical energy. This one, written by a meteorologist, will entirely
concentrate on the atmospheric features and phenomena influencing the generation
of electric power from the wind. Such a book is presently—to my knowledge—
unavailable. This book presents part of what is today called ‘energy meteorology’, a
presently emerging new sub-discipline in the field of meteorology. I thank Springer
Science Media for the invitation to write such a book which is designed to fit into
the series ‘Green Energy and Technology’ which deals with various aspects on
renewable energies. This series already comprises several titles on wind energy.
Once again most of these titles are on technical aspects but none of these con-
centrates on the meteorological boundary conditions for the conversion of energy
from the wind. My special thanks go to Claus Ascheron of Springer who accom-
panied the preparation of the manuscript and gave invaluable advice.

I am working as a scientist in the discipline of meteorology since the 1980s. The
field of energy meteorology has found my attention for more than 20 years,
although the term ‘energy meteorology’ is much newer. My interest in this subject
was initiated during a sabbatical leave at the Wind Energy Institute of the Danish
National Laboratory (today part of the Danish Technical University, DTU) at Risø
near Roskilde, Denmark. Here, I met boundary layer meteorology experts and saw
one of the first test sites for wind turbines. Essentially, wind energy meteorology is
a special section of boundary layer meteorology. I still have very fruitful and
friendly contacts with this renowned Danish research institute. In 1991, in Risø, I
also met the late Sten Frandsen for the first time. Discussions with him started my
attention to the wind park issue. What is presented here in Chap. 6 in this book is a
much more elaborated version of an idea which was born during that first stay in
Risø. Thus, I dedicate Chap. 6 to him. Later I worked many years on acoustic
profiling of the atmospheric boundary layer with SODAR devices. These instru-
ments allow for a surface-based detection of the boundary layer wind profile based
on an analysis of the Doppler shift of the backscattered signal. This is a technique,
which captured the interest of the wind energy community in the 1990s. In recent
years, my experimental activities and expertise have been complemented by the
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operation of ceilometers, RASS and wind lidars. In addition, I focussed on the
investigation of peculiarities of the marine boundary layer from data from the
German offshore measurement platform FINO1 in several research projects. I am a
member of the Southern German wind energy research alliance WindForS.

The marine boundary layer projects have been funded through several grants by
the German Ministry of the Environment, Nature Protection and Nuclear Safety
(BMU, FKZ 032 99 61, 032 50 50, 032 53 04). These projects within the RAVE
program (Research at Alpha Ventus) were initiated in order to accompany scien-
tifically the establishment of the first German offshore wind park Alpha Ventus,
which is situated in the German Bight roughly 45 km away from the nearest coast in
about 30-m-deep waters. Six years before the first turbine installation began, a
100 m meteorological measurement tower (FINO1) was erected at the later site of
Alpha Ventus in order to facilitate the studies of the marine boundary layer. Much
of the information concerning the marine boundary layer presented in this volume is
based on data obtained at this tower which has eight measurement platforms
between 30 m and 100 m. The evaluation of this tower data has mainly been
performed by two Ph.D. students of mine; Matthias Türk1 and Richard Foreman.2

Further funding is available through a project lead by Sven-Erik Gryning from Risø
DTUandwhich is presently supported by Forsknings—og Innovationsstyrelsen at the
Danish Ministeriet for Videnskab, Teknologi og Udvikling (Sagsnr 2104-08-0025)
within the project: ‘Large wind turbines—the wind profile up to 400 m’. The results
for urban boundary layers are partly based on the studies funded by the German
Ministry of Education and Research (BMBF) in the framework of the AFO2000
program. The data from Graswang in Figs. A.1 and A.2 in Appendix A have been
obtained in the framework of the TERENO programme of the Helmholtz society
funded by theBMBF. The studies onflowover complex terrain have partly beenmade
possible through the financial support by several private enterprises.

A draft version of the manuscript has been read by Beatriz Cañadillas, Richard
Foreman, Tom Neumann and Matthias Türk. I thank all of them for their valuable
suggestions, help and advice. Nevertheless, it is me to be blamed for any errors or
inconsistencies. I hope that this book will help to bring the meteorological part in
wind power conversion to a better visibility. We urgently need efficient strategies to
generate renewable energies for the energy demand of mankind and a better
understanding of the meteorological prerequisites for wind power generation should
be part of this strategy.

Spring 2012 Stefan Emeis

1Türk, M.: Ermittlung designrelevanter Belastungsparameter für Offshore-Windkraftanlagen.
Ph.D. thesis, University of Cologne (2009) (Available from: http://kups.ub.uni-koeln.de/2799/).
2Foreman, R.: Improved calculation of offshore meteorological parameters for applications in wind
energy. Ph.D. thesis, Faculty of Mathematics and Natural Sciences, University of Cologne (2012).
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Chapter 1
Introduction

The available power from the wind, Pwind, i.e. the kinetic energy of the air, 0.5 qu2

advected with the wind, u is quantified by the following relation:

Pwind ¼ 0:5qAru
2u ¼ 0:5qAru

3 ð1:1Þ

where q is air density, Ar is the rotor area of the turbine and u is the average wind
speed over the rotor area. Equation (1.1) gives the available wind power over the
rotor disk in Watt when the air density is given in kg/m3, the rotor area in m2 and
the wind speed in m/s. Theoretically, turbines can extract up to 16/27 of this power
(Betz 1920, 1926). This limit is known as Betz limit today, although other scientists
(namely Frederick W. Lancaster in 1915 and Nikolay Zhukowsky in 1920) derived
the same limit at about the same time (van Kuik 2007). It is an engineering issue
how close one can come to this theoretical limit (see, e.g. Kaltschmidt et al. 2013).
This is not discussed in this book. The other challenge is that wind speed and air
density are not a constant. This book is mainly about how wind speeds vary with
space (especially in the vertical direction) and time in the atmospheric boundary
layer. Air density is addressed in Sect. 2.7. These meteorological issues relevant for
wind energy have become part of an emerging wider discipline called ‘Energy
Meteorology’ today (see, e.g. Troccoli et al. 2014). We will start with some basic
thoughts on wind energy and a description of the structure of this book in this
introduction before we will start to determine the wind speed and air density and its
variations in Chap. 2.

1.1 Scope of the Book

Mankind’s need for energy will persist or even increase for the foreseeable future.
A sustainable supply will only be possible from renewable energies in the long run.
The presently used fossil energies are limited in their resources, produce air
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pollutants during combustion and endanger the Earth’s climate. Renewable energies
comprise water power, wave and tidal energy, geothermal energy, biomass, solar
energy and—last but not least—wind energy. This volume focuses on the atmo-
spheric conditions which permit the generation of electricity from wind energy by
wind turbines. It has been written from the viewpoint of a meteorologist who has
many years of experience with the demands in wind energy generation.

Systematic electricity generation from the wind has been performed for more
than 25 years now. The first usage of wind energy had already begun earlier in the
United States after the two oil price crises in the 1970s and 1980s but had not led to
a steady further development of this technique. In the early years, the turbines were
small, rotor diameters being much smaller than the vertical extent of the atmo-
spheric surface layer. In those times, it was relatively easy to assess the local wind
climate in order to calculate turbine loads and energy yields. The knowledge of the
frequency distribution of the mean wind speed at hub height and the overall tur-
bulence intensity was sufficient to supply the necessary background information for
the siting of single turbines and small wind parks.

In the meantime, the size of turbines has increased. The hub height of multi-MW
turbines is often above the atmospheric surface layer (roughly 80–100 m offshore
and 100–150 m onshore) and rotor diameters of more than 100 m are frequently
found. Offshore turbines with diameters of more than 180 m and a power of up to
9 MW have already been designed and will be deployed in the near future. This
leads to much more complicated interactions between the turbines and the lower
atmosphere. Meteorological features which had been considered as irrelevant for a
long time are now becoming decisive for planning and running single large turbines
and increasingly larger wind parks. In particular, vertical gradients in mean wind
speed as well as the spatial size of turbulence elements or gusts have to be known in
order to compute a rotor-effective wind speed which determines yields and loads
(see, e.g. Bos et al. 2014).

Furthermore, the vertical range for which these wind parameters must be
obtained has now moved to heights which are hardly reachable by masts. New
measurement techniques are required to collect the necessary wind information.
This has led to a boom in surface-based remote sensing techniques (see Emeis
2011). The economic success of wind turbines depends on a precisely determined
trade-off between erection and operation costs and wind energy yields. Each
additional metre in hub height is only meaningful if the higher yields pay the
additional costs.

Additionally, especially in European countries adjacent to the North Sea and the
Baltic, the main area for wind park development has moved from land to marine
sites. Here, offshore wind parks will probably deliver most of the wind energy in the
future. This means that wind parks are now erected in areas where many details of
the vertical structure of the atmospheric boundary layer are not sufficiently known
yet. Experimental data from the marine boundary layer are available—if any—for
only a shallow layer previously explored from buoys, ships and oil racks. A few
masts, like the three German 100 m high FINO masts (see, e.g. Türk et al. 2008) or
the Dutch 116-m high OWEZ mast off Egmont aan Zee (Brand et al. 2012) which
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have been erected between 2003 and 2009 in the North Sea and the Baltic, are
presently delivering long-term information on a deeper layer of the marine
boundary layer for the first time.

This book tries to analyse and summarize the now existing information of
atmospheric boundary layers—onshore and offshore—with respect to wind power
generation. The presentation will focus on the vertical profiles of wind and tur-
bulence. It tries to explain the physical processes behind the observable vertical
profiles. It will not display wind climatologies for certain regions of the world. The
analysis will include features like vertical profile laws beyond those power laws
which had been suitable for the surface layer assessment for a long time, insta-
tionary phenomena like nocturnal low-level jets, the wind speed-dependent
roughness and turbulence conditions in marine boundary layers, and the complex
wind–wakes interactions in and behind larger wind parks.

1.2 Overview of Existing Literature

Long-term research challenges in wind energy have been listed in a concise way in
van Kuik et al. (2016). Chapters 2 and 3 out of the 11 chapters in van Kuik’s
overview are devoted to atmospheric and meteorological issues. This demonstrates
the importance of meteorology for wind energy. But no monograph solely devoted
to the meteorological basics of wind energy generation was available when
preparing the first edition of this book apart from a WMO Technical note on
‘Meteorological Aspects of the Utilization of Wind as an Energy Source’ which
appeared in 1981 and did not anticipate the size of today’s turbines. In the
meantime, a book by Landberg (2016) has appeared which summarizes meteoro-
logical aspects relevant for wind energy. But this is still seen from an engineering
point of view while the present book looks at these issues from a meteorological
point of view. Especially the marine atmospheric boundary—which is extremely
relevant for the fast-growing branch of offshore wind energy generation—is treated
much more extensively in the present book.

There is a larger body of literature on winds and turbulence in the atmospheric
boundary layer appearing in many monographs and journals, but only a smaller
number of these papers make reference to wind energy generation (see, e.g.
Petersen et al. 1998a, b). On the other hand, there are already many books and
papers on wind energy generation itself. These existing books mainly concentrate
on technical and engineering issues and cover the wind resources in just one or a
few chapters.Recent examples are the second edition of the ‘Wind Energy
Handbook’ by Burton et al. (2011) or the book on ‘Airborne Wind Energy’ by
Ahrens et al. (2013). For instance, Chap. 2 of Burton et al. (2011) book summarizes
wind-speed variations, gusts and extreme wind speeds, wind-speed prediction and
turbulence within 30 pages. Likewise, Hau in his book on ‘Wind turbines’, pub-
lished by Springer in 2006, summarizes the wind resources in Chap. 13 in 34 pages.
A monograph on the special field of wind-speed forecasts is ‘Physical approach to
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short-term wind power prediction’ by Lange and Focken 2006, which was pub-
lished by Springer in 2006. Current issues in wind energy meteorology have also
been summarized in Emeis (2014).

1.3 History of Wind Energy Generation

Mankind has always used the power of the wind for its purposes. This started with
the separation of chaff from wheat and other cereals and the air conditioning of
buildings in subtropical and tropical areas. Winds were used to maintain fires and to
melt metals. Sailing ships were invented in order to travel over the seas and to
establish trade relations with remote coasts. The nearly constantly blowing winds in
the subtropical belts of the Earth are still named ‘‘trade winds’’ today.

Winmills date back at least 2000 years. Heron of Alexandria, who lived in the
first century AD, is said to be the first to have invented a wind-driven wheel. His
machine was merely used to drive organ pipes (Brockhaus 2001). Windmills in
Persia are said to have existed from the seventh century AD (Neumann 1907) or
from the tenth century (Brockhaus 2001). Those were cereal mills with a vertical
axis (Hau 2000). The first windmill in France is mentioned in 1105 (Neumann
1907). From there, this technology spread into England, where the first ones arose
in 1140 (Neumann 1907). They appear in growing numbers in eastern parts of
England and Northern Europe in the thirteenth century, e.g. 1235 in Denmark. The
climax of this development is found between 1500 and 1650 when the arable
surface of the Netherlands could be extended by 40% due to the use of wind-driven
drainage pumps (DeBlieu 2000). The first German windmill is said to have been
erected in Speyer in 1393 (Neumann 1907). About 100,000 windmills were
operated in Europe for the purpose of pumping water and producing flour in the
eighteenth and nineteenth century, an era ending however, with the advent of steam
engines and electricity. See Ackermann and Söder (2000) for further historical
notes.

The history of producing electrical energy from the wind is much shorter. The
Dane Poul la Cour (1846–1908) built the first wind turbine in Askov (Denmark) in
1891. But it is not before the last three decades of the twentieth century that wind
turbines have been erected in larger numbers and growing sizes starting in the
United States in the 1970s and 1980s. An early failed attempt for a real large turbine
was the construction of the German 3 MW turbine ‘Growian’ (große
Windenergieanlage) in 1983. It was a two-blade turbine with a rotor diameter of
100 m. It produced electricity for only 17 days due to a number of technical
problems and was removed in 1988. Development was then re-started beginning
with small turbines. This ‘evolutionary’ approach was successful so that today
much larger turbines than Growian are standard, especially for offshore wind parks.
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1.4 Potential of Wind Energy Generation

Wind energy is a renewable form of energy. It is available nearly all over the world,
though having considerable regional differences. Wind energy forms from solar
energy and is replenished by it continuously. Solar energy is practically available
without any limits. The transformation from solar energy into wind energy does not
involve the carbon cycle either, with the exception of the production, transport,
erection and maintenance of the turbines. Wind energy results from horizontal air
pressure differences which in turn are mainly due to latitudinal differences in solar
irradiation. In the natural planetary atmospheric energy cycle, wind energy is
mostly dissipated by friction occurring mainly at the Earth’s surface and is thus
transformed into the last and lowest ranking member of the planetary energy chain:
heat. Generation of electrical energy from the wind does not really disturb this
planetary energy cycle. It just introduces another near-surface frictional force which
partially produces higher valued electrical energy and only partially heat. When this
electrical energy is used by mankind it is also transformed into heat and the
planetary energy cycle is closed again. As electrical energy is practically used
without any delay and the conservation law for energy is not disturbed, the global
planetary energy cycle seems to be undisturbed by energy production from the
wind. Therefore, wind power can be considered as a sustainable form of renewable
energy. But the entropy budget is affected as well. Large-scale energy production
from the wind increases the entropy in the Earth system and could slow down
atmospheric circulations. See Sect. 7.4 for further discussions on the interaction
between wind power generation and climate.

The globally available energy in the wind can be estimated from the chain of
energy conversions in the Earth’s atmosphere [the numbers given here are based on
earlier seminal publications such as by Lorenz (1955) and Peixoto and Oort
(1992)]. The incoming solar power at the top of the atmosphere is roughly 174,300
TW (*342 W/m2). 1743 TW (*3.5 W/m2 or 55,000 EJ/year) of this power is
available in form of kinetic energy that will eventually be dissipated in the atmo-
sphere. About half of this dissipation takes place in the boundary layer (871 TW or
1.75 W/m2). This yields 122 TW of potential power assuming that one-fourth of the
Earth’s surface is accessible for wind energy generation and that wind turbines can
theoretically extract up to 59% of this energy (Betz’ limit). Practically, maybe 50%
of this is realistic, meaning that the total potential wind power extractability is about
61 TW (1925 EJ/year). Other estimates which use similar approaches come to
energy amounts of the same magnitude (see e.g. Miller et al. (2011) who derive
18–68 TW). A more pessimistic evaluation by de Castro et al. (2011) starts with
1200 TW for the global kinetic energy of the Earth’s atmosphere. 8.3% of this
energy is available in a 200-m deep surface layer giving 100 TW. 20% of the land
surface is suitable for the extraction of this surface layer energy giving 20 TW.
Restricting wind parks to areas with reasonable wind resources halves this further to
10 TW. Then de Castro et al. estimate that only 10% of this energy can be extracted
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by wind turbines. Thus, their estimation is that just 1 TW (32 EJ/year) is the amount
of energy extractable from the wind.

While the estimate of the global kinetic energy in the atmosphere is rather robust
and yields probably more than 1000 TW, the two critical assumptions in these
calculations are the share of this energy that is dissipated at the surface (here
varying between 8 and 50%) and the share which can be extracted from this
near-surface kinetic energy due to technical aspects of the turbines (here varying
between 10 and 50%). Probably a single-digit number given in TW is a realistic
estimate for the wind energy available from the Earth’s atmosphere. This fits to
estimations given in Barthelmie and Pryor (2014) who assume about 5 TW electric
energy generation capacities from the wind in 2050. Such a development in the
generation of renewable energies would delay the crossing of the 2° threshold in
global warming by 3–10 years. In the (unfortunately unlikely) case of RCP 4.5, this
development would avoid passing this threshold altogether.

These numbers have to be compared to the total energy demand of mankind
which presently is roughly 15 TW (443 EJ/year) and which is expected to rise to
about 30 TW (947 EJ/year) by the middle of the century and 45 TW (1420 EJ/year)
by the end of the century (CCSP 2007). This comparison makes clear that wind
energy can only be part of the solution for a supply of mankind with renewable
energies. Other forms of renewable energies have to be exploited in parallel.
Furthermore, it can be expected that energy extractions of even 10% of the available
wind energy will already have considerable effects on the Earth’s climate (see
Sect. 10.6).

1.5 Present Status of Wind Energy Generation

The installed worldwide wind energy conversion capacity reached 487 GW by the
end of the year 2016, out of which 54.6 GW were added in 2016. The largest share
of this has been erected in China (168.7 GW) followed by USA (82.2 GW) and
Germany (50.0 GW). India has an installed capacity of 28.7 GW and Spain of 23.0
GW.1 China has more than doubled its capacity since the end of 2012. These 487
GW are about 7% of the global installed power generation capacity (World Energy
Council 2016).2 In Germany, the installed wind energy generation capacity was
about 25.5% of the total installed electrical energy generation capacity in 2016. In
the same year, the generated energy from the wind (77.8 TWh) was about 14.3% of
the totally generated electricity.3

1http://www.gwec.net/global-figures/graphs/ (read 26 April 2017).
2https://www.worldenergy.org/wp-content/uploads/2016/10/WECJ4713_Resources_ShortReport_
311016_FINAL_corr4_WEB.pdf (read 7 March 2017).
3https://www.energy-charts.de/energy_de.htm (read 7 March 2017).
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Offshore wind energy production is still in its infancy although gigantic plans for
this have been developed. In Germany, 5.3 GW have been installed at the end of
2017, which is about 9.5% of the total installed wind energy generation capacity in
Germany.4 Nevertheless, offshore wind parks delivered 17.3% of the total electrical
energy generated from the wind in 2017 (16.6 of 97.3 TWh).5

The globally installed capacity of 487 GW is already a considerable fraction of
the globally available wind energy in our atmosphere of a few TW. The present
growth rate of this installed capacity by extrapolating the numbers for 2016 gives
roughly 10% per year. This rate would lead to a doubling within the next 7–8 years
and to a tenfold value in nearly 24 years. A steady increase of the installed capacity
with this rate of 10% per year would meet the estimated limits in Sect. 1.4 in about
20–30 years. Thus, it cannot be expected that the present growth rate will prevail
for a longer time. Therefore, the available wind energy should be extracted in a
most efficient way. Understanding the meteorological basics for the extraction of
wind energy gathered in this book shall help to reach this efficiency.

1.6 Structure of This Book

This publication is organized as follows. Chapter 2 explains the origin of the
large-scale winds in our atmosphere and presents the main laws driving atmo-
spheric motion in the free atmosphere. Additionally, the determination of air density
is addressed. Chapters 3–5 present the vertical profiles of wind and turbulence over
different surface types. Chapter 3 reviews classical boundary layer meteorology
over flat natural homogeneous land surfaces. Emphasis is laid on the vertical
extension of wind profiles from the surface layer into the Ekman layer above, since
large multi-MW wind turbines reach well into this layer today. This includes the
description of nocturnal low-level jets, which lead to nocturnal maxima in wind
energy conversion with large turbines. Internal boundary layers forming at step
changes of the surface properties, forest boundary layers and urban boundary layers
are shortly addressed at the end of this chapter. Chapter 4 highlights the pecu-
liarities of flow over complex terrain, especially of orography. Basic features such
as speed-up over hills are derived using a simple analytical model. A separate
description of flow over this surface type is relevant, because the near-coastal flat
areas are often sufficiently used today and sites more inland have to be analysed for
future wind energy production.

The deployment of turbines far away from the coasts closer to urban and
industrial areas also helps to reduce the erection of massive power lines connecting
generation and consumption areas. The last of these three chapters on vertical
profiles, Chap. 5 deals with a surface type which presently is becoming more and

4https://www.energy-charts.de/power_inst_de.htm (read 18 December 2017).
5https://www.energy-charts.de/power_inst_de.htm (read 18 December 2017).
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more important: the marine boundary layer over the sea surface. The planning of
huge offshore wind parks requires that considerable space is devoted to this surface
type. Chapter 6 looks into the features and problems which come with large wind
parks over any of the aforementioned surface types. This is no longer a pure
meteorological topic, because the properties of the wind turbines and their spatial
arrangement in the park become important as well. This chapter will present another
simple analytical model which can be used to make first estimates on the influence
of surface roughness and thermal stability of the atmosphere as well as the influence
of the turbines’ thrust coefficient and the mean distance of the turbines within the
wind park on the overall efficiency of the wind park.

Chapters 3–9 all end with a short summary on the main aspects which should be
taken into account from a meteorological point of view when planning and running
wind turbines. Chapter 7 describes available data sources for wind data from in situ
and remote sensing measurements and from various types of flow models. Chapter
8 addresses the meteorological aspects of an environmental problem related to wind
turbines and wind parks: the propagation of noise from the operating turbines.
Chapter 9 addresses further meteorological issues such as icing and lightning
influencing the generation of energy from the wind and Chap. 10 gives an outlook
on possible future developments and certain limitations to large-scale wind energy
conversion.
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Chapter 2
Wind Regimes

The principal origin of the winds in the Earth’s atmosphere and the potentially
available power from these winds have been qualitatively described in Sect. 1.4.
This general description of the driving forces for the wind has to be brought into a
mathematical formulation for precise turbine load and energy yield calculations and
predictions. Therefore, this chapter will present the basic wind laws in the free
atmosphere and will introduce the basic features of atmospheric thermal stability.
Vertical wind profiles in atmospheric boundary layers over different surface types
will be presented in the subsequent Chaps. 3–5.

2.1 Global Circulation

Flow patterns and winds emerge from horizontal surface and atmospheric tem-
perature contrasts on all spatial scales from global to local size. Globally, the
tropical belt and the lower latitudes of the Earth are the main input region for solar
energy, while the higher latitudes and the poles are the regions with a negative
energy balance, i.e. the Earth here loses energy through thermal radiation. Ocean
currents and atmospheric heat conduction are not sufficient to compensate for this
differential heating of the globe. The global atmospheric circulation has to take over
as well. Main features of this global atmospheric circulation are the Hadley cell, the
Ferrel cell and the polar cell which become visible from a latitude-height plot
showing an average overall longitudes of the winds in the troposphere and
stratosphere. The Hadley cell exhibits a direct thermal circulation. Warm air rises
near the equator, moves towards the poles aloft and descends in the subtropics. The
region of sinking motion is characterized by large anticyclones in the surface
pressure field and deserts. Likewise, the polar cell exhibits a direct thermal circu-
lation as well. Here, cold air sinks over the poles and rises at higher latitudes. This
is the reason for generally high pressure over the poles. In between the Hadley cell
and the polar cell lies the thermally indirect Ferrel cell. This cell is characterized by
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rising colder air at higher latitudes and sinking warmer air in the subtropics. This
circulation is indirect and it is the result of the integral effect overall the moving
cyclones in this belt of temperate latitudes. Effectively, the Ferrel cells transports
warmer air towards the poles near the ground and colder air towards the tropics
aloft. This indirect circulation is maintained by energy conversions from potential
energy into kinetic energy in the moving cyclones of the temperate latitudes.

The just described system of cells would only produce meridional winds, i.e.
winds from south to north or vice versa. The Earth’s rotation is modifying this
meridional circulation system by the Coriolis force. Winds towards the poles get a
westerly component, winds towards the equator an easterly component. Therefore,
we mainly observe westerly winds at the ground in the Ferrel cell while we observe
easterly winds at the ground in the Hadley cell and the polar cell. The northeasterly
winds near the ground of the Hadley cell are also known as the trade winds. These
global wind cells have a spatial scale of roughly 10,000 km. The global wind
system is modified by the temperature contrasts between the continents and the
surrounding oceans and by large north–south orientated mountain ranges, in par-
ticular those at the west coasts of the Americas. These modifications have a spatial
scale of some 1000 km. Even smaller land–sea wind systems in coastal areas may
have an order of 100 km; mountain and valley wind systems can be even smaller in
the order of several tens of kilometres. All these wind systems may be suitable for
wind power generation.

While the trade winds and the winds in the polar cell exhibit quite some regu-
larity and mainly have seasonal variations, the winds in the Ferrel cell are much
more variable in space and time. Near-surface wind speeds in normal cyclones can
vary between calms and about 25 m/s within a few hours. Wind speeds in strong
hibernal storms of the temperate latitudes can reach about 35–40 m/s while wind
speeds in subtropical hurricanes easily reach more than 50 m/s. Cut-off wind speeds
of modern wind energy turbines are between 25 and 30 m/s. Thus, strong storms in
temperate latitudes may lead to phases where the wind potential can no longer be
used. These hibernal storms are most likely in Northwestern Europe, Northeastern
Canada, the Pacific coasts of Canada and Alaska as well as the southern tips of
South America, Africa and Australia.

Hurricanes are called typhoons in Southeast Asia and cyclones in India. The
occurrence of hurricanes can even threaten the stability of the construction of the
turbines, because they can come with wind speeds above those listed in the IEC
design standards. The hurricane risks have been investigated by Rose et al. (2012).
In particular, the planning of offshore wind parks in hurricane-threatened areas
needs special attention. According to the map of natural hazards published by the
reinsurance company Munich Re, hurricane-prone areas are the southern parts of
the Pacific coasts and the Atlantic coasts of the United States and Central America,
Eastern India and Southeast Asia, Madagascar and the northern half of Australia.

There are very strong winds on even smaller scales such as thunderstorm
downbursts, whirlwinds and tornados, but their variability and destructive force is
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not suited for wind power generation. Rather turbines have to be constructed in a
way that they can stand these destructive forces while being shut off. See also Sects.
2.6 and 6.5 for wind hazards.

2.2 Driving Forces

The equations in the following subchapters describe the origin and the magnitude of
horizontal winds in the atmosphere. We will start with the full set of basic equations
in Sects. 2.2.1 and 2.2.2 and will then introduce the usual simplifications which lead
to the description of geostrophic and gradient winds in Sect. 2.3. Geostrophic and
gradient winds, which blow in the free atmosphere above the atmospheric boundary
layer, have to be considered as the relevant external driving force in any wind
potential assessment and any load assessment. Vertical variations in the geostrophic
and gradient winds are described by the thermal winds introduced in Sect. 2.4.

2.2.1 Hydrostatic Equation

The most basic explanation of the wind involves horizontal heat gradients. The sun
heats the Earth’s surface differently according to latitude, season and surface
properties. This heat is transported upward from the surface into the atmosphere
mainly by turbulent sensible and latent heat fluxes. This leads to horizontal tem-
perature gradients in the atmosphere. The density of air, and with this density the
vertical distance between two given levels of constant pressure, depends on air
temperature. A warmer air mass is less dense and has a larger vertical distance
between two given pressure surfaces than a colder air mass. Air pressure is closely
related to air density. Air pressure is a measure for the air mass above a given
location. Air pressure decreases with height. In the absence of strong vertical
accelerations, the following hydrostatic equation describes this decrease:

@p
@z

¼ �gq ¼ � gp
RT

ð2:1Þ

where p is air pressure, z is the vertical coordinate, g is the Earth’s gravity, q is air
density, R is the specific gas constant of air and T is absolute air temperature. With
typical near-surface conditions (T = 293 K, R = 287 J kg−1 K−1, p = 1000 hPa
and g = 9.81 ms−2), air pressure decreases vertically by 1 hPa each 8.6 m. In
wintry conditions, when T = 263 K, pressure decreases 1 hPa each 7.7 m near the
surface. At greater heights, this decrease is smaller because air density is decreasing
with height as well. At a height of 5.5 km the air pressure is at about half of the
surface value, and thus, the pressure only decreases by 1 hPa every 15 m. An
(unrealistic) atmosphere at constant near-surface density would only be 8 km high!
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The consequence of (2.1) is that the pressure in warm air masses decreases more
slowly with height than in cold air masses. Assuming a constant surface pressure,
this would result in horizontal pressure gradients aloft. A difference in 30° in air
mass temperature will cause a 1.36 hPa pressure gradient between the warm and the
cold air mass 100 m above ground. This pressure gradient produces compensating
winds which tend to remove these gradients. In reality, surface pressure sinks in the
warmer region (‘heat low’). This situation is depicted in Fig. 2.1. In a situation with
no other acting forces (especially no Coriolis forces due to the rotating Earth), this
leads to winds blowing from higher towards lower pressure. Such purely
pressure-driven winds are found in land–sea and mountain–valley wind systems.
This basic effect is depicted in term III in the momentum budget equations that will
be introduced in the following subchapter.

2.2.2 Momentum Budget Equations for the Wind

A mathematical description of the winds is most easily done by considering the
momentum balance of the atmosphere. Momentum is mass times velocity. The
momentum budget equations are a set of differential equations describing the
acceleration of the three wind components. In complete mass-specific form, they
read (mass-specific means that these equations are formulated per unit mass, the
mass-specific momentum has the physical dimension of a velocity. Therefore, we
say wind instead of momentum in the following):

Fig. 2.1 Vertical pressure gradients in warmer (right) and colder (left) air. Planes symbolize
constant pressure levels. Numbers give air pressure in hPa. Capital letters indicate high (H) and
low (L) pressure at the surface (lower letters) and on constant height surfaces aloft (upper letters).
Arrows indicate a thermally direct circulation
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where u is the wind component blowing into positive x direction (positive in
eastward direction), v is the component into y direction (positive in northward
direction) and w is the vertical wind (positive upward). The wind vector is
v!¼ ðu; v;wÞ, the horizontal Coriolis parameter is f = 2X sinu where X is the
rotational speed of the Earth and u is the latitude (see Table 2.1), the vertical
Coriolis parameter is f* = 2X cosu, r is the radius of curvature, and Fx, Fy and Fz

are the three components of the frictional forces, which will be specified later.
Equations (2.2)–(2.4), which are called Eulerian equations of motion in meteorol-
ogy, are a special form of the Navier–Stokes equations in hydrodynamics.

Term I in Eqs. (2.2)–(2.4) is called inertial or storage term, it describes the
temporal variation of the wind components. The nonlinear term II expresses
the interaction between the three wind components. Term III specifies the
above-mentioned pressure force. Term IV, which is present in (2.4) only, gives the
influence of the Earth’s gravitation. Term V denotes the Coriolis force due to
the rotating Earth. Term VI describes the centrifugal force in non-straight move-
ments around pressure maxima and minima (the upper sign is valid for flows
around lows, the lower sign for flows around high-pressure systems). The last term
VII symbolizes the frictional forces due to the turbulent viscosity of air and surface
friction.

Table 2.1 Latitude-dependent Coriolis parameter f in s−1 for the northern hemisphere

Latitude (in degrees) Coriolis parameter in s−1

30 0.727 � 10−4

40 0.935 � 10−4

50 1.114 � 10−4

60 1.260 � 10−4

The values in both columns are negative for the southern hemisphere
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The terms in (2.2)–(2.4) may have different magnitudes in different weather
situations and a scale analysis for a given type of motion may lead to discarding
some of them. Nearly always, the terms containing f* are discarded because they
are very small compared to all other terms in the same equation. In larger scale
motions, term VI is always neglected as well. Term VI is only important in whirl
winds and close to the centre of high- and low-pressure systems. Looking at the
vertical acceleration only [Eq. (2.4)], terms III and IV are dominating. Equating
these two terms in (2.4) leads to the hydrostatic Eq. (2.1) above.

There is only one driving force in Eqs. (2.2)–(2.4): the above-mentioned pres-
sure force which is expressed by term III. The constant outer force due to the
gravity of the Earth (term IV) prevents the atmosphere from escaping into space.
The only braking force is the frictional force in term VII. The other terms (II, V, and
VI) just redistribute the momentum between the three different wind components.
Thus, sometimes terms V and VI are named ‘apparent forces’. In the special case
when all terms II to VII would disappear simultaneously or would cancel each other
perfectly, the air would move inertially at constant speed. This is the reason why
term I is often called inertial term.

2.3 Geostrophic Winds and Gradient Winds

The easiest and most fundamental balance of forces is found in the free troposphere
above the atmospheric boundary layer, because frictional forces are negligible
there. Therefore, our analysis is started here for large-scale winds in the free tro-
posphere. The frictional forces in term VII in Eqs. (2.2)–(2.4) can be neglected
above the atmospheric boundary layer. The isobar curvature term VI is also very
small and negligible away from pressure maxima and minima. The same applies to
term II for large-scale motions with small horizontal gradients in the wind field.
A scale analysis shows that the equilibrium of pressure and Coriolis forces is then
the dominating feature when the situation is stationary and the inertial term I can be
neglected as well. This leads to the following two equations:

�qfug ¼ @p
@y

ð2:5Þ

qfvg ¼ @p
@x

ð2:6Þ

with ug and vg being the components of this equilibrium wind, which is usually
called geostrophic wind in meteorology. The geostrophic wind is solely determined
by the large-scale horizontal pressure gradient and the latitude-dependent Coriolis
parameter, the latter being in the order of 0.0001 s−1 (see Table 2.1 for some
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sample values). Because term VII had been neglected in the definition of the
geostrophic wind, surface friction and the atmospheric stability of the atmospheric
boundary layer have no influence on the magnitude and direction of the geostrophic
wind. The modulus of the geostrophic wind reads:

vg
�� �� ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

u2g þ v2g
q

ð2:7Þ

The geostrophic wind blows parallel to the isobars of the pressure field on
constant height surfaces. Following Eqs. (2.5) and (2.6), a horizontal pressure
gradient of about 1 hPa per 1000 km leads to a geostrophic wind speed of about
1 m/s. In the northern hemisphere, the geostrophic wind blows counterclockwise
around low-pressure systems and clockwise around high-pressure systems. In the
southern hemisphere, the sense of rotation is opposite.

Term VI in Eqs. (2.2)–(2.4) is not negligible in case of considerably curved
isobars. The equilibrium wind is the so-called gradient wind (Dutton 1986;
Kristensen and Jensen 1999) in this case:

�qfu ¼ @p
@y

� qu v!�� ��
r

ð2:8Þ

qfv ¼ @p
@x

� qv v!�� ��
r

ð2:9Þ

Once again, the upper sign is valid for flows around lows, the lower sign for
flows around high-pressure systems. The gradient wind around low-pressure sys-
tems is a bit lower than the geostrophic wind (because centrifugal force and
pressure gradient force are opposite to each other), while the gradient wind around
high-pressure systems is a bit higher than the geostrophic wind (here centrifugal
force and pressure gradient force are unidirectional).

Sometimes, in rare occasions, the curvature of the isobars can be so strong that
the centrifugal force in term VI is much larger than the Coriolis force in term V so
that an equilibrium wind forms which is governed by pressure forces and cen-
trifugal forces only. This wind, called cyclostrophic wind by meteorologists, is
found in whirl winds and tornados.

The geostrophic wind and the gradient wind are not height-independent in
reality. Horizontal temperature gradients on levels of constant pressure lead to
vertical gradients in these winds. The wind difference between the geostrophic
winds or gradient winds at two different heights is called the thermal wind (see
Sect. 2.4). Only in the absence of thermal winds, the surface pressure gradients can
be used to determine the geostrophic winds aloft.
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2.4 Thermal Winds

We introduced in Sect. 2.3 the geostrophic wind as the simplest choice for the
governing large-scale forcing of the near-surface wind field. The geostrophic wind
is an idealized wind which originates from the equilibrium between pressure gra-
dient force and Coriolis force. Until now we have always anticipated a barotropic
atmosphere within which the geostrophic wind is independent of height, because
we assumed that the horizontal pressure gradients in term III of (2.2) and (2.3) are
independent of height. This is not necessarily true in reality and the deviation from
a height-independent geostrophic wind can give an additional contribution to the
vertical wind profile as well. The horizontal pressure gradient becomes
height-dependent in an atmosphere with a large-scale horizontal temperature gra-
dient. Such an atmosphere is called baroclinic and the difference in the wind vector
between geostrophic winds at two heights is called thermal wind. The real atmo-
sphere is nearly always at least slightly baroclinic, thus the thermal wind is a
general phenomenon.

Thermal winds do not depend on surface properties. So they can appear over all
surface types addressed in Chaps. 3–5.

Differentiation of the hydrostatic Eq. (2.1) with respect to y and differentiation of
the definition equation for the u-component of the geostrophic wind (2.5) with
respect to z leads after the introduction of a vertically averaged temperature TM to
the following relation for the height change of the west–east wind component u:

@u
@z

¼ � g
fTM

@TM
@y

ð2:10Þ

Subsequent integration over the vertical coordinate from the roughness length z0
to a height z gives finally for the west–east wind component at the height z:

uðzÞ ¼ uðz0Þ � gðz� z0Þ
fTM

@TM
@y

ð2:11Þ

The difference between u(z) and u(z0) is the u-component of the thermal wind.
A similar equation can be derived for the south–north wind component v from
Eqs. (2.1) and (2.6):

vðzÞ ¼ vðz0Þþ gðz� z0Þ
fTM

@TM
@x

ð2:12Þ

Following (2.10) and (2.11), the increase of the west–east wind component with
height is proportional to the south–north decrease of the vertically averaged tem-
perature in the layer between z0 and z. Likewise, (2.12) tells us that the south–north
wind component increases with height under the influence of a west–east temper-
ature increase. Usually, we have falling temperatures when travelling north in the
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west wind belt of the temperate latitudes on the northern hemisphere, so we usually
have a vertically increasing west wind on the northern hemisphere.

Equations (2.11) and (2.12) allow for an estimation of the magnitude of the
vertical shear of the geostrophic wind, i.e. the thermal wind from the large-scale
horizontal temperature gradient. The constant factor g/(fTM) is about 350 m/(s K).
Therefore, a quite realistic south–north temperature gradient of 10−5 K/m (i.e., 10 K
per 1000 km) leads to a non-negligible vertical increase of the west–east wind
component of 0.35 m/s per 100 m height difference.

The thermal wind also gives the explanation for the vertically turning winds
during episodes of cold air or warm air advection. Imagine a west wind blowing
from a colder to a warmer region. Equation (2.12) then gives an increase in the
south–north wind component with height in this situation. This leads to a backing
of the wind with height. In the opposite case of warm air advection, the wind veers
with height.

2.5 Boundary Layer Winds

The wind speed in the atmospheric boundary layer must decrease to zero towards
the surface due to the surface friction (no-slip condition). The atmospheric
boundary layer can principally be divided into three layers in the vertical. The
lowest layer which is only a few millimetres deep is laminar and of no relevance for
wind energy applications. Then follows the surface layer (also called constant flux
layer or Prandtl layer), which may be up to about 100 m deep, where the forces due
to the turbulent viscosity of the air dominate, and within which the wind speed
increases strongly with height. The third and upper layer, which usually covers 90%
of the boundary layer, is the Ekman layer. Here, the rotational Coriolis force is
important and causes a turning of the wind direction with height. The depth of the
boundary layer varies between about 100 m at night with low winds and about 2–
3 km at daytime with strong solar irradiance.

Scale analysis of the momentum Eqs. (2.2)–(2.4) for the boundary layer shows
the dominance of terms III, V and VII. Sometimes, for low winds in small-scale
motions and near the equator, the pressure force (term III) is the only force and a
so-called Euler wind develops, which blows from higher pressure towards lower
pressure. Such nearly frictionless flows rarely appear in reality. Usually, an equi-
librium between the pressure force and the frictional forces (terms III and VII) is
observed in the Prandtl layer, and an equilibrium between the pressure force, the
Coriolis force and the frictional forces (terms III, V, and VII) is observed in the
Ekman layer. The Prandtl layer wind is sometimes called antitriptic wind. No
equation for the antitriptic winds analog to (2.5), (2.6) or (2.8), (2.9) is available,
since neither term III nor term VII contains explicitly the wind speed.

The Prandtl layer is characterized by vertical wind gradients. The discussion of
Prandtl layer wind laws which describe these vertical wind speed gradients is
postponed to Chap. 3. The vertical gradients are much smaller in the Ekman layer,

2.4 Thermal Winds 19



so that it is meaningful to look at two special cases of (2.2) and (2.3) in the
following subchapter.

In a stationary Ekman layer the terms III, V and VII balance each other, because
term I vanishes. This layer is named from the Swedish physicist and oceanographer
W. Ekman (1874–1954), who for the first time derived mathematically the influence
of the Earth’s rotation on marine and atmospheric flows. A prominent wind feature
in the Ekman layer is the turning of wind direction with height.

The vertical profiles of these boundary layer winds over different surface types
will be analysed in more detail in the upcoming Chaps. 3–5.

2.6 Thunderstorm Gusts and Tornados

There are strong winds which cannot be used for wind energy generation, because
they are short-lived and rare in time and place, such that their occurrence is nearly
unpredictable. Most prominent among these phenomena are thunderstorm gusts and
tornadoes. Offshore tornadoes are called waterspouts. They can be so violent that
they can damage wind turbines. Therefore, the probability of their occurrence and
their possible strength should be nevertheless investigated during the procedure of
wind turbine siting.

2.6.1 Thunderstorm Gusts

Wind gusts linked to onshore thunderstorms have their maximum in the late
afternoon, because onshore thunderstorms are most frequent in the afternoon and
early evening. Gusts linked to offshore thunderstorms have a peak frequency early
in the morning shortly before sunrise, because offshore thunderstorms have their
maximum at this time. These wind gusts are known as downbursts or microbursts
(Fujita and Byers 1977). A climatology of these events and an overview on the
fundamentals of their formation is given in Wakimoto (2001). Basically, there are
two mechanisms acting: either downdrafts are produced from the drag of falling
precipitation (strong rain or hail) or they come from latent cooling of a larger air
mass aloft due to melting, evaporating or sublimation of precipitation. In both cases,
downward winds of several tens of metres per second can be produced. When these
downdrafts hit the ground, the flow is diverted into the horizontal and a gust front
forms which spreads laterally.

These downdrafts can cause extreme structural damage to turbines as was seen in
the severe storm event over the Buffalo Ridge Wind Farm on 1 July 2011. At this
southwestern Minnesota site, blades from multiple turbines broke away and a tower
buckled in the intense winds (Hawbecker et al. 2017).
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2.6.2 Tornadoes

While onshore tornadoes mostly form in the afternoon and the early evening at cold
fronts or with large thunderstorms when surface heating is at a maximum, offshore
waterspouts are more frequent in the morning and around noon when the instability
of the marine boundary layer is strongest due to nearly constant sea surface tem-
peratures (SST) and cooling of the air aloft overnight (Dotzek et al. 2010).
However, the seasonal cycle is different. Onshore tornadoes most frequently occur
in late spring and summer. Offshore waterspouts peak in late summer and early
autumn. In this season, the sea surface temperature of shallow coastal waters is still
high, while the first autumnal rushes of cold air from the polar regions can lead to
an unstable marine boundary layer favourable for waterspout formation (Dotzek
et al. 2010).

Although the characteristics of tornado formation are understood in principle
today, the prediction of their actual occurrence remains difficult because a variety of
different favourable conditions have to be met simultaneously. In general, following
Houze (1993) and Doswell (2001), tornado formation depends largely on the fol-
lowing conditions:

• (potential) instability with dry and cold air masses above a boundary layer
capped by a stable layer preventing premature release of the instability;

• a high level of moisture in the boundary layer leading to low cloud bases;
• strong vertical wind shear (in particular for mesocyclonic thunderstorms);
• pre-existing boundary layer vertical vorticity (in particular for

non-mesocyclonic convection).

A rough estimation how often a tornado could hit a large wind park is given in
Sect. 6.7.

2.7 Air Density

Apart from wind speed, the kinetic energy content of the atmosphere also depends
linearly on air density [see Eq. (1.1)]. Near-surface air density, q, is a direct
function of atmospheric surface pressure, p, and an inverse function of air tem-
perature, T. We have from the state equation for ideal gases:

q ¼ p
RT

ð2:13Þ

where R = 287 J kg−1 K−1 is the universal gas constant. Equation (2.13) is
equivalent to the hydrostatic Eq. (2.1) above. Figure 2.2 shows air density for
commonly occurring values of surface temperature and surface pressure. The figure
illustrates that air density can be quite variable. A cold wintertime high-pressure
situation could easily come with a density around 1.4 kg/m3, while a warm
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low-pressure situation exhibits an air density of about 1.15 kg/m3. This is a dif-
ference in the order of 20%.

Figure 2.2 is valid for a dry atmosphere. Usually, the atmosphere is not com-
pletely dry and the modifying effect of atmospheric humidity has to be considered.
Humid air is less dense than completely dry air. Meteorologists have invented the
definition of an artificial temperature which is called virtual temperature. The virtual
temperature, Tv, is the temperature which a completely dry air mass must have in
order to have the same density as the humid air at the actual temperature, T. The
virtual temperature is defined as:

Tv ¼ Tð1þ 0:609qÞ ð2:14Þ

where q is the specific humidity of the air mass given in kg of water vapour per kg
of moist air. The temperatures in Eq. (2.14) must be given in K. The difference
between the actual and the virtual temperature is small for cold air masses and low
specific humidity, but can be several degrees for warm and very humid air masses.
Figure 2.2 can be used to estimate air density of humid air masses, if the temper-
ature in Fig. 2.2 is replaced by the virtual temperature. Figure 2.3 gives the
increment Tv − T by which the virtual temperature is higher than the actual air
temperature as function of temperature and relative humidity of the air for an air
pressure of 1013.25 hPa.

Figure 2.3 shows that the virtual temperature increment is always less than 1 K
for temperatures below the freezing point, but reaches, e.g. 5 K for saturated humid
air at 30 °C. The virtual temperature increment slightly decreases with increasing
air pressure. A 1% increase in air pressure (10 hPa) leads to a 1% decrease in the
virtual temperature increment. Thus, the determination of the exact density of an air
mass requires the measurement of air pressure, air temperature and humidity.

Air density decreases with height, because air pressure decreases with height as
given in (2.1). We get from (2.1) or (2.13) (Ackermann and Söder 2000):

Fig. 2.2 Near-surface air density as function of air temperature and surface pressure
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qðzÞ ¼ pr
RT

exp
�gðz� zrÞ

RT

� �
ð2:15Þ

pr is the air pressure at a reference level zr and T is the vertical mean temperature
of the layer over which the density decrease is computed. Temperature is decreasing
with height as well; therefore Eq. (2.15) should only be used for small vertical
intervals.

2.8 Thermal Stratification of the Air

We have seen already the effects of temperature on air density in Sect. 2.7 and the
influence of large-scale horizontal temperature gradients in Sect. 2.4. Even more
important for wind and turbulence conditions is the vertical temperature gradient in
the atmosphere. Generally, we distinguish between a neutrally stratified atmo-
sphere, a stably stratified atmosphere, and an unstably stratified atmosphere. An
unstably stratified atmosphere is usually observed when cooler air flows over
warmer surfaces, while a stably stratified atmosphere forms when warmer air flows
over colder surfaces. An unstable atmosphere is connected to an upward turbulent
heat flux from the surface into the atmosphere, while a stable atmosphere usually
leads to a downward turbulent heat flux from the atmosphere towards the surface.

When analysing atmospheric wind data, it should be recognized that wind speed
and atmospheric stability are usually correlated. Unstable conditions are most times
found with low wind speeds while stable stratification favours higher wind speeds
away from the surface (see, e.g. the Sect. 3.4.2 on low-level jets).Very high wind
speeds over rough terrain lead in most cases to turbulent and near-neutral stability
conditions.

Fig. 2.3 Virtual temperature increment Tv – T in K as function of air temperature and relative
humidity for an air pressure of 1013.25 hPa
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Vertical motions are enhanced in an unstable atmosphere, while they are
oppressed in a stable atmosphere. Therefore, turbulence intensity is higher in an
unstable atmosphere than in a neutral atmosphere and smaller in a stable atmo-
sphere. As turbulence leads to vertical mixing, vertical gradients are smaller in an
unstable atmosphere and they are larger in a stable atmosphere. Thus, thermal
stability of the atmosphere is an important parameter when describing vertical
profiles of atmospheric variables, turbulence intensity and other parameters related
to these variables. The impact of thermal stratification is largest for small wind
speeds and usually gets smaller for higher wind speeds. But the impact of stability
also becomes more important for deeper atmospheric layers. Therefore, stability
becomes a greater issue for larger wind turbines with higher hub heights.

A neutral atmosphere is characterized by an adiabatic vertical temperature
gradient:

@T
@z

¼ � g
cp

ð2:16Þ

where g = 9.81 m/s2 is gravity acceleration and cp = 1005 J/(kg K) is the specific
heat of the air at constant pressure. This yields a vertical temperature decrease of
roughly 1 K per 100 m in an unsaturated atmosphere, i.e. in an atmosphere in
which no moisture condensation or evaporation processes take place. Due to this
vertical decrease, the normal temperature is not appropriate to identify air masses.
For air mass identification, meteorologists and physicists have developed the def-
inition of an artificial temperature which stays constant during vertical displace-
ments without condensation processes. This artificial temperature is the potential
temperature, H. The potential temperature,

H ¼ T
p0
p

� � R
cp ð2:17Þ

is constant with height in a neutrally stratified air. Here, R = 287 J/(kg K) is the gas
constant for dry air and p0 is surface pressure. Using this definition, we have stable
stratification when ∂H/∂z > 0 and we have unstable stratification when ∂H/∂z < 0.
Similar to (2.14), we introduce a virtual potential temperature by including the
effect of humidity of the atmospheric stability, because more humid air masses are
slightly lighter than dryer air masses:

Hv ¼ Hð1þ 0:609qÞ ð2:18Þ

Figure 2.4 illustrates atmospheric stability. The full curves indicate absolute
temperature, the dashed curves indicate potential temperatures and the dotted lines
show the adiabatic temperature change of an air parcel at 500 m which is forced to
move upwards or downwards. During stable stratification in the environment
(middle frame in Fig. 2.4), an air parcel forced upward is cooler (and therefore
heavier) than the environment and thus tries to return to its original position. During
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unstable stratification (right frame in Fig. 2.4), an air parcel forced upward is
warmer (and therefore lighter) than the environment and thus tries to move further
away from its original position. This little consideration shows that stable stratifi-
cation damps vertical motions, while unstable stratification enhances vertical
motions.

For the following considerations in the upcoming chapters, it is advisable to
have non-dimensional measures for atmospheric stability. The simplest measure is
the ‘gradient Richardson number’:

Ri ¼ g @Hv
@z

Hv
@u
@z

� �2 ð2:19Þ

where u is the wind component in the mean wind direction. Due to the sign of the
vertical derivative of the potential temperature, Ri is positive for stable stratification
and it is negative for unstable stratification. An even simpler form is the ‘bulk
Richardson number’, Rib which is defined as follows:

RiB ¼ gDHvDz

Hv Duð Þ2 ð2:20Þ

where Dz is a chosen height interval and DHv the vertical potential temperature
difference within this height interval. Similar to Ri, Rib is positive for stable
stratification and negative for unstable stratification. If the bulk Richardson number
is used for a layer directly above the surface, it can be simplified to:

RiB ¼ gDHvz
Hvu2

ð2:21Þ

The second form of the bulk Richardson number is the most frequently used
form in boundary layer studies.

If high-resolution wind fluctuations are known, a ‘flux Richardson number’, Rif
can be defined:

Fig. 2.4 Schematic of vertical temperature profiles (full lines: dry-bulb temperature, long dashes:
potential temperature) for neutral stratification (left), stable stratification (middle) and unstable
stratification (right). The short-dashed lines in the middle and right frame which have the same
inclination as the full curve in the left frame have been plotted so that they intersect the full lines at
500 m above ground
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Rif ¼ g

Hv
@u
@z

w0H0
v

u0w0 ð2:22Þ

where u is the wind component in mean flow direction (and u′ the fluctuation of this
wind component) and w′ is the fluctuation of the vertical wind component (see (7.19)
for a definition of this correlation product). Flux Richardson numbers describe the
ratio between the turbulent heat flux and the turbulent momentum flux. The heat flux
is counted positive if it is directed from the atmosphere towards the ground (cooling
the atmosphere) and negative if it is towards the atmosphere (heating the atmo-
sphere). Due to this convention, the flux Richardson number has the same sign as the
gradient and the bulk Richardson number.

All three forms of the Richardson number (Ri, RiB, and Rif) are different to each
other (see Stull (1988) for further details and a discussion of critical values). Thus,
the definition of this number must be carefully checked wherever it appears. The
ratio between the gradient Richardson number and the flux Richardson number is
discussed recently in Grachev et al. (2013).

The square root of the surface value of the turbulent momentum flux,
ffiffiffiffiffiffiffiffi
u0w0

p
0 is

very often used as a velocity scale in boundary layer meteorology, called friction
velocity, u*:

u� ¼
ffiffiffiffiffiffiffiffi
u0w0

p
0 ð2:23Þ

From the surface heat flux, w0H0
0 and the friction velocity u* a length scale, L*,

the Obukhov length (sometimes also called Monin–Obukhov length, but the first
term is historically more correct and will be used here) can be formed:

L� ¼ Hv

jg
u3�

H0
vw

0
0

ð2:24Þ

where j is the van Kármán constant which is usually put to 0.4. The ratio z/L* is
used as non-dimensional stability measure in turbulent near-surface air layers (see
Chap. 3).

z
L�

¼ jgz
Hv

H0
vw

0
0

u3�
ð2:25Þ

Negative values for z/L* indicate unstable conditions, while positive values
indicate stable conditions. Both z/L* and all three forms of the Richardson number
are zero for neutral conditions. Relations between the second form of the bulk
Richardson number (2.21) and the stability parameter (2.25) are given, e.g. in
Launiainen (1995) or Grachev and Fairall (1997). The latter give for unstable
stratification:
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z
L�

¼ CRib ð2:26Þ

with C in the order of 10, and for stable stratification:

z
L�

¼ CRib
1� 5Rib

ð2:27Þ

Equation (2.27) is said to be valid until z/L* � 0.5. It is not valid for Rib � 0.2
when the surface layer is no longer fully turbulent.

The virtual potential heat fluxH0
vw

0 can be separated into a sensible heat flux and
a humidity flux using (2.18):

H0
vw

0 ¼ H0w0 þ 0:61Hq0w0 ð2:28Þ

The ratio of the turbulent sensible heat flux and humidity flux is called Bowen
ratio, B:

B ¼ cpH
0w0

Lvq0w0 ð2:29Þ

where q is specific humidity and Lv � 2250 J/K is the (latent) heat of vaporization.
The buoyancy exerted by the vertical heat and humidity gradients is given by
g
HH0w0 þ 0:61gq0w0. The ratio of these two contributing terms is called the buoy-
ancy ratio, BR which is inversely proportional to the Bowen ratio B:

BR ¼ 0:61Hq0w0

H0w0
¼ 0:61cpH

Lv

1
B

ð2:30Þ

This unstable type of the surface layer is usually found during daytime over
surfaces heated by insolation and over waters which are warmer than the air above.

The heat flux allows for the definition of another velocity scale, w*:

w� ¼ gzi
H

w0H0
� �1=3

ð2:31Þ

This convective velocity scale substitutes the friction velocity as a scaling
velocity in situations where vertical velocities due to unstable thermal stratification
are in the same order as the horizontal wind speeds.
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2.8.1 The Geostrophic Drag Law

Sometimes a stability relation between the surface and the free atmosphere is
needed which involve the Coriolis force due to the rotation of the Earth. For this
purpose, the non-dimensional stability parameter l has been introduced:

l ¼ j
u�
fL�

ð2:32Þ

which contains the Coriolis parameter, f. This parameter is identical to the
parameter l0 introduced in Zilitinkevich (1975).

In cases where high-resolution turbulent fluctuation measurements and wind
profile data are unavailable, the large-scale averaged friction velocity can also be
inferred from the geostrophic drag law which relates the friction velocity u* with the
modulus, G of the geostrophic wind speed [see Eqs. (2.5) and (2.6)] that represents
the large-scale pressure gradient force. The geostrophic drag law reads
(Zilitinkevich 1975):

CD ¼ u�
G

¼ jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln u�

fz0
� A

� �2
þB2

r ¼ jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln G

fz0
þ lnCD � A

� �2
þB2

r ð2:33Þ

where CD is the geostrophic drag coefficient, z0 is the roughness length of the
surface introduced in Eq. (3.3).

The friction velocity computed from (2.33) is a large-scale averaged friction
velocity, because the geostrophic wind speed is a large-scale feature representing a
horizontal scale of the order of about 100 km. The equation was designed in the
early times of weather forecast and climate models when an empirical relation
between the large-scale geostrophic wind and the overall surface drag force was
needed. It is not suited to compute the friction velocity, u* for small plots.

Unfortunately, Eq. (2.33) is an implicit relation, because the friction velocity
appears on both sides of the equal sign. Therefore, simplifications of this drag law
have been suggested, e.g. by Jensen (1978). Here, we suggest a similar simplifi-
cation which has also been used in Emeis and Frandsen (1993). Neglecting B and
forming a new parameter A* = A − ln CD gives:

u�
G

¼ j

ln G
fz0
� A� ð2:34Þ

Equation (2.34) can easily be solved for the friction velocity, if the modulus of
the geostrophic wind speed, G, and the parameter A* are known. Due to the given
choice of A*, the parameter A* depends on stability (see below) and on surface
roughness.

A*, A and B are empirical parameters which have to be estimated from mea-
surement data. Hess and Garratt (2002) have listed several estimations. They
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suggest, as the best approximation to steady, homogeneous, neutral, barotropic (no
thermal wind) atmospheric conditions that they could find, i.e. the near-neutral,
near-barotropic ABL in middle and high latitudes, to choose A = 1.3 and B = 4.4.
Using these two values, we get A* = 3.7 for a roughness length of 0.1 m (onshore)
and A* = 4.5 for a roughness length of 0.0001 m (offshore). Peña et al. (2010a, b)
choose A = 1.7 and B = 5 to be close to the values used by the wind atlas program
WAsP (Troen and Petersen 1989) for neutral conditions. This gives A* = 3.8 for
onshore and A* = 4.7 for offshore conditions. The difference between onshore and
offshore conditions using the simplified drag law (2.34) is illustrated in Fig. 2.5.

A = A(l) and B = B(l) depend on the thermal stability l [defined in (2.32)] of
the atmosphere (see Zilitinkevich 1975; Hess and Garratt 2002 or Peña et al. 2010b
for details) for non-neutral conditions. Peña and Rathmann (2014) give in consis-
tency with the values used for the European Wind Atlas:

AðlÞ ¼ 1:7� ffiffiffi
l

p
l� 0

1:7þ lnð1� lÞ l\0

�
ð2:35Þ

BðlÞ ¼ 5þ ffiffiffi
l

p
l� 0

5�j
1�l=25 þ j l\0

�
ð2:36Þ

Please note that the parameters G and f are external parameters in the drag law
(2.33) and its simplification (2.34). This means, that neither the drag law (2.33) nor
its simplification (2.34) can be used to compute a local roughness length-dependent
modulus of the geostrophic wind speed. As already stated in Sect. 2.3, the geos-
trophic wind solely depends on the large-scale horizontal pressure gradient and the
latitude-dependent Coriolis parameter, but not on specific small-scale surface
properties.

Fig. 2.5 Relation between the geostrophic wind speed, G, and the friction velocity, u*, using the
simplified geostrophic drag law (2.34) with A* = 3.8 for onshore and A* = 4.7 for offshore
conditions

2.8 Thermal Stratification of the Air 29



References

Ackermann, T., L. Söder: Wind energy technology and current status: a review. Renew. Sustain.
Energy Rev. 4, 315–374 (2000)

Peña, A., O. Rathmann: Atmospheric stability-dependent infinite wind-farm models and the
wake-decay coefficient. Wind Energ. 17(8), 1269–1285 (2014)

Doswell, C. A., (Ed.): Severe Convective Storms. Meteor. Monogr. 28(50), 561 pp. (2001)
Dotzek, N., S. Emeis, C. Lefebvre, J. Gerpott: Waterspouts over the North and Baltic Seas:

Observations and climatology, prediction and reporting. Meteorol. Z. 19, 115–129 (2010)
Dutton, J. A.: The Ceaseless Wind. Dover Publ., New York, 579 pp. (1986)
Fujita, T. T., Byers, H. R.: Spearhead echo and downburst in the crash of an airliner. Monthly

Weather Review, 105, 129–146 (1977)
Grachev; A.A., C.W. Fairall: Dependence of the Monin–Obukhov Stability Parameter on the Bulk

Richardson Number over the Ocean. J. Appl. Meteor., 36, 406–414 (1997)
Grachev, A.A:, E.L. Andreas, C.W. Fairall, P.S. Guest, P.O.G. Persson: The Critical Richardson

Number and Limits of Applicability of Local Similarity Theory in the Stable Boundary Layer.
Bound.-Lay. Meteorol., 147, 51–82 (2013)

Hawbecker, P., Basu, S., Manuel, L.: Realistic simulations of the July 1, 2011 severe wind event
over the Buffalo Ridge Wind Farm. Wind Energy, https://doi.org/10.1002/we.2122 (2017)

Hess, G.D., J.R. Garratt: Evaluating models of the neutral, barotropic planetary boundary layer
using integral measures. Part I: Overview. Bound.-Lay. Meteor. 104, 333–358 (2002)

Houze, R.A.: Cloud Dynamics. Academic Press, San Diego, 570 pp. (1993)
Jensen, N.O.: Change of Surface Roughness and the Planetary Boundary Layer. Quart. J. Roy.

Meteorol. Soc. 104, 351–356 (1978)
Kristensen, L., G. Jensen: Geostrophic Winds in Denmark: a preliminary study. Risø-R-1145(EN),

43 pp. (1999)
Launiainen, J.: Derivation of the Relationship Between the Obukhov Stability Parameter and the

Bulk Richardson Number for Flux Profile Studies. Bound.-Lay. Meteorol., 76, 165–179 (1995)
Peña, A., S.-E. Gryning, J. Mann, C.B. Hasager: Length Scales of the Neutral Wind Profile over

Homogeneous Terrain. J. Appl. Meteor. Climatol., 49, 792–806 (2010a)
Peña, A., S.-E. Gryning, C. Hasager: Comparing mixing-length models of the diabatic wind profile

over homogeneous terrain. Theor. Appl. Climatol., 100, 325–335 (2010b)
Rose, S., P. Jaramillo, M.J. Small, I. Grossmann, J. Apt: Quantifying the hurricane risk to offshore

wind turbines. PNAS, published ahead of print February 13, 2012, https://doi.org/10.1073/
pnas.1111769109 (2012)

Emeis, S., S. Frandsen: Reduction of horizontal wind speed in a boundary layer with obstacles.
Bound.-Layer Meteorol. 64(3), 297–305 (1993)

Stull, R.B.: An Introduction to Boundary Layer Meteorology. Kluwer Acad. Publ., Dordrecht etc.,
666 pp. (1988)

Troen, I., E.L. Petersen: European Wind Atlas. Risø National Laboratory, Roskilde, Denmark.
656 pp. (1989)

Wakimoto, R. M.: Convectively driven high wind events. In Severe Convective Storms (pp. 255–
298). American Meteorological Society (2001)

Zilitinkevich, S.S.: Resistance laws and prediction equations for the depth of the planetary
boundary layer. J. Atmos. Sci., 32, 741–752 (1975)

30 2 Wind Regimes

http://dx.doi.org/10.1002/we.2122
http://dx.doi.org/10.1073/pnas.1111769109
http://dx.doi.org/10.1073/pnas.1111769109


Chapter 3
Vertical Profiles Over Flat Terrain

This chapter is going to introduce the basic laws for the shape of the vertical profiles
of wind speed and turbulence in a flat, horizontally homogeneous atmospheric
boundary layer (ABL) over land because this is the simplest surface type. See
Chap. 4 for orographically structured complex terrain and Chap. 5 for the marine
ABL. The ABL is the lower part of the troposphere and by this the lowest layer of
the atmosphere as a whole. In contrast to the free atmosphere above, which had
been introduced in Chap. 2, the presence of the underlying Earth’s surface has a
measurable influence on the ABL. It is the only part of the atmosphere where
frictional forces play an important role, and where the temperature and atmospheric
stability can exhibit diurnal and annual variations. The ABL acts as a kind of broker
that communicates the transport of energy, momentum and other substances
between the Earth surface and the free atmosphere, i.e. the ABL is dominated by
vertical fluxes of these variables. These fluxes have their largest amounts directly at
the surface and vanish at the top of the ABL. We will concentrate here on vertical
wind and turbulence profiles because these are the most important ABL features for
the generation of energy from the wind. More general descriptions of the ABL can
be found in Stull (1988), Arya (1995), Garratt (1992) and other books. Because the
ABL enwraps the whole Earth, it is often also called planetary boundary layer
(PBL).

The wind speed profile laws for the ABL form the basis for vertical interpolation
and/or extrapolation from measurement (Sect. 7.1) or model layer heights (Sect. 7.3)
to hub height or other heights in the rotor plane of a wind turbine. The profile laws
also indicate the vertical wind shear which has to be expected across the rotor plane
of a turbine. The growing hub heights of modern wind turbines require a careful
investigation of the vertical structure of the boundary layer in order to describe the
wind profiles correctly. Hub heights of 80 m and more are usually above the surface
layer, which forms about one-tenth of the depth of the total boundary layer. Simple
power law or logarithmic profiles are strictly valid in the surface layer only.

The Earth’s surface is a place where turbulence is generated, it is usually a sink
for atmospheric momentum, and either a source or a sink for heat and moisture.
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Therefore, we find in the ABL less momentum but more turbulence, and different
heat and moisture concentrations than in the free atmosphere above. The detection
of the vertical profiles of the just mentioned atmospheric variables can thus help to
identify the vertical structure and extent of the ABL.

According to Sect. 2.8, three principal types of the ABL can be distinguished:
(1) if heat input from below dominates, we find a convective boundary layer
(CBL) with unstable stratification, (2) if the atmosphere is cooled from below, we
find a stable boundary layer (SBL) and (3) if the heat flux at the lower surface is
vanishing and dynamical shear forces are dominating, we find a neutral or
dynamical boundary layer. The vertical structure of these three ABL types addi-
tionally depends to a large extent on the type and texture of the underlying surface.
Its shape, roughness, albedo, moisture content, heat emissivity and heat capacity
determine the momentum and energy exchange between the surface and the
atmosphere. The vertical extent of the ABL is mainly determined by the generation
of turbulent kinetic energy at and the input of heat from the lower surface. The
following chapters and sections will present some of the most important charac-
teristics of the ABL with respect to the surface features as found, e.g. within the
urban boundary layer (UBL, Sect. 3.7) or the marine boundary layer (MBL,
Chap. 5). In theory, these characteristics will only appear if the flow is in equi-
librium with the underlying surface. Each time when the horizontal atmospheric
flow crosses a boundary from one surface type or subtype to the next, a new internal
boundary layer forms which will eventually—if no further change in surface
conditions takes place—reach a new equilibrium. Wind profiles within internal
boundary layers are presented in Sect. 3.5.

The simplest structure of the ABL is found over flat, horizontally homogeneous
terrain with uniform soil type and land use and a uniform distribution of roughness
elements. Its vertical stratification in the roughness sublayer, constant-flux sublayer
(Prandtl layer) and Ekman layer is depicted in Fig. 3.1. The evolution of the flat
terrain ABL is mainly determined by the diurnal variation of the energy balance of
the Earth’s surface. During daytime, when the sun is heating the ground, a con-
vective boundary layer (CBL) is growing due to the input of heat from below,
which generates thermal convection. The CBL is dominated by intense vertical
mixing and thus small vertical gradients. During night-time, when the ground cools
due to the emission of long-wave radiation, new nocturnal SBL forms near the
ground (see Fig. 3.2). The SBL is characterized by low turbulence intensity and
large vertical gradients. If clouds, wind and precipitation override the influence of
short-wave and long-wave radiation, then ABL is even simpler and a neutral
boundary layer with nearly no diurnal variation forms. Its depth is then mainly
determined by the magnitude of the wind shear within it and by the advection of
warmer or colder air masses aloft with their own prescribed thermal stratification.

Apart from a viscous or laminar sublayer directly above the surface that is only a
few millimetres deep (too shallow in order to be shown in Fig. 3.1), we have two
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main compartments of the ABL, which must be distinguished by the balance of
forces within them: (1) the surface (Prandtl) layer or constant-flux layer and (2) the
Ekman layer. We will start with the well-known relations for the surface (Prandtl)
layer.

Fig. 3.1 Vertical layering in the atmospheric boundary layer over flat homogeneous terrain

Fig. 3.2 Diurnal variation of the vertical structure of the ABL over flat terrain from noon to noon
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3.1 Surface Layer (Prandtl Layer)

Smaller and older onshore wind turbines with tip heights below about 100 m are
usually fully immersed in the Prandtl layer. The siting of these turbines requires
knowledge mainly from the quite simple and well-known relations given below in
Sect. 3.1. The siting of modern larger turbines with tip heights above about 100 m
requires information on the wind laws in the adjacent Ekman layer as well. These
features are presented in subsequent Sect. 3.2.

The Prandtl layer or surface layer or constant-flux layer is defined meteoro-
logically as that layer, where the turbulent vertical fluxes of momentum, heat and
moisture [and, therefore, the Obukhov length defined in (2.24)] deviate less than
10% from their surface values, and where the influence of the Coriolis force is
negligible. Usually, this layer covers only 10% of the whole ABL depth. Although
this definition seems to be a paradox because the turbulent vertical fluxes have their
largest vertical gradients just at the surface, the concept of the constant-flux layer
has proven to be a powerful tool to describe the properties of this layer.

We start to derive the basic wind equations for this layer by stipulating a ver-
tically constant momentum flux, i.e. assuming a stationary mean flow in x-direction
and horizontal homogeneity [no derivatives neither in wind (x) nor in cross-wind
(y) direction]. This simplifies the equations of motion (2.2)–(2.4) to:

KM
@u
@z

¼ const ¼ u2� ð3:1Þ

where u* is the friction velocity defined in (2.23) and KM is the vertical turbulent
exchange coefficient for momentum, which has the effect and the physical
dimension of a viscosity. KM appears when replacing Fx in term VII of Eq. (2.2)
using Fx ¼ @=@zðKM@u=@zÞ. A specification of KM for neutral stratification is
given at the beginning of Sect. 3.1.1.1 and for non-neutral stratification in Eq. (6.9).
The friction velocity can be estimated from measured logarithmic wind profiles by
inversion of Eq. (3.2) or (3.3) below or can be derived from high-resolution wind
fluctuation measurements with a sonic anemometer (see Chap. 7.1) in the Prandtl
layer, according to (2.23).

The friction velocity is the usual scaling velocity for the wind speeds and the
vertical wind shear in the atmospheric surface layer. In cases with strong convective
vertical motions, the convective velocity scale [see (2.31)] should be used as scaling
velocity.

3.1.1 Logarithmic Wind Profile

The most important atmospheric feature which dominates the generation of energy
from the wind and which drives the designers to construct larger turbines with
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greater hub heights is the vertical increase of wind speed with height. This increase
is described by the laws for the vertical wind profile. Different descriptions of the
vertical wind profile exist. We will have a look at the classical (from a meteoro-
logical point of view) logarithmic wind profile first, which can be derived from
simple physical considerations valid for the surface layer. The empirical power law,
which is often used instead of the logarithmic law, will be presented in the sub-
sequent Sect. 3.1.2. Both laws will be compared to each other in Sect. 3.1.3.

3.1.1.1 Neutral Stratification

In a well-mixed neutral Prandtl layer the temperature, T decreases with height
according to the adiabatic lapse rate given in (2.16). We start the derivation of the
logarithmic wind profile with dynamical considerations, which suggests formulat-
ing the vertical momentum exchange coefficient KM in (3.1) as being proportional
to the mixing length l = jz (this means that we use Prandtl’s mixing length
hypothesis), which in turn is proportional to the distance to the ground and the
friction velocity (KM = ju*z). This leads to the following equation for the vertical
wind speed gradient (or wind shear) in the Prandtl layer derived from Eq. (3.1)
(with the van Kármán constant j = 0.4)

@u
@z

¼ u�
l
¼ u�

jz
ð3:2Þ

Integration of the wind shear Eq. (3.2) from a lower height z0, where the wind
speed is assumed to vanish near the ground up to a height z within the Prandtl layer
then yields the well-known logarithmic wind profile for this layer with the
roughness length z0:

uðzÞ ¼ u�
j
ln
z� d
z0

ð3:3Þ

where d is called the displacement height and is relevant for flows over forests and
cities (see Sects. 3.6 and 3.7). The displacement height gives the vertical dis-
placement of the entire flow regime over areas which are densely covered with
obstacles such as trees or buildings. Otherwise, we will disregard this parameter in
the following considerations. If the displacement height is a relevant parameter,
then in the following equations, all dimensionless ratios z/z0 and z/L* (see (2.24) for
the definition of L*) have to be replaced by (z – d)/z0 and (z – d)/L*, respectively.

The roughness length, z0 and the displacement height, d are not purely local
values. They depend in a non-linear way from the surface properties upstream of the
place where the wind profile has to be computed from (3.3). The size of this
influencing upstream area, which is called fetch or footprint, is increasing with
increasing height z in the wind profile. Thus, the determination of these two values
is not an easy task but requires the operation of footprint models (Schmid 1994;
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Foken 2012). The footprint increases with wind speed, decreases with increasing
turbulence and increases with the measurement of height. The latter dependency
may lead to changing z0 values with height over areas with inhomogeneous land
use. If no detailed information is available, a rough first guess of the upstream
extent of the footprint is one hundred times the height z. The extent is modified by
the thermal stability of the surface layer (see Sect. 2.8). For unstable stratification,
the footprint is smaller and closer to the site of interest, while for stable stratification
it is larger and further away. This means that surface features, such as hills and
forests can influence the wind speed and profile at hub heights in the order of
100 m, even if they are several kilometres upstream. To guarantee a good repre-
sentativity of an estimated wind profile from (3.3) for a certain surface type, the
footprint should be horizontally as homogeneous as possible. The transfer of the
footprint concept to inhomogeneous terrain is discussed in Schmid (2002).

The wind speed increases with height without a turning of the wind direction in
the Prandtl layer. A scale analysis gives the height of this layer, zp (Kraus 2008):

zp � 0:01
u�
f
� 0:00064

vg
�� ��
f

ð3:4Þ

Putting in numbers (u* = 0.5 m/s, f = 0.0001 1/s, vg = 8 m/s) gives a typical
height of the Prandtl layer of 50 m.

Equations (3.2) and (3.3) describe vertical profiles of mean variables in the
surface layer. We also have to specify the vertical distribution of turbulence. The
standard deviations [see Eq. (7.14) in Sect. 7.4.1] of the 10 Hz turbulent fluctua-
tions of the three velocity components are assumed to be independent of height in
the surface layer and scale with the friction velocity u* as well (Stull 1988; Arya
1995). Usually, the following relations are used:

ru
u�

� 2:5;
rv
u�

� 1:9;
rw
u�

� 1:3; ð3:5Þ

Relating the standard deviations to the mean wind speed rather than to the
friction velocity leads to the definition of turbulence intensity. The streamwise
turbulence intensity is defined in Eq. (7.16) in Sect. 7.4.1. By inserting the leftmost
relation from (3.5) into (3.3), we get for this turbulence intensity (Wieringa 1973):

IuðzÞ ¼ ru
uðzÞ ¼

1
lnðz=z0Þ ð3:6Þ

because 1/j = 2.5. This means that turbulence intensity in the neutrally-stratified
surface layer is a function of two parameters: the surface roughness and the height
above ground. Increasing roughness lengths will lead to higher turbulence inten-
sities. For a given roughness length, turbulence intensity decreases with height in
the surface layer.
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3.1.1.2 Unstable Stratification

The thermal stratification of the surface layer is rarely found to be absolutely

neutral. In most cases, there is a non-vanishing virtual potential heat flux H0
vw

0 at
the ground [see the definition of potential temperature in Eq. (2.17) and (2.18)],
which leads to a thermal stratification of the surface layer.

While z is the only scaling length scale in a neutrally-stratified surface layer, the
modulus of the Obukhov length L* [see (2.24)] is an additional length scale in the
unstable surface layer. A non-dimensional parameter can be formed from these two
length scales. The ratio z/L* is used in the following as a stability parameter. This
parameter is negative for unstable stratification, positive for stable stratification and
zero for neutral stratification. In an unstable surface layer, warm air bubbles rise
from the surface to the top of the unstable layer, which is usually marked by a
temperature inversion. The height of the unstable surface layer is designated by zi.
The temperature decreases with height according to the adiabatic lapse rate, but in a
shallow super-adiabatic layer near the surface, the lapse rate is even stronger.

For small negative values of z/L*, the vertical wind profiles in the surface layer
can be described by introducing a correction function Wm(z/L*) (Paulson 1970;
Högström 1988):

Wm ¼ 2 ln
1þ x
2

� �
þ ln

1þ x2

2

� �
� 2arctgðxÞþ p

2
; ð3:7Þ

where x ¼ ð1� b z=L�Þ1=4 and b = 16. The differential form, um of the correction
function Wm (3.7) for unstable thermal stratification reads (Paulson 1970):

uðz=L�Þ ¼ ð1� b z/L�Þ�1=4 ð3:8Þ

with the same value of b as before. This leads to the following description of the
vertical wind shear in unstable conditions:

@u
@z

¼ u�
l
um ¼ u�

jz
um ð3:9Þ

In unstable conditions, the vertical shear is less than in neutral conditions.
Solving (3.9) for um, we see that this function is the non-dimensional vertical wind
shear. um is unity for neutral conditions so that (3.2) replaces (3.9) in neutral
conditions. For the vertical wind profile in unstable conditions, we get (Paulson
1970):

uðzÞ ¼ u�=j lnðz=z0Þ �Wmðz=L�Þð Þ ð3:10Þ

which replaces (3.3) [the displacement height, d is neglected here; see comment
after Eq. (3.3)].
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While the surface layer mean wind profile in the unstable surface layer depends
on the local stability parameter z/L*, turbulence partly depends on non-local
parameters as well. The non-local parameter boundary layer height, zi (see also
Sect. 7.1.3) is another length scale in the unstable surface layer if the
thermally-induced vertical motions extend through the whole depth of the con-
vective boundary layer. This allows for the formulation of a second
non-dimensional stability parameter, zi/L*. The standard deviations of the 10 Hz
fluctuations of the wind components in the unstably stratified Prandtl layer depend
either on this second parameter zi/L* or the first parameter z/L* (Panofsky et al.
1977; Arya 1995):

ru
u�

¼ 15:625� 0:5
zi
L�

� �1=3

;
rv
u�

¼ 6:859� 0:5
zi
L�

� �1=3

ð3:11Þ

rw
u�

¼ 1:3 1� 3
z
L�

� �1=3

ð3:12Þ

This means that the standard deviations of the horizontal wind components
Eq. (3.11) are height independent in the unstable surface layer, while the standard
deviation of the vertical wind component (3.12) increases with height because L* is
negative. Originally, Panofsky et al. (1977) and Arya (1995) have given 12 as a
common value for the numbers 15.625 and 6.859 in (3.11). The different choice has
been made here in order to be consistent with the relations in (3.5) in the limit of
neutral stratification. Arya (1995) gives for the standard deviations of the 10 Hz
fluctuations of the wind components in the unstably stratified Ekman layer above the
Prandtl layer ru;v;w ¼ 0:6w� with the convective velocity scale w* [see Eq. (2.31)].
This convective velocity scale substitutes the friction velocity as a scaling velocity
in situations, where vertical velocities due to unstable thermal stratification are in the
same order as the horizontal wind speeds. This means that the standard deviation of
the vertical velocity component increases with height in the unstable Prandtl layer
due to relation (3.12) and then stays constant above it.

Assuming the validity of the left equation in (3.11), the turbulence intensity
under unstable conditions reads:

IuðzÞ ¼ 15:625� 0:5
zi
L�

� �1=3

j lnðz=z0Þ �Wmðz=L�Þð Þ�1 ð3:13Þ

which replaces the relation (3.6) for neutral stratification. Turbulence intensity
increases with increasing instability and increasing roughness but decreases with
increasing height above ground.
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3.1.1.3 Stable Stratification

The stable type of the surface layer, which is characterized by a downward surface
heat flux (L* > 0) and a stable thermal stratification of the air, is usually found at
night-time, over waters that are colder than the air above, and over ice and
snow-covered surfaces. For positive values of z/L*, the correction functions for the
logarithmic wind profile read (Businger et al. 1971; Dyer 1974; Holtslag and de
Bruin 1988):

Wmðz=L�Þ ¼
�az=L� for 0\z=L� � 0:5

Az=L� þBðz=L� � C=DÞ
expð�Dz=L�ÞþBC=D for 0:5� z=L� � 7

8<
: ð3:14Þ

where a = 5, A = 1, B = 2/3, C = 5 and D = 0.35. The differential form, u of the
correction function Wm (3.14) for stable stratification reads:

uðz=L�Þ ¼ 1þ a z/L� ð3:15Þ

with a being about 5 (Dyer 1974).
The vertical wind shear in stable conditions is then described again by (3.9) and

the vertical wind profile u(z) in the stable surface layer by (3.10) but now using the
functions (3.14) and (3.15) for stable stratification.

The standard deviations of the wind components are usually assumed to be
constant with height in the same way as described by (3.5) for the neutral ABL
(Arya 1995). The turbulence intensity for stable conditions reads:

IuðzÞ ¼ lnðz=z0Þ �Wmðz=L�Þð Þ�1 ð3:16Þ

with the stability function Wmðz=L�Þ as given in (3.14).
Figure 3.3 shows vertical profiles of turbulence intensity for neutral, unstable

and stable conditions from the Eqs. (3.6), (3.13) and (3.16). The modulus of the
Obukhov length, L* has been set to 150 m for plotting this figure. The left frame
shows onshore conditions with a roughness length of 0.5 m, the right frame off-
shore conditions with a roughness length of 0.0001 m. These conditions correspond
to a modulus of the heat flux of 0.325 K m/s for onshore conditions and of
0.014 K m/s (the heat flux being upward for unstable conditions and downward for
stable conditions) for offshore conditions in the equation for the Obukhov length
(2.24). Turbulence intensity is steadily decreasing with height and is much lower
for stable conditions than for unstable and neutral conditions. This fact is important,
also for the wake decay constant in Chap. 6.
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3.1.2 Power Law

Sometimes, instead of the logarithmic profile laws (3.3) or (3.10), which have been
derived from physical and dimensional arguments, an empirical power law is used
to describe the vertical wind profile:

uðzÞ ¼ uðzrÞ z
zr

� �a

ð3:17Þ

where zr is a reference height and a is the power law exponent (sometimes called
the ‘‘Hellmann exponent’’). The exponent a depends on surface roughness and the
thermal stability of the Prandtl layer. The analysis of the relationship between the
logarithmic law (3.3) or (3.10) and the power law (3.17) is not easy because thermal
stability is described quite differently in both formulations. The following section
shows how (3.3) or (3.10) and (3.17) are related to each other and whether they can
be used really interchangeably.

Fig. 3.3 Vertical profiles of turbulence intensity for neutral (full curves), unstable (dash-dotted
curves) and stable (dashed curves) conditions from the Eqs. (3.6), (3.13) and (3.16). The modulus
of the Obukhov length L* has been set to 150 m. Left: onshore conditions (roughness length is
0.5 m), right: offshore conditions (roughness length is 0.0001 m)
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3.1.3 Comparison Between Logarithmic and Power Law

The choice of a suitable way of describing the wind profile is often made by
practical arguments. Although today’s computer resources set nearly no limits
anymore to the rapid integration of complex equations, the power law (3.17) is
often chosen due to its mathematical simplicity. It is often claimed that both
descriptions lead more or less to the same results. A comparison of the parameters
of the two profile laws for neutral stratification is given in Table 3.1.

The following analysis shows theoretically how closely the logarithmic profiles
(3.3) or (3.10) can be described by a power law (Emeis 2005). This is not a new
issue as Sedefian (1980) has derived theoretically how the power law exponent
a depends on z/z0 and z/L* by equating the vertical wind shear from a logarithmic
profile and a power law. As long as the height range over which the two profiles
should match is small, the solution given by Sedefian (1980) is practical and
sufficient. One will always find a power law with an exponent a that fits a given
logarithmic profile at a given height.

However, today’s tasks in wind engineering (the construction of large wind
turbines and the design of high buildings) often require the extrapolation of the
wind profile over considerable height intervals. For these purposes, the two
descriptions are only equivalent if it is possible to find a power law that fits the
logarithmic profile not only in slope (i.e., wind shear) but also in curvature over the
respective range. The following investigation will demonstrate that this is possible
only for certain combinations of surface roughness and atmospheric stability in a
stably stratified boundary-layer flow. We start the analysis for the sake of simplicity
with neutral stratification.

For the investigation of the possibility whether the profile laws (3.3) or (3.10)
and (3.17) can describe the same wind profile over a larger height range, we need
the mathematical formulation of the slope and the curvature of the wind profiles
expressed by (3.3) or (3.10) and (3.17). The slope of the logarithmic wind profile
under neutral stratification is given by the first derivative of (3.3) with respect to the
vertical coordinate z:

Table 3.1 Typical profile law parameters for vertical wind profiles in the ABL: roughness length
z0, power law (Hellmann) exponent a (neutral thermal stratification, friction velocity u* (neutral
stratification, 10 m/s geostrophic wind) and deviation angle from the geostrophic wind direction u.
The values should be regarded as estimates only. From Emeis (2000)

surface type z0 [m] a u* [m/s] u [degree]

water 0,001 0,11 0,2 15–25

grass 0,01–0,05 0,16 0,3

shrubs 0,1–0,2 0,20 0,35 25–40

forest 0,5 0,28 0,4

cities 1–2 0,40 0,45

megacities 5

mountains 1–5 0,45 35–45
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z
¼ ln�1 z
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uðzÞ
z

ð3:18Þ

and the curvature of the logarithmic profile follows by taking the second derivative
of (3.3) with respect to the vertical coordinate:

@2u
@z2

¼ � 1
j
u�
z2

¼ � ln�1 z
z0

� �
uðzÞ
z2

ð3:19Þ

The slope of the power law by differentiating (3.17) with respect to the vertical
coordinate yields:
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¼ uðzrÞ
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z
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� �a z
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� ��1

¼ auðzrÞ z
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¼ a
uðzÞ
z

ð3:20Þ

and the curvature of the power laws read after computing the second derivative of
(3.17) with respect to the vertical coordinate:

@2u
@z2

¼ aða� 1ÞuðzrÞ z
zr

� �a 1
z2

¼ aða� 1Þ uðzÞ
z2

ð3:21Þ

Equating the slopes of the logarithmic profile (3.18) and that of the power law,
(3.20) delivers a relation between the Hellmann exponent and the surface roughness
length:

a ¼ ln�1 z
z0

� �
ð3:22Þ

which equals the formulation given by Sedefian (1980) in the limit of neutral
stratification. Comparison with the definition of the turbulence intensity (3.6)
reveals that the exponent a is equal to the turbulence intensity for neutral
stratification.

This means that a logarithmic wind profile and a power law profile have the
same slope at a given height if the power law exponent equals the turbulence
intensity at this height. Equation (3.22) is plotted in Fig. 3.4.

Equation (3.22) implies that the exponent a is not a constant but decreases with
height for a given roughness length z0. The height in which the slopes of the two
wind profiles (3.3) and (3.17) should be equal—this is usually the anemometer
height z = zA—therefore, has to be specified a priori. The dependence of the power
law exponent a on height is stronger the smaller the ratio z/z0 is (see Fig. 3.4).
Due to this fact, the dependence of the exponent a on height is stronger for complex
terrain, where the roughness length z0 is large and it can nearly be neglected for
water surfaces with very small roughness lengths.
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In order to see whether we can find an exponent a so that both the slope and the
curvature agree in a given height, we must equate the formulas (3.19) and (3.21) for
the curvature of the two profiles. This yields a second relation between the
Hellmann exponent and the surface roughness length:

aða� 1Þ ¼ � ln�1 z
z0

� �
ð3:23Þ

For low heights over rough surfaces with z/z0 < 54.6, Eq. (3.23) has no solution
at all (see the full line in Fig. 3.4). For z/z0 = 54.6 it has one solution (a = 0.5) and
for greater heights, over smoother surfaces with z/z0 > 54.6 it has two solutions of
which we always choose the smaller one. This solution approaches the solution of
Eq. (3.22) asymptotically as z/z0 tends to infinity (for very smooth surfaces such as
still water surfaces). Therefore, a power law with equal slope and curvature as the
logarithmic profile can only exist in the limit for perfectly smooth surfaces, when
a tends to zero. Thus, for neutral stratification, a power law with a slope and
curvature that fits the logarithmic profile over a larger height range can never be
constructed. Such a fit would be possible only if the power law exponents were not
constant but varied with height according to (3.23).

The use of (3.22) for calculating the exponent a of a power wind profile that is
an approximation to the logarithmic wind profile is better, the larger z/z0 is, i.e. the
smoother the surface is. For complex terrain, on the other hand, the power law with
an exponent a given by (3.22) is not a good approximation to the true wind profile.
This is demonstrated in Fig. 3.5, where we present wind profiles computed from
(3.3) and (3.17) for three different height-to-roughness ratios z/z0. The height where
the profiles should be identical is chosen to be 50 m and the wind profiles have
been normalized to the wind speed in this height. The wind speed difference
between the logarithmic profile and the power law profile at 100 m height is 1.3%

Fig. 3.4 Dependence of the
power law exponent a on
height and surface roughness
following (3.22) (dashed line)
and (3.23) (full line)
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for z/z0 = 50 [power law exponent a = 0.2556 from (3.22)] and 0.3% for z/
z0 = 5000 (a = 0.1174). The relative difference between the two profiles at 10 m
height is 11.2 and 2.0%, respectively.

Usually—except for very strong winds—the atmosphere is not stratified neu-
trally. For non-neutral stratification, the slope of the logarithmic profile (3.16) is
determined by:
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where the first Eq. (3.24) is valid for unstable stratification and the second
Eq. (3.25) for stable stratification. The curvature of the diabatic wind profile (3.10)
is given by:

Fig. 3.5 Three normalized neutral wind profiles extrapolated from the 50 m wind speed for
increasingly smooth terrain (from left to right). Full lines: logarithmic profiles from (3.3)
(uppermost numbers give z/z0), dashed lines: power profiles from (3.17) (numbers at bottom line
give the exponent a). The middle curve has been shifted to the right by 0.5 and the right curve has
been shifted to the right by 1.0 for better visibility
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where, once again, the first Eq. (3.26) is valid for unstable stratification and the
second Eq. (3.27) for stable stratification. The expression (z/x) ∂x/∂z in (3.26)
equals −3.75 z/L* (1/x

4), where x has been defined after (3.7). Slope and curvature
of the power law (3.17) do not depend explicitly on stratification and thus remain
unchanged. Looking for equal slopes in non-neutrally stratified flow now requires
the investigation of the possible identity of (3.24)/(3.25) and (3.20). We get:
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which are exactly the equations found by Sedefian (1980) From (3.28) and (3.29) it
is obvious that a is smaller with unstable stratification than with neutral, but is
larger with stable stratification because x and the expression in brackets containing
z/L* are both larger than unity.

We had seen from Fig. 3.5 that the neutral logarithmic profile is always steeper
(in the manner we have plotted the figure steeper means that wind speed is
increasing less with height) than a power law profile fitted to it at the height z = zA.
As the logarithmic profile for unstable stratification is even steeper than the one for
neutral stratification we do not expect a match with the power law profile for
unstable stratification. But for stable stratification, the slope of the logarithmic
profile is smaller than for neutral conditions and a fit may become possible. We,
therefore, equate the curvatures from Eqs. (3.21) and (3.26)/(3.27) yielding:

aða� 1Þ ¼ � ln
z
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� �
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aða� 1Þ ¼ � ln
z
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� �
þ 4:7

z
L�

� �� ��1

for
z
L�
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Now, for stable stratification—in contrast to the neutral stratification above and
to unstable conditions—we have the possibility to define conditions in which
Eqs. (3.29) and (3.31) can be valid simultaneously. For such a power law profile
which has equal slope and curvature at the height z = zA, the following relation
between the Hellmann exponent, a and the stability parameter, z/L* must hold:
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a ¼ 1� 1þ 4:7
z
L�

� ��1

ð3:32Þ

In contrast to the neutral case, it is possible to find an exponent a for stable
conditions, but this exponent depends on the static stability (expressed by z/L*) of
the flow. The possible values for a in the phase space spanned by z/z0 and z/L* can
be found by either equating (3.29) and (3.32) or by equating (3.31) and (3.32):

ln
z
z0

� �
¼ 2þ 1

4:7 z
L�

ð3:33Þ

Figure 3.6 illustrates the solutions from Eqs. (3.28) to (3.31), and (3.33). An
evaluation of (3.33) demonstrates that the stability of the atmosphere must increase
with increasing roughness and decreasing anemometer height in order to find a
power law profile with the same slope and curvature as the logarithmic profile. The
curved thin lines from the lower left to the upper right represent the solution of
Eqs. (3.28) and (3.29), the lines with the maximum just left of z/L* = 0 the solution

Fig. 3.6 Solution of the Eqs. (3.28)–(3.31) and (3.33) in the phase space spanned by the
roughness parameter z/z0 and the stratification parameter z/L*. Thin lines from lower left to upper
right [calculated from (3.28) and (3.29)] indicate for different exponents a (given in the box to the
upper right) when a logarithmic profile and a power law profile have equal slopes, thin lines from
left to lower right [calculated from (3.30) and (3.31)] indicate for different exponents a when a
logarithmic profile and a power law profile have equal curvatures, the thick line [calculated from
(3.33)] runs through the points, where the solutions from (3.29) and (3.31) are equal. The three
asterisks mark the position of the examples shown in Fig. 3.7
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of Eqs. (3.30) and (3.31) (please note that the lowest line is the one for a = 0.5, and
that the lines for a = 0.3 and a = 0.7 are identical), and the thick line marks the
solution of (3.33). As designed, the thick curve goes through the points, where
solutions from (3.29) and (3.31) are identical.

Figure 3.7 displays three examples of wind profiles for non-neutral stratification,
one for unstable conditions and a large roughness length, one which lies exactly on
the curve from Eq. (3.33) so that slope and curvature coincide simultaneously, and
one for very stable conditions. For a roughness length of z0 = 0.023 m (z/
z0 = 2173) and a Obukhov length of L* = 1500 m (z/L* = 0.0333), a power law
profile with a = 0.15 has equal slope and curvature at z = zA = 50 m as the loga-
rithmic profile. At z = 100 m the two profiles only differ by 0.1%, at 10 m by 0.9%.
This is an even better fit than the fit for the neutral wind profile with z/z0 = 5000 in
Fig. 3.5. For the two profiles under unstable conditions, the respective deviations at
100 m and at 10 m are 4.5 and 89.9%, for the two profiles under very stable
conditions these deviations are −3.5 and −14.0%.

This extension of Sedefian’s (1980) analysis has shown that only for certain
conditions in stably stratified boundary layer flow, is it possible to find a power law
profile that has the same slope and curvature as a logarithmic wind profile and thus
fits the logarithmic profile almost perfectly over a wide height range. In a purely
neutrally stratified boundary layer, this perfect fit is not possible although the
smoother the surface is the fit becomes better. The worst fit occurs for unstable
conditions and rough terrain. Due to the fact that the atmosphere is usually stably

Fig. 3.7 Three normalized non-neutral wind profiles extrapolated from the 50 m wind speed for
increasing stability (from left to right, the second numbers from above give z/L*). Full lines
logarithmic profiles from (3.10) (uppermost numbers give z/z0), dashed lines power profiles from
(3.22) (numbers in the middle give the exponent a). The middle curve has been shifted to the right
by 0.5 and the right curve has been shifted to the right by 1.0 for better visibility
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stratified in the mean, it becomes obvious from the above calculations why the
power law approach has been so successful in many cases.

For high wind speeds, which are most favourable for wind energy conversion,
the stratification of the boundary layer usually becomes nearly neutral (except for
the cases of nocturnal low-level jets, which develop in considerably stable strati-
fication). The above considerations then show that only for very smooth terrain
(offshore and near the coasts), the power law is a good approximation to the real
surface layer wind profile. Extrapolations of the wind profile above the height of the
surface layer (80–100 m) by either law (3.3), (3.10) or (3.17) should be made with
very great care because both laws are valid for the surface layer only (Emeis 2001).

3.1.4 Vertical Gust Profile with Large Wind Speeds

Wind profiles for strong winds are nearly always close to the neutral wind profiles
because the Obukhov length defined in (2.24) takes large absolute values and the
correction terms in the profile law (3.17) remain small. Vertical gust profiles look
different. Wieringa (1973) derives profile exponents for gusts which are about 45%
lower than those for the mean wind. This implies that the gust factor G(z) (i.e., the
ratio of the gust wind speed to the mean wind speed, see Eq. (7.42) in Sect. 7.4.4,
must decrease with height which has been confirmed by Davis and Newstein
(1968). The decrease can be explained by the decrease of the vertical wind speed
shear with height which leads to a decreasing mechanical production of turbulence.
Wieringa (1973) gives an empirical relation for the height dependence of the gust
factor by stipulating D/t = 86.6 in Eq. (7.45) in Sect. 7.4.4:

GðzÞ ¼ 1þ 1:42þ 0:3013 lnð990=ðvtÞ � 4Þ
lnðz=z0Þ ð3:34Þ

The numerical value 990 m (86.6 times 11.5 m/s/1 s) represents the turbulent
length scale underneath which the majority of the turbulence elements are found.
This results in G = 1.37 for a roughness length of 0.03 m.

3.2 Profile Laws Above the Surface Layer

Modern large wind turbines with upper tip heights of more than about 100 m
frequently operate at least partly in the Ekman layer. The Ekman layer is the next
layer above the surface or Prandtl layer, but is still part of the atmospheric boundary
layer as the influence of the surface friction is still important. Therefore, wind
resource and load assessment cannot be done solely with the vertical profile rela-
tions and laws given in Sect. 3.1. The more complicated wind regime in the Ekman
layer is to be considered as well.
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The equilibrium of forces change when moving upward from the surface layer or
Prandtl layer into the Ekman layer. In addition to the pressure gradient force and the
surface friction, the Coriolis force due to the Earth’s rotation becomes important
here as well. This means that in a stationary Ekman layer the three terms III, V and
VII in (2.2)–(2.4) must balance each other. This layer is named after the Swedish
physicist and oceanographer W. Ekman (1874–1954), who for the first time derived
mathematically the influence of the Earth’s rotation on marine and atmospheric
flows. A prominent wind feature which distinguishes the Ekman layer from the
surface or Prandtl layer below is the turning of wind direction with height. The
Ekman layer covers the major part of the ABL above the Prandtl layer (see
Fig. 3.1). In the Ekman layer, the simplifying assumption is made that the
height-dependent growth of the exchange coefficient KM = ju*/z (see Sect. 3.1.1.1)
stops at the top of the Prandtl layer and that KM is vertically constant for the rest of
the boundary layer.

3.2.1 Ekman Layer Equations

The balance of forces in the Ekman layer involves three forces. The Coriolis force is
relevant in addition to the pressure gradient force and the frictional forces. Equating
the three relevant terms III, V and VII in (2.2) and (2.3) leads to:
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Here, the rightmost terms on the left-hand side of (3.35) and (3.36) are substi-
tuted for the symbolic expressions for the frictional forces Fx and Fy in term VII in
(2.2) and (2.3). KM is the turbulent vertical exchange coefficient for momentum,
which has the physical dimension of a viscosity, i.e. m2/s. Using the definition of
geostrophic winds introduced in Eqs. (2.5) and (2.6) leads to:
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The two left terms in (3.37) and (3.38) can be merged into one term containing
the so-called velocity deficits ug—u and vg—v. This yields the so-called defect laws
for the Ekman layer:

f vg � v
� �� @ KM

@u
@z

� �
@z

¼ 0 ð3:39Þ

�f ug � u
� �� @ KM

@v
@z

� �
@z

¼ 0 ð3:40Þ

An analytical solution of (3.39) and (3.40) is possible under certain assumptions
and will be described in the following Sect. 3.2.2. The derivation of the vertical
wind profile for the Ekman layer will be continued in Sect. 3.2.3.

3.2.2 Inertial Oscillations in the Ekman Layer

Up to now, we have considered stationary situations which form under different
equilibria of forces. An interesting instationary situation, which is quite realistic as
we will show below in Sect. 3.4, is the sudden disappearance of frictional forces in
the Ekman layer in the evening hours or when the winds blow from the rough land
out over the very smooth sea. In such cases, the first terms in (3.39) and (3.40) are
suddenly balanced only by the inertial terms I in (2.2) and (2.3), and we yield the
following equations for the temporal variation of the horizontal wind components:

@u
@t

¼ �f v� vg
� � ð3:41Þ

@v
@t

¼ f u� ug
� � ð3:42Þ

The terms on the left-hand side involve a dependence on time. Therefore, the
analytical solution of (3.41) and (3.42) describes an oscillation with time, t:

u� ug ¼ Dv sin ftþDu cos ft; ð3:43Þ

v� vg ¼ Dv cos ft � Du sin ft; ð3:44Þ

where Du and Dv are the ageostrophic wind components at the beginning of the
oscillation in the moment when the friction vanishes. This interesting phenomenon
is the basis for the development of low-level jets and is discussed in more detail in
Sect. 3.4.
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3.2.3 Vertical Wind Profiles in the Ekman Layer

We now derive the laws for the vertical wind profile in the Ekman layer. One can
solve the defect laws (3.39) and (3.40) analytically in order to obtain the vertical
wind profile in the Ekman layer (Stull 1988) if we assume a vertically constant
exchange coefficient KM:

u2ðzÞ ¼ u2g 1� 2e�cz cos yzð Þþ e�2cz� � ð3:45Þ

where we have introduced another, this time, inverse length scale, c which depends
on the Coriolis parameter and the turbulent viscosity, KM:

c ¼
ffiffiffiffiffiffiffiffiffi
f

2KM

r
ð3:46Þ

Usually, the top height of the Ekman layer zg is estimated from this inverse
length scale by:

zg ¼ p
c

ð3:47Þ

Equation (3.45) can be mathematically simplified if the height z is small com-
pared to the length scale 1/c. Then, the cosine-function in (3.45) is close to unity
and we get:

u2ðzÞ ¼ u2g 1� 2e�cz þ e�2cz� � ð3:48Þ

and after taking the square root we end up with:

uðzÞ ¼ ug 1� e�czð Þ ð3:49Þ

The simplified Eq. (3.49) describes an exponential approach with height of the
wind speed u(z) from lower wind speed values within the Ekman layer to the
geostrophic wind speed ug above the Ekman layer, while the full Eq. (3.45)
describes this approach as well, but including a small oscillation of the wind speed
around the geostrophic value near the top of the Ekman layer. The full Eq. (3.45) is
usually preferable because the simplified Eq. (3.49) gives wind speed values which
are—compared to (3.45)—by 1/√2 too low, close to the ground. Equation (3.49) is
introduced here because it has been used in some examples shown in Sects. 3.4.1
and 4.2.4. Generally, neither Eq. (3.45) nor Eq. (3.49) should be extrapolated down
into the surface layer. Unified profile relations which are valid over both layers the
surface layer and the Ekman layer are derived in the next subchapter.

The vertical profile of the standard deviations of the wind components as the
major turbulence parameter has already been given above in Eq. (3.5).
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3.2.4 Unified Description of the Wind Profile
for the Boundary Layer

For many purposes, especially in those situations where the hub height is close to
the top of the surface layer and the rotor area of a wind turbine cuts through the
surface layer and the Ekman layer above, a unified description of the wind profile
for the entire lower part of the ABL is desirable, which is valid in both layers. Due
to the assumption of the constant exchange coefficient KM in the Ekman layer, the
relations (3.35) to (3.40) and (3.45) cannot be extended from the Ekman layer down
into the Prandtl layer. Likewise, due to the assumption of a mixing length which
grows linearly with height in the surface layer, the logarithmic relations (3.3) and
(3.10) cannot be extended into the Ekman layer. Therefore, two approaches have
been tested to overcome this problem. The first idea is to fit the Prandtl and Ekman
profiles together in such a way that there is a smooth transition in terms of wind
speed and wind shear between both regimes. The second idea is to modify the
mixing length in order to extrapolate the Prandtl layer wind profile into higher
layers.

3.2.4.1 Neutral Conditions

Etling (2002) had proposed the first idea by presenting a wind profile description
with a linearly increasing exchange coefficient KM below the Prandtl layer height, zp
and a constant KM above this height:

uðzÞ ¼

u�=j lnðz=z0Þ for z\zp
ugð� sin a0 þ cos a0Þ for z ¼ zp
ug½1� 2

ffiffiffi
2

p
e�cðz�zpÞ

sin a0 cosðcðz� zpÞþ p=4� a0Þ for zþ þ zp
þ 2e�2cðz�zpÞ sin2 a0�1=2

8>>>><
>>>>:

ð3:50Þ

The vertical wind profile given by Eq. (3.50) depends on five parameters: the
surface roughness z0, the geostrophic wind speed ug, the height of the Prandtl layer
zp, the friction velocity u� and the angle between the surface wind and the geos-
trophic wind a0. The two variables z0 and ug are external parameters, the other three
of them are internal parameters of the boundary layer. If a fixed value is chosen for
zp [see Eq. (3.4)] then two further equations are needed to determine u* and a0.
Equation (3.50) describes a smooth transition of wind speed from the Prandtl layer
to the Ekman layer (see Fig. 3.8).

Deviating from the original approach of Etling (2002), the unified vertical wind
profile should be generated from the more realistic physical requirement that both
the wind speed as well as the wind shear are continuous at the height z = zp
(Emeis et al. 2007b). Equating the first two equations of the wind profiles,
Eq. (3.57) for z = zp gives an equation for the friction velocity:
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u� ¼ jugð� sin a0 þ cos a0Þ
lnðzp=z0Þ ð3:51Þ

and from equating the respective equations for the vertical wind shear at the same
height z = zp, we get a second equation for u*:

u� ¼ 2 ug
�� ��cjzp sin a0 ð3:52Þ

These two equations must be valid simultaneously. Equating the right-hand sides
of these two Eqs. (3.51) and (3.52) yields the desired relation for the turning angle,
a0:

a0 ¼ arctg
1

1þ 2czp lnðzp=z0Þ ð3:53Þ

Unfortunately, Eq. (3.53) still depends on the friction velocity u� via the defi-
nition of c: For the height z = zp, we have from the definition of the inverse length
scale, c (3.46):

c ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

f
2ju�zp

s
ð3:54Þ

Thus, the friction velocity u� has to be determined iteratively starting with a first
guess for u� in (3.54), subsequently computing a0 from (3.53), and then recom-
puting u� from (3.51) or (3.52).

Inversely, the system of Eqs. (3.51) to (3.54) can be used to determine the height
of the Prandtl layer, zp if the friction velocity, u� is known from other sources.

Fig. 3.8 Comparison of logarithmic wind profiles from (3.10) (thin line, parameters are given in
the first line of the insert) and smooth boundary layer wind profiles from Eq. (3.60) (dotted line,
parameters are given in the second and third line of the insert) with measured monthly mean data
(bold line). Left: daytime profiles, right: night-time profiles, both from SODAR data for August
2002 in Hannover (Germany). (From Emeis et al. 2007b)
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The second idea is to modify the dependence of the mixing length on height and
has been proposed by Gryning et al. (2007). They reformulated the height-dependent
mixing length l (which is denoted jz = LL in the Prandtl layer in the following
equations) in order to limit its growth with height and thus to extend the validity of
the logarithmic law (3.3) to above the surface layer. They have chosen:

1
l
¼ 1

LL
þ 1

LM
þ 1

LU
ð3:55Þ

A modified mixing length is formed in (3.55) by introducing a length scale for
the middle part of the boundary layer, LM ¼ u�=f ð�2lnðu�=ðfz0ÞÞþ 55Þ�1 and a
length scale for the upper part of the boundary layer, LU = (zi − z). This results in
the following wind profile, alternative to (3.3) or (3.50):
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j

ln
z
z0

þ z
LM

� z
zi

z
2LM

� �
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Peña et al. (2010a) suggest a similar approach for the mixing length starting from
Blackadar’s (1962) principal approach for the mixing length, l

l ¼ jz

1þ jz
g

� �d ð3:57Þ

which can be rewritten as:
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Incorporating this approach into the logarithmic profile law (3.6) gives:
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For neutral stability and d = 1, Peña et al. (2010a) find for the limiting value of
the length scale in the upper part of the boundary layer η = 39 m; for d = 1.25, they
give η = 37 m. The only necessary parameter in (3.59) from above the surface layer
is the height of the boundary layer, zi. A summarizing paper comparing the different
approaches (3.3), (3.56) and (3.59) for neutral stratification and homogeneous
terrain has been written by Peña et al. (2010a).

54 3 Vertical Profiles Over Flat Terrain



3.2.4.2 Non-neutral Conditions

With the correction functions for non-neutral thermal stability (3.7) and (3.14), the
unified vertical wind profile (3.50) becomes:

uðzÞ ¼

u�=j lnðz=z0Þ �Wmðz=L�Þð Þ for z\zp
ugð� sin a0 þ cos a0Þ for z ¼ zp
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ð3:60Þ

In the non-neutral case, the equations for the friction velocity and the wind
turning angle (3.51) to (3.53) take the following forms, which now involve cor-
rection functions for the thermal stability of the atmosphere:

u� ¼ jugð� sin a0 þ cos a0Þ
lnðzp=z0Þ �Wmðzp=L�Þ ð3:61Þ

u� ¼
2 ug
�� ��cjzp sin a0
uðzp=L�Þ ð3:62Þ

a0 ¼ arctg
1

1þ 2czp
uðzp=L�Þ lnðzp=z0Þ �Wmðzp=L�Þ

� � ð3:63Þ

u* and a0 must be determined by the same iterative procedure as described after
(3.54). c still has the form given in (3.54), b is set to 16 following Högström (1988).
The function W had been defined in (3.7) and (3.14) for unstable and stable con-
ditions. The function u is also different for unstable and stable stratification and is
specified in Eqs. (3.8) and (3.15).

The alternative approaches by Gryning et al. (2007) and Peña et al. (2010a, b)
yield the following unified vertical wind profiles, which have to be used in place of
(3.56) and (3.59) in case of non-neutral thermal stratification of the boundary layer:

uðzÞ ¼ u�
j

ln
z
z0

þ Tð z
L�
Þþ z

LM
� z
zi

z
2LM

� �
ð3:64Þ

uðzÞ ¼ u�
j

ln
z
z0

þ Tð z
L�
Þþ 1

d
jz
g

� �d

� 1
1þ d

z
zi

jz
g

� �d

� z
zi

 !
ð3:65Þ

with a stability correction function T(z/L*) that is again different for unstable and
stable stratification. It is specified below in Eqs. (3.66) and (3.67). For details, the
reader is referred to Gryning et al. (2007) and Peña et al. (2010b). A comparison of
wind profiles from (3.60), (3.64) and (3.65) is shown in Fig. 3.9.
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For unstable situations the stability correction function in (3.64) and (3.65)
becomes (Peña et al. 2010b):

Tðz=L�Þ ¼ �Wmðz=L�Þ ð3:66Þ

In stable situations, the stability correction function in (3.64) and (3.65) becomes
(Peña et al. 2010b):

Tðz=L�Þ ¼ �Wmðz=L�Þ 1� z
2zi

� �
ð3:67Þ

As above, b is chosen around 15 or 16 and a is chosen to be around 4.7 and 5.
The work on such unified profiles is ongoing, see. e.g., Sathe et al. (2011).
Recently, Optis et al. (2014, 2016) confirmed the approach (3.50)–(3.54) and
(3.60)–(3.63), while seeing the approach (3.55) critically. They extended
(3.60)–(3.63) by providing a stability-dependent relation for the determination of
the height of the Prandtl layer, zp, which replaces (3.4) for stable conditions:

Fig. 3.9 Comparison of monthly mean vertical wind profiles from (3.10) (thin full line), from
(3.60) (full line), from (3.64) (dash-dotted line), and from (3.65) (dashed line) with the same data
as in Fig. 3.8. Left daytime, right night-time. The parameters for the various formulas are given in
the insert
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zp ¼ 0:0127
u�
f
ð1þ 0:011lþ 0:022l2Þ�0:25 ð3:68Þ

with a stability function l similar to (2.32), but without including j:

l ¼ u�
fL�

ð3:69Þ

Measurement methods that are needed to determine the mixed layer height are
described in Chap. 7.

Arya (1995) gives for the standard deviations of the 10 Hz fluctuations of the
wind components in the unstably stratified Ekman layer above the Prandtl layer:

ru;v;w ¼ 0:6w� ð3:70Þ

with the convective velocity scale:

w� ¼ gzi
H

w0H0
� �1=3

ð3:71Þ

This convective velocity scale substitutes the friction velocity as a scaling
velocity in situations where vertical velocities due to unstable thermal stratification
are in the same order as the horizontal wind speeds. This means that the standard
deviation of the vertical velocity component increases with height in the unstable
Prandtl layer due to relation (3.12) and then stays constant above it due to relation
(3.70).

3.3 Spectra

The velocity spectrum has been studied and applied in the context of wind engi-
neering for more than half a century. One of the most well-known sources is the
paper by van der Hoven (1957), which has been frequently cited, since then, as
evidence for the existence of a spectral gap at a frequency of about 1 h−1 separating
mesoscale and microscale turbulence. Van der Hoven (1957) analysed data at 91 to
125 m above ground from the meteorological tower at the Brookhaven National
Laboratory. Recently, Larsén et al. (2016) revisited this issue and carefully analysed
long time series of wind data from a near-coastal (Høvsøre) and an offshore site
(Horns Rev) in Denmark. Their main findings are that the spectral gap exists but
that it is not that much expressed as in the classical graph of van der Hoven (1957).
Especially, the magnitude of the microscale turbulence seems to be overestimated
in the van der Hoven spectrum. Furthermore, the gap is height-dependent and
becomes less discernible for greater heights (100 m above ground) and for offshore
sites.
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Power spectra (or shortly spectra) describe the frequency dependence of the
power of turbulent fluctuations, while the standard deviations of the wind com-
ponents given in the relations (3.5), (3.11), (3.12) and (3.70) are integral values over
the entire turbulence spectrum. The microscale frequency dependence of the
standard deviations is needed for load calculations for wind turbines. This desired
information can be obtained from turbulence spectra only. The full spectrum is
usually described by the sum of the mesoscale and the microscale spectrum. The
mesoscale part is sufficiently well-given by (Larsén et al. 2016):

nSðnÞ ¼ a1n
�2=3 þ a2n

�2 ð3:72Þ

with the frequency n, a1 = 3 � 10−4 m2 s−8/3 and a2 = 3 � 10−11 m2 s−4. Kaimal
et al. (1972) give universal functions for the microscale turbulence spectra for
neutral stratification over flat terrain:
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ð3:73Þ
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f

1þ 5:3f 5=3ð Þ ð3:75Þ

with the spectral power density S(n), frequency n, and normalized frequency f = nz/
U. The functions (3.73) to (3.75) follow Kolmogrov’s −5/3 law for the inertial
subrange between the low-frequency production range and the high-frequency
dissipation range. Teunissen (1980) suggests a modification of these formulae for
rougher terrain. He puts:

nSuðnÞ
u2�

¼ 105
f

cu þ 33fð Þ5=3
ð3:76Þ

nSvðnÞ
u2�

¼ 17
f

cv þ 9:5fð Þ5=3
ð3:77Þ

nSwðnÞ
u2�

¼ 2
f

cw þ 5:3f 5=3ð Þ ð3:78Þ

with cu = cw = 0.44 and cv = 0.38 for agricultural flat terrain. The values for cu, cv
and cw less than unity lead to an increase of the spectral density in the
low-frequency range. Alternatively, the von Kármán formulation of the spectra can
be used (Teunissen 1980), which does not depend on a determination of the friction
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velocity but rather on the variances of the velocity components and three turbulent
length scales.

nSuðnÞ
r2u

¼ 4kLxu

1þ 70:7ðkLxuÞ2
� �5=6 ð3:79Þ

nSvðnÞ
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¼ 4kLxv
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1þ 70:7ð2kLxvÞ2
� �11=6 ð3:80Þ

nSwðnÞ
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¼ 4kLxw
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1þ 70:7ð2kLxwÞ2
� �11=6 ð3:81Þ

where k = n/U and Lxu; L
x
u;L

x
u are “free” scaling parameters which can be chosen to

match the data. Teunissen (1980) gives

Lxu ¼ 0:146=kpu ; L
x
v ¼ 0:106=kpv ; L

x
w ¼ 0:106=kpw ð3:82Þ

where the kpi are the wave numbers of the peaks in the spectrum.
The spectra look different in non-neutral conditions. Kaimal et al. (1972) give for

high frequencies f > 4:
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with the universal constant a1 = 0.5 and the non-dimensional dissipation rate for
turbulent kinetic energy /e ¼ jze=u3�. Kaimal et al. (1972) derive from data of the
Kansas experiment:
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ð3:85Þ

For lower frequencies f < 4 (3.83) and (3.84) depend on z/L* as well. According
to Kaimal et al. (1972), the shape of these spectra is similar to (3.73)–(3.75).

The height dependence of the wave number, kmax of the maximum of the
spectrum that describes the lateral extension of turbulence elements has been found
empirically to be (Schroers et al. 1990):
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kmax ¼ 0:0028z�0:27 ð3:86Þ

The integral length scale that describes the longitudinal extension of turbulence
elements is found to vary according to (Schroers et al. 1990):

LxðzÞ ¼ 112:3z0:27 ð3:87Þ

This means that Lx = 367 m at 80 m and 389 m at 100 m height. Lx and 1/kmax

are related to each other. Lx is about one-third of 1/kmax. Schroers et al. (1990)
further found Lx/Ly = 4.6 at 48 m height and Lx/Ly = Lx/Lz at 80 m, where Ly is the
lateral and Lz the vertical extension of the turbulence elements.

3.4 Diurnal Variations of the Wind Profile

The usual daily changes in the thermal stratification of the atmospheric boundary
layer over land influence vertical wind profiles as well. These wind profiles have
been introduced for stationary conditions in Sects. 3.1.1.2 and 3.1.1.3.
Non-stationarity provokes additional features not covered by the stationary wind
laws, which go beyond the necessary changes between the differently shaped wind
profiles under different thermal stratification. Over oceans the diurnal cycle is
practically absent due to the high heat capacity of the water. Instead, we find here an
annual cycle. See Sect. 5.2 for further details.

The diurnal variation is considerably different for near-surface winds and winds
above a certain height, which is known as the “reversal height” or “cross-over
height”. Near-surface winds under clear sky conditions behave as everyone knows
from their own experience: the wind freshens during daytime and calms down at
night-time. The opposite is occurring above the cross-over height: wind speed is
higher at night-time and decreases during daytime. This feature has already been
described by Hellmann (1915) and Peppler (1921) from the evaluation of wind
measurements from high masts. Wieringa (1989) has given a more general over-
view on this phenomenon. The term “cross-over” comes from plots displaying
mean daytime and mean night-time vertical wind profiles. These two profiles cross
each other at the cross-over height. Below this height, the mean daytime wind speed
is larger than the mean nocturnal wind speed, while above this height the opposite is
true. This leads to the phenomenon that at cross-over height the diurnal variation of
wind speed is at a minimum. Emeis (2004) and Emeis et al. (2007b) have
demonstrated this effect from ground-based acoustic soundings with a SODAR. For
example, Emeis (2004) shows the diurnal wind variation at different heights for a
rural area (Fig. 3.10). Emeis et al. (2007b) finds a cross-over height of a bit more
than 100 m for spring in Hannover (Germany) (Fig. 3.11). Lokoshchenko and
Yavlyaeva (2008) find a cross-over height from sodar data of 60–80 m for spring
and summer in Moscow.
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Daytime wind speeds in both layers below and above the cross-over heights are
more or less equal due to the intense vertical mixing in the daytime convective
boundary layer. At night-time, the strong stabilization of the boundary layer due to
the radiative cooling of the ground leads to a decoupling of the winds above and
below the cross-over heights. Winds below this height no longer feel the driving
winds from higher layers, while winds above this height speed up due to the

Fig. 3.10 Diurnal variation of wind speed at different heights (55, 85, 145 and 205 m) above
ground from SODAR observations over a flat rural area

Fig. 3.11 Mean monthly vertical wind profiles from SODAR measurements for daytime (thin full
line) and for night-time (dashed line) over the city of Hannover (Germany) in April 2003
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missing frictional force from below. This nocturnal speed-up above the cross-over
height leads to the formation of low-level jets.

3.4.1 Vertical Profiles of the Weibull Parameters

The cross-over height, which has been introduced in the preceding subchapter, is
related to the vertical profile of the shape parameter k of Weibull distributions of the
10 min wind speed as well (see Sect. 7.4.2 below and Wieringa 1989) as this
parameter is inversely related to the temporal variance of wind speed [see Eq. (7.37)].
Thus, the vertical profile of the shape parameter must have a maximum at the
cross-over height because the diurnal variation of the wind speed is at a minimum
here. Evaluations in Emeis (2001) clearly show such maxima in the shape parameter
profiles at heights between 60 and 80 m.

Independent from the wind profile laws which have been introduced in Sect. 3.1
above and which easily apply to the scale parameter A of the Weibull distribution as
well, several empirical formulas for the vertical variation of the shape parameter
k have been suggested from earlier studies. Justus et al. (1978) fitted profile
functions from tower data up to 100 m a.g.l. by:

kðzÞ ¼ kA
1� c ln za

zref

� �
1� c ln z

zref

� � ð3:88Þ

with kA as the measured shape parameter at the height zA, zref = 10 m and
c = 0.088. Justus et al. (1978) were principally aware of the possible existence of a
maximum in the k-profile but assumed that this maximum would occur at heights
above 100 m. Later, Allnoch (1992) proposed to put c = 0.19 and zref = 18 m in
order to better represent the slope of the k-profile at the top of the surface layer.

Wieringa (1989) tried a different approach for the description of the vertical
profile of the shape parameter in which he took into account the expected maximum
at the top of the surface layer, although he complained that the existence of this
maximum had not yet been proven until the publication of his paper. He rather
parameterizes the difference k(z) − kA instead of the ratio k(z)/kA by putting:

kðzÞ � kA ¼ c2 z� zAð Þ exp � z� zA
zm � zA

� �
ð3:89Þ

with the expected height of the maximum of the k-profile, zm and a scaling factor, c2
of the order of 0.022 for level terrain. c2 determines the range between the maxi-
mum value of k(z) at height zm and the asymptotic value of k at large heights. Thus,
(3.89) contains two tunable parameters, zm and c2, which have to be determined
from experimental data. Figure 3.12 shows examples of profile measurements with
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a SODAR (see Emeis 2001 for experimental details) and comparisons with the
profile equations for the surface layer (3.3), (3.10) and (3.17) and the Ekman layer
(3.50). The scale parameter at heights up to about 60–80 m follows well the power
law (3.17). For greater heights, the Ekman law (3.50) is more suitable. Thus,
eq. (3.50) could be a good way to describe the vertical profile of the scale
parameter.

We see in Fig. 3.12 a distinct maximum in the vertical profile of the shape
parameter at 50–80 m height. This maximum is an indication for the cross-over
height. Systematic studies on the variation of the cross-over height with season and
surface roughness seem to be missing. The cross-over height is different from the
mixed layer height (see Sect. 7.1.3). Cross-over of the daytime and night-time wind
profiles usually happens together with the occurrence of low-level jets (see next
subchapter). The author’s own evaluations from SODAR measurements seem to
indicate that the cross-over height is roughly one-third of the height of the core of
the low-level jet.

3.4.2 Low-Level Jets

A prominent feature of stable boundary layer winds at land sites is the formation of
nocturnal wind maxima, which is frequently termed as “nocturnal low-level jets”
(LLJ, Lettau 1954; Blackadar 1957). While the LLJ over land occurs in the time
domain, a similar phenomenon can be observed in the space domain over
near-coastal parts of the sea (Smedman et al. 1993), when warmer air from land
flows offshore over colder water. Typical heights of LLJ cores above ground are
between 150 and 500 m above ground. Therefore, they have the ability to influence

Fig. 3.12 Vertical profiles of the scale (left) and the shape (right) parameter of the Weibull
distribution from SODAR measurements (differently dashed curves) for flat terrain. The
parameterized curves on the left are from (3.17) (exponents a are given at the upper end of the
thin full curves), (3.49) using Ag = 6.98 m/s and c = 0.03 (bold curve), and on the right from
(3.89) using zm = 75 m and c2 = 0.06. The curves labelled ‘‘Justus’’ and ‘‘Allnoch’’ have been
computed from (3.88)
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the energy yield of modern wind turbines with hub heights of more than 100 m.
Figure 3.13 shows six subsequent half-hours mean wind profiles as an example.

3.4.2.1 Origin of Low-Level Jets

Ideally, the formation of such jets is analytically described as a frictionless inertial
oscillation (one oscillation is completed within one pendulum day) initiated by the
sudden stabilisation of the surface layer after sunset or after passing the coast line
towards the colder sea [Eqs. (3.43) and (3.44)]. This inertial oscillation exhibits a
rapid wind speed increase in the first hours after the onset and then a continuous
turning of the wind direction during the whole duration until the phenomenon is
stopped by newly emerging thermal or frictional turbulence shortly after sunrise or
after sufficiently long travel over sea. The maximum wind speed cannot be more
than twice the geostrophic wind speed in this analytical model and this maximum
speed should appear after about one-third of a pendulum day (roughly seven hours,
see, e.g. Wittich and Roth 1984). Wittich and Roth (1984) already noted that
observations do not perfectly fit this conceptual model in seeing the maximum wind
speed much earlier and in observing pulsating flow speeds afterwards.

The formation of low-level jets can be explained by a sudden change between
two different equilibria of forces. The flow must transit from an unstable or neutral
condition, where friction, pressure gradient and Coriolis forces balance each other
to a stable condition, where only pressure gradient and Coriolis force balance each

Fig. 3.13 SODAR observations of a nocturnal low-level jet over Paris Airport Charles de Gaulle
in June 2005. Displayed are six consecutive half-hourly averaged wind profiles. The three curves
between 30 and 200 m are from (3.10) using L* = ∞, 500 and 100 m (from left to right)
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other (see Fig. 3.14). The sudden disappearance of the retarding friction in the
equilibrium of forces starts the inertial oscillation of the horizontal wind vector.
Wind speed shoots to much higher values and the increased wind speed leads to a
stronger Coriolis force which provokes a turning of the wind vector as well.

The sudden change from an unstable daytime convective boundary layer to a
nocturnal stable boundary layer requires clear skies for rapid radiative cooling of
the underlying surface but still non-vanishing horizontal synoptic pressure gradi-
ents. Therefore, nocturnal low-level jets usually appear at the edges of
high-pressure systems (see shaded area in Fig. 3.15). Figure 3.15 can be considered
as a generalization of the more specific Figs. 2 and 3 in Blackadar (1957). In the

Fig. 3.14 Balance of forces
(black arrows) in the daytime
convective boundary layer
(top) and above the nocturnal
stable boundary layer
(below). The disappearance of
the frictional force leads to an
increase in wind speed and a
turning in wind direction (red
arrows). ‘‘L’’ and ‘‘H’’
indicate minima and maxima
in surface pressure and thin
lines are surface isobars

Fig. 3.15 Suitable synoptic
conditions for the formation
of nocturnal low-level jets are
in the shaded area
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spatial domain, a sudden transition of the flow from a surface which is warmer than
the air temperature to a smooth surface which is colder than the air temperature is
required. This may happen when the flow crosses the coastline from warm land to a
colder ocean surface or from bare land to snow or ice-covered surfaces.

3.4.2.2 Frequency of Low-Level Jets

It was mentioned in the preceding subchapter that the occurrence of nocturnal
low-level jets depends on certain synoptic weather conditions. Therefore, it can be
expected that the frequency of occurrence is linked to the appearance of certain
weather or circulation types. For Central Europe, the “Grosswetterlagen”
(large-scale weather types) have proven to give a good classification of the weather
situation (Gerstengarbe et al. 1999). Figure 3.16 shows the frequency of occurrence
of low-level jets over Northern Germany as function of these 29 large-scale weather
types. The two most relevant types (the two left-most columns in Fig. 3.16) are a
high-pressure bridge over Central Europe (type “BM”) and a high-pressure area
over the British Isles (type “HB”). All in all a low-level jet appeared in 23% of all
nights over Central Europe, which is very similar to the frequency observed by
Baas et al. (2009) over the Netherlands. Lampert et al. (2016) used different
statistics and found a frequency for Central Europe which is double as high.

Figure 3.16 showed the frequency of occurrence of a low-level jet as function of
the weather type. The relevance of a certain weather type for the formation of a
low-level jet can be assessed when comparing the frequency of low-level jet

Fig. 3.16 Frequency of the occurrence of nocturnal low-level jets over Northern Germany as
function of Central European circulation type (Grosswetterlage, Gerstengarbe et al. 1999) from
two years of SODAR data at Hannover (Germany) from autumn 2001 to summer 2003
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occurrence with the overall frequency of occurrence of the respective weather type.
Figure 3.17 has been produced by dividing the frequencies shown in Fig. 3.16 by
the occurrence frequency of the respective weather types during the same obser-
vation period. There are two weather types where the occurrence frequency is
identical to the occurrence frequency of the low-level jets during this weather type.
This means that every night when this weather type prevailed a low-level jet was
observed. This is indicated by a low-level jet efficiency of 1.0 in Fig. 3.17. Small
deviations from unity are due to the limited sample size evaluated for this purpose.
These two weather types are “HNFA” and “HFZ”, which are both related to
high-pressure systems to the north of the investigation site.

Such a high efficiency for forming a low-level jet allows for a quite certain
forecast of the occurrence of a low-level jet. Once such weather types are fore-
casted, a low-level jet will form with a very high probability. The values given in
Fig. 3.17 can be used to give the low-level jet formation probability for Northern
Germany for each of the weather types. For other areas, the investigation has to be
repeated with local low-level jet data.

3.4.2.3 Vertical Wind Profiles Below the Jet Core

Emeis (2014) found—in contrast to the classical LLJ theory based on (3.43) and
(3.44)—that the nocturnal wind speed increase with time above the surface layer
does not depend much on the geostrophic wind speed. A first attempt to explain
such behaviour was already made by Wittich et al. (1986). They found from tower
data that the nocturnal wind shear is depending on several parameters such as

Fig. 3.17 Efficiency of Central European circulation types (Grosswetterlage) to produce a
low-level jet from two years of SODAR data
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cooling rates, changes in turbulent kinetic energy, and geostrophic wind speed. For
the dependence on geostrophic wind speed they found a slight decrease in shear
until about 5 m/s and then a mild increase in shear of about 0.005 1/s per 1 m/s
increase in geostrophic wind speed. Inspection of the data used in Emeis (2014)
reveals a similar behaviour of the shear.

An analysis of the bulk Richardson number [see (2.20) and (2.21)] could be
promising to analyse this deviation from the classical theory. A simultaneous
capture of wind and temperature profiles through a layer of several hundred metres
depth with sufficient vertical resolution is necessary in order to perform such
analyses. The operation of radio-acoustic sounding system (RASS) instrumentation
(Emeis 2010) is one option which offers such data. Data from the 100 m high
FINO1 mast in the North Sea 45 km off the German coast (Türk et al. 2008) could
be likewise valuable for assessing similar processes in the marine boundary layer
(FINO is the German abbreviation for “Forschung in Nord- und Ostsee” meaning
research in the North and Baltic Sea). The bulk gradient Richardson number, RiB
[see (2.20) and (2.21)] is used because it is most easily extracted from mean profile
data.

A considerable hysteresis is observed when using the Richardson number as an
indicator for the transition from turbulent to laminar flow and vice versa. Turbulent
flow becomes laminar when turbulence depletion is larger than production, i.e.
RiB > 1. On the other hand, laminar flow becomes turbulent when RiB decreases
below a critical value in the order of 0.25, because in the absence of turbulence, e.g.
wave formation is needed first to produce new turbulence (e.g. Stull 1988).

Mahrt et al. (1979) and Mahrt (1981) gave first examples of the vertical profile of
the Richardson number during LLJ events and the variation of the vertical distri-
bution of this number during the night from experiments such as Wangara (Clarke
et al. 1971) and simple numerical modelling. The vertical distribution of the dif-
ferent terms of the turbulence energy budget during a marine LLJ event over the
Baltic has been analysed in Smedman et al. (1993) from aircraft measurements.
Later, Banta et al. (2006) provided newer additional information from surface-based
remote sensing (wind) and data from 55 m and 116 m towers (temperature). These
studies show that RiB is around 0.15 in the sub-jet layer. Brümmer and Schultze
(2015) showed vertical profiles of RiB from data, from a 280 m high tower near
Hamburg, Germany, for different types of inversions and found that RiB first
increases and later decreases in the course of the vertical growth of the surface
inversion as a result of the growing vertical wind shear. Such behaviour was not
visible from the nocturnal variation displayed in a height-time cross-section in
Mahrt (1981), most probably because continuous vertical profile data were not
available at that time.

All the mentioned studies linked the LLJ core wind speed (and thus the vertical
wind shear in the sub-jet layer) to external conditions and did not consider inves-
tigating how the LLJ core speed could be governed by the turbulence regime
underneath the jet itself. Banta et al. (2006), for example, ascribe the nearly linear
profiles of wind speed and temperature in the sub-jet layer to larger-scale processes.
Only Van de Wiel et al. (2010) have made a first step to integrate friction into the
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classical conceptual LLJ model. They keep the inertial oscillation in their
description [i.e. (3.43) and (3.44)], but now formulated this oscillation around a
friction-dependent equilibrium wind vector rather than around the geostrophic wind
vector.

Figure 3.18 displays the temporal evolution of wind shear and RiB in a night in
spring 2008 in Southern Germany (see Emeis 2017 for details) by showing wind
and temperature data. During daytime, i.e. before about 18 UTC+1, vertical gra-
dients in wind speed and potential temperature are small due to thermally-induced
vertical mixing. Stabilisation of the atmospheric boundary layer starts shortly after
18 UTC+1 indicated by the spread between the two temperature curves in the upper
part of Fig. 3.18. This temperature spread is immediately followed by the formation
of a larger vertical wind shear as documented by the spread between the two wind
speed curves in the lower part of Fig. 3.18. Following the temperature spread,
strong stable conditions and wind shear last until about 8 UTC+1 on the next
morning, although warming already started after sunrise, shortly before 6 UTC+1.
Slightly stable conditions persist until about 11 UTC+1. The behaviour of RiB
shows a large difference between daytime and night-time. While RiB is heavily
fluctuating during daytime, it is more or less constant at night-time at values mainly
between 0.17 and 0.35. This more or less constant behaviour even prevails when
wind speed values change by a factor of 2 (see dips in wind speed shortly before
midnight and around sunrise in Fig. 3.18). Such behaviour is typical for many
nights with LLJs.

Fig. 3.18 Observed temporal evolution of wind speed (red curves, thin curves: 60 m above
ground, thick curves: 160 m above ground), temperature (blue curves), and bulk Richardson
number (black curve) at Augsburg, Germany for 24 h from May 9, 2008 12 UTC+1 to May 10,
2008, 12 UTC+1
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Figure 3.19 left, displays the observed squared wind speed gradient per 100 m
as function of the vertical potential temperature gradient per 100 m for 69 LLJ
events in Southern Germany within the period May 2008 and April 2010. The
distribution of data points in Fig. 3.19 left, seems to be bounded by two lines: (1) a
lower limit at a squared wind speed gradient per 100 m of about 20 m2s−2 and (2) a
limit to the upper left which can be interpreted by a limiting Richardson number.
Therefore, Fig. 3.19 right, shows the same data in a non-dimensional form using
the bulk Richardson number RiB and the ratio between the maximum core wind
speed in the LLJ and the 850 hPa wind speed. The 850 hPa wind speed from
midnight radiosonde ascents nearby (Munich Oberschleissheim) is used here as a
proxy for the geostrophic wind speed during the nights with LLJ events. Again, as
in Fig. 3.18, we find in Fig. 3.19 right, a clear lower limit for RiB in this distribution
which is around 0.1 and which corresponds to the upper left limit in Fig. 3.19 left.
This minimal value of RiB is called equilibrium (bulk) Richardson number and
denoted by Rie. Figure 3.19 right makes clear that the LLJ core speed quite often
exceeds twice the geostrophic wind speed, which is in contradiction to the classical
LLJ theory given by (3.43) and (3.44).

Figure 3.20—using offshore data from the FINO1 platform in the North Sea—
shows a similar behaviour as Fig. 3.19 right: RiB values approach the lower limit
Rie for high wind speeds. Offshore high wind speed in the order of 20 m/s together
with very low turbulence intensity normally occurs in weather conditions with
warm air flowing from land out to the cold sea (see, e.g. Türk and Emeis 2010 for
such phenomena in the FINO 1 data). No geostrophic winds were available for this
data set, thus the x-axis could not be normalised in the same way as in Fig. 3.19. An
interesting difference seems to exist between the marine SBL and the nocturnal
inland SBL. The minimal bulk Richardson number Rie in the marine boundary layer
turns out to be considerably lower than in the inland boundary layer (0.04 instead of
0.1). The reason for this behaviour is not perfectly clear but may be found in the

Fig. 3.19 Left: Squared vertical wind speed difference over 100 m versus potential temperature
difference over 100 m for 69 low-level jet events at Augsburg, Germany which occurred between
May 2008 and April 2010. The dashed line indicates RiB = 0.11. Right: Minimal 10 min mean
bulk Richardson numbers [see Eq. (2.20)] for the same events. Data have been determined for the
10 min interval within which the maximum LLJ wind speed was observed. The x-axis in the
right-hand plot has been normalised by the 850 hPa wind speed from radiosonde observations at
Munich Oberschleißheim in those nights
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hysteresis already mentioned above. It needs some initialisation (e.g. wave for-
mation) in order to create new turbulence in a SBL, when Richardson numbers
become lower again due to the increasing wind shear (stipulating a given constant
vertical temperature gradient). This initialisation is more difficult over smooth
ocean surfaces than over rough land surfaces. Therefore, a larger wind shear (and
thus a smaller equilibrium bulk Richardson number Rie) is necessary to restart
production of turbulence in the marine boundary layer.

The existence of an equilibrium Richardson number Rie which governs and
limits the wind shear in the SBL offers an independent assessment of the wind
profile law for the SBL. Inverting Eq. (2.20) gives the maximum shear underneath a
LLJ:

Du
Dz

� �
max

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gDHv

HvDzRie

s
ð3:90Þ

The result is displayed in Fig. 3.21. A similar plot presenting measured data can
be found in Fig. 5 in Wittich et al. (1986). Inserting finite differences into (3.90)
over the height leads to a formula for the vertical wind profile:

Fig. 3.20 Bulk Richardson numbers [see Eq. (2.20)] in the marine boundary layer from 10 min
mean data at FINO 1 for the year 2005. Wind speeds at 30 and 90 m and temperature data at 30
and 100 m have been used. Only RiB values for the interval 0 < RiB < 1 are shown
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where u(z = 0) is set to 0.
Comparing (3.91) with (3.10) and (3.14) gives:
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Equation (3.92) can be solved for Rie by using the usual definition of the
Obukhov length (2.24):

Rie ¼ 1
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zT

z
L�

� ��1

ð3:93Þ

where zT is the roughness length for temperature. (3.93) can only be a very rough
estimation, because the used relations are mainly valid for a turbulent atmosphere.
But two features are obvious: (1) Rie and z/L* are inversely related and (2) Rie
depends on the surface roughness. Choosing a = 5 (Holtslag and de Bruin 1988),
zT = 0.1 m, z = 100 m and z/L* = 2 yields Rie = 0.14 which is not far from the
observed value in the order of 0.1.

On the other hand, equating (3.92) can also be used to estimate the parameter
a in the logarithmic wind law (3.10) with (3.14). This yields:

Fig. 3.21 Maximum possible shear as a function of a given vertical temperature gradient in a SBL
for different values of Rie (diamonds: 0.05, squares: 0.10, triangles: 0.15) using (3.90). The graphs
in this figure could likewise be interpreted as the minimum possible thermal stratification as
function of a given vertical wind shear
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(see Emeis (2017) for details). Choosing z/L* = 0.5 [the upper value given inHoltslag
and de Bruin for the validity of (3.14)], k/u* = 1.5 s/m, z = 100 m, ∂H/∂z = 0.07 K/
m, Hv = 290 K and Rie = 0.1 yields a = 4.6 which is very close to the usual value.

It can be summarised that there exists a maximal wind shear underneath LLJs,
the magnitude of which depends on the vertical temperature gradient in the sub-jet
layer. This maximal shear is reached when a sufficiently large synoptic pressure
gradient drives the flow. At this maximum, the flow reaches a new equilibrium
between turbulence production by wind shear and turbulence depletion by static
stability. This equilibrium can be characterized by an equilibrium Richardson
number Rie. Inspection of wind time series showed that the equilibrium Richardson
number Rie is relevant also for situations where we have a SBL without a distinct jet
formation. There are indications that the offshore equilibrium Richardson number is
less than the inland one (about 0.04 instead of 0.1). Rie seems to depend on the
surface roughness length [see (3.93)].

3.5 Internal Boundary Layers

The boundary layer flow structure over a homogeneous surface tends to be in
equilibrium with the surface properties underneath, which govern the vertical tur-
bulent momentum, heat and moisture fluxes. When the flow transits from one
surface type to another with different surface properties, the flow structure has to
adapt to the new surface characteristics. This leads to the formation of an internal
boundary layer (IBL, internal because it is a process taking place within an existing
boundary layer) that grows with the distance from the transition line (Fig. 3.22).

An IBL with a changed dynamical structure can develop when the flow enters an
area with a different roughness (e.g. from pasture to forests or from agricultural
areas to urban areas) or crosses a coastline. An IBL with a modified thermal
structure can come into existence when the flow enters an area with a different
surface temperature (e.g. from land to sea or from water to ice). Often dynamical
and thermal changes occur simultaneously. Vertical profiles of wind, turbulence,
temperature and moisture are changed within the IBL and return to the undisturbed
values at the IBL top.

Slanted IBL tops have to be distinguished from inversions and sloping frontal
surfaces at which likewise changes in the vertical profiles of wind, turbulence,
temperature and moisture can happen. Inversions are usually horizontal and caused
either by adiabatic sinking motions from above or by radiative cooling from below.
Frontal surfaces are slanted like IBL tops but move with the synoptic pressure
systems and are not linked to changes in surface properties. If several subsequent
changes in surface properties occur in the streamwise direction, multiple IBLs can
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form. They all grow with distance from the respective boundary of each surface
type. At some larger distance to the initiating change in surface properties, the
single IBL loses its identity and multiple IBLs can no longer be distinguished from
each other. This height is also called the blending height.

The height of the top of an IBL is a question of definition (see Fig. 3.23). h2
gives the height of the layer which is completely in a new equilibrium with the new

Fig. 3.23 Principal sketch of wind profiles within internal boundary layers developing over step
changes in surface roughness. h denotes the overall IBL height, h1 the height in the top kink in the
wind profile, h2 the height of the lower equilibrium layer underneath which the flow is in
equilibrium with the new surface roughness. s ! r means a transition from smooth to rough and
r ! s a transition from rough to smooth

Fig. 3.22 Principal sketch of internal boundary layers developing over step-changes in surface
properties

74 3 Vertical Profiles Over Flat Terrain



surface type. This layer is also called the equilibrium layer. h1 gives the height,
where the wind profile has its upper kink and matches the undisturbed upstream
wind profile. h gives the height in which vertical extrapolations of the near-surface
equilibrium wind profiles upstream and downstream of the step change meet. The
layer between h2 and h is called the transition layer. The dashed curve in Fig. 3.23
displays schematically the wind profile in the IBL of a smooth-to-rough transition,
the dash-dotted line the profile in a rough-to-smooth transition. Real wind profiles
show smoother transitions between the vertical layers and exhibit an inflection point
between h2 and h1.

The description of the height of such IBLs has been the subject of research and
data evaluation for several decades now. Savelyev and Taylor (2005) have sum-
marized this work in a review in which they list 20 formulae for the IBL height
from earlier publications and add another two. Recently Floors et al. (2011) have
revisited the issue having available measurements from upstream and downstream
of the change in surface properties. They investigated internal boundary layers
forming at the Danish west coast by analyzing data from the Horns Rev meteo-
rological tower about 15 km off the coast in the North Sea and the 160 m high
Høvsøre onshore mast 1.8 km away from the coastline. Floors et al. found that the
dispersion analogy of Miyake (1965) gives the most suitable formula for the IBL
height:
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ð3:95Þ

where x is the distance from the onset of the IBL, z0 is the maximum of the
upstream and downstream roughness, j = 0.4 is von Kármán’s constant and C is a
constant, which Floors et al. (2011) put to 2.25. Following Troen and Petersen
(1989), the wind profile over the IBL can be written as:
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where z0u is the upstream roughness length, z0d is the downstream roughness length,
uu is the wind speed at the height c1h computed from (3.3) using the upstream
roughness length and friction velocity, and ud is the wind speed at the height
c2h computed from (3.3) using the downstream roughness length and friction
velocity. Floors et al. (2011) suggest c1 = 0.35 and c2 = 0.07 because this gives the
best fit to their data measured at Horns Rev. The various plots in Savelyev and
Taylor show that the height h of the IBL is roughly one-tenth of the distance from
the step change. This infers that the height of the equilibrium layer is roughly of the
order of one-hundredth of the distance from the step change. This fits well to the
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usual rule of thumb which says that a measurement made at a mast at a given height
is representative for the surface properties in an upstream distance of about 100
times the measurement height. The advantage of the simple model (3.94) and (3.95)
is that after C, c1 and c2 have been specified, only u*d, z0u, and z0d have to be known
to describe the wind profile (Floors et al. 2011).

Changes in land-use are the simplest form of terrain inhomogeneity. More
complex terrain inhomogeneities caused by orography is subject of Sect. 3.4. If the
upstream flow comes over terrain with frequently changing roughness, equations
such as (3.95) are no longer applicable. In this case, an effective roughness length
(Fiedler and Panofsky 1972) is a good approach. A good first guess for an effective
roughness length, z0,eff, is the logarithmic average (Taylor 1987):

logðz0;effÞ ¼
Xn
i¼1

pi logðz0;iÞ ð3:97Þ

where z0,i is the roughness length assigned to each individual surface element and pi
are the relative weights (summing up to unity) of each individual surface element.
n is the number of these individual surface elements.

3.6 Wind and Turbulence Profiles Over Forests

In recent years, forests have become an interesting site option for wind turbines
since these sites are usually away from larger settlements. Forest-covered surfaces
are a special form of vegetated surfaces. The special features of the forest boundary
layer decisively depend on the spacing of the trees. If trees grow very close
together, their crowns form a rough surface which has much in common with an
impervious rough grassland (Raupach 1979) as depicted in Fig. 3.1, having a rather
large displacement height [see (3.3)] in the order of two- to three-thirds of the
canopy height, hc. The displacement height substitutes the real Earth’s surface in all
profile laws for flows over forests. If the trees grow sparser, then the rough surface
at the displacement height has to be considered as pervious, which is indicated by
the bold bended vertical arrow shown in Fig. 3.24a. Therefore, the main difference
between a densely vegetated forest (Fig. 2.1) and a sparsely vegetated forest
(Fig. 3.22a) is that larger air parcels can enter (these movements are sometimes
called sweeps) and leave (also called ejections) the forest canopy sublayer. This
permeability of the rough surface of the forest canopy sublayer leads to an anomaly
featuring higher turbulence intensities in the wake sublayer than expected from the
mean vertical wind gradient in this layer. Therefore, the usual flux-gradient rela-
tionships are not valid in the whole roughness sublayer (see Högström et al. 1989
for details). This anomalous wake layer may extend to about three to five tree
heights (z/hc = 3 to 5) and has many similarities with an urban surface (see Sect. 3.7
below for further details). In contrast to the urban canopy layer, which immerses the
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entire vertical extent of the buildings, the forest canopy layer must be subdivided
into two layers in the vertical: the stem layer and the crown layer. In the stem
sublayer, the horizontal wind speed may be higher than in the denser crown
sublayer.

Above the roughness sublayer, the flow is again more similar to what is
described by the Monin-Obukhov similarity theory (see Sect. 3.1.1) as shown in
Arnqvist et al. (2015). Arnqvist et al. present data from a 138 m tall tower in a large
forested area in Sweden with average tree heights of about 20 m. Their data cover
the layer over the roughness sublayer reaching from two to seven times the tree
height (z/hc = 2–7) for different atmospheric stabilities. While the wind profiles
mainly fit to the logarithmic laws [(3.3) and (3.10)] with an increased shear above z/
hc = 5 for all stratifications except very stable stratification (where the shear was
decreased), the normalised variances are smaller than what is given in (3.5), (3.11)
and (3.12), and decrease with height. Arnqvist et al. (2015) find except for extre-
mely stable conditions:

ru
u�
� 1:9 to 1:7 for z

hc
¼ 2 to 7

rv
u�
� 1:7 to 1:5 for z

hc
¼ 2 to 7

rw
u�
� 1:3 to 1:1 for z

hc
¼ 2 to 7

ð3:98Þ

Spectral characteristics of the forest have been investigated by Chougule et al.
(2015) using data from the same 138 m tower. They found that while the dissi-
pation was increased by a factor of nine, turbulent length scales and turbulence
anisotropy were mainly unaffected.

In addition, forests show edge effects (Fig. 3.24b) leading to the development of
complex flow structures and increased turbulence. Due to form and viscous drag
from trunks, branches and leaves the turbulent flow is significantly disturbed
downstream of a forest edge. The mean flow is decelerated in front of, inside and in
the wake of the forest, while flow acceleration can be observed above the forest
resulting from the narrowing of the flow cross section (Kanani et al. 2014).

Fig. 3.24 Left: Principal sketch of the vertical structure of the ABL in and over forests. Right:
Principal sketch of forest edge effects. Marked are areas of enhanced turbulence and possible
recirculation
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A near-equilibrium flow as described in the preceding paragraph can only be
expected away from the forest edges.

Therefore, wind turbines at forest sites should have hub heights of more than
about three times the tree height in order to avoid unnecessary fatigue due to
enhanced turbulence. Together with the large displacement height which comes
with this surface type, this usually means wind turbine hub heights above the
displacement height of considerably more than 100 m, i.e. total hub heights of
about 130–150 m above ground. In order to avoid the zones of increased turbu-
lence, turbines erected in forests should be away about 30 times the tree height from
the upstream forest edge and about 20 times the tree height from the downstream
edge (Fig. 3.24b).

3.7 Winds in Cities

Recent increases in urbanization have resulted in increased urban energy demands.
Research has started to investigate the possibility of local energy generation from
wind by turbines especially suitable for urban environments. Such local energy
generation would slightly reduce the transport of large amounts of electrical energy
from offshore wind farms and desert solar energy plants to the heavily populated
cities of the world. Turbines with vertical axis could be most appropriate to cope
with the frequently changing wind directions close to the buildings.

3.7.1 Characteristics of Urban Boundary Layers

Urban agglomerations have recently received special interest in atmospheric
boundary layer studies. Nowadays, more than half of mankind is living in cities and
the number of megacities with more than 10 million inhabitants is steadily growing.
Cities are large pollution sources and because the temperature is already higher than
in their surroundings they are especially prone to the effects of a warming climate.
All these aspects have fostered studies on the structure of the urban boundary layer
(UBL). UBL meteorology has become a special subject in boundary layer meteo-
rology. One aspect of UBL studies is the analysis of wind profiles and
thermally-driven secondary circulations over cities (urban heat islands). See, e.g.
Kanda (2007) and Hidalgo et al. (2008) for an overview of urban meteorology and
of urban heat islands. The urban heat island brings about a secondary circulation
with winds towards the urban centre near the ground, uprising motion over the
urban centre and compensating outflow towards the surrounding rural areas aloft
(Shreffler 1978, 1979).

Urban surfaces are characterized by large roughness elements, wide-spread
sealed areas, reduced moisture availability at the surface and increased possibilities
for heat storage. This leads to higher turbulence intensities in the urban boundary
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layer (UBL) and to stronger sensible heat fluxes from the urban surface into the
UBL. Both facts induce a greater depth of the boundary layer (see the urban dome
in Fig. 3.25). During daytime, the reduced moisture availability leads to smaller
latent and thus larger sensible heat fluxes at the urban surface compared to rural
surfaces. The reduced radiative cooling of the urban surface or even the persisting
upward heat fluxes (Velasco et al. 2007) at night prevents the formation of a stable
nocturnal boundary layer. Both the increased sensible heat flux during the day and
the reduced cooling during the night cause higher temperatures in the UBL com-
pared to the surrounding rural boundary layer. This effect is known as the urban
heat island (Atkinson 2003; Chow and Roth 2006). The urban heat island is
enhanced by human energy production (Crutzen 2004; Kanda 2007), which with
20–70 Wm−2 can be 5–10% of the energy input by solar irradiation.

In a horizontal flow, the presence of the city results in a change in surface
properties. Towns are often isolated islands featuring these special surface prop-
erties surrounded by rural terrain so that the flow above them is not in equilibrium
with the urban surface. Following Sect. 3.1.1.1, this leads to the formation of
internal boundary layers (Fig. 3.25). The internal layer formed by the properties of
the urban surface is often called an urban plume.

Following Plate (1995), Roth (2000) and Piringer et al. (2007), the urban
boundary layer (UBL) is usually divided into four layers in the vertical (Fig. 3.26):
The lowest one is the urban canopy layer (UCL), which reaches up to the mean top
height of the buildings. The next layer is the wake layer in which the influence of
single buildings on the flow is still notable. This wake layer usually extends to
about two to five times the average building height. These two layers are often
jointly addressed as the urban roughness sublayer (URL, Rotach 1999). Strong
vertical exchange by forced vertical motions can occur in this layer. Above the
urban roughness layer is the constant-flux layer (CFL) or inertial sublayer (IS),
which over homogeneous terrain is usually called the surface layer or Prandtl layer.

Fig. 3.25 Urban plume downwind of a larger city. This is a special case of an internal boundary
layer (cf. Fig. 3.22)
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In the uppermost part of the boundary layer above the CFL, the wind direction turns
into the direction of the geostrophic wind (the Ekman layer, see Sect. 3.2 above). If
a convectively-driven boundary layer (CBL) is present, no distinction is made
between the CFL or Prandtl layer and the Ekman layer but they are jointly
addressed as mixed layer. Good overviews of the special features of the UBL
can,for example, be found in Roth (2000), Arnfield (2003) and Grimmond (2006).

Wind and turbulence within the UBL are different from flat terrain. Numerous
field experiments [for an overview see e.g. Grimmond (2006)], numerical studies
[see e.g. Batchvarova and Gryning (2006)] and several wind tunnel studies
(Counihan 1973; Farell and Ivengar 1999; Schatzmann and Leitl 2002), therefore,
have been conducted to investigate the structure of the UBL. Besides, the better
understanding of turbulence within the UBL, a realistic representation of the flow
field within street canyons and above the buildings is essential for the deployment
of suitable urban wind turbines to urban areas [e.g. model simulations for London
with ADMS Urban (CERC 2001)]. The development of holistic numerical models
which can cope with all spatial and temporal scales and the interaction between
these scales is currently underway (Barlow et al. 2017).

3.7.2 Vertical Profiles of Wind and Turbulence

Basically, wind profiles over urban areas can be described by the profile laws
derived in this chapter above by choosing a large roughness length (usually a metre

Fig. 3.26 Vertical layering in an urban boundary layer.H gives the average building height, p+ and
p− designate atmospheric pressure disturbances upstream and downstream of single buildings

80 3 Vertical Profiles Over Flat Terrain



or more) and a displacement height (see (3.3) and the remarks following this
equation) of about two-thirds of the mean building height.

Figure 3.27 gives monthly mean wind profiles over a city for four different
seasons. The April data in Fig. 3.27 shows the phenomenon of cross-over which
has been introduced and explained in Sect. 3.4 above. The cross-over height is
roughly 125 m. This is rather high and probably due to the large aerodynamic
roughness of the urban surface that is about 1 m, in this case. The August data
exhibits the low-level jet phenomenon in the night-time profile at about 325 m
above ground even in a monthly average (see Sect. 3.4.1 above). Both phenomena
are closely related and the above given rule of the cross-over height being roughly
one-third of the height of the low-level jet core is fulfilled as well. The occurrence
of these phenomena needs rapid night-time cooling which does not appear over
urban heat islands. Therefore, it must be assumed that the low-level jet has formed
on a regional scale over the rural environment of this city and has been advected by
the mean wind over the city. This again demonstrates the missing horizontal
homogeneity for urban boundary layers as depicted in Fig. 3.25.

Figure 3.28 gives an indication of the vertical turbulence profiles over an urban
area by showing vertical profiles of the standard deviation of the vertical velocity
component from the same measurements as those depicted in Fig. 3.27. Most

Fig. 3.27 Monthly mean wind profiles over the city of Hannover (Germany) from SODAR
measurements (bold lines) for February 2003 (upper left), April 2003 (upper right), August 2002
(lower left) and November 2002 (lower right). Thin lines are computed from Eq. (3.10), the
necessary parameters are given in the boxes to the upper left of each frame. Full lines show all
data, dash-dotted lines show daytime data and dashed lines show night-time data
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profiles show an increase in height even for stable stratification. The daytime
increase can be explained by unstable stratification [see Eq. (3.12)]. The still
considerable increase of the night-time values with height evident in the lower
100 m are due to unstable stratification, but above this height, they are probably
also related to the formation of nocturnal low-level jets (see the upper right and
especially the lower left frame in Fig. 3.28). The maximum of this standard devi-
ation is in the same height as the core of the low-level jet. The ratio of the standard
deviation values near the ground to the friction velocity is a little bit higher than
expected from Eqs. (3.5) and (3.12) for flat terrain. According to these relations and
using the u� values used for fitting in Fig. 3.27, the standard deviation values
should range between about 0.3 m/s for night-time in August and about 0.7 m/s for
daytime in April. The differences between daytime and night-time profiles are small
in winter and autumn, although the winter profiles show a large dependence of the
synoptic wind direction. In wintertime, the largest values of this standard deviation
occur with usually stronger westerly winds. Night-time and daytime profiles differ
most in spring and summertime. In these seasons, the differences between the mean
daytime and night-time profiles are much larger than the differences between the
mean profiles for different wind directions.

Fig. 3.28 Monthly mean profiles of the standard deviation of the vertical wind component over
the city of Hannover (Germany) from SODAR measurements (bold lines) for February 2003
(upper left), April 2003 (upper right), August 2002 (lower left) and November 2002 (lower right).
Full lines show all data, dash-dotted lines show daytime data and dashed lines show night-time
data
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Figure 3.29 shows monthly mean profiles of the vertical component of the
turbulence intensity observed in Hannover, i.e. the standard deviation depicted in
Fig. 3.28 divided by the average horizontal wind speed shown in Fig. 3.27. This
quantity, therefore, inversely depends on the mean wind speed. Turbulence inten-
sity is highest in summer and spring. In these two seasons, the daytime values are
twice as high as the night-time values. At daytime, turbulence intensity profiles in
spring and summer are more or less constant with height up to 300–400 m above
ground. In autumn, winter and generally at night-time, the profiles show a strong
decrease of the turbulence intensity with height within the lower 150–200 m.

Similar profiles as those depicted in Figs. 3.27, 3.28 and 3.29 have been found
over other cities as well (e.g. Moscow in Russia and Linz in Austria, see Emeis
et al. 2007b for details). The diurnal course of the variance of the vertical velocity
component in summertime is found to be quite similar in Hannover and Moscow.
Nevertheless, Fig. 3.30 indicates that the overall level of the standard deviation is
somewhat larger over the much larger city of Moscow than over the smaller city of
Hannover although the mean wind speeds in Moscow in July 2005 were even lower
than in Hanover in August 2002. Both plots show that the standard deviation
increases with height at daytime and night-time in summer.

Fig. 3.29 Monthly mean profiles of turbulence intensity over the city of Hannover (Germany)
from SODAR measurements (bold lines) for February 2003 (upper left), April 2003 (upper right),
August 2002 (lower left) and November 2002 (lower right). Full lines show all data, dash-dotted
lines show daytime data and dashed lines show night-time data
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3.7.3 Special Flow Phenomena in Urban Canopy Layers

The flow in the urban canopy layer exhibits special features. Among these are the
channelling of flow in street canyons and between taller buildings (see Sect. 4.1),
the speed-up of flow over building tops like over hilltops (see Sect. 4.2), the
formation of lee-eddies behind buildings, and the high variability of wind direc-
tions. The frequent wind direction changes in urban areas may favour the
deployment of smaller turbines with a vertical rotor axis which operate in winds
from any direction without adjustment. More details on winds in cities may be
found in Cermak et al. (1995).

3.8 Summary for Flat Terrain

Today’s wind turbines have hub heights well above the surface layer. Therefore, the
wind profiles describing the wind conditions can no longer be based purely on the
logarithmic laws (3.3) and (3.10) or the power law (3.17) valid for the surface layer.
The profile laws of the Ekman layer (3.45) and (3.49) have to be considered for
heights above the surface layer. A combined profile for both layers such as those
given in (3.50) and (3.60) are probably the most suited laws to be used for load
assessment and power yield estimates. The just mentioned equations apply for the
description of the vertical profile of the scale parameter of the Weibull distribution
as well.

The diurnal variation of wind speed in the layer above the surface layer is
different from the one in the surface layer. Here, in the Ekman layer, in roughly
one-quarter of the nights in Central Europe, the night-time wind speed is higher
than the daytime wind speed. This phenomenon is called low-level jet. The vertical
profile of the shape parameter of the Weibull distribution has a maximum at the top
of the surface layer due to this phenomenon. Therefore, the relation (3.88) from

Fig. 3.30 Monthly mean diurnal variation of the standard deviation of the vertical wind
component for three different heights for a summer month over Moscow, Russia (left) and
Hannover, Germany (right) plotted against local time
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Justus et al. (1978), which served rather well for the surface layer, is no longer
meaningful, but the relation (3.89) from Wieringa (1989) must be used.

Thermal winds (Sect. 2.4) get some relevance in larger heights above ground,
where the wind shear due to surface friction becomes small. Usually colder air
masses coincide with low-pressure areas and warmer air masses with high-pressure
areas in temperate latitudes. Therefore, thermal winds usually contribute to an
additional increase of wind speed with height.

As really large homogeneous surfaces are rather rare in densely populated areas
with frequent land-use changes, the features which come from the development of
internal boundary layers described in Sect. 3.5 have to be considered regularly.

For wind turbines erected in forests the special turbulence characteristics
addressed in Sect. 3.6 have to be taken into account over pervious forest crown
layers. Hub heights should be at least three times the canopy height in order to
avoid enhanced turbulence over pervious forests crown layers. The quite large
displacement height deserves special attention for forest sites because the wind
profile laws start from this height and not from the surface.

Typical urban features compared to rural areas are a higher wind shear at heights
of several hundreds of meters above ground, a larger increase of turbulence with
height especially at night, and a doubling of the turbulence intensity. The nocturnal
increase of the standard deviation of the vertical velocity component with height in
spring and summer is not just an urban feature but a feature which comes from the
interaction between rural and urban air flows. Low-level jets form over rural areas
and the additional surface friction due to cities is not sufficient to destroy them.
Thus, the higher mechanically-produced turbulence below low-level jets at heights
between 100 and 400 m above ground continues the higher thermally-produced
turbulence in the urban boundary layer below 100 m. It is obvious that urban areas
and forests (see Sect. 3.4) have mechanically some features in common (enhanced
turbulence intensity). Looking at thermal features, they are very different as forests
exhibit no features that are comparable to the urban heat island.

The vertical profiles for urban areas shown in Sect. 3.7.1 are relevant for large
wind turbines with hub heights of 100 m and higher. The features discussed in
Sect. 3.7.2are relevant for smaller turbines erected in the urban canopy layer. The
numerical modelling of urban boundary layer wind fields needs approaches which
go beyond just increasing the surface roughness. Rather, the effects of tall buildings
and modified heat and moisture fluxes have to be included as well. An overview of
the different approaches using single-layer and multi-layer urban canopy models
available today is given in Miao et al. (2009). Only multi-layer models are able to
consider the direct influences of taller buildings.
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Chapter 4
Winds in Complex Terrain

More and more onshore wind turbines are built away from flat regions near the
coasts in complex (i.e. hilly or mountainous) terrain. The most favourite sites in
complex terrain are at elevated positions such as hilltops. But sites in complex
terrain also bear risks. In Japan, e.g. 1516 wind turbine accidents have been
recorded between year 2004 and 2012, and 84% of them were for turbines in
complex terrains. The longest downtime was associated with damage to main shafts
or bearings with an average downtime of 5.7 months. Careful micrositing in
complex terrains can prevent these accidents from happening (Watanabe and
Uchida 2015). Therefore, this chapter introduces a few of the main flow features
which influence wind energy yields in complex terrain.

Wind over complex terrain is influenced by changes in surface properties (such
as roughness and land-use) and the height elevation of the site above sea level (such
as hills, ridges, mountains and escarpments). We will use the term ‘topography’ to
address the whole variation in surface properties and elevation, and we will use the
term ‘orography’ to address especially height elevation. Changes in surface prop-
erties without any orographic structures have already been addressed in Sect. 3.5 on
internal boundary layers. Here in this chapter, topographic and purely orographic
influences on the wind field will be discussed.

In between roughness and orography, we might think of having a third class of
topographic features which can be termed flow obstacles, e.g. such as buildings or
larger trees (Petersen et al. 1998b). See Sects. 3.6 and 3.7 for a basic treatment of
surfaces with such obstacles.

The complexity of hilly and mountainous terrain does not allow for a straight-
forward application of the wind profile laws introduced in Chap. 3. Usually, ana-
lytical or numerical flow models must be used for the assessment of wind and
turbulence conditions at a given site. More details on analytical and numerical
models are given in Sect. 7.3.
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4.1 Characteristics of Boundary Layers Over
Complex Terrain

Some basic peculiarities of the boundary layer structure over orographically
structured terrain are depicted in Fig. 4.1. Section 4.1.1 and Fig. 4.3 will introduce
a major feature of winds in mountainous terrain: the thermally driven mountain and
valley winds, and in Sect. 4.1.2 katabatic and drainage winds. Mountain and valley
winds as well as katabatic and drainage winds are generated by the orography itself.
But there are several other flow features over mountainous terrain, which come
from a mainly mechanical modification of the existing larger scale flow by the
underlying orographic features. This includes the acceleration of wind speed
inflows passing over hills, mountain tops, ridges and escarpments, the channelling
of winds in valleys, gap flows through narrow passages in mountain ranges, the
general deflection of winds around single hills and larger mountain ranges. The
flow speed-up is described in more detail in Sects. 4.2 and 4.3.

Channelling in valleys is a frequent phenomenon that is also visible in wider
valleys such as, e.g. in the Upper Rhine valley in Germany. Channelling takes place
at least to a height of the accompanying mountain ranges to both sides of such
valleys. But often, due to vertical mixing phenomena, channelling extends even
above the height of the side ranges. A major feature of channelling is the great
constraint, which modifies the wind direction distribution. Cross-valley winds only
appear rarely. Most of the time, we find wind direction along the valley, where the
selection of one of the possible two directions either depends on the larger scale
pressure field or on the local temperature gradient, which constrains the direction of
mountain and valley winds passing through a certain location in a valley. The
phenomenon of channelling eases the design of larger wind parks because only two

Fig. 4.1 Principal sketch of the vertical structure of boundary layers in mountainous terrain
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opposite wind directions have to be taken into account in the planning phase.
Therefore, siting of the turbines in a wind park in such valleys can be easily
optimized. Figure 4.2 gives an example of channelled flow in an Alpine valley in
the case of a mountain and valley wind system.

Gap flows occur in a few special locations in a mountain range. The phe-
nomenon is most frequently found in larger mountain ranges perpendicular to the
main large-scale wind direction. Gap flows can exhibit quite large wind speeds but
are often accompanied by high turbulence as well. As such flows depend decisively
on the actual orographic features, no general statements on gap flows can be made
here. Gap flows rather need always a specific investigation by on-site measurements
with meteorological masts or ground-based remote sensing in order to assess the
specific flow features.

An example which combines both the effects of flow channelling in a valley and
of a gap flow is the mistral winds in the Rhone valley in Southern France. The river
Rhone flows through a major gap between the Massif Central to the west and the
French Alps to the east. Mechanisms responsible for the temporal evolution of the
Mistral are related to the evolution of upstream synoptic wind speed and direction
conditions during the event and the upstream Froude number calculated in the layer
below the upstream inversion height (Caccia et al. 2004).

Fig. 4.2 SODAR measurements of the diurnal variation of the horizontal wind field in an Alpine
valley demonstrating the diurnal change between mountain winds at night and valley wind at
daytime as well as the channelling of the wind in this valley. The wind data have been averaged
over 30 min in time and 30 m in the vertical. The abscissa shows 24 h from local midnight to
midnight, the vertical axis gives the height in m. Direction of arrows gives horizontal wind
direction and length of arrows gives wind speed
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4.1.1 Mountain and Valley Winds

There are local wind systems which do not emerge from large-scale pressure dif-
ferences but from regional or local differences in thermal properties of the Earth’s
surface. These local or regional wind systems often exhibit a large regularity so that
they can be used for the energy generation from the wind. An overview of such
local and regional-scale winds can be found in Atkinson (1981) who presents a
wealth of climatological data on this phenomenon.

The presence of hills and mountains leads to much larger horizontal inhomo-
geneities in the ABL than what was presented in Chap. 3 on homogeneous terrain.
Larger mountains can even have a larger vertical extension than the depth of the
ABL (Fig. 4.1). Thus, the applicability of the relations given in Chap. 3 above can
only be expected to apply in limited parts of the mountain boundary layer, such as
over smaller hills or in wide valleys with a flat floor. Differences in the boundary
layer over homogeneous terrain come due to both mechanical and thermal forcing.
While the mechanical forcing such as channelling of flows in valleys and
large-scale blocking by mountain chains are quite obvious, the thermal forcing is
more difficult to understand. The thermal forcing is a mixture of the presence of
elevated heating (or cooling at night) surfaces and the reduced ratio of the affected
air volume to the thermally active surface area in mountainous terrain. As this book
concentrates on wind energy generation in the atmospheric boundary layer, aspects
of gravity wave and foehn generation in thermally stably stratified flows over
mountains will not be addressed here. The reader is rather referred to overview
papers on these large-scale effects of mountain ranges, e.g. the classical one by
Smith (1978) or the book by Atkinson (1981).

Mountains lead to three types of thermally driven secondary circulation systems
in the case of weak large-scale pressure gradients and mainly cloud-free skies,
which modify the vertical structure of the mountainous ABL: slope winds,
mountain and valley winds, and—like land–sea wind systems—a diurnally
changing system of winds between mountain ranges and the surrounding plains (see
Fig. 4.3, which is an extension of the classical sketch from Defant (1949) that
depicted only the first two of these three secondary circulation systems). These
three phenomena occur on three different spatial scales although all three have the
same temporal scale of one day. Slope winds (thin arrows in Fig. 4.3) develop on a
slope spatial scale of a few metres up to about 1 km. Mountain and valley winds
(full arrows in Fig. 4.3) emerge on a spatial scale of a few hundred metres up to a
few hundred kilometres in long valleys. Figure 4.2 displays an example for these
intermediate-scale winds. Mountain–plain winds have the largest scale of a few tens
of kilometres to more than one hundred kilometres (open arrows in Fig. 4.3). The
latter two types of these winds may have some relevance for wind energy gener-
ation. The slope winds are probably only interesting for very small wind wheels as
the slope wind layer is rather shallow and its depth is varying.

Slope winds come into existence due to the heating by insolation or radiative
cooling of a sloping surface in mountainous terrain. These winds emerge and
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disappear within minutes with the appearance (and then disappearance) of thermal
forcing. They form part of a secondary circulation in a valley cross section. Upslope
winds during daytime may lead to compensating sinking motion over the centre of
the valley (Vergeiner 1982). This is often the reason why clouds dissolve over the
valley centre but form over hill crests. This sinking motion contributes to a stabi-
lization of the thermal stratification in the valley atmosphere and can prolong the
existence of temperature inversions in valleys. During the evening, downslope
winds develop. See also the description of katabatic winds in Sect. 4.1.2.

Mountain and valley winds take a few hours to form. They are a feature of the
whole valley (Vergeiner and Dreiseitl 1987). Mountain winds [sometimes called
down-valley winds, but a better term would be out-valley winds because local
slopes of the valley floor are not decisive (Heimann et al. 2007)] usually start three
to four hours after sunset and valley winds (sometimes called up-valley winds or
better in-valley winds) three to four hours after sunrise. Both winds require
clear-sky conditions so that heating by incoming short-wave radiation and cooling
by outgoing long wave radiation can occur. The direction of the winds along a
valley axis is dominated by the fact that heating and cooling of the valley air is
more effective in the narrower upper parts of the valley than in the wider lower parts
because the ratio of air mass to the total thermally active surface is larger in the
narrower upper parts of a valley (Steinacker 1984). This differential heating or
cooling along the valley axis leads to a pressure gradient along the valley axis
which in turn drives the winds. Usually, the daytime in-valley winds are stronger
and more turbulent than the nocturnal out-valley winds.

The regional-scale wind system between a mountain range and the surrounding
planes in Fig. 2.3 has some similarity with the land–sea wind system depicted in
Fig. 5.34. This wind system, which blows towards the mountains during daytime

Fig. 4.3 Local and regional
wind systems induced by
mountains at night-time
(top) and at daytime (below)
during calm weather and
mainly cloud-free skies. Open
arrows denote regional winds
towards or away from the
mountains, bold arrows more
local out-valley (top) and
in-valley (below) winds and
thin arrows on the mountain
flanks indicate purely local
slope winds. The thin arrows
above the mountain crests
indicate the direction of
vertical motion
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and away from the mountains at night-time, takes four to six hours to develop. It is
sometimes observable even 100 km away from the foothills of a larger mountain
range (see Lugauer and Winkler 2005 for an example from the European Alps).
This wind system comes into existence because at a given height above sea level
the air over the mountains is heated more than over the planes. The opposite occurs
at night-time. This differential heating once again leads to a pressure difference at a
given height and this pressure difference, in turn, drives a compensating wind.

There must be a compensating wind system for the mountain and valley winds
and for the mountain–plain winds as well. Because this compensating motion takes
place over a larger area, it is usually too weak to be differentiated from the
synoptic-scale motions. During daytime, this compensating motion contributes to
downwards motions aloft over the surrounding plains of a mountain range that
somewhat limits the vertical growth of clouds at the boundary layer top over these
plains. For such a circulation system in Southern Germany the term ‘Alpine
Pumping’ has been proposed (Lugauer and Winkler 2005).

4.1.2 Katabatic Winds

Drainage and katabatic flows are purely thermally generated orographic flow fea-
tures in a mountain boundary layer, which have similarity with the
above-introduced slope winds. They are based on the fact that colder air is heavier
than warmer air. Long wave radiative energy losses to space lead to cooling of land,
snow and ice surfaces and a compensating downwards sensible heat flux, which
cools the atmospheric surface layer as well and forms a temperature inversion. In
the presence of slopes, this induces a horizontal temperature gradient producing a
downslope horizontal pressure gradient force (Anderson et al. 2005; Renfrew and
Anderson 2006) which usually drives shallow drainage flows. These drainage flows
are often too shallow in order to be used for wind energy generation.

Drastic examples of deeper drainage flows are the katabatic flows of Antarctica
and Greenland. The domed topography and radiative cooling of the snow surface
make katabatic flows ubiquitous over these regions (Renfrew and Anderson 2006).
Katabatic winds can be very gusty.

4.2 Wind Profiles Over a Hill

Winds over complex terrain show large spatial and temporal variations.
Nevertheless, there exist a few analytical approaches that help to analyse at least
first-order features of attached flow over complex terrain. Nonlinearity such as flow
separation cannot adequately be described with analytical models but must be
addressed with nonlinear numerical flow models, see e.g. Zeman and Jensen
(1987). Some of the linear approaches are quite old and date back to work of,
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e.g. Jackson and Hunt (1975). These analytical approaches have always been
accompanied by numerical efforts, see e.g. the work of Taylor (1977). Also, the
well-known WAsP (see Sect. 7.3.1) model is based on such linear analytical
approaches (Troen and Petersen 1989).

4.2.1 Potential Flow

The simplest case for a description of flow over a hill is frictionless potential flow.
This implies a laminar flow of a non-viscous fluid with no surface friction. It is
presented here in order to present an analytical model that shows first-order effects
of flow over hills. The main feature is the speed-up of the wind speed over the hill, a
slight wind speed reduction upstream of the hill and a considerable reduction of the
wind speed over the downwind slope of the hill.

For a flow perpendicular to a two-dimensional ridge (i.e. a ridge which is infi-
nitely long in the direction perpendicular to the flow), the speed-up of the potential
flow over the hill can be described using the thin airfoil theory (Hoff 1987):

Dupotðx; zÞ ¼ u1ðLÞH
L
r

x
L
;
z
L

� �
ð4:1Þ

where x is the direction perpendicular to the ridge, z is the vertical coordinate, H is
the height of the ridge, L is the half-width of the ridge (the distance from the crest to
the place, where the height is H/2), u∞(L) is the scaling wind speed in the undis-
turbed flow at height L. Therefore, all heights in this simple model scale with L. r is
the form function of the ridge cross section. H/L is the aspect ratio of the ridge and
describes the magnitude of the slope. Adding (4.1) to the undisturbed flow,
u∞(z) yields for the wind profile in the potential flow over the ridge:

upotðx; zÞ ¼ u1ðzÞþ u1ðLÞH
L
r

x
L
;
z
L

� �
ð4:2Þ

In contrast to all wind profile relations given in Chap. 3, the wind profile relation
(4.2) not only depend on the vertical coordinate but also contains a horizontal
coordinate. The form function r can be given analytically as long as the ridge cross
section h(x) can be described by the inverse polynom (see Fig. 4.4):

h
x
L

� �
¼ 1

1þ x
L

� �2 ð4:3Þ
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The associated form function r for this ridge cross Sect. (4.3) reads:

r
x
L
;
z
L

� �
¼ 1þ z

L

� �� �2� x
L

� �2
1þ z

L

� �� �2 þ x
L

� �2� �2 ð4:4Þ

For the position of the ridge crest (x = 0), we obtain the following special
relation:

r 0;
z
L

� �
¼ 1

1þ z
L

� �� �2 ð4:5Þ

Equation (4.5) describes the decrease of the form function with height that is a
function of the half-width of the ridge only. The wider the ridge the higher up the
hill influences the flow. The vertical profile of the potential flow speed over the
ridge crest is thus:

upotð0; zÞ ¼ u1ðzÞþ u1ðLÞH
L

1

1þ z
L

� �� �2 ð4:6Þ

This vertical wind profile function (4.6) is unrealistic when approaching the
surface because potential flow is without friction and therefore, the flow speed in
potential flow does not vanish at the surface. Rather, the contrary is the case and the
potential flow speed is at its maximum at the ridge crest. There we have (x = 0,
z = 0) r = 1 and

upotð0; 0Þ ¼ u1ð0Þþ u1ðLÞH
L

ð4:7Þ

Equation (4.7) means that the speed-up of the wind speed over a ridge crest is
proportional to the slope of the flanks of the ridge. The form function (4.4) cannot

Fig. 4.4 Ridge function h(x/L) (full line) and form function r(x/L, 0) (dashed line). Ridge height
H and half-width L are indicated as well
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be given analytically for a Gaussian-shaped hill. Numerical integration yields a
slightly lower value than for the function given in (4.4) with rGauss(0,0) = 0.939.
This implies that the relative speed-up Du/u∞ over a 100 m high ridge with a
half-width of 1000 m is about 10% or:

Du
u1

� H
L

ð4:8Þ

4.2.2 Modified Potential Flow: Addition of an Inner Layer

As said above, the potential flow solution is unrealistic when approaching the
surface, because it produces a solution which is symmetrical to the crest line. The
potential flow solution is valid in an outer layer only. The decrease of the wind
speed towards zero speed at the surface (non-slip condition) takes place in an inner
layer with depth l within which the surface friction dominates. This has led to the
idea of a two-layer model (Jackson and Hunt 1975). The depth of the inner layer
depends on the half-width L again. Jackson and Hunt (1975) derived the following
implicit relation for l:

l ln
l
z0

� �
¼ 2j2L ð4:9aÞ

with the surface roughness length z0. Jensen et al. (1984), Mason (1986) and Hoff
(1987) derived a similar but slightly different relation:

l ln2
l
z0

� �
¼ 2j2L ð4:9bÞ

For large values of L/z0, the height of the inner layer calculated from Eq. (4.9b)
is much smaller than calculated from (4.9a) (see Fig. 4.5). Roughly spoken, the
inner layer depth from (4.9a) is of the order of 3–6% of the half-width of the ridge
(Fig. 4.3 right), or—from Eq. (4.9b)—in the order of 1–2% of the half-width of the
ridge. Experimental data from Taylor et al. (1987) and Frank et al. (1993) support
the latter formulation (4.9b).

As stated above, after Eq. (4.6) the potential flow solution is unrealistic when
directly approaching the surface. The true wind profile can be described by
matching the potential flow profile (4.2) for the outer layer above l with the log-
arithmic profile (3.6) for the inner layer:

uðx; z\lÞ ¼ u1ðzÞþ u1ðzÞ ln
L
z0

ln l
z0

H
L
r

x
L
;
z
L

� �
¼ u1ðzÞþDuðx; z\lÞ ð4:10Þ
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Equation (4.10) fulfills the non-slip condition at the surface. Hoff (1987) gives
the following relation which considers also the surface pressure gradient across the
ridge by an additional term:

uðx; z\lÞ ¼ u1ðzÞþDuðx; z\lÞþ duðx; z\lÞ ð4:11Þ

with the pressure gradient-related term:

duðx; z\lÞ ¼ 1
j
du�

x
L

� �
ln

z
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� �
ð4:12Þ

which requires a modified formulation for the friction velocity:
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The increment Dr in Eq. (4.13) is the horizontal difference of the form function
r in the range between x/L − D and x/L + D, where D is supposed to be small
compared to L:
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Smooth vertical wind profile functions, which cover both the inner and the outer
layer can be formulated as follows (Hoff 1987):

uðx; zÞ ¼ u1ðzÞþ u1ðLÞH
L
r

x
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;
z
L
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Fig. 4.5 Depth of the inner layer, l as function of the half-width, L and the surface roughness
length z0, found as an iterative solution of (4.9b) (left) or (4.9a) (right). Lowest curve: z0 = 0.02 m,
second curve: z0 = 0.1 m, third curve: z0 = 0.5 m and upper curve: z0 = 2.5 m
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with:

P0ðzÞ ¼ 1þ ln z
l
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ln l
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� � exp � z� z0
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� �
ð4:16Þ

and:
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Figure 4.6 shows sample results from (4.15) using (4.9b) for a ridge with
half-width L = 1000 m and aspect ratio H/L = 0.2. x/L = −2 is upstream of the
ridge closely before the minimum of the shape function r (see Fig. 4.2). x/L = −0.5
and 0.5 are at the positions where the shape function r has its largest gradients. x/
L = 0 is on the crest of the ridge and x/L = 2 has been chosen symmetrically to the
first point. We see the largest speed-up over the crest itself at the top of the inner
layer at the height of the length l which was at roughly 16.5 m above ground in this
example (see Fig. 4.3). The vertical wind shear is enhanced below this height
l compared to the undisturbed logarithmic profile (dashed line) and the shear is
reduced above this height. The two frames to the right show the influence of the
wake. This influence leads to a reduced wind speed near the height l, although this
analytical model is not able to produce flow separation which should set in for
aspect ratios larger than about 0.2.

In the outer layer, the solution is still symmetrical to the hill crest, but in the
inner layer, a considerable asymmetry becomes visible. In this respect, solution
(4.15) is more realistic than the pure potential flow solution in Sect. 4.2.1
Nevertheless, it has to be noted that the analytical model (4.15) can only be used for
shallow hills with aspect ratios smaller than 0.2 and a crosswind elongation which

Fig. 4.6 Vertical wind profiles over the ridge shown in Fig. 4.2 for L = 1000 m, H = 200 m,
z0 = 0.2 m and u*∞ = 0.25 m/s at x/L = −2, −0.5, 0 (crest line), 0.5 and 2. Full line from
Eq. (4.15), dashed line for horizontally flat terrain
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is much larger than the width of the ridge cross section parallel to the wind
direction. The atmospheric stability in this analytical approach is limited to neutral
conditions.

A different approach which divides the flow field in three layers has been
developed by Sykes (1980). He distinguished the following layers: a very thin wall
layer, a Reynolds-stress sublayer across which the Reynolds stresses vary rapidly,
and an outer layer. The flow perturbations due to the presence of the hill are
calculated for different orders of the slope e1/2 = H/L (e � 1). The height of the
Reynolds-stress sublayer is of the order eL. For an aspect ratio of H/L = 0.1, this is
quite close to the inner layer height from (4.9b).

4.2.3 Modified Potential Flow: Consideration of Thermal
Stability

Basic potential flow theory—as outlined in Eqs. (4.1–4.17) —cannot treat the
influence of thermal stratification of the air (see Sect. 2.8). As a preparation for
including the main effects of atmospheric stability, we rewrite Eq. (4.1) in terms of
the fractional speed-up:

Dsðx; zÞ ¼ Dupotðx; zÞ
u1ðlÞ ¼ u1ðLÞ

u1ðlÞ
H
L
r

x
L
;
z
L

� �
ð4:18Þ

Bradley (1983) studied the dependence of the fractional speedup ratio on sta-
bility. As a first approximation, Bradley assumed that Eq. (4.18) is still valid for
non-neutral flow as long as buoyancy forces are small compared to pressure gra-
dient forces. Then, (4.18) is approximately valid but the velocities u∞(L) and
u∞(l) are calculated from diabatic Monin–Obukhov velocity profiles (3.16). For
non-neutral stratification, one obtains:
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where L* designates the Obukhov length [see (2.24)]. The stability function W is
given in (3.7) and (3.14). W has been limited to a minimum value of −5, according
to Eq. (31) in Frank et al. (1993). Δs increases with increasing stability and is
reduced with unstable flow (Fig. 4.7). This becomes also intuitively clear because
increasing stability opposes to the vertical displacement of the streamlines over the
hill. Thus, the streamlines are squeezed together over the hill and the speed-up is
increased. Evidence from real data is depicted, e.g. in Fig. 2 of Frank et al. (1993).
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4.2.4 Weibull Parameters Over a Hill

SODAR measurements on a hilltop have been evaluated in Emeis (2001) to derive
vertical profiles of the two Weibull parameters over a hill. The form parameter is
described by an analog to Eq. (3.49), the shape parameter is described by (3.89).
Figure 4.8 gives examples from SODAR measurements (see Emeis 2001 for
details).

The fact that the vertical profile of the scale parameter is much better described
by the simplified Ekman law (3.49) using c = 0.035 instead of by the surface layer
profiles (3.3) or (3.17) indicates the wind profile over a hill and hence the vertical
profile of the scale parameter behaves like vertical wind profiles in the Ekman layer.
This is understandable since the hilltop reaches above the surface layer into the
Ekman layer. The parameters zm = 50 m and c2 = 0.01 have been used to produce
the curve which fits to the October curve in Fig. 4.8 right. For a fit to the September
and November curves, a value of c2 = 0.03 would be more appropriate. Again, the
profiles from Justus et al. (1978) and Allnoch (1992) [see Eq. (3.88)] do not fit to
reality.

Fig. 4.7 Stability dependent
fractional speed-up from
Eq. (4.19) for H/L = 0.1. Full
line: neutral stratification,
dashed line unstable
(L* = −500 m), short-dashed
line stable (L* = 500 m)
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4.3 Wind Profiles Over an Escarpment

Aslightlymore complex flow is theflowover an escarpment which gathers features of
the upstream side of a hill (Sect. 4.2) and of an internal boundary layer (Sect. 3.5). See
Fig. 4.9 for a principal sketch.

In case of an isolated hill, the flow returns to its original state somewhere behind
the obstacle. In case of an roughness change, an internal boundary layer forms
which finally replaces the old boundary layer. The flow over an escarpment should
be in some way a mixture between the flow over a hill and that over a roughness
change. Experimental data on flow over gentle escarpments were obtained by
Bowen and Lindley (1977) and Bowen (1979), which Astley (1977) compared with
numerical calculations. A comparison between an experimental study and analytical
approaches to this flow problem can be found in Jensen (1983).

Figure 4.10 shows some sample data for flow over an escarpment from mea-
surements at Hjardemål at the Danish west coast (Emeis et al. 1995). The escarp-
ment was about 16 m high and the slope of the escarpment was about 30 m wide.
This leads to a mean aspect ratio H/L of about 0.5 or 28°. Here, H denotes the
height and L the width of the escarpment slope. The measurement line was per-
pendicular to the escarpment from 400 m upstream to 300 m downstream. Main
measurement heights were 5 and 10 m above the surface. Additional instruments
were mounted at some sites between 2 and 24 m. Mean wind speed and wind
fluctuations were measured with cup anemometers and ultrasonic anemometers.
Figure 4.10 shows the speed-up Δs, the longitudinal standard deviation ru (parallel
to the local surface), the vertical standard deviation rw (perpendicular to the local
surface) and the friction velocity u* from 50 m upstream of the upper edge of the
escarpment to 50 m downstream. The standard deviations and the friction velocity
are normalized with their upstream values at 400 m upstream of the escarpment.

Fig. 4.8 As Fig. 3.12. Weibull parameter over a hill from SODAR measurements compared to
analytical profiles. Left: scale parameter, right: form parameter. The parametrized curve in the left
frame is obtained from (3.49) putting Ag = 10.67 m/s and c = 0.035, the one in the right frame
from (3.89) putting zm = 50 m and c2 = 0.01. The curves labelled ‘Justus’ and ‘Allnoch’ have
been computed from (3.88)
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All four frames in Fig. 4.10 show data for slightly unstable thermal stratification
in top position (−0.05 < z/L* < 0), near neutral conditions in the middle
(0 < z/L* < 0.18) and stable conditions below (0.18 < z/L* < 0.29). The upper left
frame of Fig. 4.10 shows the increase of the speed-up with increasing thermal
stability of the flow. Additionally, an area with reduced flow speeds is discernible
upstream of the escarpment. This flow reduction becomes more pronounced with
stable stratification. The maximum speed-up of 62% with neutral stratification at z/
H = 0.125 fits well to values from wind tunnel experiments given by Bowen and
Lindley (1977), who found a speed-up of 70% at z/H = 0.2. Variations of the slope
of the escarpment in Bowen and Lindley’s experiment showed that the maximum
speed-up for larger slopes no longer depended on the slope.

While ru and rv (not shown) are relatively little influenced by the escarpment,
rw shows a strong reaction to the presence of the escarpment. ru only exhibits
changes of more than 10% for neutral and unstable stratification downstream of the
upper edge of the escarpment in agreement with the wind tunnel data of Bowen and
Lindley (1977). rv shows slight stability dependence over the slope (increasing

Fig. 4.9 Principal outline of
a flow over an escarpment
(from Emeis et al. 1995)
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Fig. 4.10 Fractional speed-up (upper left), normalized longitudinal standard deviation (upper
right), normalized vertical standard deviation (lower left) and normalized friction velocity (lower
right) from ultrasonic anemometer measurements at an escarpment in Denmark (from Emeis et al.
1995). Normalization was made with the respective undisturbed values observed 400 m upstream
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with increasing stability). rw has a maximum increase of 55–70% shortly upstream
of the upper edge of the escarpment.

The inner layer (see Sect. 4.2.2) was not captured in this experiment because this
would have required measurement at heights lower than roughly 0.16 m, which was
technically not feasible. The flow in the outer layer can be approximately described
by Eqs. (4.1–4.4) as well as it was possible for the flow over a ridge. Moreover, the
function r(x/L, z/L) in (4.4) cannot be given analytically but must be determined
numerically.

Recent studies of escarpment flows based on full-scale measurements can be
found, e.g. in Barthelmie et al. (2016) or Wildmann et al. (2017). The former study
uses data from wind lidars and an 80-m meteorological mast, the latter data from a
UAV.

4.4 Terrain Ruggedness

The previous subchapters have dealt with potential flow over highly idealized types of
complex terrain. Flow separation cannot be described in this context. Real terrain is
much more inhomogeneous and thus much more difficult to be characterized by just
one parameter. Several suggestions have been made to find such a parameter (for
an overview see http://gis4geomorphology.com/roughness-topographic-position/,
accessed: August 19, 2017).

For the Wind Atlas Program WAsP, the ruggedness index (rs or RIX) of a given
site is defined as the fractional extent of the surrounding terrain which is steeper
than a critical slope (Mortensen and Petersen 1997). A typical critical slope which
leads to flow separation is 0.3 which is equivalent to about 17° inclination (Wood
1995). The index was proposed as a coarse measure of the extent of flow separation
and, thereby, the extent to which the terrain violates the requirement of WAsP that
the surrounding terrain should be sufficiently gentle and smooth to ensure mostly
attached flows (see Sect. 7.2 on models). The ruggedness is defined as:

rs ¼ Ars

A80
ð4:20Þ

with Ars being the area which is steeper than the critical slope and A80 being the area
of the 80%-effect level of the footprint influencing a given site (Pauscher et al.
2017). This definition is different from the original definition of RIX which only
considers the terrain in the direction of the flow (Pauscher et al. 2017). According to
Pauscher et al., the footprint in complex terrain can be computed from an
easy-to-use model designed by Kljun et al. (2015) which compares well with a
much more sophisticated LES footprint model by Steinfeld et al. (2008).
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4.5 Spectra

The frequency dependence of the power of turbulent fluctuations is described by
turbulence spectra as introduced in Sect. 3.3. Special turbulence spectra over
complex terrain are given in Panofsky et al. (1982) and Founda et al. (1997).
Founda et al. (1997) found good agreement between measurements over a hilltop
and the spectra given in Eqs. (3.76–3.78) because it turned out to be difficult to
determine an appropriate value for the friction velocity. Founda et al. (1997) used
Lxi ¼ 1=ð2pÞ=kpi instead of (3.82).

4.6 Diurnal Variation

The diurnal variation of the wind speed over ridges and mountain crests resembles
the diurnal variation in the Ekman layer because these crests are usually above the
surface layer at night-time. Hills and lower mountains which are smaller than the
boundary layer height may develop a shallow surface layer over them as long as
they are quite smooth. Due to the change between boundary layer conditions at
daytime and free-atmosphere conditions at night-time, wind speeds over crests are
usually higher at night-time than at daytime.

This diurnal variation is also visible from the shape parameter of the Weibull
distribution of wind data over hill crests. SODAR measurements on a hilltop have
been evaluated in Emeis (2001) to derive vertical profiles of the two Weibull
parameters over a hill. The form parameter is described by an analog to Eq. (3.49),
the shape parameter is described by (3.89). Figure 4.8 gives examples from
SODAR measurements (see Emeis 2001 for details).

The fact that the vertical profile of the scale parameter is much better described
by the simplified Ekman law (3.49) using c = 0.035 instead of by the surface layer
profiles (3.3) or (3.17) indicates that the wind profile over a hill and hence the
vertical profile of the scale parameter behaves like vertical wind profiles in the
Ekman layer. This is understandable since the hilltop reaches above the surface
layer into the Ekman layer. The parameters zm = 50 m and c2 = 0.01 have been
used to produce the curve which fits the October curve in Fig. 4.8 right. For a fit to
the September and November curves, a value of c2 = 0.03 would be more appro-
priate. Again, the profiles from Justus et al. (1978) and Allnoch (1992) [see
Eq. (3.88)] do not fit to reality.
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4.7 Summary for Complex Terrain

The main peculiarity of flow over a hill or a mountain chain is the speed-up of the
wind speed over the summit or the crest line. The boundary layer over the crest can
be separated into two layers. There is a rather thin inner layer within which fric-
tional forces dominate over inertial forces. This layer has a depth of typically 1–2%
of the half-width of the hill or mountain chain. Above the inner layer is the outer
layer within which the inertial forces dominate. The fractional speed-up is at
maximum at the boundary between the inner and the outer layer. Modern wind
turbines with hub heights around 100 m and more are usually in the outer layer
(Fig. 4.11). Therefore, they are exposed to less vertical wind gradients than over
level terrain. Building even higher towers with larger hub heights thus gives only a
relatively low gain in power yields.

Section 4.2 is valid for gentle hills only. Steeper hills and mountains lead to
nonlinear features such as flow separation and other features named in Sect. 4.1 which
are not adequately covered by the equations given in Sect. 4.2.Nonlinearflow features
can no longer be derived from analytical relations but require the operation of
numerical flow models. Some nonlinearity effects become already visible in the
examples for the flow over an escarpment in Sect. 4.3. Therefore, wind assessment in
rougher terrain where linearity is no longer assured has to be done by site-specific
numerical model simulations. This chapter was designed to point to the main flow
features which influence the vertical wind profile over hills and gentle mountains.

Usually, a combination of orography and land-use change shows up. The effects
of different land-use (see, e.g. Sects. 3.6 and 3.7), of land-use change (Sect. 3.5)
and of orography (Sects. 4.1–4.4) come together and cannot be separated from each

Fig. 4.11 Principal sketch of wind conditions over a ridge. Modern wind turbines are usually in
the outer layer of the ridge-crossing flow
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other. Finnigan and Belcher (2004), e.g. reported that the critical slope for flow
separation of forested hills is smaller than of hills with bare soil. Measurements
show this complexity. For instance, Pauscher et al. (2017) present data from the first
200 m high meteorological tower on a forested hill.
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Chapter 5
Offshore Winds

This chapter deals with the marine atmospheric boundary (MABL). The special
features of wind and turbulence profiles over the sea are very important, since an
increasingly larger fraction of wind energy will be generated at offshore wind parks
in the future. Although the sea surface is perfectly flat, these wind features partly
differ from profiles over homogeneous land presented in Chap. 3. Unless otherwise
stated, the examples for the state of the MABL presented in this chapter are based
on Türk (2008). Türk (2008) analysis was based on data from the 100-m tower
FINO1 in the German Bight. This offshore tower, which is about 45 km away from
the German coast, provides wind information from cup anemometers in heights
between 30 and 100 m with a vertical resolution of 10 m. Sonics data are available
at 40, 60 and 80 m from this tower. So, some of the presented features may be
specific for the German Bight at the site of FINO1. Nevertheless, they can serve as
an indication for typical behaviour in the MABL in contrast to an onshore boundary
layer. There are more measurement towers near offshore wind parks, e.g. the
62- and 70-m masts at Horns Rev off the Danish west coast or the 116-m mast
‘NoordzeeWind’ off the Dutch coast near Egmond aan Zee. In Germany, there are
the towers FINO2 in the Baltic and FINO3 in the German Bight off the island of
Sylt as well. These latter two towers are quite similar to the tower FINO1.

Section 5.1 explains the special features of the sea surface. Section 5.2 then
presents mean vertical profiles before Sect. 5.3 deals with extreme wind speeds and
Sect. 5.4 with turbulence parameters in the MABL. Weibull parameters charac-
terizing the marine boundary layer are discussed in Sect. 5.5. In coastal areas, which
are the subject of Sect. 5.6, internal boundary layers (see Sect. 3.5) can form which
exhibit marine boundary characteristics in the internal boundary layer and onshore
boundary layer characteristics in the layer above. Especially for stable thermal
stratification when warmer air is advected over colder water, such internal boundary
layers can persist for long distances of several tens of kilometres.
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5.1 Characteristics of Marine Boundary Layers

First of all, the sea surface is much smoother than the land surface. This leads to
higher wind speeds at a given height above the surface, to smaller turbulence
intensities and to shallower surface layer depths. Thus, offshore wind turbines
usually experience less wind shear over the rotor area. But sea surface roughness is
wind-speed-dependent due to the formation of waves. Diurnal cycles of temperature
and atmospheric stability are nearly absent due to the large heat storage capacity of
water. The infinite moisture source at the sea surface tends to bias static stability of
the MABL towards unstable stratifications. Figure 5.1 gives the principal features
of the vertical structure of the MABL. Adjacent to the sea surface, we find the wave
sublayer within which the direct influence of single waves through pressure forces
is dominant. This sublayer is roughly five wave amplitudes deep. Above the wave
sublayer, we find the constant flux or Prandtl layer which is often much shallower
than the respective layer over land (see Fig. 3.1). This depth can be in the order of
just 10 m for stable stratification and in low to moderate winds. The upper 90% of
the MABL are covered by the Ekman layer within which the wind slightly turns and
reaches the geostrophic wind at its top. Like the constant flux layer, the entire
MABL is usually much shallower than the ABL over land.

Fig. 5.1 Vertical structure of the marine boundary layer over a wavy sea surface. p+ and p−
indicate positive and negative pressure perturbations close to the waves
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5.1.1 Sea Surface Roughness and Drag Coefficient

The typical roughness length of the sea surface for moderate wind speeds is in the
order of a tenth of a millimetre to a millimetre (see Fig. 5.2 left). In contrast to land
surfaces, the roughness of the sea surface is not constant but varies over several
decades depending strongly on the wind speed, because of the evolving wave size,
height and shape. Consequently, the surface roughness length, z0, increases with
increasing wind speed. Waves are generated mainly by frictional forces exerted by
the wind on the ocean surface, thereby transporting momentum from the atmo-
sphere downwards into the water column (Bye and Wolff 2008). This transport is
downwards as long as the waves are still young and wind-driven, i.e. if the wind
speed is faster than the phase speed of the waves. For old waves or swell, no clear
relation with the wind speed can be expected (Oost et al. 2002; Sjöblom and
Smedman 2003). Furthermore, this downward transport depends also on the ther-
mal state of the MABL, because this state influences the ability of the atmosphere to
replenish the momentum loss at its lower boundary with momentum from higher
atmospheric layers. For unstable stratification (air colder than the sea), this
downward transport is larger and the waves are expected to be higher than for stable
stratification. This presumption has initially been proven by the analysis of North
Atlantic weather ship data by Roll (1952).

Many studies on the wind-driven roughness of the sea surface already exist.
Charnock (1955) presented a relation between roughness length, z0, and friction
velocity, u*, based on a small dataset collected under near-coastal conditions at a
measurement height of eight metres:

z0 ¼ au2�
g

¼ aj2uðzÞ2

g ln z
z0
�W z

L�

� �� �2 ð5:1Þ

where z0 is the surface roughness length, u* is the friction velocity and g is the
acceleration of gravity. The term behind the second equal sign in (5.1) has been
derived using the formula for the diabaticwind profile (3.10). This latter relation has to
be solved iteratively. The empirical constant, a, is called today the Charnock
parameter. For the open ocean, Smith (1980) suggests a = 0.011 while at shallow or
near-coastal sites a is a little larger with values about 0.016–0.02 (Garratt 1977; Wu
1980). Garratt (1977) summarized sea surface drag coefficients from 17 experiments
and supported Charnock’s relation. Using a friction velocity of 0.33 m/s and
a = 0.018 gives z0 = 0.00018 m.

The determination of the sea surface drag coefficient, CD, is another way of
looking at sea surface roughness. The drag coefficient for neutral atmospheric
stability and 10-m height is defined as

5.1 Characteristics of Marine Boundary Layers 115



CDN10 ¼ u2�
�u210

ð5:2Þ

where u* is the friction velocity defined in (2.23) and �u10 is the 10-m wind speed.
Despite conflicting evidence in the past (Garratt 1977), it is now accepted that the
drag coefficient in the MABL is an increasing function of the wind speed (Sullivan
and McWilliams 2010) for moderate wind speeds (see Fig. 5.4). This becomes
obvious when inserting the logarithmic wind profile (3.10) for the denominator of
(5.2) using (5.1) for the determination of the roughness length:

CDN10 ¼ j
ln gz

au2�

 !2

ð5:3Þ

where z = 10 m. At higher wind speeds, however, most datasets suggest that the
drag coefficient tends towards a constant value (Anderson 1993; Donelan et al.
2004; Black et al. 2007). A few, e.g. the HEXOS data (Janssen 1997, triangles in
the left frames of Figs. 5.3 and 5.4) do not show this levelling off. The exact
equation that describes the relationship between the drag coefficient and wind speed
is dependent on the author (Geernaert 1990). Although a universal consensus does
not exist, the most widely cited relationships are possibly those proposed by Smith
(1980):

CDN10 ¼ 0:00061þ 0:000063�u10 ð5:4Þ

said to be valid for a wind speed range between 6 and 22 m/s, the one proposed by
Large and Pond (1981):

CDN10 ¼ 0:00114 for 4 m/s\u10 � 10 m/s
0:00049þ 0:000065u10 for 10 m/s\u10\26 m/s

ð5:5Þ

Fig. 5.2 Roughness length of the sea surface in m (left) and friction velocity in m/s (right) using
Charnock’s relation (5.1) and the neutral logarithmic wind profile (3.6) for two different values of
the Charnock parameter (bold line: 0.011, thin line: 0.020)
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and the one by Yelland et al. (1998):

CDN10 ¼ 0:00050þ 0:000071�u10 ð5:6Þ

said to be valid for a wind speed range between 6 and 26 m/s. Similar wind speed
dependencies come from the Coupled Ocean–Atmosphere Response Experiment
(COARE) algorithm by Fairall et al. (1996, 2003).

Fig. 5.3 Friction velocity in the marine surface layer, u*, plotted against 10-m wind speed, u10.
Left: from literature data listed in Table 5.1 of Foreman and Emeis (2010). For u10 > 8 m/s and
u* > 0.27 m/s, a straight line [see Eq. (5.8)] is fitted to data in this range. The HEXOS results as
reported by Janssen (1997) are shown by triangles; the measurements of Anderson (1993) are
indicated by squares (from Foreman and Emeis 2010). Right: functional dependencies of friction
velocity on wind speed: bold line: Eq. (5.8), dashed line: Eq. (5.3) using a = 0.018, thin line:
Eq. (5.4), dotted line: Eq. (5.5), dash-dotted line: Eq. (5.6)

Fig. 5.4 Drag coefficient of the sea surface, CD, plotted against 10-m wind speed, u10. Left: from
literature data listed in Table 5.1 of Foreman and Emeis (2010). For u10 > 8 m/s and u* > 0.27 m/
s, a curve [see Eq. (5.9)] is fitted to data in this range. The HEXOS results as reported by Janssen
(1997) are shown by triangles; the measurements of Anderson (1993) are indicated by squares
(from Foreman and Emeis 2010). Right: functional dependencies of drag coefficient on wind
speed: bold line: Eq. (5.9), dashed line: Eq. (5.3) using a = 0.018, thin line: Eq. (5.4), dotted line:
Eq. (5.5), dash-dotted line: Eq. (5.6)
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Differences in measured drag coefficients between independent studies are most
probably a function of the state of the sea (Donelan 1990) such as the wave
steepness or slope (e.g. Hsu 1974) and wave age (e.g. Maat et al. 1991). For
example, the drag coefficient is thought to increase with younger waves (i.e.
decreasing wave age) (Smith et al. 1992). The precise dependence of the drag
coefficient on one or more of these tools is an ongoing area of research in air–sea
interaction (Sullivan and McWilliams 2010).

Nevertheless, a wind speed-dependent drag coefficient is not desirable, because
usually a drag coefficient for a fully turbulent flow should be only object-dependent
and independent of the flow speed above this object. Only then flows at different
speeds are similar to each other. A wind speed-dependent drag coefficient indicates
that the state of flow is changing with wind speed. Most probably, the flow over the
very smooth sea surface is not fully turbulent for 10-m wind speeds of less than
about 8 m/s. The drag coefficient should be a constant above this wind speed.

Therefore, a new functional form of the neutral drag coefficient for moderate to
high wind speeds in the MABL for a range of field measurements as reported in the
literature has been proposed by Foreman and Emeis (2010) and has been fully
supported by a further analysis by Andreas et al. (2012). Bye et al. (2014) show that
the analyses of Foreman and Emeis (2010) and Andreas et al. (2012) fit very well to
theoretical considerations including the wave generation and sea spray. This new
form is found to describe a wide variety of measurements recorded in the open
ocean, coast, fetch-limited seas and lakes, with almost one and the same set of
parameters. It is the result of a reanalysis of the definition of the drag coefficient in
the marine boundary layer, which finds that a constant is missing from the tradi-
tional definition of the drag coefficient. The constant arises because the neutral
friction velocity over water surfaces is not directly proportional to the 10-m wind
speed, a consequence of the transition to rough flow at low wind speeds below
about 8 m/s. Within the rough flow regime, the neutral friction velocity is linearly
dependent on the 10-m wind speed; consequently, within this rough regime, the
newly defined drag coefficient is not a function of the wind speed. The magnitude
of the newly defined neutral drag coefficient represents an upper limit to the
magnitude of the traditional definition.

In order to derive this new wind-speed-independent drag coefficient, Foreman
and Emeis (2010) start with an analysis of the relation between the friction velocity
and wind speed. Solving (5.2) for the friction velocity gives:

u� ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
CDN10

p
�u10 ð5:7Þ

Equation (5.7) does not depict the reality, especially not for higher wind speeds.
A better relation is (straight line in Fig. 5.3 left and bold line in Fig. 5.3 right):

u� ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
CmN10

p
�u10 þ b ð5:8Þ
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with CmN10 = 0.0026 and b = −0.14 m/s. The straight line described by (5.8) does
not meet the origin, thus it is valid only for the fully turbulent regime above 8 m/s
wind speed. Inserting (5.7) into (5.1) yields:

CDN10 ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
CmN10

p
�u10 þ b

� �2
�u210

ð5:9Þ

This new relation (5.9) is depicted as bold curves in Fig. 5.4. For high wind
speeds, the classical drag coefficient CDN10 from (5.9) converges against CmN10.
CmN10 = 0.0026 is shown as dashed horizontal line in Fig. 5.4 left.

5.1.2 Fetch and Stability-Dependent Wave Formation

The preceding subchapter has shown that the development of waves is decisive for
the sea surface roughness. The calculation of oceanic wave heights from local wind
speeds has a long and well-established history in oceanic and atmospheric sciences
(see, e.g. Sverdrup and Munk 1947; Neumann 1953). Although the local wind
speed and the local structure of the MABL are supposed to have an important
influence, there are other factors determining the wave height. Wave heights
additionally depend on the length of the fetch and on the duration of high wind
speeds over these fetches. Further on, the wave height also depends on
non-atmospheric conditions like the water depth, e.g. simulations with the wave
ocean model (WAM; Hersbach and Janssen 1999) have shown for infinite duration
and deep water that for a wind speed of 30 m/s, the significant wave height
increases from about 10 m for 50-km fetch to nearly 12 m for 100-km fetch and
more than 15 m for 400-km fetch.

A closer analysis of development of wind-driven wave heights in the German
Bight can be found in Emeis and Türk (2009). In this study, wind speed, friction
velocity and significant wave height data from the FINO1 platform in the southern
German Bight 45 km off the coast for the years 2004–2006 have been evaluated
and related to each other. The wave height is usually expressed in terms of a
significant wave height, Hs. Hs is often defined as the average height (trough to
crest) of that third of waves out of all waves which have the largest wave heights.
The maximum wave height is 1.6–1.7 times the significant wave height (Kumar
et al. 1999). Toba (1978) has given a relation between the friction velocity, u*, and
the significant wave height, Hs, for growing waves independent of the fetch if the
wave period T is known:

Hs ¼ 0:062
ffiffiffiffiffiffiffiffiffiffiffiffi
u�gT3

p
ð5:10Þ

where g is the acceleration of gravity. Maat et al. (1991) give a somewhat smaller
value for the constant in Eq. (5.10), namely 0.051.
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Figure 5.5 shows a broad scatter of wave height data with wind speed. The two
curves in Fig. 5.5 show the ‘trajectories’ for the storms ‘Britta’ and ‘Erwin’ in the
wave height–velocity phase space. These trajectories demonstrate that a larger part
of the scatter in Fig. 5.5 happens with the evolution of the wave height–velocity
relation during the passage of single low-pressure systems. The curves are plotted
through consecutive hourly data points. The full curve for the All Saints Day storm
‘Britta’ is 21-h long from 31 October 2006, 1700 h to 1 November 1400 h. The
second curve for the gale force storm ‘Erwin’ covers a time span of 23 h from 7
January 2005, 2300 h to 8 January 2200 h. This is analysed in more detail in
Figs. 5.6 and 5.7. During ‘Britta’ (Fig. 5.7), the peak Hs is reached about 1 h after
the peak wind speed of 31 m/s; during ‘Erwin’ (Fig. 5.6), it is reached about 5 h
after the main wind speed peak of 32 m/s. The two curves for ‘Britta’ and ‘Erwin’
differ considerably. The curve for ‘Britta’ lies at much higher wave heights than the
curve for ‘Erwin’, although the peak wind speeds are quite similar. Looking at the
wind direction and the air–sea temperature difference, it turns out that the major
difference in atmospheric conditions is that during ‘Britta’, cold air advection was
prevailing with northerly winds, and during ‘Erwin’, warm air advection with
westerly winds.

Figures 5.6 (Erwin) and 5.7 (Britta) analyse the relation between the local state
of the atmosphere and the wave height in these two storm events in some more
detail also using some of the 10-Hz data from the sonic anemometers at 40 and
80 m. The atmospheric conditions are described by the wind speed, u, at 80 m and
the friction velocity, u*, at 40-m height. In addition, the temperature difference
between the air temperature at 40-m height and the sea surface temperature, the
measured hourly values of the significant wave height, Hs, the calculated significant
wave heights using Eq. 5.10 and the wave age (i.e. the phase speed of the waves

Fig. 5.5 Relation between significant wave height, Hs, in m and 100-m wind speed in m/s in the
German Bight from 3 years of hourly data (2004–2006) at FINO1. The two curves indicate the
temporal development of Hs for storm ‘‘Britta’ on 1 November 2006 (full curve) and for storm
‘Erwin’ on 8 January 2005 (dotted curve). Arrows indicate the direction of this development
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over the friction velocity, see also next subchapter) are given. Figure 5.6 shows a
slightly stably stratified boundary layer due to warm air advection over colder water
(see temperature difference). The mean ratio, z/L*, is only about +0.03 (about 0.06
in the first half of the displayed period and nearly 0.0 in the second half, not shown

Fig. 5.6 Wind speed at 80 m (full line) and friction velocity, u*, at 40 m (dotted) above mean sea
level together with the wave age (dashed line), the air–sea temperature difference
(dashed-double-dotted line), the measured hourly wave height (black squares) and the calculated
wave height from Eq. (5.10) (thick full line) at FINO1 in the German Bight during the violent
storm ‘Erwin’ on 8 January 2005 (x-axis gives time in hours). All data except measured wave
heights are 10-min mean data. u* refers to the right-hand axis, all other variables to the left-hand
axis

Fig. 5.7 As Fig. 5.6, but for violent storm ‘Britta’ on 31 October/1 November 2006. Between 11
p.m. and midnight and between 11 a.m. and noon, some data are missing
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in the figure). The vertical wind shear between 40 and 80 m is about 3 m/s and
decreases to 1–2 m/s after the occurrence of the peak wind velocity. The peak wind
speed is accompanied by a maximum in the friction velocity (1.4 m/s) and a
minimum in the wave age (about 11). The greatest increase in the wave height
coincides with the highest values of the friction velocity. The peak wave height is
observed 5 h after the peak wind speed at a wave age of about 18. For the whole
period shown in Fig. 5.6, the wave age remains below 24, i.e. we have a
wind-driven sea all the time. Figure 5.7 shows an unstably stratified boundary layer
during cold air advection of warmer water. The mean ratio, z/L*, is only about
−0.06 (between midnight and 11 a.m.). Negative peak values of z/L* of up to −0.79
occur between 2 and 4 p.m. (not shown in the figure). There is nearly no vertical
wind shear in the layer between 40 and 80 m. Also, the friction velocity is nearly
constant with height. Thus, this layer seems to be a constant flux layer (Fig. 5.1).
Again, the largest increase in wave height coincides with the phase of the highest
friction velocity (again 1.4 m/s). The peak wave height is observed about 1 h after
the peak wind speed at a wave age of about 11–12. Like in Fig. 5.6, the wave age
shows a minimum associated with the maximum in the friction velocity, u*, but in
contrast to the situation during storm ‘Erwin’, the wave age is changing from young
to older waves about 10 h after the passage of the peak wind speed at FINO1.
In general, we find in both cases an anticorrelation between friction velocity and
wave age.

Because the values for the stability parameter z/L* for the two cases are so close
together, the values for the friction velocity are very similar in both cases. The
calculated wave heights from Eq. 5.10 in Figs. 5.6 and 5.7 have been produced by
choosing 0.056 as a value for the constant in Eq. 5.10 because this value gives the
best fit. This value turns out to be between the ones proposed by Maat et al. (1991)
and by Toba (1978). It becomes obvious that the calculated wave height is above
the measured one as long as the wave height is increasing due to the shear stress
exerted by the atmosphere on the sea surface. The periods of overestimation from
(5.10) coincide with wave ages close to 12 or even lower. After having reached the
peak wave height, the calculated wave height is slightly lower than the measured
one in Fig. 5.7. This systematic deviation after the peak wave height—which
becomes especially notable in Fig. 5.7 for wave ages over 24 (equilibrium to old
waves)—is meaningful because Toba’s relation has been derived for growing
waves only. On the other hand, the overall comparison between measured and
calculated wave heights turns out quite well and therefore provides an independent
confirmation of the values for the friction velocity, u*, determined from the sonic
anemometer measurements.

It is not meaningful to derive a relation between wave height and wind speed
from the data plotted in Fig. 5.5 due to the large scatter. Therefore, Fig. 5.8 presents
the data separately for four different wind sectors (see Table 5.1 for exact definition
of these sectors). The relatively low wave heights from the eastern and especially
from the southern wind direction sector have to be attributed to the small fetches
and therefore limited durations for which wind and waves can interact in these two
sectors. The minimum distance to the coast in the southern sector is only

122 5 Offshore Winds



about 50 km. Fetches are much longer for the western and the northern sectors and
reach or even exceed the spatial scales of atmospheric depressions. Therefore,
durations of 12–24 h can be assumed for these two sectors. As waves are higher in
the northern sector than in the western sector for the same observed friction
velocity, the waves from the northern sector must be older than the waves from the
western sector. Because wave periods were not easily available, the regression
between the wave heights and the friction velocity has been approximated by a
quadratic expression in the four frames of Fig. 5.8.

The wave heights in the different wind direction sectors have also been corre-
lated with the wind speed in 100-m height. The results are given in Table 5.1. Two
features become obvious: (1) The explained variance is somewhat lower when the
wave heights are correlated with the wind speed than with friction velocity, and
(2) for two sectors (east and south), the thermal stratification of the MABL becomes
important. Therefore, different regressions for stable and unstable stratification have
been listed in Table 5.1. In these two sectors, the land is still so close to the
measurement site that air considerably warmer (stable stratification) or colder
(unstable) can reach the FINO1 platform. The vertical mixing is not sufficient to
remove this stratification on the way from the coast to the platform. For the east
wind sector, this difference between stable and unstable stratification is depicted in
Fig. 5.9. From this sectoral analysis, the highest wave heights at FINO1 in the
German Bight have to be expected from the northern sector.

Fig. 5.8 Significant wave height in m versus friction velocity, u*, at 40 m (hourly data) for
westerly (upper left), southerly (upper right), easterly (lower left) and northerly (lower right) winds
at FINO1 in the German Bight
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The missing stratification dependence for westerly and northerly winds in
Table 5.1 indicates that stronger winds from the western and the northern sector at
FINO1 in the German Bight are linked to a limited range of possible thermal
stratifications. Northerly gale force winds at this site occur mainly during cold air
outbreaks on the rear side of cyclones moving east over Northern Europe, whereas
westerly gale force winds usually occur within a warm sector of cyclones moving
towards northeast or east. This finding is supported by looking at the air–sea
temperature difference for the two cases displayed in Figs. 5.6 and 5.7. During the
All Saints Day storm ‘Britta’ on 1 November 2006, the winds came from the
northern sector (cf. Fig. 5.8 lower right) and the air temperature was several degrees
lower than the sea surface temperature. Therefore, this was a case with unstable
stratification. During the passage of the cyclone ‘Erwin’ on 8 January 2005, the air

Table 5.1 Significant wave heights, Hs, for four wind direction sectors and stratification as
function of selected wind speed values at 100-m height from respective regression curves to those
shown in Fig. 5.8. The entries in this table are ordered with decreasing Hs for u = 40 m/s

Wind speed in m/s 25 30 35 40 Explained variance in %
w.r.t. wind speedSector/stratification Significant wave height in

m

North (290°–40°, usually
unstable)

6.7 9.2 12.1 15.5 69.5

East (40°–110°), unstable 5.2 7.0 9.2 11.8 75.2

South (110°–220°), unstable 4.2 6.0 8.1 10.6 61.3

South (110°–220°), stable 3.4 4.8 6.5 8.5 53.0

West (220°–290°, usually stable) 4.1 5.3 6.6 8.1 56.6

East (40°–110°), stable 1.6 1.6 1.7 1.6 29.9

Fig. 5.9 Similar to lower left frame of Fig. 5.8, but plotted versus wind speed. Distinction has
been made between stable stratification (small diamonds) and stable stratification (larger squares)
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temperature was somewhat higher than the sea surface temperature, indicating a
slightly stable stratification. Both storms brought extreme wind speeds, but for the
flow pattern and the thermal stratification, they were typical for higher winds from
these sectors. This is the reason why we do not find notable differences between
stable and unstable situations in these two sectors in the way we had found it in the
other two sectors. Thus, the northern sector can be seen as a selection of weather
situations with usually unstable stratification and the western sector as a selection
with usually stable stratification, at least in cases with stronger winds. This strati-
fication difference between these two sectors explains why the wave heights in the
western sector are much lower than in the northern sector, although fetch and
duration are large in both sectors.

5.1.3 Extreme Wave Heights

Emeis and Türk (2009) also estimated the possible extreme wave heights for the
four sectors in Fig. 5.8 and Table 5.1 using the techniques described in Sect. 7.4.3
after Eq. (7.41). In Fig. 5.10, we plotted the cumulative frequencies of all wave
heights (in 1-m bins) in the different sectors (keeping the differentiation for thermal
stability in the southern and eastern sector). The 50-year threshold in this plot refers
to about 2000 values a year which correspond to the number of data per year in the
most populated wind direction sector [for N = 2000 the 50-year threshold y = −ln
(−ln(1 – 1 / (50 � N))) is about 11.5]. Although the most frequent wind direction
is from southwest, the most populated wind sector is the northern sector because
with 110°, it is much wider than the western sector with only 70°. Curves from the
other sectors, which are based on fewer values, have 50-year thresholds at y values
lower than 11.5. These curves have therefore been shifted vertically accordingly so
that their thresholds match the horizontal lines in Fig. 5.10 which indicate the
thresholds for the northern sector. The highest 50-year extreme significant wave
heights which have to be expected will probably come from the northern, eastern
(under unstable conditions, i.e. cold air advection) and from the western sector with
9 to 11 m. Extreme significant wave heights from the southern sector and
the eastern sector under stable conditions will only be between 4 and 7 m. The
uncertainty of this extreme value estimation can be assessed from the plots. The
better the data fit to a Fisher–Tippett type 1 distribution, the more the data points
should arrange themselves along a straight line in the plot.

The uncertainty of the 50-year extreme value could be estimated from the spread
of the crossing points between possible straight lines through the data and the
50-year line (y = 11.5). From this criterion, the uncertainty for the western sector is
the smallest (a few percent only). For the other sectors (except the northern one), it
may be up to about 10%. For the northern sector, the reliability is also good if
values up to 6-m wave height are used, which has actually been done in Fig. 5.10.
The data points for the northern sector in Fig. 5.10 for wave heights above 6 m all
come from the storm ‘Britta’. The deviation of these data points to the right from
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the straight line indicates that ‘Britta’ must have been a rather rare event. Taking the
highest value (10 m) and going straight upright, we hit the straight regression line
for the Gumbel distribution at about the probability for the 20-year event. Thus,
following the analysis given here, ‘Britta’ has been a 20-year event, whereas
‘Erwin’ was not unusual and can be expected every 1–3 years. This extreme value
estimation technique is not devalued due to the fact that about 20 consecutive
values from the storm ‘Britta’ have entered the analysis. This duration of a storm
event has been considered as a typical duration of an atmospheric depression. As
there are a lot of other (weaker) storms with comparable durations also included in
the analysis, the weight of ‘Britta’ in this analysis can be considered as fair.

5.1.4 Wave Age

The wave age is an important parameter which governs vertical profiles of wind and
turbulence in the constant flux layer of the MABL. The wave age describes the type
of interaction between the wind field and the waves. A distinction is made between
young and old waves. This distinction is necessary, because of the delayed response
of the wave field to the wind field and the hysteresis effects which come with this
delay. Young waves are wind-driven waves where the wind speed is larger than the
phase speed of the waves. This situation resembles the usual situation over rough
land surfaces and we expect principally a validity of Monin–Obukhov similarity
and the features described in Chap. 3. Old waves are waves which still exist after
the wind force has already decreased again. Old waves are often called swell when
they come in from far away. These waves can be faster than the near-surface wind,

Fig. 5.10 Estimation of extreme wave heights for different wind sectors at FINO1. Capital letters
denote wind direction (see Table 5.1), subscripts ‘s’ and ‘u’ denote stable and unstable thermal
stratification. Slanted lines are approximations to the data points giving more weight to lower wave
heights. The y-axis refers to the data from the northern sector (full slanted line); data from the other
sectors (dotted slanted lines) have been shifted vertically accordingly to match the plotted 1–
50-year thresholds
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which essentially means that the waves drive the near-surface wind and that upward
turbulent momentum flux can occur in the surface layer of the MABL. This
behaviour can no longer be described by Monin–Obukhov similarity, because this
similarity approach assumes that the surface is a momentum sink. The influence of
wave age will become visible in some of the results in the following subchapters.

Typically, wave age, c, is defined as the ratio between the phase speed of the
waves, cph, and the friction velocity in the atmospheric surface layer:

c ¼ cph
u�

ð5:11Þ

The limit between young and old wave is roughly at 28, because the friction
velocity is in the order of 1/28 of the wind speed. Typical values for the wave age
range from 5 at high wind speeds to several hundred at very low wind speeds.
Figure 5.11 shows the relative frequency distribution for 2005 observed at the
FINO1 platform. The most frequent wave age is between 25 and 30, i.e. just around
the transit threshold between young and old waves. The average wave age is much
higher at 55.3 due to fewer but very large wave ages. Figure 5.12 displays the
relation between wind speed and wave age. As said above, young waves occur at
high wind speeds while old waves occur at very low wind speeds. This relation is
clearly depicted in this figure. Above a wind speed of about 18 m/s no more old
waves can be observed in the presented dataset.

5.1.5 Impact of the Vertical Moisture Profile

Furthermore, the perfect moisture source of the sea surface has some additional
consequences. While turbulent heat and moisture fluxes are strongly correlated at
onshore sites, they are quite often uncorrelated at offshore sites. Turbulent heat

Fig. 5.11 Frequency distribution of wave age at FINO1 for the year 2005. The vertical line
indicates a breakpoint in bin width: to the left: bin width = 5, to the right: bin width = 50
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fluxes in the marine surface layer depend on the air–sea temperature difference with
upward fluxes when the sea is warmer than the air above. Turbulent moisture fluxes
are nearly always directed upward, because we nearly always have drier air above
more humid air directly over the sea surface. Since humid air is slightly lighter than
dry air (for a given temperature), these upward humidity fluxes always contribute to
a slight destabilization of the marine surface layer (Sempreviva and Gryning 1996).
Oost et al. (2000) also detected negative humidity fluxes together with positive
temperature fluxes in the MABL, which they could not explain with classical
Monin–Obukhov similarity. Edson et al. (2004) state that ‘in fact, the moisture flux
component … provided more than half of the total buoyancy flux …, and this
component kept the surface layer slightly unstable.’ Barthelmie et al. (2010) esti-
mated that neglecting the humidity influence may lead to an overestimation of the
extrapolated mean wind at 150 m from low-level wind speeds by about 4%.

Turbulent heat and humidity fluxes have been measured at the German FINO1
offshore platform since several years (Foreman et al. 2017). Figure 5.13 shows the
contribution of the turbulent humidity flux to the overall stability of the marine
boundary layer at 40-m height and at 80-m height at the FINO1 platform by
decomposing the stability parameter z/L* [Eq. (2.25)] into a part containing the
sensible heat flux and a part containing the humidity flux using Eq. (2.28). While
humidity and heat flux have the same direction (negative fluxes are upward) under
unstable conditions (left half of the panels in Fig. 5.13), the humidity flux becomes
small and nearly irrelevant under stable conditions (right half of the two panels).
Please note that the humidity flux is always negative (upward), even under more
strongly stable conditions.

Fig. 5.12 Wave age plotted versus 100-m mean wind speed at FINO1 for the year 2005
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5.1.6 Annual and Diurnal Variations

The thermal properties of the sea surface are considerably different from those of a
land surface. Water has a much larger heat capacity than soil. Therefore, sea surface
temperature does not show diurnal temperature variations but mainly an annual
variation with a maximum in late summer and a minimum in late winter. This
annual variation is slightly modified by cold and warm air advections occurring
with moving atmospheric pressure systems on a temporal scale of a few days. Thus,
the strong diurnal variation of the vertical structure of the atmospheric boundary
layer, which is so familiar from land sites, is completely missing in the marine
boundary layer, except for coastal regions when the wind blows from the land (see
Sect. 5.6). We rather find a dominant annual variation. Unstable marine boundary
layers prevail in autumn and early winter and stable marine boundary layers in
spring and early summer. This seasonal pattern comes from the generally larger
thermal inertia of the seawater which leads to a time shift in the order of 1 month of
the annual temperature variation of the water with respect to the atmospheric annual
temperature variation. Therefore, we find cooler air masses over the warmer sea-
water in autumn, while we have warmer air masses over the cool oceans in spring.

These differences in annual and diurnal variations have impact for the wind
speed spectrum. The famous van der Hoven spectrum (van der Hoven 1957) shows
a clear minimum at a time scale of a few hours between the small-scale turbulence
and diurnal and synoptic variations. Larsén et al. (2016) have shown that this
famous spectrum is valid only for onshore sites close to the ground. In greater
heights above ground (above the surface layer) and over the ocean, the distinct gap
in this spectrum disappears.

Fig. 5.13 The stability parameter [Eq. (2.25)] plotted for contributions due to heat and humidity
[according to (2.28)] as measured at FINO1 from December 2013 to July 2014 at 40 m (left) and
80 m (right) in the open sea. The curves show medians, and the error bars are the width of
inter-quartile ranges (from Foreman et al. 2017)
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5.2 Vertical Profiles

Usually, hub heights in offshore wind parks are above the often quite shallow
constant flux or surface layer (see Fig. 5.1). Hub heights are rather in the Ekman
layer of the MABL where we find only a slight wind speed increase and a slight
turning of the wind direction with height. Therefore, a vertical extrapolation of the
wind profiles using the power law (3.22) instead of the stability-dependent loga-
rithmic law (3.16) is suitable. It is demonstrated in Sect. 3.1.3 that for very smooth
surfaces such as the sea surface the difference between the logarithmic profile and
the power law profile is small.

Figure 5.14 shows the frequency distribution for the power law profile exponent
a from the mast FINO1 in the German Bight. These exponents have been derived
from 10 min-averaged wind profiles at the height range between 40 and 90 m
taking 40 m as reference height. The most frequent value is 0.03 and the mean
value is 0.10. These values are much lower than those over land (see Fig. 3.4). The
exponent depends considerably on wind speed and thermal stratification
(Fig. 5.15). The increase with wind speed is absent over land where the exponent
approaches a constant value for very high wind speeds. The offshore power law
exponent increases with growing wind speed, because the waves grow and the sea
surface gets rougher with increasing wind speed. In the same manner as over land,
the exponent also grows with increasing thermal stability, because the vertical shear
of horizontal wind speed increases in stable conditions due to suppressed vertical
turbulent mixing.

While the mean value for the power law profile exponent for neutral conditions
is below the value 0.14 which is assumed in the normal wind profile model
(NWP) of the standard IEC 61400-3 (2006) for offshore wind turbines, it can
happen that the exponent is sometimes above this value (see Fig. 5.15). At mean

Fig. 5.14 Frequency distribution of the power law profile exponent a in percent [see Eq. (3.17)]
for a reference height zr = 40 m at FINO1 in the German Bight for the period September 2003 to
August 2007 for wind speeds higher than 5 m/s at 100 m. Bin width is 0.01. The leftmost column
summarizes all occurrences with even more negative values
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wind speeds of 12–13 m/s, the 90th percentile for the power law exponent is even
above the onshore value of 0.20 given in the IEC standard. The 90th percentile
decreases again with higher wind speeds while the mean value for this exponent
still increases. This is because the distribution of this exponent becomes much
narrower with increasing wind speed. For stable stratification, the exponent regu-
larly exceeds the value 0.14 given in the offshore IEC standard. For wind speeds
above 15 m/s, this even happens for the 10th percentile. For unstable conditions,
the exponent rarely exceeds a value of 0.05.

Figure 5.16 gives an example how thermal stratification of the MABL directly
influences the vertical wind shear. The figure shows a record of 48 h duration.
Initially, air temperature is very close to sea surface temperature and the vertical
wind shear is small. After about 18 h, an episode of warm air advection starts,
which lasts for roughly 24 h. Immediately after the onset of the warm air advection,
the vertical wind shear increases considerably, visible from the growing spread
between the wind speeds at different heights at the mast FINO1. In the afternoon of
the second day in the centre of the figure, 100-m wind speed is about twice as large
as 30-m wind speed. This gives a shear of 8 m/s over a height interval of 70 m.
This large vertical shear disappears rapidly when the warm air advection ends at the
end of the displayed episode. This example shows that the air–water temperature
difference is the decisive parameter which governs the vertical shear in the MABL.
In contrast to land surfaces, the change in static stability in the MABL is not
coupled to the diurnal radiative cycle but to passing weather systems (depressions).

Figure 5.17 gives an example of the monthly distribution of thermal stratifica-
tion in the MABL by displaying the spread between the potential temperatures at
the heights 30 and 100 m for October 2005. Potential temperatures are temperatures
corrected for the adiabatic temperature decrease with height. For neutral stratifi-
cation, potential temperature is constant with height. Potential temperatures increase
with height for stable stratification and decrease for unstable stratification. During

Fig. 5.15 Power law profile
exponent a [as in Fig. 5.14)]
as function of wind speed at
40-m height at FINO1 in the
German Bight for neutral
stratification (bold lines
showing the 10th percentile,
the mean and the 90th
percentile), unstable
stratification (dashed lines)
and stable stratification
(dotted lines)
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that month the average sea surface temperature at the mast FINO1 was nearly
16 °C, indicated by the vertical line in this figure. Situations with cold air advection
are to the left of the vertical line. Here, air temperatures were below sea surface
temperature, i.e. unstable stratification prevailed. Vertical temperature gradients are
small due to the intense thermally induced vertical mixing. Situations with warm air
advection are to the right of the vertical line. Here, air temperatures are above sea
surface temperature and stable stratification is found. Vertical mixing is suppressed
and considerable vertical temperature gradients can develop. For an air temperature
at 70 m being about 5 °C larger than sea surface temperature, the vertical tem-
perature spread between 30 and 100 m grows to about 2 °C. These extreme stable
conditions are those where very large power law exponents above 0.30 or even
above 0.40 have been found (see Fig. 5.15). The 90th percentile curve for stable
stratification in Fig. 5.15 demonstrates that the occurrences of these most extreme
shear cases peak at mean wind speeds around 15 m/s.

As already mentioned above, offshore hub heights are usually in the Ekman part
of the MABL. This becomes obvious when looking at the wind direction differ-
ences between 30- and 90-m height measured at the meteorological mast FINO1
(Fig. 5.18). Although the most frequent turning angle over this height range is

Fig. 5.16 Variation of wind speed at 30-, 40-, 50-, 60-, 70-, 80-, 90- and 100-m height in m/s
(upper bundle of full curves from bottom to top, right axis), air temperature at 30, 40, 50, 70 and
100 m in C (middle bundle of full curves, from bottom to top, leftmost axis), wind direction at 30,
50, 70 and 90 m in degrees (lower bundle of full curves, left axis), sea surface temperature in °C
(horizontal line labelled ‘water temperature’), surface pressure in hPa (upper straight line, left
axis), relative humidity in % (lower nearly straight line, left axis) and global radiation in W/m2

(curve between 0 and 400, left axis) at FINO1 in the German Bight for the period 26 October 2005
12 UTC + 1 to 28 October 2005 12 UTC + 1
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around 0°, there are much more positive turning angles (clockwise turning with
height) than negative turning angles. Negative values most probably occur with low
wind speeds and cold air advection.

5.3 Extreme Wind Speeds

10-min mean wind conditions were considered in the preceding subchapters. The
offshore IEC standard also gives limit values for extreme wind speeds in the
extreme wind speed model (EWM). The vertical profiles of 3 s-gusts with a return
period of 1 year, ve1, and of 50 years, ve50, are defined as follows:

Fig. 5.17 Potential (see text) temperature in °C at 30 m (full triangles) and 100 m (open squares)
plotted against potential temperature at 70 m at FINO1 in the German Bight for October 2005. The
bold vertical line gives the monthly mean sea surface temperature in °C, the thin slanted line gives
potential temperature at 70 m

Fig. 5.18 Frequency
distribution of the difference
in wind direction between 30-
and 90-m (dir90 m minus
dir30 m) height at FINO1 in
the German Bight for the year
2004
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ve1ðzÞ ¼ 0:8ve50ðzÞ ð5:12Þ

and

ve50ðzÞ ¼ 1:4vref
z

zhub

� �0:11

ð5:13Þ

The reference velocity, vref, is put to 50 m/s for class I offshore sites and to
42.5 m/s for class II sites. The vertical profile of 10-min mean wind speeds with a
return period of 1 year, v1, and of 50 years, v50, are defined as follows:

v1ðzÞ ¼ 0:8v50ðzÞ ð5:14Þ

and

v50ðzÞ ¼ vref
z

zhub

� �0:11

ð5:15Þ

The difference between Eqs. (5.13) and (5.15) is the gust factor 1.4 in (5.13).
Jensen and Kristensen (1989) find a gust factor [see Sect. 7.4.4, Eq. (7.42)] at

70-m height on the little island of Sprogø in the Great Belt between the Danish Isles
of Fyn and Sjælland of

Gð3 s; 10min; 70m; 1:510�3; vÞ � 1:15 ð5:16Þ

which is considerably lower than the factor 1.4 in Eq. (5.13). Abild and Nielsen
(1991) give the following simpler relation for the offshore gust factor which does
not depend on wind speed:

Gðz; z0Þ � 1þ kIu ¼ 1þ k
ln z

z0

ð5:17Þ

with k about 2.1. Equation (5.17) has obviously been derived from the relation
between the turbulence intensity (7.16) and the gust factor given in Eq. (7.44) in
Sect. 7.4.4 stipulating the validity of the logarithmic wind profile using Eq. (3.10).
Applying typical values for Sprogø (z = 70 m, z0 = 0.0015 m) in Eq. (5.17) yields
G = 1.195, which is again lower than 1.4. Although it should be paid attention to
the fact that (5.17) is simplified, because the wind speed dependence of the
roughness length is not considered in this relation, it turns out from relation (5.17)
that a gust factor of 1.4 seems to be too high for marine conditions. We will see in
the next subsection that offshore turbulence intensity is typically between 0.05 and
0.10 which gives the gust factor from the first relation in (5.17) to be approximately
in the range between 1.105 and 1.21.
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Figure 5.19 compares vertical profiles of the estimated extreme values for the
50-year return period from FINO1 observations with the offshore IEC standards
(5.13) and (5.15). The estimations have been determined for each height separately
from four years of data. The independent storm method (Cook 1982, Palutikof et al.
1999) has been used to validate the Gumbel method (described in Sect. 7.4.3)
employed for the estimation of the extreme values. The Gumbel method estimations
from the observations are well below the IEC limit curves for the 3 s-gusts but hit
the limit curve for class II sites for 10-min mean wind speeds.

Extreme gusts may have their origin in sting jets. Sting jets are a feature of
extratropical storms. Some of the strongest winds in these storms are located on the
rear, equatorward flank of rapidly developing storms. The low-level jet forming in
this part of the storm is referred to as the cool jet or cold conveyor belt (Schultz
2001). Some of the most damaging windstorms happen when the cold conveyor
belt winds are mixed through the boundary layer to produce extreme surface gusts
of more than 30 m/s. 32% of all extratropical storms exhibit this feature. The
number of events is about 12 per year in the North Atlantic. Over the British Isles,
2–8 events per year are observed (Hart et al. 2017).

5.4 Turbulence

This subchapter analyses several turbulence parameters which have relevance for
load calculations for wind turbines. Most of them are used in the definition of the
turbulence models and the extreme operating gust in the IEC standards (IEC
61400-1 Ed. 3 and IEC 61400-3 Ed. 1). These parameters comprise the turbulence
intensity, high-frequency wind speed variances, turbulence length scales and
inclination angles, and the wind speed variation with time during typical gust events
(‘Mexican hat’).

Fig. 5.19 Vertical profiles of extreme 3 s-gusts (left) and extreme 10-min mean wind speeds for
50-year return period. Profiles with error bars denote extrapolations from observations at FINO1
using the Gumbel method (see Sect. 7.4.3), the dashed curve extrapolations using the independent
storm method, the other two curves give the class I (right) and class II (left) limits from the
offshore IEC standard
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5.4.1 Turbulence Intensity

Offshore turbulence intensity Iu (see definition (7.16) in Sect. 7.4.1) depends on
roughness length according to Eq. (3.10) and is therefore a function of wind speed
(Hedde and Durand 1994; Vickers and Mahrt 1997). The knowledge of the tur-
bulence intensity over the open sea is relevant for a better general understanding of
the marine boundary layer as well as for the construction and operation of offshore
wind turbines. Loads on the structure of the turbines and power output both increase
with increasing turbulence intensity.

The dependence of median, arithmetic mean, minimum and maximum, the 10th,
25th, 75th and 90th percentiles of turbulence intensity on wind speed—for the
measuring period from September 2003 to August 2007 and a measuring height of
90 m—is shown in Fig. 5.20. For low wind speeds, the mean of turbulence
intensity rapidly decreases with increasing wind speed to a minimum value of about
4.5% at 12 m/s wind speed. Above this minimum, turbulence intensity increases
nearly linear with increasing wind speed. The high turbulence intensity values and
the strong decrease up to wind speeds of about 12 m/s originated from the domi-
nance of thermal-induced turbulence at low wind speeds during unstable atmo-
spheric conditions with water surface temperatures significantly above the air
temperature. With furthermore increasing wind speed and so increasing roughness

Fig. 5.20 Mean (full circles), maximum (upper open circles), minimum (lower open circles),
median (full line with squares), 10th percentiles (lower crosses), 25th percentiles (lower dashes),
75th percentiles (upper dashes) and 90th percentiles (upper crosses) of turbulence intensity Iu as
function of wind speed at 90-m height at FINO1 in the German Bight for the period September
2003 to August 2007 together with the number of values per wind speed bin (crosses connected by
a thin line) (from Türk and Emeis 2010)
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length, z0 the mechanical part of the turbulence intensity begins to dominate over
the thermal effects and turbulence intensity increases again (Barthelmie 1999).
Maximum values of turbulence intensity at wind speeds below 18 m/s are higher
than 20% and therefore not visible in the plotted range of the turbulence intensity
values in Fig. 5.20. They peak at 48.8% for 13 m/s wind speed and are between
36.3 and 50.0% for wind speeds between 1 and 13 m/s.

Due to the non-Gaussian frequency distribution, median and arithmetic mean of
turbulence intensity differ below wind speed values of about 11 m/s while at higher
winds speeds these two values are nearly equal. The absolute minimum of turbu-
lence intensity for each 1 m/s wind speed bin lies is less than 1% up to wind speeds
of 20 m/s. Inspection of the synoptic conditions suggests that under very stable
atmospheric conditions, situations can occur with very low turbulence intensity
even at relative high wind speeds. Above 20 m/s wind speed, the influence of the
more and more rough surface and so increasing friction stress can always break up
this very stable layering and so also the absolute minimum of turbulence intensity
begins to increase to values near the 10th percentiles. At higher wind speeds, the
spread of turbulence intensity values within one wind speed class is continuously
becoming smaller (Large and Pond 1981).

Turbulence in the atmospheric boundary layer is either generated by shear or by
thermal instability. While for lower wind speeds thermal production of turbulence is
dominant, it becomes nearly negligible for high wind speeds when compared to
shear production. The shear production is proportional to the surface roughness.
Onshore the surface roughness is a function of the surface characteristics only and
assumed to be independent of the atmospheric conditions. This is different for
offshore conditions. The oldest proposition for a description of this dependence is
by Charnock (1955) who proposed the relation (5.1). Garratt (1977) reviewed the
topic of sea surface roughness and recommended to estimate z0 by Charnock’s
relation [Eq. (5.1)] with a = 0.0144 for j = 0.41 which according to Wu (1980)
corresponds to a = 0.017 for j = 0.4. The IEC standard 61400-3 (IEC 61400-3,
2006) assumes a = 0.011 for offshore conditions. Figure 5.21 shows frequency
distributions of turbulence intensity within different wind speed classes at FINO1 at
90-m height from the 4 years of data displayed in Fig. 5.20.

Most measurement heights of the 100-m-high FINO1 mast in the German Bight
are usually above the well-mixed surface or Prandtl layer. Therefore, we observe a
considerable decrease of turbulence with height. This decrease is depicted in
Fig. 5.22. This decrease is largest for very stable thermal stratification and is
smallest for very unstable stratification.

For the calculation of loads, the 90th percentile of the turbulence intensity for a
given wind speed bin is important. The normal turbulence model (NTM) of the IEC
standards (IEC 61400-1 Ed. 3 and IEC 61400-3 Ed. 1) describes the 90th percentile
of the offshore turbulence intensity using the following parameterization for the
90th percentile of the standard deviation of the horizontal wind speed, ru90:
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ru90 ¼ uh
lnðzh=z0Þ þ 1:28ð1:44m/sÞI15 ð5:18Þ

where uh is the wind speed at hub height of the wind turbines, zh is the height of the
hub above sea level and I15 is the average turbulence intensity at hub height at
15 m/s wind speed. The first term on the right-hand side of (5.18) gives the mean
standard deviation of the wind speed for thermally neutral stratification making the
assumption of a logarithmic vertical wind profile (3.6) and setting 1/j equal to 2.5
[see (3.9)]. For the second term, it is assumed that the values for the standard
deviation of the wind speed follow a Gaussian distribution around its mean, so that
the 90th percentile of the standard deviation of the wind speed, ru90, is 1.28 times
the standard deviation of the standard deviation of the wind speed, the latter rep-
resented by 1.44 m/s times I15. We will suggest an update to this formula in
Eq. (5.19).

Figure 5.23 shows the 90th percentiles of measured turbulence intensity
depending on wind speed at different heights for the period September 2003—
August 2007 (solid lines) compared to turbulence intensity given by IEC 61400-3
(Eq. (5.18), dashed lines). Similar to the median of turbulence intensity, the values
of the 90th percentiles of turbulence intensity also decrease with increasing wind
speed till a minimum of about 7–8.5% at 10–12 m/s wind speed and then increase
again with furthermore increasing wind speed. 90th percentiles of turbulence
intensity also decrease with height. Compared to turbulence intensities given by the
IEC standard, we can detect three sectors: Below wind speeds of 8–10 m/s—at
wind speeds that are not really load-relevant—measured 90th percentiles of the
turbulence intensities are covered by the IEC curves not very well. At wind speeds

Fig. 5.21 Frequency distributions of turbulence intensity [see Eq. (3.6)] at 90-m height at FINO1
in the German Bight for 13 wind speed classes for the period September 2003 to August 2007
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between 10 and 22 m/s, the 90th percentiles of measured turbulence intensities lie
below the values given by the IEC standard except for two values at 30-m height. In
this sector, the slopes of the curves of measured turbulence intensity are steeper
than the slopes of the curves calculated according to IEC 61400-3. Above wind
speeds of about 22 m/s, the slopes of measured and calculated curves of the 90th
percentile of the turbulence intensity become nearly identical. The discrepancy
between the measured data and the computed values from (5.18) for lower wind
speeds is partly due to the skewed and non-Gaussian distribution of measured
values of the standard deviation of the wind speed for wind speeds below 11 m/s

Fig. 5.22 Vertical profiles of turbulence intensity [see Eq. (3.6)] as function of gradient
Richardson number [see Eq. (2.19)] at FINO1 in the German Bight for the period October 2004 to
January 2005 for the wind direction sector 210°–250°
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(see the discussion of Fig. 5.20). The derivation of (5.18) had assumed a Gaussian
distribution for all wind speed bins.

At the upper heights of the FINO1 mast, the values according to the standard lie
permanently above the measured values, while at the heights of 50 and 30 m, the
measured values lie above the IEC values for some wind speed bins. Especially at
the measuring height of 30 m, influences to turbulence intensity (i.e. an increase of
turbulence intensity) from the FINO1 platform structure (for example the helicopter
landing deck) cannot be excluded.

The data presented here suggest a modification of relation (5.18). A better fit is
possible from:

ru90 ¼ a
uh

lnðzh=z0Þ þ
2uIu;min

uh
ð1:44m/sÞI15 þ buh ð5:19Þ

where uIu, min is the wind speed at which the minimum turbulence intensity occurs.
a and b are two tunable factors. In Fig. 5.24, this better fit is shown where a = 0.63
and b = 0.0012 have been used.

Fig. 5.23 Observed 90th percentiles (red curves) of turbulence intensity Iu at four different
heights as function of wind speed at these heights (from Türk and Emeis 2010) compared to the
results of Eq. (5.18) (dashed lines)
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5.4.2 Wind Speed Variances

In Eq. (3.9), the normalized wind speed-independent standard deviations of the
three wind components in the surface layer over flat and homogeneous terrain have
been given. In the MABL, also these values are no longer independent of wind
speed, because the surface roughness changes with wind speed. Figure 5.25 shows
the normalized variances for the longitudinal, transverse and vertical wind com-
ponents as function of wind speed at FINO1 in the German Bight. The curves in
Fig. 5.25 have to be compared with the squared values from Eq. (3.9) (ru

2/
u*
2 = 6.25, rv

2/u*
2 = 3.61, rw

2 /u*
2 = 1.69). The normalized variances for 40, 60 and

80 m above the sea surface approach to these values for medium wind speeds for
the vertical component and for very high wind speeds for the two horizontal
components. For medium wind speeds, the values for the horizontal components lie
below the values for flat onshore terrain. The three mentioned measurement heights
of the FINO1 mast are probably above the well-mixed surface layer for this wind
speed range. The higher values for low wind speeds result from situations with high
wave ages (see Sect. 5.1.3). These high wave ages are most frequent with low wind
speeds. Figure 5.26 shows that the normalized variance increases with wave age for
low wind speeds. Such an increase has been reported by Davidson (1974) as well.

Fig. 5.24 Comparison of the modified IEC relation for turbulence intensity to the 90th percentile
of turbulence intensity at 90 m from Eq. (5.19) with FINO1 data
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Fig. 5.25 Normalized variances versus wind speed in three different heights (full line: 80 m,
dashed line: 60 m, dotted line: 40 m) from sonic data for neutral stratification at FINO1 in the
German Bight. Upper left: variance of longitudinal component wind component, upper right:
transverse component, below: vertical component

Fig. 5.26 Normalized variance of the longitudinal wind component as function of wave age and
thermal stability (diamonds: unstable, squares: neutral, crosses: stable) at 40-m height at FINO1 in
the German Bight for the period July to December 2005. Only 40-m mean wind speeds between
3.5 and 4.5 m/s have been considered. The regression line is plotted for unstable cases only
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5.4.3 Turbulence Length Scales and Inclination Angles

Another parameter characterizing the spatial scale of the turbulence elements is the
turbulence length scale. Turbulence elements which are of similar size as the tur-
bine rotor often hit the rotor only partially and cause differential loads on the rotor.
Turbulent length scales have been determined according to the procedure sketched
in Sect. 3.5. Offshore turbulence length scales vary from 302 m for the longitudinal
component (Fig. 5.27) via 273 m for the transverse component to 41 m for the
vertical component. These length scales can also be determined from maxima in the
spectra of the three wind components. This gives values in the same order of
magnitude but also shows considerable differences for the three stability classes
with the largest values for the horizontal components with neutral stratification and
largest values for the vertical component with unstable stratification. Details can be
found in Table 5.2.

Another parameter characterizing the turbulence is the inclination of the turbu-
lence elements with respect to the vertical. A forward inclination of the turbulence
elements is expected, because the wind speed decreases towards the surface.
Forwardly inclined elements show up earlier at greater heights than at lower
heights, i.e. the upper tip of a rotor is impacted slightly earlier than the lower
tip. This can cause differential loads on the rotor. Figure 5.28 shows that this
forward inclination occurs in the majority of all 10 min intervals. An inclination
angle of 30° between 60 and 80 m is most frequent while an angle of about 40° is
most frequent between 40 and 60 m (not shown) due to the larger vertical shear in

Fig. 5.27 Relative frequency of turbulence length scale in m at 80-m height at FINO1 in the
German Bight for the year 2005
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that height interval. The inclination increases with wind speed. For wind speeds
higher than about 20 m/s, nearly no backward inclinations are found anymore (see
Fig. 5.29). Figure 5.29 also demonstrates that large inclination angles usually
coincide with non-neutral thermal stratification.

5.4.4 Gust Events

So far, bulk statistical parameters characterizing atmospheric turbulence have been
discussed. But the actual wind speed variation during a gust event can be decisive
as well for load calculations. The IEC standard 61400-3 (2006) defines as a worst
case an extreme operating gust (EOG) as an event with a duration of 10.5 s for this
purpose. The typical temporal structure of the gust event starts with a decrease of
the wind speed followed by a larger increase and a final decrease before the
undisturbed wind speed is reached again. Due to its shape, the temporal pattern of
this EOG is also called ‘Mexican hat’. See Sect. 7.4.5 for details.

Table 5.2 Stability-dependent turbulence length scales, KSmax, at 80-m height at FINO1
determined from maxima in the spectra for the three wind components (taken from Türk 2008)

z/L < −1 −0, 1 < z/L < 0, 1 z/L > 1

KSmax (m) KSmax (m) KSmax (m)

u 290 485 292

v 252 286 223

w 223 97 15

Fig. 5.28 Forward inclination of turbulence elements in degrees between 60- and 80-m height at
FINO1 in the year 2005. Negative values indicate backward inclination
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Figure 5.30 compares selected, actually measured gust events with the idealized
definition of an EOG in the IEC standard. The selection procedure analysed the
high-resolution wind speed time series and marked all 10.5 s intervals where the
IEC EOG explained more than 85% of the wind speed variance. The procedure did

Fig. 5.29 Inclination angle of turbulence elements versus 80-m mean wind speed (only values
larger than 1 m/s have been evaluated here) at FINO1 for the year 2005. Diamonds: near neutral
stratification, triangles: stable stratification, squares: unstable stratification. Ray patterns in the
centre of the figure result from the limited resolution of wind speed data (two decimal digits)

Fig. 5.30 10-Hz wind speed data showing six selected gust events observed at FINO1 (full
curves). The dashed line shows the idealized ‘Mexican hat’ defined as EOG in the IEC standard
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not distinguish between positive and negative correlations. Actually, for 2005, 57%
of all selected gust events had a negative correlation with the EOG, i.e. they were
upside down Mexican hats (see also Fig. 5.32). Another remarkable feature was
that the gust events did not always appear in all three measurement heights (40, 60
and 80 m). Figure 5.31 shows an example where the gust event was visible at 80-m
height only.

Figure 5.32 displays the relative frequency of different amplitudes of these gust
events. The mean amplitude is about 12% for wind speeds below 12 m/s and then
slightly increases to about 20% for wind speeds of 20 m/s and above.

The above evaluations have been made for a 10.5-second event as defined in the
IEC standard. Changing the event duration in the selection procedures showed that
10.5-second events are not the most frequent events. 8-second events occur 1.6
times as frequent as 10.5-second events, while 14-second events only occur 0.63
times as frequent.

5.5 Weibull Parameter

The measurements at the FINO1 platform in the German Bight allow for an analysis
of the variation of the Weibull parameters in a marine boundary layer with height
and season (see Bilstein and Emeis (2010) for further details). Figure 5.33 shows
data for the four different seasons and for all eight heights between 30 and 100 m
with a height increment of 10 m. Please note that the upmost instrument at 100 m is

Fig. 5.31 Observed 10.5 s-gust event at FINO1 which was present at 80-m height only. The data
start on 7 January 2005, 12.52.32 UTC + 1
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Fig. 5.32 Relative frequency of relative amplitudes (percentage of mean wind speed) of
10.5 s-gust events at 80 m at FINO1 for the year 2005. The dotted vertical lines indicate a change
of bin width (2% in the interior part of the Figure and 30% in the outer parts)

Fig. 5.33 Correlation between the two Weibull parameters A and k at each height at FINO1,
where yellow are summer, green are spring, red are autumn and blue are wintertime data. Within
each seasonal result, the different measurement heights order from upper left (30 m) to lower right
(100 m) with 10-m increment (From Bilstein and Emeis 2010)
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on the top of the mast while all other instruments are mounted on horizontal booms
away from the mast. These lower instruments are slightly influenced by the mast.
This is why the last data point in the lower right of each profile shown in Fig. 5.33
is a bit shifted to the right. It becomes visible that the shape parameter decreases
with the rising variability of wind speeds at higher levels, while the scale parameter
increases with height. Over the ocean, atmospheric friction is not as great as over
land, so the surface layer (also called Prandtl layer) is not as thick (Türk 2008). For
this reason, the vertical gradient of the scale parameter 0:01\@A=@z\0:02 s−1 (see
Table 5.3) is not as big as in a similar height over land 0:02\@A=@z\0:04 (see,
e.g. Emeis 2001). The offshore shape parameter profile does not show a maximum
as the onshore shape parameter profile does, but decreases monotonically with
height.

Furthermore, the two Weibull parameters show a clear seasonal dependence.
Smaller parameters are detected in summer, higher parameters in winter, while
spring and autumn are between both extremes. This is explained by the annual
variation of thermal stability in the marine boundary layer. Due to the enhanced
heat capacity of water, the stability of the marine atmosphere is out of phase by
about 3 months compared to the stability of the atmosphere over land (Coelingh
et al. 1996). Consequently, the atmosphere is stable in spring, neutral/stable in
summer, unstable in autumn and neutral/unstable in winter.

On the whole, those seasons, which are stable or neutral/stable, have parameters
smaller in magnitude compared with unstable seasons. It is noted that shape
parameters with larger scale parameters (autumn and winter) have a higher vari-
ability compared with ones with smaller scale parameters (spring and summer).
Figure 5.34 shows a schematic diagram of this correlation, where intervals for each
season and parameter are presented.

5.6 Coastal Effects

When the larger scale winds blow from the land to the sea, then an internal
boundary layer (IBL) forms over the sea surface (see Sect. 3.5 for an introduction to
internal boundary layers and the description of wind profiles in and above these
IBLs). If warmer air flows over colder water, then the thermal stratification is stable

Table 5.3 Mean of the scale parameter of the Weibull distribution A in m/s for all seasons at 90
and 40 m and their vertical difference in m/s

Seasons 90 m 40 m Difference

SON (autumn) 10.68 10.12 0.56

DJF (winter) 12.36 11.57 0.79

MAM (spring) 10.27 9.23 1.04

JJA (summer) 8.55 8.03 0.52
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and the internal boundary layer is growing slowly in depth and can persist over
distances of more than 50 km. Aircraft measurements in a stable IBL over the Irish
Sea are presented in Rogers et al. (1995). These measurements show profiles of
mean quantities and spectra. The spatial development of stable IBLs is described,
e.g. by Mulhearn (1981) and Garratt (1987). They give for the height h(x) of the
stably stratified IBL:

hðxÞ ¼ cu
ffiffiffi
x
g

r
DT
T

� �n

ð5:20Þ

where x is the distance to the coast, T is the air temperature, DT is the surface air
temperature difference between land and sea, and g is the gravity. Mulhearn (1981)
gives c = 0.0146 and n = −0.47 while Garratt (1987) gives c = 0.014 and
n = −0.5.

Streaks of reduced wind speed can form at irregularities of the coastline and can
be followed over tens of kilometres. These streaks can lead to changing upwind
conditions for wind parks with slightly changing wind directions (Dörenkämper
et al. 2015). These streaks are also sometimes visible in SAR images of coastal
regions.

If colder air flows over warmer water, the internal boundary layer grows rapidly
in depth and is finally merged into the marine boundary layer after some tens of
kilometres. In such offshore flows in coastal regions, we can observe the usual
diurnal changes in atmospheric temperature, stability and winds, which are well

Fig. 5.34 Schematic diagram of the seasonal variation of the correlation of the two Weibull
parameters A and k in a marine boundary layer. The colouring is the same as in Fig. 5.33 (From
Bilstein and Emeis 2010)
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known from flow over land and which have been described in Chap. 3. Thus, the
statements in Sect. 5.1.6 are not valid in coastal regions with offshore winds.

5.6.1 Land and Sea Winds

There are local wind systems which do not emerge from large-scale pressure dif-
ferences but from regional or local differences in thermal properties of the Earth’s
surface. These local or regional wind systems often exhibit a large regularity and
have a sufficient depth so that they can be used for the energy generation from the
wind. See Atkinson (1981) for an overview on thermally induced circulations.

Due to the different thermal inertia of land and sea surfaces, secondary circulation
systems—land–sea wind systems—can form at the shores of oceans and larger lakes
which modify the ABL structure. Under clear-sky conditions and low to moderate
winds, land surfaces become cooler than the adjacent water surface due to long-wave
emittance at night and they become warmer than the water surface due to the
absorption of short-wave irradiance during daytime. As a consequence, rising motion
occurs over the warmer and sinking motion over the cooler surfaces. A flow from the
cool surface towards the warm surface develops near the surface and a return flow
emerges in the opposite direction aloft in order to keep the mass balanced.

This leads to the well-known sea breeze during daytime and in the evening and
the land breeze at night and in the early morning (Fig. 5.35). This common feature
of a land breeze is the reason why in former times sailing ships left harbours in the
early morning and tended to return in the afternoon. The sea breeze front propagates
inland several tens of kilometres during the day and is—if enough moisture is
available in the air—often marked by a chain of cumulus clouds. In mid-latitudes,
sea breezes tend to penetrate 20–50 km but in the tropics distances of up to 300 km
and over have been observed. The depth of this flow ranges from a few hundreds of

Fig. 5.35 Principal sketch of
a land–sea wind circulation at
daytime (top) and at nighttime
(below)
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metres to one to two kilometres. Maximum wind speeds in sea breezes can be
around 10–11 m/s at about 100-m height (Atkinson 1981). Sea breezes originate
from a 100–120 km broad coastal zone over the water, detectable from satellite
images showing cloud-free conditions in this space (Simpson 1994). The clouds are
dissolved due to the sinking motion in this marine branch of the sea breeze (see
outer downward arrows in the upper frame of Fig. 5.35). Fewer observations are
available for the nocturnal land breeze, but it can be assumed that the spatial extent
of these winds is comparable to the extent of the sea breeze.

5.6.2 Low-Level Jets

The offshore vertical wind profile is not always a monotonically increasing function
with height. Sometimes, wind speed maxima occur within or at the top of the
boundary layer. The formation of low-level jets over flat terrain requires a diurnal
variation in the thermal stratification of the surface layer. For details, refer to
Sect. 3.4.2. Although the necessary conditions for the formation of low-level jets
are usually absent over ocean surfaces, we sometimes observe low-level jets in the
marine boundary layer as well. For example, there are frequent reports from the
Baltic Sea and other coastal areas, especially in times when the sea surface is
considerably colder than the surrounding land surface and the wind is directed from
the land to the sea (Smedman et al. 1995, 1996). Brooks and Rogers (2000) have
observed low-level jets over the Persian Gulf as well.

The jets can form at distances of several tens of kilometres from the coastline
when warm air is advected over the colder water surface. Most likely, such marine
low-level jets are spatial analogues to the nocturnal low-level jets over land, which
occur due to temporal changes in surface layer stratification. When the air flow
passes the coastline and reaches the colder water surface, an internal boundary layer
(see Sects. 3.5 and 5.6) forms and the same decoupling between the surface layer
and the rest of the boundary layer above takes place which happens in the evening
when the ground cools down due to radiative energy losses. The jets form directly
at the top of the internal boundary layer. Since the depth of internal boundary layers
over the sea grows much slower than over land (due to the usually very smooth sea
surface, see Eq. (5.20) as well), the upper boundary with the jets often intersects
with the rotor area of the offshore wind turbines. A short climatology of such
low-level jets observed at the Baltic Sea platform FINO2 is presented in
Dörenkämper et al. (2015).
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5.7 Summary for Marine Boundary Layers

The marine atmospheric boundary layer (MABL) shows remarkable differences
compared to the atmospheric boundary layer (ABL) over flat homogeneous terrain.
Wind speeds are higher, and turbulence intensities in the MABL are lower than in
the same height over the surface in the onshore ABL (given the same synoptic
forcing through a large-scale horizontal pressure gradient). Vertical wind shear over
the rotor area of a modern large 5 MW wind turbine is in most cases considerably
lower for offshore conditions than over land. In addition, all these MABL char-
acteristics are not constant but vary with wind speed because the roughness of the
sea surface increases with wind speed. A further complication may arise from the
wave age, i.e. the ratio between the wind speed and the phase speed of the waves.
Therefore, the actual wind conditions always depend on atmospheric conditions and
on the properties of the wave field.

Wind shear due to thermal winds (see Sect. 2.4 for an estimation of the size of
thermal wind) has to be taken into account over the seas because the wind shear due
to surface friction is rather low. Usually, colder air masses coincide with
low-pressure areas and warmer air masses with high-pressure areas in temperate
latitudes. Therefore, thermal winds usually contribute to an increase in wind speed
with height.

In coastal areas up to about 50–100 km away from the coast, internal boundary
layers (see Sect. 3.5) and low-level jets at the top of these layers (Sect. 3.4.2) may
occur when the wind blows from the land. The top height of these internal boundary
layers in the coastal MABL is often within the rotor area.

The low level of turbulence in the MABL is advantageous for single wind
turbines, because it leads to reduced loads on the structure of the wind turbine. But
the low turbulence level may turn into a major disadvantage for the planning and
operation of larger offshore wind parks, because the supply of kinetic energy
towards large wind parks by vertical turbulent fluxes is considerably lower in the
ABL. This will be explained in more detail in the following chapter.

References

Abild, J., B. Nielsen: Extreme values of wind speeds in Denmark. Risoe-M-2842, 106 pp. (1991)
Anderson, R.: A study of wind stress and heat flux over the open ocean by the inertial-dissipation

method. J. Phys. Oceanogr. 23, 2153–2161 (1993)
Andreas, E.L., L. Mahrt, D. Vickers: A New Drag Relation for Aerodynamically Rough Flow over

the Ocean. J. Atmos. Sci., 69, 2520–2537 (2012)
Atkinson B.W.: Meso-scale Atmospheric Circulations. Academic Press, London etc.,

495 pp. (1981)
Barthelmie, R.J., A.M. Sempreviva, S.C. Pryor: The influence of humidity fluxes on offshore wind

speed profiles. Ann. Geophys. 28, 1043–1052 (2010)
Barthelmie R.J.: Monitoring Offshore Wind and Turbulence Characteristics in Denmark,

Proceedings of the BWEA Wind Energy Conference (1999)

152 5 Offshore Winds



Bilstein, M., S. Emeis: The Annual Variation of Vertical Profiles of Weibull Parameters and their
Applicability for Wind Energy Potential Estimation. DEWI Mag. 36, 44–50 (2010)

Black, P., and Coauthors: Air–sea exchange in hurricanes: Synthesis of observations from the
Coupled Boundary Layer Air–Sea Transfer experiment. Bull. Amer. Meteor. Soc. 88, 357–374
(2007)

Brooks, I., D. Rogers: Aircraft observations of the mean and turbulent structure of a shallow
boundary layer over the Persian Gulf. Bound.-Lay. Meteorol. 95, 189–210 (2000)

Bye, J.A.T., Wolff, J.-O.: Charnock dynamics: a model for the velocity structure in the wave
boundary layer of the air–sea interface. Ocean Dyn. 58, 31–42 (2008)

Bye, J.A., J.-O. Wolff, K.A. Lettmann: On the variability of the Charnock constant and the
functional dependence of the drag coefficient on wind speed: Part II-Observations. Ocean Dyn.,
64, 969–974 (2014)

Charnock, H.: Wind stress on a water surface. Quart. J. Roy. Meteor. Soc. 81, 639–640 (1955)
Coelingh, J., van Wijk, A., Holtslag, A.: Analysis of wind speed observations over the North Sea.

J. Wind Eng. Ind. Aerodyn. 61, 51–69 (1996)
Cook, N.J.: Towards better estimation of extreme winds, J. Wind Eng. Ind. Aerodyn. 9, 295–323

(1982)
Davidson, K. L.: Observational Results on the Influence of Stability and Wind-Wave Coupling on

Momentum Transfer Fluctuations over Ocean Waves. Bound.-Lay. Meteorol. 6, 305–331
(1974)

Donelan, M. A.: Air–sea interaction. The Sea. Ocean Eng. Sci. 9, 239–292 (1990)
Donelan, M.A., B. Haus, N. Reul, W. Plant, M. Stiassnie, H. Graber, O. Brown, E. Saltzman: On

the limiting aerodynamic roughness of the ocean in very strong winds. Geophys. Res. Lett. 31,
L18306, https://doi.org/10.1029/2004gl019460 (2004)

Dörenkämper, M., M. Optis, A. Monahan, G. Steinfeld: On the Offshore Advection of
Boundary-Layer Structures and the Influence on Offshore Wind Conditions. Bound.-Lay.
Meteorol., 155, 459–482 (2015)

Edson, J.B., C.J. Zappa, J.A. Ware, W.R. McGillis, J.E. Hare: Scalar flux profile relationships over
the open ocean. J. Geophys. Res. 109, C08S09, https://doi.org/10.1029/2003jc001960 (2004)

Emeis, S., M. Türk: Wind-driven wave heights in the German Bight. Ocean Dyn. 59, 463–475.
(2009)

Emeis, S.: Vertical variation of frequency distributions of wind speed in and above the surface
layer observed by sodar. Meteorol. Z. 10, 141–149 (2001)

Fairall, C. W., E. F. Bradley, D. P. Rogers, J. B. Edson, G. S. Young: Bulk parameterization of
air-sea fluxes for Tropical Ocean-Global Atmosphere Coupled-Ocean Atmosphere Response
Experiment. J. Geophys. Res. 101, 3747–3764 (1996)

Fairall, C. W., E. F. Bradley, J. E. Hare, A. A. Grachev, J. B. Edson: Bulk parameterization of air–
sea fluxes: Updates and verification for the COARE algorithm. J. Climate, 16, 571–591 (2003)

Foreman, R., S. Emeis: Revisiting the Definition of the Drag Coefficient in the Marine
Atmospheric Boundary Layer. J. Phys. Oceanogr. 40, 2325–2332 (2010)

Foreman, R. J., B. Cañadillas, T. Neumann, S. Emeis: Measurements of heat and humidity fluxes
in the wake of offshore wind turbines. J. Renew. Sustain. Energy. 9 (5), 053304 (2017)

Garratt, J.R.: Review of Drag Coefficients over Oceans and Continents, Mon. Wea. Rev. 105, 915–
929 (1977)

Garratt, J.R.: The stably stratified internal boundary layer for steady and diurnally varying offshore
flow. Bound.-Lay. Meteorol. 38, 369–394 (1987)

Geernaert, G.: Bulk parameterizations for the wind stress and heat fluxes. Surface Waves and
Fluxes, KluwerAcademic, 91–172 (1990)

Hart, N. C., Gray, S. L., Clark, P. A.: Sting-jet windstorms over the North Atlantic: Climatology
and contribution to extreme wind risk. J. Clim., 30, 5455–5471 (2017)

Hedde, T., Durand, P.: Turbulence Intensities and Bulk Coefficients in the Surface Layer above the
Sea. Bound.-Lay. Meteorol. 71, 415–432 (1994)

References 153

http://dx.doi.org/10.1029/2004gl019460
http://dx.doi.org/10.1029/2003jc001960


Hersbach, H., Janssen, P.A.E.M.: Improvement of the short-fetch behavior in the wave ocean
model (WAM). J. Atmos. Ocean Technol. 16, 884–892 (1999)

Hsu, S.: A dynamic roughness equation and its application to wind stress determination at the
airsea interface. J. Phys. Oceanogr. 4, 116–120 (1974)

Janssen, J.A.M.: Does the wind stress depend on sea-state or not? A statistical error analysis of
HEXMAX data. Bound.-Lay. Meteor. 83, 479–503 (1997)

Jensen, N.O., L. Kristensen: Gust statistics for the Great Belt Region. Risoe-M-2828,
21 pp. (1989)

Kumar, V.S., Deo, M.C., Anand, N.M., Chandramohan, P.: Estimation of wave directional
spreading in shallow water. Ocean Eng. 26, 23–98 (1999)

Large, W.G., Pond, S.: Open Ocean Momentum Flux Measurements in Moderate to Strong Winds.
J. Phys. Ocean. 11, 324–336 (1981)

Larsén, X.G., S.E. Larsen, E.L. Petersen: Full-Scale Spectrum of Boundary-Layer Winds. Bound.-
Lay. Meteorol., 159, 349–371 (2016)

Maat, N., C. Kraan, W. Oost: The roughness of wind waves. Bound.-Layer Meteor. 54, 89–103
(1991)

Mulhearn, P.: On the formation of a stably stratified internal boundary layer by advection of warm
air over a colder sea. Bound.-Lay. Meteorol. 21, 247–254 (1981)

Neumann, G.: On ocean wave spectra and a new method of forecasting wind-generated sea. Beach
Erosion Board, Washington. Tech. Mem. no. 43 (Dec) (1953)

Oost, W.A., C.M.J. Jacobs, C. van Oort: Stability effects on heat and moisture fluxes at sea.
Bound.-Lay. Meteorol. 95, 271–302 (2000)

Oost, W.A., Komen, G.J., Jacobs, C.M.J., Van Oort, C.: New evidence for a relation between wind
stress and wave age from measurements during ASGAMAGE. Bound.-Lay. Meteorol. 103,
409–438 (2002)

Palutikof, J.P., B.B. Brabson, D.H. Lister, S.T. Adcock: A review of methods to calculate extreme
wind speeds. Meteorological Applications, 6, 119–132 (1999)

Rogers, D.P., D.W. Johnson, C.A. Friehe: The Stable Internal Boundary Layer over a Coastal Sea.
Part I: Airborne Measurements of the Mean and Turbulent Structure. J. Atmos. Sci. 52,
667–683 (1995)

Roll, H.U.: Über Größenunterschiede der Meereswellen bei Warm-und Kaltluft. Dtsch Hydrogr. Z.
5, 111–114. (1952)

Schultz, D. M.: Reexamining the cold conveyor belt. Mon. Wea. Rev., 129, 2205–2225 (2001)
Sempreviva, A.M., S.-E. Gryning: Humidity fluctuations in the marine boundary layer measured at

a coastal site with an infrared humidity sensor. Bound.-Lay. Meteorol. 77, 331–352 (1996)
Simpson, J.E.: Sea breeze and local wind. Cambridge University Press, Cambridge (UK),

239 pp. (1994)
Sjöblom, A., Smedman, A.-S.: Vertical structure in the marine atmospheric boundary layer and its

implication for the internal dissipation method. Bound.-Lay. Meteorol. 109, 1–25 (2003)
Smedman, A.-S., H. Bergström, U. Högström: Spectra, Variances and Length Scales in a Marine

Stable Boundary Layer Dominated by a Low Level Jet. Bound.- Lay. Meteorol. 76, 211–232
(1995)

Smedman A.S., Högström U., Bergström H.: Low level jets—a decisive factor for off-shore wind
energy siting in the Baltic Sea. Wind Eng. 20, 137–147 (1996)

Smith, S., and Coauthors: Sea surface wind stress and drag coefficients: The HEXOS results.
Bound.-Layer Meteor. 60, 109–142 (1992)

Smith, S.D.: Wind Stress and Heat Flux over the Ocean in Gale Force Winds. J. Phys. Ocean. 10,
709–726 (1980)

Sullivan, P., J. McWilliams: Dynamics of winds and currents coupled to surface waves. Annu.
Rev. Fluid Mech. 42, 19–42 (2010)

Sverdrup, H.U., Munk, W.H.: Wind, sea and swell: Theory of relations for forecasting. Hydrogr.
Off. Publ., No. 601 (1947)

154 5 Offshore Winds



Toba, Y.: Stochastic form of the growth of wind waves in a single parameter representation with
physical implications. J. Phys. Oceanogr. 8, 494–507 (1978)

Türk, M., S. Emeis: The dependence of offshore turbulence intensity on wind speed. J. Wind Eng.
Ind. Aerodyn. 98, 466–471 (2010)

Türk, M.: Ermittlung designrelevanter Belastungsparameter für Offshore-Windkraftanlagen. PhD
thesis University of Cologne (2008) (Available from: http://kups.ub.uni-koeln.de/2799/)

van der Hoven, I.: Power spectrum of horizontal wind speed in the frequency range from 0.0007 to
900 cycles per hour. J. Meteorol., 14, 160–164 (1957)

Vickers, D., Mahrt, L.: Fetch limited Dr ag Coefficients. Bound.-Lay. Meteorol. 85, 53–79 (1997)
Wu, J.: Wind-Stress Coefficients over Sea Surface near Neutral Conditions—A Revisit. J. Phys.

Oceanogr. 10, 727–740 (1980)
Yelland, M.J., B. Moat, P. Taylor, R. Pascal, J. Hutchings, V. Cornell: Wind stress measurements

from the open ocean corrected for airflow distortion by the ship. J. Phys. Oceanogr. 28,
1511–1526 (1998)

References 155

http://kups.ub.uni-koeln.de/2799/


Chapter 6
Physics of Wind Parks

The assessment of meteorological conditions in wind parks needs special treatment
because here the flow approaching most of the turbines in the park interior is no
longer undisturbed. Wakes produced by upwind turbines can massively influence
downwind turbines. This includes reduced wind speeds and enhanced levels of
turbulence which will lead to reduced yields and enhanced loads. For a given land
or sea area, it is desirable to place the wind turbines as close together as possible to
maximize energy production. However, if wind turbines are too closely spaced,
wake interference effects could result in a considerable reduction in the efficiency of
the wind park’s energy production. Due to this reduced park efficiency, some wind
parks with tightly spaced turbines have produced substantially less energy than
expected based on wind resource assessments. In some densely packed parks,
where turbines have failed prematurely, it has been suspected that these failures
might have been caused by excessive turbulence associated with wake effects
(Elliot 1991).

A special spatial arrangement of the turbines in smaller wind parks with regard
to the mean wind direction may help to minimize wake–turbine interactions. But for
larger wind parks, wake–turbine interactions are unavoidable in the park interior
and the ratio between mean turbine distance and rotor diameter becomes the main
parameter that governs the park efficiency. Before we consider such large wind
parks in Sect. 6.2, we will shortly describe the characteristics of single turbine
wakes.

6.1 Turbine Wakes

We distinguish between near wake and far wake when looking at turbine wakes.
The near wake is taken as the area just behind the rotor, where the special properties
of the rotor itself can still be discriminated, so approximately up to a few rotor
diameters downstream. We find features such as three-dimensional vortices and tip
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vortices from single blades in the near wake. The presence of the rotor is apparent
by the number of blades and blade aerodynamics. The far wake is the region
beyond the near wake, where modelling the actual rotor is less important (Vermeer
et al. 2003).

The wake velocity deficit, the added turbulence intensity within the far wake, the
downwind decay rate of the wake and the widening of the wake with respect to
downwind distance behind wind turbines are largely determined by two factors: the
turbine’s thrust coefficient [see Eq. (6.14) and Fig. 6.2] and the ambient atmo-
spheric turbulence [often characterized by the parameter ‘turbulence intensity’, [see
Eqs. (3.6), (3.13) and (3.16)]. The initial velocity deficit depends on the amount of
momentum extracted by the turbine from the ambient flow. Thus, this deficit is a
function of the turbine’s thrust coefficient. Turbine thrust coefficients are generally
highest at low wind speeds between the cut-in wind speed and the rated wind speed.
Thrust coefficients decrease with increasing wind speed above the rated wind speed
of the turbine and approach to very low values close to the cut-out wind speed.
Nevertheless, published data on wake deficits have often been analysed as a
function of wind speed rather than thrust coefficient. Wake measurement data
generally verify that deficits are highest at low wind speeds and lowest at high wind
speeds (Elliot 1991), which is to be expected from the dependence on the thrust
coefficient. Vermeer et al. (2003) give the following fully empirical relation for the
distance-dependent relative velocity deficit Du=uh in the far wake:

Du
uh

¼ uh0 � uh
uh

¼ A
D
s

� �n

ð6:1Þ

where uh is the wind speed in the wake at hub height and uh0 the undisturbed wind
speed at hub height, D is the rotor diameter, s is the distance from the turbine, and
A and n are constants. A depends on the turbine thrust coefficient and increases with
it. A varies between 1 and 3, while n takes values between 0.75 and 1.25 and
principally depends on the ambient turbulence intensity.

The WAsP model (Troen and Petersen 1989) uses a semi-empirical approach
based on an idea by Jensen (1983), also called ‘Park wake model’ (Peña and
Rathmann (2014):

uh
uh0

¼ 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� Ct

p� � D
Dþ ks

� �2

ð6:2Þ

with the turbine thrust coefficient Ct (see (6.14) and Fig. 6.2) and the wake decay
coefficient k. The wake decay coefficient describes the refilling of the wake by the
action of atmospheric turbulence. Thus, k should be dependent on atmospheric
turbulence intensity [see Eqs. (3.6), (3.13) and (3.16)] which in turn depends
mainly on surface roughness, z0, atmospheric stability and distance above ground,
z. Empirical evidence showed that k is roughly one half of the turbulence intensity
(Thomsen and Sørensen 1999). In earlier studies, k = 0.04 was set as a typical value
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for offshore conditions (Barthelmie and Jensen 2010), while 0.075 used to be the
default onshore value in WAsP (Barthelmie et al. 2004). This discrimination
between just two values only takes care of the overall difference in surface
roughness between offshore and onshore sites. In recent studies, relations have been
derived which take care of all three dependencies (Peña and Rathmann 2014;
Göçmen et al. 2016):

k ¼ r ln z=z0ð Þ �Wm z=L�ð Þð Þ�1 ð6:3Þ

where r is between 0.4 (Peña and Rathmann 2014) and 0.5 (Thomsen and Sørensen
1999). The integral correction function for atmospheric thermal stratification Wm is
given in (3.7) for unstable stratification and in the first equation in (3.14) for stable
stratification. Equation (6.3) is preferable to simpler semi-empirical relations given
in DuPont et al. (2016).

The added turbulence intensity in the wake decreases more slowly than the
velocity deficit. Vermeer et al. (2003) give three empirical formulae from three
different sources, which describe the measured data quite well. According to
Quarton (1989), the added turbulence intensity decreases as:

DI ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2 � I21

q
¼ 4:8C0:7

T I0:681
sN
s

� �0:57
ð6:4Þ

where I∞ is the undisturbed turbulence intensity, CT is the thrust coefficient (see
(6.14)) and sN is the length of the near wake which is between one and three rotor
diameters.

The cross-sectional area of the wake, AW, is proportional to the one-third power
of the distance from the turbine (see Eqs. (13)–(15) in Frandsen et al. (2006) for
more details):

AWðxÞ / s1=3 ð6:5Þ

Others give relations for the wake width, DW, which depend linearly on s by
giving the wake decay coefficient a geometrical meaning as the tangent of the half
widening angle of the wake (e.g. DuPont et al. 2016):

DWðxÞ ¼ Dþ ks ð6:6Þ

This spreading of the wake with distance downstream of the turbine leads
unavoidably to complex wake–wake interactions in larger wind parks. The for-
mulation for multiple wakes in WAsP is a quadratic superposition of the single
wakes (bottom-up approach, Barthelmie and Jensen 2010)

1� uh
uh0

� �2

¼
X
n

1� uhn
uh0

� �2

ð6:7Þ
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with n = 1, … N the contributions from N single wakes. Jensen (1983) derived for
an infinite number of turbines in a row the following asymptotic expression:

uh
uh0

¼ 1� a
1� a

� � f
1� f

; f ¼ ð1� aÞ D
Dþ ks

� �2

ð6:8Þ

with the induction factor a = 1 − uh/uh0 and the mean turbine distance s. Such
approaches decisively depend on the geometry of the wind parks and the wind
direction relative to the orientation of the turbine rows.

Elliot and Barnard (1990), e.g. collected wind data at nine meteorological towers
at the Goodnoe Hills MOD-2 wind turbine site to characterize the wind flow over
the site both in the absence and presence of wind turbine wakes. The wind turbine
wake characteristics analysed included the average velocity deficits, wake turbu-
lence, wake width, wake trajectory, vertical profile of the wake and the stratification
of wake properties as a function of the ambient wind speed and turbulence intensity.
The wind turbine rotor disk at that site spanned a height of 15–107 m. The nine
towers’ data permitted a detailed analysis of the wake behaviour at a height of 32 m
at various downwind distances from 2 to 10 rotor diameters (D). The relationship
between velocity deficit and downwind distance was surprisingly linear [i.e. n = 1
in (6.1)], with average maximum deficits ranging from 34% at 2 D to 7% at 10
D. Largest deficits were at low wind speeds and low turbulence intensities, which
again stresses the importance of the thrust coefficient [eq. (6.14)] rather than wind
speed for the size of the wind speed deficit.

Average wake widths were 2.8 D at a downwind distance of 10 D. Implications
for turbine spacing are that, for a wind park with a 10-D row separation, park
efficiency losses would be significantly greater for a 2-D than a 3-D spacing
because of incremental effects caused by overlapping wakes. Other interesting wake
properties observed were the wake turbulence (which was greatest along the flanks
of the wake), the vertical variation of deficits (which were greater below hub height
than above) and the trajectory of the wake (which was essentially straight).

Wakes unavoidably merge horizontally in larger wind parks. When no undis-
turbed areas are left between adjacent wakes, the horizontal widening of the wakes
as described in (6.5) or (6.6) is no longer possible. The merged wakes now start to
considerably influence the vertical structure of the atmospheric boundary layer
above them. This modification of the atmospheric boundary layer is called the ‘deep
array’ effect and simple superposition approaches such as (6.7) are no longer valid
(Barthelmie and Jensen 2010). An extended discussion on wake–wake interaction
can also be found in DuPont et al. (2016).

We do not want, here, to deal with the complications for special arrangements of
turbines in a wind park (see, e.g. Rodrigues et al. 2016) in the subsequent sub-
chapter, but we intend to analyse the overall efficiency of very large wind parks.
Therefore, we present an analytical top-down approach in Sect. 6.2 to derive the
mean features dominating the efficiency of large wind parks.
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6.2 Analytical Model for Mean Wind Speed
in Wind Parks

In the 1990s reasoning on nearly infinitely large wind parks was a purely academic
exercise. Now, with the planning and establishment of large offshore wind farms off
the coasts of the continents and larger islands, such exercises have got much more
importance (Barthelmie et al. 2005; Frandsen et al. 2006, 2009). In principle, two
different approaches for modelling the effects of large wind parks are possible: a
bottom-up approach and a top-down approach. The bottom-up approach is based on
a superposition of the different wakes of the turbines in a wind park. It requires a
good representation of each single wake (see Sect. 6.1) in a three-dimensional flow
model (Lissaman 1979; Jensen 1983) and a wake combination model. Reviews are
given in Crespo et al. (1999) and Vermeer et al. (2003). Numerically, this approach
is supported by large eddy simulations (LES) today (Wussow et al. 2007; Jimenez
et al. 2007; Steinfeld et al. 2010; Troldborg et al. 2010).

The top-down approach considers the wind park as a whole, as an additional
surface roughness, as an additional momentum sink or as a gravity wave generator
in association with a temperature inversion aloft at the top of the boundary layer
(for the latter idea see Smith 2010), which modifies the mean flow above it
(Newman 1977; Bossanyi et al. 1980; Frandsen 1992). Crespo et al. (1999), rates
this latter class of models—although they have not been much used so far at that
time—as being interesting for the prediction of the overall effects of large wind
farms. Many of these models still have analytical solutions which make them
attractive, although they necessarily contain considerable simplifications.
Nevertheless, they can be used for first-order approximations in wind park design.
Furthermore, it is a big advantage of top-down models that they implicitly include
the ‘deep array’ effects mentioned at the end of Sect. 6.1.

More detailed analyses require the operation of complex three-dimensional
numerical flow models (see Sect. 7.3) on large computers in the bottom-up
approach. Here again, two strategies can be found. Models with coarser grid res-
olution [i.e. mesoscale models and weather forecast models, see, e.g. Fitch et al.
(2012)] parameterise wind parks via an overall momentum sink at hub height, while
models with finer resolution (LES models and many CFD models) use actuator disk
approaches to model the impact of single turbines in a wind park (see, e.g. Wu and
Porté-Agel 2013; Stevens et al. 2018).

Smith (2010) uses an analogy to atmospheric flow over a mountain range in
order to derive his considerations. His model includes pressure gradients and
gravity wave generation associated with a temperature inversion at the top of the
boundary layer and the normal stable tropospheric lapse rate aloft. The pattern of
wind disturbance is computed using a Fast Fourier Transform. The slowing of the
winds by turbine drag and the resulting loss of wind farm efficiency is controlled by
two factors. First is the size of the wind farm in relation to the restoring effect of
friction at the top and bottom of the boundary layer. Second is the role of static
stability and gravity waves in the atmosphere above the boundary layer. The effect
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of the pressure perturbation is to decelerate the wind upstream and to prevent
further deceleration over the wind farm with a favourable pressure gradient. As a
result, the wind speed reduction in Smith’s (2010) approach is approximately
uniform over the wind farm. In spite of the uniform wind over the farm, the average
wind reduction is still very sensitive to the farm aspect ratio. In the special case of
weak stability aloft, weak friction and the Froude Number close to unity, the wind
speed near the farm can suddenly decrease, a phenomenon that Smith (2010) calls
‘choking’. We will not follow this idea here. Rather, a top-down approach based on
momentum extraction from the flow will be presented in more detail in this
subchapter.

The derivation of the analytical wind park model shown here is an extension of
earlier versions of this model documented in Frandsen (1992), Emeis and Frandsen
(1993) and Emeis (2010). The consideration of a simple, analytically solvable
momentum balance of large wind parks in this subchapter will show that the design
of a wind park and distance among each other has to take into account the prop-
erties of the surface on which they are erected and the thermal stability of the
atmosphere typical for the chosen site. The momentum balance presented here will
indicate that the distance between turbines in an offshore wind park and the distance
between entire offshore parks must be considerably larger than for onshore parks.
Turbines will be characterized only by their hub height, rotor diameter and thrust
coefficient. Near wake properties are disregarded.

Starting point for the analytical wind park model is the overall mass-specific
momentum consumption m of the turbines which is proportional to the drag of the
turbines ct and the wind speed uh at hub height h:

m ¼ ctu
2
h ð6:9Þ

In an indefinitely large wind park, this momentum loss can only be accom-
plished by a turbulent momentum flux s from above. Here, u0 is the undisturbed
wind speed above the wind park, Km is the momentum exchange coefficient and
Δz is the height difference between hub height of the turbines and the undisturbed
flow above the wind park (see Fig. 6.1):

s
q
¼ Km

u0 � uh
Dz

ð6:10Þ

The turbulent exchange coefficient Km describes the ability of the atmosphere to
transfer momentum vertically by turbulent motion. This coefficient describes an
atmospheric conductivity giving the mass-specific momentum flux (physical units:
m2/s2) per vertical momentum gradient (unit: 1/s). Thus Km has the dimension of a
viscosity (unit: m2/s). Typical values of this viscosity are between 1 and 100 m2/s.
The main task in the formulation of the analytical park model is to describe the
exchange coefficient Km as function of the outer (surface roughness, thermal
stratification of the boundary layer) and inner (drag of the turbines, turbulence
generation of the turbines) conditions in the wind park. A major variable in this
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context is turbulence intensity Iu (see (3.6) for a definition) which is directly pro-
portional to Km. We obtain from the stability-dependent formulation of Monin–
Obukhov similarity in the surface layer (see Sect. 3.1.1):

Km ¼ ju�z
1
/m

ð6:11Þ

with the von Kármán constant j = 0.4, the friction velocity u* [see (2.23)], the
height z and the stability function um given in (3.8) and (3.15). Assuming a log-
arithmic wind profile, the friction velocity, u* is given by:

u� ¼ uhj ln
h
z0

� �
�W

h
L�

� �� ��1

ð6:12Þ

where W is given by (3.7) for unstable conditions and the first equation of (3.14) for
neutral and stable conditions.

Following Frandsen (2007), we define the wind park drag coefficient, ct as a
function of the park area A, the rotor area 0.25 pD2, the number of turbines N and
the turbine thrust coefficient CT:

Fig. 6.1 Schematic of momentum loss and replenishment in an indefinitely large wind park. The
undisturbed flow is approaching from left
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ct ¼ 1
8
NpD2

A
CT ð6:13Þ

CT is about 0.85 for lower wind speeds around the cut-in wind speed and
decreases around and above the rated wind speed of the turbines with increasing
wind speed (Jimenez et al. 2007). The exact value depends on the construction of
the turbine and its operation. We use the following empirical relation for the thrust
coefficient (taken from Fig. 6.9 in Magnusson 1999) and additionally consider the
maximal value at Betz’s limit1:

CT ¼ minðmaxð0:25; 0:5þ 0:05ð14� uhÞÞ; 0:89Þ ð6:14Þ

Due to (6.14), ct depends on uh (see Fig. 6.2) and we have to iterate at least once
when we want to solve for uh later.

The reduction of wind speed in hub height h in the park interior does not only
depend on the turbine drag coefficient ct but also on the roughness of the surface
underneath the turbines. This surface roughness can be described by a surface drag
coefficient, cs,h observed at height h by rearranging (6.12):

cs;h ¼ u2�=u
2
h ¼ j2 ln

h
z0

� �
�W

h
L�

� �� ��2

ð6:15Þ

Turbine drag and surface drag can be combined in an effective drag coefficient:

cteff ¼ ct þ cs;h ð6:16Þ

There are two ratios describing the wind reduction in the wind park. The
reduction of the wind speed at hub height compared to the undisturbed wind speed
aloft is denoted by Ru:

Ru ¼ uh
u0

ð6:17Þ

The reduction of the wind speed at hub height compared to the undisturbed wind
speed upstream of the wind park in the same height h, uh0 is denoted by Rt:

1The thrust coefficient is the ratio of resistance force T to the dynamic force 0.5u²0D (rotor area D).
The resistance force of an ideal turbine is given by T = 0.5u0²A[4r(1 − r)] with r = (u0 − u*h)/u0.
u*h is the mean of uh and u0. We have u*h = u0 (1 – r). Thus, CT = [4r(1 − r)]. For uh = 0 it
follows u*h = 0.5u0, r = 0.5 and CT = 1. For uh = u0 follows u*h = u0, r = 0 and CT = 0. The
yield is P = Tu*h = 0.5u0

3A[4r(1 − r)2] and the yield coefficient is CP = [4r(1 − r)2]. For optimal
yield at the Betz‘s limit is r = 1/3 (calculated from ∂CP(r)/∂r = 0) and CT = 8/9 (Manwell et al.
2010)
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Rt ¼ Ru cteffð Þ
Ru cs;h

� � ð6:18Þ

using Ru(cs, h) = uh0/u0. Inserting for the exchange coefficient Km (6.11) and the
effective drag coefficient (6.16) in (6.9) yields:

cteffu
2
h ¼

ju�z u0 � uhð Þ
Dz/m

ð6:19Þ

The height z in (6.19) is essentially h þDz, so that the ratio zþDz can be
approximated by a constant value:

z
Dz

¼ fh;Dz ð6:20Þ

The standard deviation of the horizontal wind speed can be parameterized using
the friction velocity u*:

ru ¼ 1
j
u� ð6:21Þ

which yields the following relation between friction velocity, u* and turbulence
intensity, Iu [=ru/uh according to (3.6)]:

u� ¼ jru ¼ juhIu ð6:22Þ

Inserting of (6.20) and (6.22) in (6.19) yields finally:

cteffu
2
h ¼

j2uh u0 � uhð Þ
/m

fh;DzIu ¼ j2uhu20
u0/m

fh;DzIu � j2u2h
/m

fh;DzIu ð6:23Þ

Fig. 6.2 Wind-speed
dependent turbine thrust
coefficient [see Eq. (6.14)]
used in the simple analytical
model park model
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Rearrangement leads to:

cteffu
2
h þ

j2u2h
/m

fh;DzIu ¼ u2h cteff þ j2

/m
fh;DzIu

� �
¼ u20

Ruj2

/m
fh;DzIu ð6:24Þ

and finally to an expression for the ratio (6.17):

Ru ¼ uh
u0

¼ u2h
Ruu20

¼
j2
/m

fh;DzIu

cteff þ j2
/m

fh;DzIu
� � ¼ fh;DzIu

fh;DzIu þ /m
j2 cteff

� � ð6:25Þ

Thus, the ratio (6.18) between the wind speed at hub height inside the wind park
to the undisturbed wind speed upstream is:

Rt ¼
fh;DzIu þ /m

j2 cs;h
� �

fh;DzIu þ /m
j2 cteff

� � ð6:26Þ

Formulation (6.26) permits easily to add the turbulence intensity produced by the
turbines during operation to the upstream turbulence intensity (Iu,eff

2 = Iu0
2 + Iu,t

2 ).
Following Barthelmie et al. (2003) the additional turbulence, Iu,t can be parame-
terized as a function of the thrust coefficient (6.14) using a mean turbine distance
normalized by the turbine diameter s:

Iu;t ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1; 2CT

s2

r
ð6:27Þ

The upper frame in Fig. 6.3—in displaying Rt from (6.26)—shows how much
the wind speed at hub height will be reduced as a function of the atmospheric
instability and the surface roughness. The presented results have been found for
turbines with a hub height of 92 m, a rotor diameter of 90 m and a mean distance
between two turbines in the park of 10 rotor diameters. It becomes obvious that the
reduction is smallest (a few percent) for unstable thermal stratification of the
atmospheric boundary layer and high surface roughness, i.e. the reduction is
smallest over a rough land surface with trees and other obstacles for cold air flowing
over a warm surface (usually during daytime with strong solar insolation). The
largest reduction (up to 45%) occurs for very smooth sea surfaces when warm air
flows over cold waters. This may happen most preferably in springtime. The lower
frame of Fig. 6.3 translates this wind speed reduction into a reduction of the
available wind power by plotting the third power of Rt from (6.26). The strong
stability dependence of the reduction of the available power can be confirmed from
measurements at the Nysted wind park in Denmark (Barthelmie et al. 2007).

The dependence of wind and available power reduction as function of surface
roughness has consequences for offshore wind parks which become the major
facilities for wind power generation. The lower turbulence production due to the
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relative smoothness of the sea surface compared to land surfaces hampers the
momentum resupply from the undisturbed flow above. In order to limit the wind
speed reduction at hub height in the interior of the wind park to values known from
onshore parks, the turbines within an offshore wind park must have a larger spacing
than within an onshore park. Roughly speaking, the number of turbines per unit
area in an offshore park with roughness z0 = 0.001 m must be approximately 40%
lower than in an onshore park with z0 = 0.1 m in order to have the same power
yield for a given wind speed and atmospheric stability.

Inversely, Eq. (6.26) may be used to determine the optimal areal density of
turbines in a large wind park for given surface roughness and atmospheric stability
conditions.

Fig. 6.3 Normalised reduction of wind speed (above) and available wind power (below) at hub
height in an indefinitely large wind park as function of atmospheric instability (h/L* = −1: strong
instability, 0: neutral stability and +1: stable stratification) and surface roughness (z0 = 0.0001 m:
very smooth sea surface, 0.001 m: rough sea surface, 0.1 m: smooth land surface and 1.0 m: rough
land surface)
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6.3 Analytical Model for the Length of Wind Park Wakes

The estimation of the length of the wakes of large wind parks is essential for the
planning of the necessary distance between adjacent wind parks. This estimation
can be made using the same principal idea as in the subchapter before: the missing
momentum in the wake of an indefinitely broad wind park can only be replenished
from above (Fig. 6.4). If we imagine to move with an air parcel, then we feel the
acceleration of the speed of this parcel, uhn from uhn0 at the rear end of the park to
the original undisturbed value, uh0, which had prevailed upstream of the park
(neglecting the Coriolis force):

@uhn
@t

¼ @ðs=qÞ
@z

ð6:28Þ

Substituting the differentials by finite differences and using (6.10) leads to:

Duhn
Dt

¼ ju�z
Dz2

uh0 � uhnð Þ ¼ ju�zuh0
Dz2

� ju�zuhn
Dz2

ð6:29Þ

This is a first-order difference equation of the form:

Duhn
Dt

þ auhn ¼ auh0 ð6:30Þ

with a ¼ ju � z=Dz2 and the time-dependent solution:

uhnðtÞ ¼ uh0 þC exp �a t � t0ð Þð Þ ð6:31Þ

The constant of integration C can be determined from the initial condition:

uhn t ¼ t0ð Þ ¼ uhn0 ¼ uh0 þC ð6:32Þ

Please note the difference between the undisturbed wind speed uh0 at hub height
and the wind speed at hub height directly behind the wind park uhn0. Inserting
(6.32) in (6.31) yields:

uhnðtÞ ¼ uh0 þ uhn0 � uh0ð Þ expð�atÞ ð6:33Þ

Dividing by uh0 gives the ratio Rn between the wind speed at hub height in the
wake to the undisturbed wind speed in the same height uh0:

Rn ¼ uhnðtÞ
uh0

¼ 1þ uhn0
uh0

� 1
� �

expð�atÞ ð6:34Þ

The factor a in (6.30), (6.33) and (6.34) depends on the surface roughness and
the thermal stratification of the boundary layer via (6.12). This solution is in the
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time domain. It can be converted into the space domain by assuming an average
wind speed over the wake.

The upper frame in Fig. 6.5 shows wake lengths as function of surface rough-
ness for neutral stability (h/L* = 0) by plotting the third power of Rn from (6.34). If
we define the distance necessary for a recovery of the available power to 95% of its
undisturbed value upstream of the park as wake length, then we see a wake length
of 4 km for rough land surfaces and a wake length of about 18 km for smooth sea
surfaces. Figure 6.5 has been produced for the same park parameters as Fig. 6.3.
Actually, the results from Fig. 6.3 serve as left boundary conditions for Fig. 6.5.
The lower frame of Fig. 6.5 demonstrates the strong influence of atmospheric
stability on the wake length for an offshore wind park over a smooth sea surface
(z0 = 0.0001 m). Taking once again the 95% criterion, the wake length for very
unstable atmospheric conditions is still about 10 km. For very stable conditions, the
wake length is even longer than 30 km. Such long wakes have been confirmed from
satellite observations (Christiansen and Hasager 2005).

Fig. 6.4 Wind speed uhn (from uhn0 at the rear end of the wind park to the original undisturbed
wind speed further down to the left uh0) in the wake of an indefinitely broad wind park
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6.4 Application of the Analytical Model with FINO1
Stability Data

The application of the above analytical model to a real wind park needs the
knowledge of the frequency distribution of atmospheric stabilities at the site of the
wind park. We give here an example by using the distribution measured at 80 m
height at the mast FINO1 in the German Bight for the years 2005 and 2006.
Figure 6.6 shows this distribution for the range −2 < z/L* < 2. 91.16% of all data
fall into this range. The highest frequency occurs for the bin −0.15 < z/L* < −0.05.
The median of the full distribution is at z/L* = −0.11, the median of the range

Fig. 6.5 Normalised reduction of available wind power at hub height behind an indefinitely large
wind park as function of the distance from the rear side of the park. Above: as function of surface
roughness (z0 = 0.0001 m: very smooth sea surface, 0.001 m: rough sea surface, 0.1 m: smooth
land surface and 1.0 m: rough land surface) with neutral stability. Below: as function of
atmospheric instability (h/L* = −1: strong instability, 0: neutral stability and +1: stable
stratification) for a smooth sea surface
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shown in Fig. 6.6 is z/L* = −0.07. Now the above equations for the reduction of
wind speed in the park interior (6.26) and the wake length (6.34) are solved for all
41 bins shown in Fig. 6.6 and the resulting values for Rt and Rn are multiplied with
the respective frequencies from Fig. 6.6.

Fig. 6.6 Frequency distribution of atmospheric stability at 80 m height at the mast FINO1 in the
German Bight. Bin width is 0.1

Fig. 6.7 Frequency distribution of wind speed reduction at hub height in the park interior
(top) and of power yield reduction (below) using the stability data from Fig. 6.6. Bin width is 0.02
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Rebinning the resulting Rt and Rn values lead to the distributions shown in
Figs. 6.7 and 6.8. The top frame in Fig. 6.7 shows the distribution of wind speed
reductions at hub height in the park interior. The most frequent speed reduction Rt is
0.95, the median is 0.93 and the weighted mean is 0.87. The 90th percentile is
observed at 0.73 and the 95th percentile at 0.65. The lower frame of Fig. 6.7 gives
the resulting reductions in power yield. The most frequent power yield reduction is
0.83, the median is 0.80 and the weighted mean is 0.70. The 90th percentile is
observed at 0.37 and the 95th percentile at 0.24.

Figure 6.8 displays the respective distribution of the wake length. Here, the
wake length has been defined as above as the distance, where the power yields have
recovered to 95% of their original value upstream of the park. The most frequent
wake length is 11 km, the median is nearly 14 km and the weighted mean is
17.7 km. The 90th percentile is observed at 31 km and the 95th percentile at
37 km.

6.5 Observed Wind Park Wakes

Sections 6.1–6.3 have described the interaction between single wakes and the wake
of a large wind park. The rapid deployment of offshore wind parks presently leads
to the formation of larger wind park clusters. The upcoming issue is thus the

Fig. 6.8 Frequency distribution of the wake length of an indefinitely broad wind park in km using
the stability data from Fig. 6.6. Bin width is 1 km. Wake length has been defined as the distance,
where 95% of the original power yield is reached again
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interaction between single park wakes and the wake of an entire wind park cluster.
The latter is expected to impact even the local and regional climate (see. e.g. Zhou
et al. 2012; Xia et al. 2015; Xia and Zhou 2017; Boettcher et al. 2015).

The park wake interaction is expected to be most important for offshore wind
parks because—as shown in Sect. 6.3—offshore park wakes persists much longer
than onshore park wakes. In addition, offshore parks are usually much larger in size
than onshore parks. The first example of offshore park–wake interaction is pre-
sented in Nygaard (2014). Therefore, the German research project WIPAFF (Emeis
et al. 2016) has been designed to investigate the size of park wakes in the German
North Sea and to verify or falsify the considerations described above (Sect. 6.3).
A total of 41 flight campaigns with a DO 128 research aircraft have been performed
in the wakes of North Sea wind parks in the years 2016 and 2017. These flight
campaigns gave evidence that park wakes are often at least 50 km long when the
thermal stratification of the marine boundary layer is stable, i.e. warmer air flows
over cooler waters (Platis et al. 2018). This result confirms the findings in Sect. 6.3.
Numerical model simulations with the WRF model (Skamarock et al. 2008) were
performed as well in the framework of WIPAFF (Siedersleben et al. 2018). These
simulations (see Fig. 6.9 for an example) also confirmed the results from the aircraft
measurements and are thus in line with the results of Fitch et al. (2012) and the
findings in Sect. 6.3.

6.6 Impact of Passing Over the Cut-off Wind Speed

Apart from technical failures, ramps in the power output from a wind park cluster
can occur due to a rapid increase or decrease in wind speed and—most difficult to
predict—due to an increase of wind speed beyond the cut-off speed of 25 m/s
during so-called extreme wind periods (EWP). See also Cutler et al. (2007) for a
classification of ramps. When wind speed is beyond the cut-off wind speed, wind
turbines are shutdown to prevent damage due to extreme mechanical loads. When
the average wind speed later drops below the shutdown value again, the wind
turbine restarts. To prevent frequent restarts and shutdowns, hysteresis is often
applied, so that the wind turbine restarts only when the average wind speed reaches
a certain value lower than the cut-off wind speed. The typical value for the cut-off
wind speed is when the 10-min average nacelle anemometer wind speed reaches
25 m/s and turbines will restart when this measured wind speed drops below 20 m/s
(Cutululis et al. 2012). Such a shutdown can happen onshore as well as offshore,
but the probability of passing over this speed is much larger offshore than onshore.
Furthermore, the density of wind parks is much larger in many offshore areas than
onshore. Therefore, the implications for electrical grid operations are often much
larger here.

Unpredicted ramps have already been described in the literature (Cutler et al.
2007; Cutululis et al. 2012), but they have found little attention so far because the
change in power output was so little that it did not affect the electrical grid much.

6.5 Observed Wind Park Wakes 173



But now, with the ongoing deployment of wind parks to many offshore areas (e.g.
the North Sea), the size of the power ramps have become so large that they may
become a significant issue for grid operation. The area covered by offshore wind
park clusters which feeds into one electrical grid is often smaller than the area
covered by high winds coming with large mid-latitude low-pressure systems. This
means that there is a realistic chance that all wind parks in such a cluster are affected
more or less simultaneously by an EWP event.

Figure 6.10 presents a 36 h example for the cluster of wind parks in the German
part of the North Sea. An unpredicted surpassing of the cut-off wind speed with a
downwards ramp in power output occurred in the evening of 29 November 2015
followed by a second smaller event of this kind around midnight and a third even
smaller event around 6 am. A predicted decrease and subsequent increase in wind

Fig. 6.9 Numerical simulation and aircraft data at hub height of the wind speed distribution
behind a cluster of wind parks in the German North Sea (from Siedersleben et al. 2018). The
simulated wind speed at hub height during the observational period a 0830, b 0900 and c 0930
UTC is shown in coloured contours. The observed wind speed at hub height is shown in d in the
same coloured contours as the simulation results. The black line denotes the flight track. Black dots
indicate the locations of the single wind turbines. In e the simulation results were interpolated onto
the flight track, spatially and timely. In f the difference, WRF (e)—observation (d) along the fight
track is plotted
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speed leading to a downwards ramp and an upwards ramp of comparable size
occurred in the evening of 30 November 2015. Similar events are documented, e.g.
for the Horns Rev 2 wind park in Cutululis et al. (2012) or for a case observed in
Australia in Cutler et al. (2007).

The following small analysis uses data from the years 2015–2017, which are
made publically available by Tennet TSO GmbH. Tennet is a grid operator for that
part of Germany which includes the North Sea. The total North Sea offshore power
output can be obtained from a webpage of Tennet listing ‘Actual and forecast wind
energy feed-in’ (www.tennettso.de). The webpage gives data from the day-ahead
forecast and from total onshore and offshore feed-in. This feed-in data has been
compared to the 100 m (FINO 1) and 106 m (FINO 3) wind speed data. This data
was extracted from the FINO database provided by the German Federal Maritime
and Hydrographic Agency (BSH www.bsh.de).

Figure 6.11 shows the amplitudes of the found negative ramps in power output
due to high winds. Such events happen in the North Sea only in winter. Roughly
eight events were observed each year. This is a similar number to those five events
reported in Cutler et al. (2007). The biggest drop so far is the event of 29 November
2015 depicted in Fig. 6.10 with a drop of about 1800 MW within 180 min. The
power drops shown in Fig. 6.11 can occur in rather short time periods of one to six
hours. Figure 6.12 displays the drop rates in MW/min for the cases shown in

Fig. 6.10 Observed wind speed at 100 m at FINO 1 and at 106 m at FINO 3 in m/s (right scale)
and power output from all North Sea wind parks in MW (left scale) for 36 h from 29 November
2015, 12+1 UTC to 1 December , 00 UTC+1. Data sources www.bsh.de and www.tennettso.de
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Fig. 6.11. Drop rates of 1–15 MW/min occur. The strongest drop rate has been
observed on 13 January 2017 with a rate of nearly 15 MW/min.

Such power drops have to be put into perspective by comparing them to the
continuously increasing monthly maximum power output from an offshore wind
park cluster which reached about 5000 MW at the end of 2017. The drops in power

Fig. 6.11 Drop in power output from all North Sea wind parks due to passing the cut-off wind
speed in MW for the period January 2015–October 2017. Data source www.tennettso.de

Fig. 6.12 Drop rate in power output from all North Sea wind parks due to passing the cut-off
wind speed in MW/min for the period January 2015–October 2017. Data source www.tennettso.
de
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output in winter 2015 and winter 2015/2016 were up to about three-quarter of the
maximum possible output at that time while the drops in winter 2016/2017 were up
to a bit less than one half of the maximum possible output. The winter 2016/2017
has been less stormy in the German Bight than the winter 2015/2016. A potential
power drop due to a passing over of the cut-off wind speed in the next winter 2017/
2018 and could, therefore, be as large as 2000–4000 MW and it could become even
larger in the following winters. This is to be compared with the 3000 MW of the
primary balancing power presently provided by the ENTSO-E grid (BDEW 2015).

A possible consequence of such rapid reductions in power output from larger
wind park clusters due to EWP could be to think about modifying the procedure for
shutting down wind turbines when the cut-off wind speed is reached. For instance,
Feng and Sheng (2012) developed a control strategy that is capable of smoothening
the power output of wind turbines and avoiding its sudden showdown at high wind
speeds without worsening the loads on rotor and blades. Some wind turbine
manufacturers have already introduced so-called ‘storm control’ or ‘high wind ride
through’ strategies which slow down the turbine smoothly within a given wind
speed range.

The prediction of such high wind ramp events from day-ahead wind forecasts
with weather forecast models (see Fig. 6.13 for an example) will remain difficult
because it requires a very accurate prediction of both wind speed and position of a
low-pressure system for highly dynamic weather situations. Due to the data scarcity
over the oceans, not much progress can be expected here in the upcoming years.

6.7 Risks That a Tornado Hits a Wind Park

Tornadoes are a risk for wind turbines. The weakest (F1) tornadoes have a wind
speed of 32–50 m/s, while F2 tornadoes reach 70 m/s which is well above the
survival speed of wind turbines. But even if the peak wind speed is below the
survival speed, the most dangerous feature is the rapid increase of wind speed
connected with a rapid wind direction change when a tornado approaches a wind
turbine. There is no reasonable alert time available.

Dotzek et al. (2010) investigate the risk that an offshore wind park in the German
Bight will be hit by a waterspout. Assuming an area of about 100 km2 (10,910 km2)
as typical for prospective offshore wind parks off the German coast, the probability
is estimated that such a wind park will be affected by waterspouts. This estimation
does not look for the probability that a single wind turbine is hit by the vortex
centre, i.e. the probability of a mathematical point being hit (Thom 1963) is not
investigated. Due to the horizontal wind shear across the vortex’ core and mantle
regions, even a near miss by a waterspout may be hazardous for a wind turbine. In
addition, it is presently unclear if the small-scale wind field in a wind park altered
by the wind turbine wakes themselves (Christiansen and Hasager 2005) may
actually increase the likelihood of a hit once a waterspout enters an array of wind
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turbines. Therefore, the recurrence time of a waterspout anywhere within the wind
park instead of at an individual wind turbine site is analysed.

Taking the waterspout incidence presently known for the German North Sea
coast [which is about one tornado per 10,000 km2 per year, based on estimates by
Koschmieder (1946) or Dotzek (2003)], one can expect one tornado in an offshore
wind park once within one hundred years. This includes the assumption that
waterspouts occur homogeneously over the German Bight area. If using the upper
limit of Koschmieder’s estimate, which is two waterspouts per 10,000 km2 per year,
this recurrence time reduces to 50 years for a single wind park.

While this still seems to be a long interval, one has to take into account that the
total area of approved or actual offshore wind parks in the German Bight is already
648 km2 in 2010 (Source German Federal Maritime and Hydrographic Agency;
Bundesamt für Seeschifffahrt und Hydrographie), leading to a recurrence interval of
less than eight years for any wind park to be hit by waterspouts in a given year,
based on Koschmieder’s incidence estimate of two waterspouts per year per 10,000
km2. A recent report by the European Wind Energy Association (EWEA 2007)
identified that offshore North Sea wind parks with an area of 17,900 km2 were
needed to supply 180 GW, i.e. about 25% of Europe’s current electricity needs.
A scenario for 2020 foresees the installation of 40 GW, which would require about
3980 km2 of wind parks. Should this scenario materialize, one or more waterspouts
within an offshore wind park would have to be expected every other year?

Fig. 6.13 Comparison of predicted (day-ahead) and actual power output in MW from the wind
turbines and parks in the Tennet grid area for the period depicted in Fig. 6.10. Blue line: output of
all North Sea wind parks, brown line: output of all onshore wind turbines, bold green line: sum of
offshore and onshore power output and dashed green line: predicted power output of all onshore
and offshore wind turbines. The three ramp events are marked by red boxes. Data source www.
tennttso.de
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6.8 Summary for Wind Parks

The roughness of the underlying surface on which large wind parks are erected
turns out to be a decisive parameter governing the efficiency of such parks and the
length of the wakes behind them. This happens, because the ability of the atmo-
sphere to supply momentum from the undisturbed flow above depends on turbu-
lence intensity, which increases with increasing surface roughness. Therefore, in
offshore wind parks, this supply is much less than over land, where turbulence
intensity is much higher. Thus, in offshore wind parks, the spacing between the
turbines in the park must be as large as onshore. Due to the longer wakes, the gaps
between adjacent offshore wind parks should be larger as well. Another important
governing parameter for the efficiency of wind parks is the thermal stability of the
atmosphere because turbulence intensity is much higher for unstable stratification
than for stable stratification. Over the ocean, stability mainly depends on the type of
large-scale thermal advection. Cold air advection over warmer water behind cold
fronts usually leads to unstably stratified boundary layers and warm air advection
over cold water ahead of cold fronts lead to stably stratified boundary layers. In the
west wind belts of the temperate latitudes, cold and warm air advection regimes are
coupled to different wind directions which correspond to the typical wind directions
in the warm and cold sectors of the moving depressions (see Fig. 6.14 for an
example). As mean turbine distances and gaps between entire parks can be smaller
for unstable stratification than for stable stratification, it might be advisable to make
at least the gaps between entire offshore parks wind direction-dependent having
larger gaps in the direction of flow that is connected to warm air advection.

Fig. 6.14 Example for the dependence of the mean stability of the marine boundary layer air for
different wind directions from FINO1 data for the year 2005. The full line gives the annual mean
stability parameter h/L* (right-hand axis), the dashed lines give the annual mean minus and plus
one standard deviation of this stability parameter. The dotted line gives the number of 10 min data
per 10° wind direction interval (left-hand axis)
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The example in Fig. 6.14 shows unstable stratification for north-westerly and
northerly winds and stable stratification for south-westerly winds. In such a wind
regime, it might be advisable to have larger distances between the turbines and
between wind parks in the south-west to north-east direction, while shorter dis-
tances are possible in the north-west to south-east direction. The lower frame of
Fig. 6.3 shows that there is a factor of two in power reduction between h/L* = −0.3
and h/L* = 0.1, which are the typical mean stabilities in Fig. 6.14. Therefore, the
analysis of the relation between average stability of the boundary layer and the wind
direction should be analysed during the siting procedure for offshore wind parks.
This advice does not apply to onshore wind parks because here the atmospheric
stability mainly depends on cloudiness and time of the day, but not so much on
wind direction.
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Chapter 7
Wind Data Sources

The resource for energy generation by wind turbines—the wind—is a vector, i.e.
characterized by an amount (wind speed) and a direction (wind direction).
Generally, (apart from small-scale and convective processes and flows over steep
topography) the vertical wind component is much smaller than the horizontal wind
components. Therefore, frequently, only horizontal wind speed is measured.
Furthermore, wind is a highly variable atmospheric parameter. Its speed and
direction fluctuate strongly on timescales from less than a second to many days. The
high-frequency fluctuation of the wind is called the gustiness of the wind. The
low-frequency fluctuation is caused by the large-scale pressure systems, which
determine our weather. Usually, in wind engineering, distinction is made between
10-min data, 1-s or 3-s gusts, and highly-resolved 10 Hz turbulence data.

When calculating mean winds from highly-resolved wind data, we must dis-
tinguish between vector mean, component means and scalar mean. The vector mean
can be visualized by concatenating several wind vectors to a longer chain by
preserving their orientation (Fig. 7.1). The mean is then a vector pointing from the
end of the first vector to the tip of the last vector and whose length is divided by the
number of vectors involved in the mean. Mathematically, the vector mean of the
wind can be computed by separating the wind vectors in their components (e.g. the
horizontal wind into the east and the north component), computing separate means
for the two or three wind components and finally forming the resulting wind vector
from the means of the two or three wind components. A scalar mean is computed
by averaging the lengths of the wind vectors disregarding their orientations.
A scalar mean wind speed is always larger or equal (when all wind vectors have the
same orientation) than the vector mean wind speed. Please note the following
extreme example, which can lead to meaningless results: the vector mean of two
vectors with the same length but opposite directions is the zero vector.

Principally, wind data is needed over the whole height range which is swept by
the rotor blades. This spans from lower tip heights at roughly 30–50 m above
ground to upper tip heights up to about 250 m above ground for large wind turbines
with horizontal axis. For smaller turbines, especially those with a vertical axis, wind
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data from lower heights are necessary as well. Standards and guidelines have been
referring to the hub height wind speed as a definition of wind speed for a long time.
The 2017 version of the IEC standard 61400-12-1 (IEC 2017) now refers to the
rotor equivalent wind speed (REWS), which is defined by a weighted sum of the
cubes of simultaneous wind speed measurements at a number of heights spanning
the complete rotor diameter between lower tip and upper tip (Wagner et al. 2014):

veq ¼
Xn
i¼1

v3i
Ai

A

 !1=3

with
Xn
i¼1

Ai ¼ A ð7:1Þ

where n is the number of measurements across the rotor area, vi is the 10-min wind
speed at height z = zi, Ai is the area of the ith rotor segment, and A is the total rotor
area. The segment areas are computed between two lines zj and zj+1, which are
positioned exactly halfway between two measurements:

Ai ¼
Zzjþ 1

zj

cðzÞdz ð7:2Þ

where c(z) is the area of a segment of a circle:

cðzÞ ¼ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 � ðz� HÞ2

q
ð7:3Þ

where R is the rotor radius and H is the hub height.
Wind data come either from measurements or from model simulations. While

10-min wind data and gusts can be observed with cup anemometers, the capture of
turbulence data requires high-speed sensors such as sonic anemometers. Wind data
from models depend on the horizontal and temporal resolution of the models and on
the way how turbulence is handled in these models [either parameterized (RANS
models) or explicitly resolved (LES and DNS models)].

Wind data can be provided from dedicated studies and assessments, from wind
maps or from wind atlases. Wind maps of different (often not completely known)
qualities are available for different parts of the world, for a few heights above
ground. A wind atlas is usually based on a model system (dealing with the complete

Fig. 7.1 Schematic of a vector mean (above) and a scalar mean (below). All single vectors have
equal length, but the direction is changing slightly in the vector mean example. The mean is a
vector pointing from the end of the first vector to the tip of the last vector and whose length is
divided by the number of vectors involved in the mean
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chain from large-scale reanalysis data, mesoscale transient models, and small-scale
stationary CFD models, see also Sects. 7.2 and 7.3) which provides meteorological
variables (especially wind speed and wind direction) with high spatial and temporal
(10 min) resolution representative for several years (10–20 years). The most recent
version of the wind atlas program WAsP (Troen and Petersen 1989), which is based
on linearized flow equations, is described in Troen et al. (2014), and which now
includes a CFD model for steeper terrain. The establishment of a New European
Wind Atlas (NEWA), which will be based on a transient RANS model for the
mesoscale, is currently underway (Adams and Keith 2013; Mann et al. 2017).

7.1 Measurements

Wind measurements can be performed either by instruments directly contacting the
air volume of interest (in situ measurements) or from a remote position (remote
sensing). In situ measurements are usually point measurements while remote
sensing delivers data representative for larger volumes of air. In situ measurements
for wind energy purposes are usually made by cup anemometers and wind vanes
mounted in several heights at meteorological masts. Sonic anemometers are
sometimes used as well if high-frequency turbulence data or turbulent flux data for
the analysis of atmospheric stability is needed. The ever increasing size of modern
wind turbines requires measurements at heights which can no longer be reached by
masts (at least not at meaningful efforts and costs). Therefore, remote sensing has
become the standard measurement technique in wind energy in recent years (Emeis
et al. 2007a; IEC 2017; MEASNET 2016).

In situ measurements deliver mean wind data and gust and turbulence data. Cup
anemometers have a temporal resolution down to about 0.3–1 Hz, sonic
anemometers can measure down to 100 Hz. Monostatic remote sensing delivers
mean wind speeds but is not able to measure gusts and turbulence correctly.
Usually, only a rough estimation of the vertical component of the turbulence is
achievable from the data. Special challenges emerge if remote sensing is applied in
complex terrain (see Sect. 7.1.2.4 below).

A full overview of atmospheric measurement techniques is given in Emeis
(2010). Ground-based remote sensing of the atmospheric boundary layer is covered
in more detail in Emeis (2011).

7.1.1 In Situ Measurements

Cup anemometers are usually deployed to measure 10-min mean wind speeds and
1-s or 3-s gust statistics, while temporally highly-resolved wind time series for
turbulence assessment are obtained by sonic anemometers. Both types of instru-
ments can be calibrated in wind tunnels.
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7.1.1.1 Cup Anemometers

The most frequently used in situ wind recording instrument is the cup anemometer.
It usually has three, sometimes four, cups that are mounted like a star to a vertical
turnable axis. Because the flow resistance is much larger for flow approaching the
open side of the cups than the closed side of them, the wind is driving the cups
always in the same direction, regardless from where the wind is coming. The
revolution speed of the cups is thus proportional to the wind speed. Cup
anemometers deliver scalar means of the wind speed.

Disadvantages of a cup anemometer are the nonzero minimum wind speed
necessary to start the instrument turning (about 0.3–0.5 m/s), and the tendency of
the instrument to record too high wind speeds if the wind is very gusty. This latter
effect is called overspeeding (Busch and Kristensen 1976) or u-error (MacCready
1966). It occurs because the instrument speeds up faster than it slows down. The
overspeeding depends strongly on the construction of the instrument. For some
instruments, an overspeeding of more than 7% at a turbulence intensity of 23% can
be observed (Pedersen 2003) and should be determined by calibration in a wind
tunnel. MacCready (1966) gives a rough estimate of the overspeeding as

Du ¼ 1=20 d=z; ð7:4Þ

where z is the measurement height and d the distance constant. d is defined as the
distance the wind must travel until the instrument has followed up a 63.2% of a step
change in wind speed. Busch and Kristensen (1976) derive a more complex rela-
tionship which also takes into account the surface roughness length and atmo-
spheric stability via the Monin–Obukhov length. An extensive discussion on the
biases or errors of a cup anemometer can be found in Kristensen (1993). The inertia
of cup anemometer (and thus overspeeding) can be minimized by reducing the
distance between the centre of the cups and the rotating axis. The inertia is usually
characterized by the distance constant d. If the distance constant is known the
temporal resolution, s of a cup anemometer can be determined by:

t ¼ d=u: ð7:5Þ

For d = 2 m (a quite good distance constant) and a wind speed u = 10 m/s, we
get s = 0.2 s.

Cup anemometers are calibrated for horizontally upcoming flow. If the flow
approaches at an angle to the horizontal the measured wind speed can—depending
on the construction of the instrument—deviate from the true wind speed (w-error in
the terminology of MacCready 1966). The w-error is due to turbulent vertical
components of the wind which influence the measurement of the horizontal wind
speed and it increases with unstable atmospheric stratification. According to
MacCready, an overestimation of the horizontal wind speed by 10% is probably not
uncommon. For instruments designed for the measurement of horizontal wind
speeds only the measured wind speed ideally is reduced proportionally to the cosine
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of the angle between the wind direction and the horizontal. Cup anemometers are
usually calibrated in wind tunnels. For a given turbulence intensity a cup
anemometer can be calibrated to an accuracy of better than 1%. Due to the u-error
mentioned above the turbulence intensity in the wind tunnel used for calibration
must fit to the usual turbulence intensity at the measurement site.

MacCready (1966) describes another error, the DP-error, which is the difference
between a scalar and a vector mean wind speed. The DP-error appears only when a
time average is computed. If there are wind direction fluctuations, then the vector
average will give a lower wind speed than a scalar average (see Fig. 7.1). This error
can reach 10% of the mean speed if the variance of the wind direction is greater
than 30°. The word ‘error’ for these effects may be misleading, especially for the
DP-error. It depends very much on the application for which the mean wind speed
has to be determined as to whether a scalar or a vector average should be formed. If
the wrong average is formed, then an error is produced.

7.1.1.2 Sonic Anemometers

A sonic or ultrasonic anemometer usually consists of three pairs of ultrasonic
transducers with piezoelectric crystals that serve as emitters as well as receivers.
Sound pulses are sent in both directions within each pair of transducers and the
travelling time of the sound pulses in both directions is measured. The two trans-
ducers in a pair are mounted about 10 cm apart at thin steel members which exert
some minor distortions to the flow. Often, two pairs are arranged horizontally to
measure the horizontal wind components and one pair is mounted vertically in order
to yield directly the vertical component of the wind. Other constructions operate
with three inclined paths in order to minimize the flow deformation by the sensors.

The average sound speed computed from signals in both directions is propor-
tional to acoustic temperature; the difference between the two sound speeds in the
two directions within one pair of transducers is proportional to the wind speed
component along this direction. Regarding the temperature, a sonic anemometer
yields the temperature fluctuation with high accuracy but the mean temperature can
deviate 1°–2° from the true value, e.g. due to slight deformation of the members
bearing the transducers.

The utilized sound frequency is usually around 40–200 kHz. 10–100 sound
pulses are sent per second. An ultrasonic anemometer thus permits the recording of
high-frequency fluctuations of the wind components. To measure wind speed, the
travel time of the sound between the two sound transducers is recorded in both
directions. The difference in travel speeds is proportional to the wind component
parallel to the line connecting the two transducers. Ultrasonic anemometers can take
measurements with a frequency of up to 100 Hz and therefore, are well suited to
measure atmospheric turbulence.

The lack of movable parts in ultrasonic anemometers is very advantageous as
this reduces maintenance efforts. It permits the gathering of data from all three wind
speed components with high temporal resolution. The scalar mean as well as the
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vector mean of the wind speed can be determined. Although the principle works
very well, it is less reliable in rainy conditions when water on the sensor changes
the acoustic path length and therefore the calibration.

The covariance between the temperature fluctuations and the wind fluctuations
yields the turbulent heat flux (see Sect. 2.1.5). Therefore, in addition to being a
wind and a temperature measuring device, an ultrasonic anemometer is also a heat
flux meter.

7.1.2 Surface-Based Remote Sensing

Atmospheric remote sensing can be made either by acoustic sounding, optical
sounding or by sounding with electromagnetic waves. We will focus here on optical
techniques because they are most relevant for wind engineering. For a full overview
on remote sensing see Emeis (2010, 2011).

Surface-based remote sensing is usually performed from fixed platforms such as
solid ground, building roofs, offshore measurement platforms and other sites which
offer accessibility, power and data connections. Due to the very limited possibilities
to deploy such instruments in offshore areas, ship-based and buoy-based wind lidars
have been tested successfully in recent years (Pichugina et al. 2012; Gottschall et al.
2017). A standard for deploying floating lidars is not yet available. Therefore, it is
recommended to study the ‘Offshore Wind Accelerator’ (OWA)1 issued by the
Carbon Trust in October 2016. The OWA Floating LiDAR Recommended Practice
report will enable developers to effectively deploy cost-effective wind measurement
solutions to generate bankable data on wind resource.

Remote sensing devices cannot be calibrated by bringing them into a wind
tunnel. This seems to be a disadvantage, but it has to be kept in mind that the
Doppler principle, which is utilized in remote sensing devices to determine the wind
speed is an absolute physical principle that does not need a calibration. It could only
be that the internal processing algorithms running on remote sensing devices need
checking whether they work reliably. But this checking is not a calibration. There
have been several measurement campaigns which compared wind lidar measure-
ments against measurements from meteorological masts. The slight differences
found should not be used for regression but should be taken as a hint that there is a
difference between the point measurement performed by an in situ instrument and
the line or even volume measurement performed by a remote sensing instrument.
This difference is not only due to the above-mentioned difference between a scalar
and a vector mean (cup anemometers deliver a scalar mean of the wind speed,
remote sensing devices usually deliver a vector mean), but also due to the difference
atmospheric volumes from which the wind data have been obtained. And in case of

1https://www.carbontrust.com/resources/reports/technology/owa-floating-lidar-recommended-
practice/ (accessed: 19 October 2017).
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non-homogeneous terrain, the fundamental difference between in situ and remote
wind measurements described in Sect. 7.1.2.4 have to be taken into account
seriously.

7.1.2.1 Optical Remote Sensing

A light beam (UV, visible, or infrared light) emitted into the atmosphere can
interfere with the air in different ways. Alterations may occur due to elastic scat-
tering [Rayleigh scattering of atoms and molecules, Mie scattering of aerosols and
water droplets (especially by clouds and raindrops)], inelastic scattering (Raman
scattering), fluorescence, absorption and Doppler shift. Based on these different
interactions, five types of Light detection and ranging (LIDARs) have been
developed to remotely analyse the atmosphere (Weitkamp 2005):

• Backscatter LIDARs and ceilometers (elastic scattering),
• differential absorption LIDAR (DIAL),
• Raman LIDAR (inelastic scattering),
• Resonance fluorescence LIDAR,
• Doppler Wind LIDAR.

The last of these five types have become relevant for wind energy in recent
years. The Doppler shift Df [named after the Austrian physicist C. Doppler (1803–
1853)], which is observed by Doppler wind LIDARs, is proportional to the emitted
frequency f0 and to the radial speed of the scattering object, v

Df ¼ 2f0v=c: ð7:6Þ

The relative frequency shift, Df/f0 depends only on the ratio between the velocity
of the scattering object and the propagation speed of the emitted signal. The
received wavelength is reduced if the air volume moves towards the instrument and
it is increased if the air moves away.

Analysing the Doppler shift of backscattered laser light allows for the deter-
mination of wind speed along the line of sight. There are two principal techniques
used to analyse the Doppler shift of backscattered light: (a) the direct or incoherent
determination of the frequency of the backscattered light with a high-resolution
spectrometer or with a Fabry–Perot interferometer (Abreu et al. 1992), or (b) by
coherent or heterodyne determination (Grund et al. 2001). Coherent or heterodyne
implies that the backscattered signal is mixed with a signal from a second (local)
oscillator. The resultant beat frequency is much lower and can easily be analysed.
While the first direct method is constructionally simpler, it requires the use of
narrow-band optical filters through which the radiation must pass. The exact
analysis of the beat frequency, on the other hand, is quite simple (Weitkamp 2005).
Therefore, most wind LIDARs are currently based on the heterodyne method.

Conical scanning (Fig. 7.2) is the usual mode of operation of a wind LIDAR
in order to measure vertical profiles of the three-dimensional wind vector.
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The standard ISO 28902-2 (2017) specifies the requirements and performance test
procedures for heterodyne pulsed Doppler lidar techniques and presents their
advantages and limitations.

7.1.2.2 Range Determination by Signal Delay

Range-resolved remote sensing systems transmit signals in pulses, which are then
scattered by atmospheric inhomogeneities or suspensions (e.g. aerosol and dro-
plets), sending a small fraction of the transmitted energy back to the receiver.
Distance to the measurement volume is determined from the time-of-flight of the
signal pulse. Overviews of state of the art LIDAR techniques for wind and tur-
bulence measurements using signal delay for range determination are given by
Davies et al. (2003), Hardesty and Darby (2005), and Emeis et al. (2007a, b, c).

7.1.2.3 Range Determination by Beam Focussing

This alternative technique to range determination by signal delay exploits recent
developments in optical fibre and related components from the telecommunications
industry in order to simplify the alignment and construction of the interferometer
that forms the core of the LIDAR. The system emits a continuous-wave
(CW) beam, and detection of the wind speed at a given range is achieved by
focusing (Fig. 7.3), rather than by the time-of-flight method of pulsed systems. The
system cannot distinguish between air motion towards and away from the LIDAR,

Fig. 7.2 Schematic of a conical scan pattern used by wind lidars
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and this leads to an ambiguity of 180° in the derived value of wind direction. This
can be resolved, however, by making reference to a simple wind direction mea-
surement at a height of a few metres. The profile of the three-dimensional wind
vector is yielded by scanning a cone with a 30° half-angle once per second (Banakh
et al. 1995; Emeis et al. 2007a; Kindler et al. 2007). Hence the diameter of the
measurement volume will be 173 m at a height of 150 m. The probe length
increases roughly as the square of the height. As an example, the vertical resolution
is*±10 m at a height of 100 m. Therefore, this technique is only suitable for wind
profile measurements up to about 150–200 m. Above this height range, the signal
delay technique yields more precise values. In addition, strong reflections from
particles and other moving objects outside the focal range (e.g. due to smoke, fog or
birds) can lead to spurious Doppler returns (Harris et al. 2001), but these effects can
be recognized and mitigated by signal processing techniques.

7.1.2.4 Remote Sensing in Complex Terrain

In situ measurements are able to record all components of the wind vector at the
same location. Ground-based remote sensing at one site (monostatic remote sens-
ing, i.e. having emitter and receiver at the same place or even in the same device)
requires the sampling of information from different locations in different directions
in order to combine them to three-dimensional wind information. This does not lead
to problems in flat terrain, where the wind field is essentially horizontally homo-
geneous throughout the probing volumes of the remote sensing device. The data
evaluation algorithm of sodars and wind lidars are based on this assumption of

Fig. 7.3 Schematic of the range determination by beam focussing with continuous-wave wind
lidars. The sketch shows an unfocussed beam (top), a near-range measurement (middle) and a
far-range measurement (below). The focal range is increasing with increasing range
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horizontal homogeneity. However, this assumption does no longer hold in complex
terrain (Bradley et al. 2015). Over hilltops or other sites with a convex pattern of
flow streamlines, remote sensing devices using conical scans or the Doppler beam
swinging (DBS) technique will deliver to low wind speeds. Within valleys or other
sites with a concave flow pattern, remote sensing devices will measure too high
wind speeds. The wind speed error scales with the streamline curvature in the
measurement volume of the remote sensing device and can easily lead to wind
speed errors in the order of 5–10%. Parallel operation of a flow model which
computes this streamline curvature can reduce the error to about 1.5% (Bradley
et al. 2015), but needs precise topography data. A comparison of wind lidar data
from a hilltop to a 200 m high meteorological mast (Pauscher et al. 2013) and CFD
model simulations can be found in Klaas et al. (2015).

Therefore, the 2017 version of the IEC 61400-12-1 (2017) standard limits the
use of wind lidars to flat terrain and requires an additional small mast for quality
assurance. Also, the version 2 of the MEASNET guideline from 2016 (MEASNET
2016) allows the use of remote sensing devices under certain circumstances and
gives detailed instructions in its appendix C.

The deployment of multiple lidars looking at one and the same vertical profile
(multi-static remote sensing) could be a solution for ground-based remote sensing
in complex terrain (Pauscher et al. 2016), but it requires the deployment and
synchronization of several (at least three) lidars. This technique is also known as
‘virtual tower’ (Calhoun et al. 2006; Newman et al. 2016).

7.1.3 Determination of Mixing Height

The mixed layer height (MLH) and the boundary layer height, zi, appear as height
scales in several approaches for the description of vertical wind and turbulence
profiles in Chap. 3. MLH is the height up to which atmospheric properties or
substances originating from the Earth’s surface or formed within the surface layer
are dispersed almost uniformly over the entire depth of the mixed layer by turbulent
vertical mixing processes. Therefore, the existence and the height of a mixed layer
can either be analysed from detecting the presence of the mixing process, i.e.
turbulence, or from the verification that a given conservative atmospheric variable
is distributed evenly over a certain height range. The level of turbulence can, for
instance, be derived from fluctuations of the wind components or from temperature
fluctuations. Suitable conservative atmospheric variables for the identification of the
mixed layer and its height are, e.g. potential temperature, specific humidity or
aerosol particle concentrations (Fig. 7.4).

Figure 7.4 shows two snapshots from a diurnally varying boundary layer under
clear-sky conditions as depicted in Fig. 3.2. The left frame in Fig. 7.4 is valid
around noon, the right frame around midnight. For a convective boundary layer at
noon, MLH and boundary layer height are more or less identical, the vertical
mixing is thermally-driven and reaches right to the top of the boundary layer.
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At night, when mechanically produced turbulence is present, only MLH is usually
identical with the much lower height of the stable surface layer. The nocturnal
boundary layer height is usually identical to the top height of the residual layer,
which is a remnant from the daytime convective layer. Because MLH is not a
primary atmospheric variable and cannot be determined from in situ measurements
at the surface, this section has been added here in order to illustrate the necessary
measurement efforts to determine this parameter. Figure 7.4 shows that distinct
features in the vertical profiles of atmospheric turbulence, temperature, specific
humidity and the aerosol content are appropriate to determine the mixed layer
height and the boundary layer height.

In situ measurements of the above-mentioned conservative variables can be done
over the necessary vertical height range of up to one or two kilometres only by
launching radiosondes. Evaluation of radiosonde data gives quite reliable data in
most cases. The great disadvantage of radiosondes is the missing temporal conti-
nuity. Therefore, remote sensing methods are preferable, although (with the
exception of RASS, which directly detect temperature profiles) they only give an
indirect detection of the mixing height. A first rather complete overview of methods
to determine the MLH from in situ measurements and surface-based remote sensing
has been given by Seibert et al. (2000). Since then, considerable development has
taken place, especially with regard to the usage of surface-based remote sensing
methods [see the review paper by Emeis et al. (2008) and the monograph by Emeis
(2011)]. This section will mainly follow these sources.

A variety of different algorithms have been developed by which the MLH is
derived from ground-based remote sensing data. We will mainly concentrate on
acoustic and optical remote sensing because electromagnetic remote sensing with
wind profilers has too high lowest range gates for a good coverage of shallow
MLH. The disadvantage of a too high lowest range gate can sometimes partly be
circumvented by slantwise profiling or conical scanning if the assumption of hor-
izontal homogeneity can be made.

Fig. 7.4 Principal sketch of vertical profiles of some important variables within the well-mixed
daytime atmospheric boundary layer (left) and the more stable nocturnal surface layer and the
residual layer (lower and middle layer in the right-hand frame) and above in the free troposphere
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7.1.3.1 Acoustic Detection Methods

Acoustic methods for the determination of MLH either analyse the acoustic
backscatter intensity or if Doppler shifts in the backscattered pulses can be anal-
ysed, features of vertical profiles of the wind components and its variances as well.
The acoustic backscatter intensity is proportional to small-scale fluctuations in
atmospheric temperature (usually generated by turbulence) or by stronger vertical
temperature gradients. The latter feature may be an indication for the presence of
temperature inversions, which can often be found at the top of the mixed layer
(Fig. 7.4).

Beyrich (1997) listed possible analyses which can mainly be made from acoustic
backscatter intensities measured by a SODAR. Later, Asimakopoulos et al. (2004)
summarized three different methods to derive MLH from SODAR data: (1) the
horizontal wind speed method (HWS), (2) the acoustic received echo method
(ARE) and (3) the vertical wind variance method (VWV). We will mainly follow
this classification here and finally add a fourth method, the enhanced ARE method
(EARE).

Acoustic received echo method

The acoustic received echo method (ARE) is the oldest and most basic method of
determining MLH from acoustic remote sensing. Most of the methods listed in
Beyrich (1997) belong to this method. The method does not require a Doppler shift
analysis of the backscattered signals but is based on the analysis of facsimile plots,
i.e. time-height cross sections of the backscatter intensity. The method makes use of
the assumption that turbulence is larger in the mixed layer than in the atmosphere
above, and that this turbulence is depicted in enhanced intensity of the acoustic
backscatter. MLH is analysed either from the maximum negative slope or from the
changing curvature of the vertical profile of the acoustic backscatter intensity or it is
analysed from the height, where the backscatter intensity decreases below a certain
pre-specified threshold value.

Horizontal wind speed method

The horizontal wind speed method (HWS) requires a Doppler shift analysis of the
backscattered acoustic signals. The algorithm is based on the analysis of the shape
of hourly-averaged vertical wind speed profiles using the assumption that wind
speed and wind direction are almost constant within the mixed layer but approach
gradually towards the geostrophic values above the mixed layer. Beyrich (1997)
listed this method in his Table 2 but did not discuss it further. The applicability of
the method is probably limited to well-developed convective boundary layers
(CBL) due to the underlying assumptions. Such CBL is often higher than the
maximum range of a SODAR. Even if the CBL height is within the range of the
SODAR the algorithm for the analysis of the Doppler shift often fails above the
inversion topping the CBL due to too low signal-to-noise ratios.
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Vertical wind variance method

The vertical wind variance method (VWV) is working only for CBLs. It is based on
the vertical profile of the variance of the vertical velocity component rw. In a CBL
(see Chap. 3) rw reaches a maximum in a height a.zi. Typical values for a are
between 0.35 and 0.4. Thus, in principle, this is an extrapolation method. It has
been applied to SODAR measurements because it permits a detection of MLH up to
heights which are 2.5 times above the limited maximum range (usually between
500 and 1000 m) of the SODAR. Beyrich (1997) classified this method as not
reliable. A related method, which is based on power spectra of the vertical velocity
component, is integrated in the commercial evaluation software of certain SODARs
(Contini et al. 2009). The application of the VWV method is now also been
facilitated by the easy availability of small Doppler wind lidars.

Enhanced acoustic received echo method

The EARE algorithm is an extension of the ARE method and has been proposed by
Emeis and Türk (2004) and Emeis et al. (2007b). It includes the variance of the
vertical velocity component into the MLH algorithm which is available from
Doppler-SODAR measurements. Additionally, it does not only determine the MLH
but also the heights of additional lifted inversions. Especially in orographically
complex terrain, the vertical structure of the ABL can be very complicated. Emeis
et al. (2007c) have shown that several persistent inversions one above the other
which form in deep Alpine valleys can be detected from SODAR measurements.

EARE determines three different types of heights based on acoustic backscatter
intensity and the variance of the vertical velocity component (see Fig. 7.5). Because
the horizontal wind information above the inversion is not regularly available from
SODAR measurements, horizontal wind data have not been included into this
scheme. In the following a letter ‘H’ and an attached number will denote certain
derived heights, which are related to inversions and the MLH; while the variable
z is used to denote the normal vertical coordinate. The EARE algorithm detects:

• the height (H1) of a turbulent layer characterized by high acoustic backscatter
intensities R(z) due to thermal fluctuations (therefore having a high variance of
the vertical velocity component rw),

• several lifted inversions (H2_n) characterized by secondary maxima of acoustic
backscatter due to a sharp increase of temperature with height and simultane-
ously low rw and

• the height of a surface-based stable layer (H3) characterized by high backscatter
intensities due to a large mean vertical temperature gradient starting directly at
the ground and having a low variance of the vertical velocity component.

The height H1 corresponds to a sharp decrease ∂R/∂z < DR1 of the acoustic
backscatter intensity R(z) below a threshold value Rc with height z usually indi-
cating the top of a turbulent layer. Rc = 88 dB and DR1 = −0.16 dB/m have proven
to be meaningful values in the above-mentioned studies. Rc is somewhat arbitrary
because the received acoustic backscatter intensities from a SODAR cannot be
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absolutely calibrated. An absolute calibration would require the knowledge of
temperature and humidity distributions along the sound paths for a precise calcu-
lation of the sound attenuation in the air. DR1 is, at least for smaller vertical
distances, independent from the absolute value of Rc. An application-dependent
fine-tuning of Rc and DR1 may be necessary.

Elevated inversions are diagnosed from secondary maxima of the backscatter
intensity that are not related to high turbulence intensities. For elevated inversions
increase in backscatter intensity below a certain height z = H2 and a decrease
above is stipulated while the turbulence intensity is low. The determination of the
height of the stable surface layer H3 is started if the backscatter intensity in the
lowest range gates is above 105 dB, while rw is smaller than 0.3 ms−1. The top of
the stable layer H3 is at the height, where either the backscatter intensity sinks
below 105 dB or rw increases above 0.3 ms−1. The threshold values for rw have
been determined by optimizing the automatic application of the detection algorithm.
In doing so it turned out that no lifted inversions occurred with a variance rw higher
than 0.7 ms−1 and that the variance rw in nocturnal stable surface layers was below
0.3 ms−1. The first rw threshold made it possible to distinguish between inversions
and elevated layers of enhanced turbulence. The latter rw threshold made it possible
to differentiate between nocturnal stable surface layers and daytime super-adiabatic
surface layers, although both types of surface layers yield more or less the same
level of backscatter intensity. Finally, MLH from the acoustic remote sensing is
determined as the minimum of H1, H2_1 and H3.

Fig. 7.5 Principal sketch of the EARE method for determining the mixed layer height from
vertical profiles of the acoustic backscatter intensity (bold line) and the variance of the vertical
velocity component (rw in m/s, dotted line). Left lifted inversion, right stable nocturnal layer with
very low mixed layer height
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7.1.3.2 Optical Detection Methods

Usually, the particle content of the mixed layer is higher than in the free troposphere
above (Fig. 7.4) because emission sources for aerosol particles are in most cases
near or at the ground. Particle formation from precursors mainly takes place near
the surface as well. Making the assumption that the vertical particle distribution
adapts rapidly to the changing thermal structure of the boundary layer, MLH can be
determined from the analysis of the vertical aerosol distribution. This also includes
the assumption that the vertical aerosol distribution is not dominated by horizon-
tally advected aerosol plumes or layers. The heights of near-surface aerosol layers
(H4_n) can be analysed from optical vertical backscatter profiles obtained by
optical remote sensing. Several methods have been developed, the most prominent
of these being: (1) the threshold method, (2) the gradient or derivative method,
(3) the idealized gradient method, (4) the wavelet method and (5) the variance
method. In addition, the above-mentioned horizontal wind speed method and
vertical wind variance method are available to derive the vertical structure of the
boundary layer from Doppler wind lidar data.

The application of optical remote sensing for MLH determination has focussed
on the use of ceilometers in recent years, but small wind lidars usually provide this
information as well. In contrast to wind lidars, ceilometers do not determine the
Doppler shift of the backscattered signal. For the detection of MLH below 150–
200 m a ceilometer with one optical axis for the emitted and the received beam
should be used. Due to the thin light beams, the overlap of the emitted and received
beam from a ceilometer with two parallel optical axes can be insufficient in this
height range.

Threshold method

Melfi et al. (1985) and Boers et al. (1988) used simple signal threshold values,
though this method suffers from the need to define them appropriately (Sicard et al.
2006). H4 is defined here as the height within the vertical profile of the optical
backscatter intensity, where the backscatter intensity first exceeds a given threshold
when coming downwards from the free unpolluted troposphere. The determination
of several heights H4_n would require the definition of several thresholds which
probably cannot be done prior to the analysis. Therefore, this will always lead to a
subjective analysis of MLH.

Gradient or derivative methods

Hayden et al. (1997) and Flamant et al. (1997) proposed to use the largest negative
peak of the first derivative of the optical attenuated backscatter intensity (B(z)) for
the detection of H4 from LIDAR data (height of gradient minimum H4GM):

H4GM ¼ min @BðzÞ=@zð Þ ð7:7Þ

Likewise, Wulfmeyer (1999) used the first minimum of the slope to detect the
top of a convective boundary layer from DIAL data. Münkel and Räsänen (2004),
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Münkel (2007), and Schäfer et al. (2004, 2005) applied the gradient method to
ceilometer data. Menut et al. (1999) took the minimum of the second derivative of B
(z) as the indication for MLH:

H4IPM ¼ min @2BðzÞ=@z2� � ð7:8Þ

This method is called inflection point method (IPM). It usually gives slightly
lower values for H4 than the gradient method (7.7). A further approach was sug-
gested by Senff et al. (1996). They looked for the largest negative gradient in the
logarithm of the backscatter intensity (height of logarithmic gradient minimum
H4LGM):

H4LGM ¼ min @ lnBðzÞ=@zð Þ ð7:9Þ

This approach usually gives the largest value for H4. According to Sicard et al.
(2006), H4IPM from (7.8) is closest to the MLH derived from radiosonde ascents via
the Richardson method. The other two algorithms (7.7) and (7.9) give slightly higher
values. Vertical profiles shown in Fig. 7.6 (taken from Emeis et al. 2008) give a
comparison of the determination of mixed layer heights from Eqs. (7.7) to (7.9).

In Emeis et al. (2007c) the gradient method (7.7) has been further refined and
extended to enable the calculation of up to n = 5 lifted inversions. Prior to the
determination of gradient minima, the overlap and range-corrected attenuated
backscatter profiles have to be averaged over time and height to suppress noise
generated artefacts. Therefore, theH4 values are determined in a two-step procedure.
Between 140 and 500 m height sliding averaging is done over 15 min and a height
intervalDh of 80 m. In the layer between 500 and 2000 mDh for vertical averaging is
extended to 160 m. Two additional parameters have been introduced to further reduce
the number of false hits. The minimum accepted attenuated backscatter intensity

Fig. 7.6 Comparison of three
different methods [see Eqs.
(7.7)–(7.9)] determining the
mixed layer height from
optical backscatter intensity
[from Emeis et al. (2008)]
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Bmin right below a lifted inversion is set to 200 � 10−9 m−1 sr−1 in the lower layer and
250 � 10−9 m−1 sr−1 in the upper layer. Additionally the vertical gradient value
∂B/∂zmax of a lifted inversion must be more negative than −0.30 � 10−9 m−2 sr−1 in
the lower layer and more negative than −0.60 � 10−9 m−2 sr−1 in the upper layer.

Idealized backscatter method

A parallel development by Eresmaa et al. (2006) using an idealized backscatter
profile, originally described by Steyn et al. (1999), is also an extension of the
gradient method. MLH is not determined from the observed backscatter profile, but
from an idealized backscatter profile fitted to the observed profile. The robustness of
this technique is founded on utilizing the whole backscatter profile rather than just
the portion surrounding the top of the mixed layer. In this method an idealized
backscattering profile Bi(z) is fitted to measured profile by the formula:

BiðzÞ ¼ Bm þBu

2
� Bm � Bu

2
erf

z� h
Dh

� �
ð7:10Þ

where Bm is the mean mixed layer backscatter, Bu is the mean backscatter in air
above the mixed layer and Dh is related to the thickness of the entrainment layer
capping the ABL in convective conditions.

Wavelet method

A wavelet method has been developed for the automatic determination of mixed
layer height from backscatter profiles of an LD-40 ceilometer by de Haij et al.
(2006). The most important advantage of wavelet methods is the decomposition of
the signal in both altitude as well as vertical spatial scale of the structures in the
backscatter signal.

The wavelet algorithm in de Haij et al. (2006) is applied to the 10 min averaged
range and overlap corrected backscatter profile B(z) within a vertical domain of 90–
3000 m. For each averaged profile the top of two significant aerosol layers are
detected in order to detect MLH as well as the top of a secondary aerosol layer, like,
e.g. an advected aerosol layer or the residual layer. This wavelet MLH method uses
the scale averaged power spectrum profile WB(z) of the wavelet transform with 24
dilations between 15 and 360 m and step size 15 m. The top of the first layer, H4_1,
is detected at the first range gate at which the scale averaged power spectrum
WB(z) shows a local maximum, exceeding a threshold value of 0.1. This threshold
value is empirically chosen, based on the analysis of several cases with both well
pronounced and less clearly pronounced mixed layer tops. H4_2 is optionally
determined in the height range between H4_1 and the upper boundary of detection.
A valid H4_2 is detected at the level with the strongest local maximum of
WB(z) provided that this maximum is larger than the WB(z) of H4_1. MLH is set
equal to H4_1.

It has been shown that the wavelet method using a Haar wavelet is completely
equivalent to the gradient method applied to a spatially low-pass filtered
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range-corrected signal. In spite of the equivalence of wavelet and
filtering-and-differentiation (or differentiation-and-filtering) methods, it is clear that
a wavelet presents the advantage of performing all the operations in a single,
computationally efficient step (Comerón et al. 2013).

However, problems with this method arise, e.g. in case of multiple (well defined)
aerosol layers, which renders the selection of the correct mixed layer top
ambiguous. Furthermore, in spring and summer, the detection of the MLH for deep
(convective) boundary layers often fails. This is mostly due to the high variability of
the aerosol backscatter signal with height which limits the range for MLH esti-
mation in those conditions (de Haij et al. 2006).

Variance method

At the top of the convective boundary layer (CBL), we have entrainment of clear air
masses from the free troposphere into the ABL. The entrainment process is tem-
porarily variable and leads locally to considerable fluctuations in the aerosol con-
centration. Therefore, the maximum in the vertical profile of the variance of the
optical backscatter intensity can be an indicator for an entrainment layer on top a
CBL (Hooper and Eloranta 1986; Piironen and Eloranta 1995). The method is
called variance centroid method in Menut et al. (1999). The variance method for the
CBL height is also described in Lammert and Bösenberg (2006). Due to the
assumptions made, this method is suitable for daytime convective boundary layers
only. An elucidating comparison between the gradient method and the variance
method can be found in Martucci et al. (2004), although they used a Nd:YAG
LIDAR at 532 nm instead of a ceilometer and thus, suffered from a high lowest
range gate in the order of 300 m.

7.1.3.3 RASS

The acoustic and optical methods for the determination of the mixing height, which
have been described so far, are all indirect methods that try to infer the mixing
height from other variables, which usually adapt to the vertical structure of the
ABL. The only direct and key variable for the analysis of the presence of a mixed
layer is the vertical profile of virtual temperature. Temperature profiles can directly
be measured with a radio-acoustic sounding system (RASS). There is also the
option to derive vertical temperature profiles from Raman-LIDAR soundings
(Cooney 1972) and passive radiometer measurements but especially from passive
remote sensing, the vertical resolution is usually not sufficient for boundary layer
research.

MLH can be determined from the lowest height, where the vertical profile of
potential temperature [see (2.17)] increases with height indicating stable thermal
stratification of the air. The great advantage of RASS measurements is that the
magnitude of stability (inversion strength) can be assessed quantitatively which is
not possible from the acoustic and optical sounding devices described before.
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Ideally, thermal stratification of air should be analysed from the virtual potential
temperature (hv = h (1 + 0.609 q), where q is specific humidity) in order to
include the effects of the vertical moisture distribution on the atmospheric stability
(see (2.18) as well). Unfortunately, no active remote sensing device for the deter-
mination of high-resolution moisture profiles is available. Therefore, the acoustic
potential temperature (ha = h (1 + 0.513 q)), which actually is the temperature that
is delivered by a RASS, is often used as a substitute. This is sufficient for cold and
dry environments but somewhat underestimates the virtual potential temperature in
humid and warm environments. In case of larger vertical moisture gradients and
small vertical temperature gradients, this can lead to a switch in stability from stable
to unstable or vice versa.

Hennemuth and Kirtzel (2008) have developed a method that uses data from a
SODAR-RASS and surface heat flux data. MLH is primarily detected from the
acoustic backscatter intensity received by the SODAR part of the SODAR-RASS
and verified from the temperature profile obtained from the RASS part of the
instrument. Surface heat flux data and statistical evaluations complement this rather
complicated scheme. The surface heat flux is used to identify situations with
unstable stratification. In this respect, this observable takes over an analogous role
as the rw in the EARE algorithm. The results have been tested against radiosonde
soundings. The coincidence was good in most cases except for a very low MLH at
or even below the first range gate of the SODAR and the RASS.

7.1.4 Satellite Data

Observation of near-surface winds is difficult from satellites. For offshore regions,
the synthetic aperture radar (SAR) technique has shown some skill. SAR data allow
for a determination of the near-surface wind speed and the detection of spatial
gradients in these near-surface wind fields from the observation of capillary waves
on the ocean surface (Koch and Feser 2006). Capillary waves are supposed to
change nearly immediately with the near-surface wind speed. These small-scale
waves cause scattering of the radar waves emitted from the satellite and less
radiation is scattered directly backwards towards the satellite during the presence of
these waves.

Observed wind fields in, e.g. turbine or wind farm wakes can then be compared
to model simulation results and aircraft measurements. The usability of SAR
images to detect offshore wind farm wakes has been proven for the first time in
Christiansen and Hasager (2005). First comparisons between SAR images and
WRF simulations have been shown in Hasager et al. (2015).
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7.1.5 SCADA Data

Wind turbines usually have supervisory control and data acquisition (SCADA)
systems which send data to the wind farm owners. SCADA data also offer mete-
orological information such as wind speed (from the nacelle anemometer), wind
direction and ambient temperature apart from many data on the power output and
the status of the turbine itself. Although this data is often disturbed by the presence
and the operation of the turbine, information is offered from a large number of sites
not covered by meteorological measurements otherwise.

The relation between the power output of the wind turbines and the wind speed
through the rotor area is nonlinear. Apart from the operation modus of the turbines
this relation also depends on the distribution of the wind vector across the rotor
area. While it may be possible to calculate the power output from a turbine with a
known power curve from a given wind field, it is usually not possible to derive the
full characteristics of the wind field from the given power output of this turbine.
Therefore, wind turbine output is not well suited to determine the exact wind field.

7.1.6 Representativity and Quality of Measured Wind Data

Any measured data is influenced by the surface characteristics upstream of the
measurement site, the so-called footprint. Therefore, representativity is very much
determined by how much this upstream footprint is representative for a larger area.
In order to characterize the influence of upstream topography and land-use on a
measurement, often footprint models are used (Schmid 1994). Recently, Kljun et al.
(2015) have presented the enhanced footprint model FFP. FFP can reproduce
simulations of Lagrangian particle dispersion models for a wide range of boundary
layer conditions from convective to stable, for surfaces from very smooth to very
rough, and for measurement heights from very close to the ground to high up in the
boundary layer. Unlike any other current fast footprint model, FFP is hence
applicable for daytime and night-time measurements, for measurements throughout
the year and for measurements from small towers over grassland to tall towers over
mature forests, and even for airborne surveys. According to Pauscher et al. (2017),
FFP is presently the best easy-to-use footprint model and compares well to a much
more complex LES footprint model of Steinfeld et al. (2008). The representativity
in mountainous terrain is still an open question and appropriate footprint models are
not available (Stiperski and Rotach 2016).
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7.2 Reanalysis Data

Regional and global maps of wind resources and its anomalies and trends on a
monthly or yearly basis are often based on reanalysis data in order to achieve a
spatially and temporally homogeneous assessment. Reanalyses are produced by
global numerical weather prediction models that assimilate observations from a
wide variety of sources including land surface stations, buoys, radiosondes, aircraft
and satellites. Reanalysis data provide a multivariate, spatially complete and
coherent record of the global atmospheric circulation. Unlike archived weather
analyses from operational forecasting systems, a reanalysis is produced with a
single version of a data assimilation system—including the forecast model used—
and is therefore, not affected by changes in method (Dee et al. 2011). Reanalysis
data is only coarsely resolved and cannot represent small-scale wind fluctuations at
a particular site. Therefore, this data is to be used for larger space and timescales
only. Small-scale simulations can be performed by using higher resolving models
(see below) and driving them by the large-scale reanalysis data (González-Aparicio
et al. 2017).

Because reanalyses are computed on a model grid, inevitably there will be
differences when they are compared to station observations. Differences are not
solely related to scales: reanalyses are dependent on the underlying weather forecast
model and the amount of observational data entering the assimilation system used
to produce those (Jones et al. 2017). Often, reanalysis data need bias adjustment
before they can be used. For instance, Jones et al. (2017) describe how to prepare
ERA-interim data for the use in the energy sector.

Several reanalysis products are available offering data since 1979. Some of the
most frequently used products are described in the following:

ERA-Interim is the global atmospheric reanalysis produced by the European
Centre for Medium-Range Weather Forecasts (ECMWF) in Reading (UK).
ERA-Interim is based on the ECMWF IFS release Cy31r2, used for operational
forecasting from 12 December 2006 until 5 June 2007. Gridded data products
include a large variety of three-hourly surface parameters, describing weather as
well as ocean–wave and land surface conditions, and six-hourly upper-air param-
eters covering the troposphere and stratosphere. The ERA-Interim configuration
uses a 30-min time step and has a spectral T255 horizontal resolution, which
corresponds to approximately 79 km spacing on a reduced Gaussian grid. The
vertical resolution is using 60 model layers with the top of the atmosphere located at
0.1 hPa (Dee et al. 2011).

The Modern-Era Retrospective Analysis for Research and Applications
(MERRA) was undertaken by NASA’s Global Modeling and Assimilation Office
with two primary objectives: to place observations from NASA’s Earth Observing
System satellites into a climate context and to improve upon the hydrologic cycle
represented in earlier generations of reanalyses. Focusing on the satellite era, from
1979 to the present, MERRA has achieved its goals with significant improvements
in precipitation and water vapor climatology. MERRA was generated with version
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5.2.0 of the Goddard Earth Observing System (GEOS) atmospheric model and data
assimilation system (DAS). Data are provided at 6 h intervals on the model’s native
horizontal grid, 1/2° � 2/3°, and some are at 3 h intervals at a reduced resolution,
either 1° � 1.25° or 1.25° � 1.25° (Rienecker et al. 2011). Gelaro et al. (2017)
introduce the updated version MERRA 2.

The NCEP (the US National Centers for Environmental Prediction) Climate
Forecast System Reanalysis (CFSR) was completed for the 31-yr period from 1979
to 2009, in January 2010. The CFSR is designed and executed as a global,
high-resolution coupled atmosphere–ocean–land surface–sea ice system to provide
the best estimate of the state of these coupled domains over this period. The current
CFSR will be extended as an operational, real-time product into the future. New
features of the CFSR include a coupling of the atmosphere and ocean during the
generation of the 6-h guess field, an interactive sea–ice model, and an assimilation
of satellite radiances by the Gridpoint Statistical Interpolation (GSI) scheme over
the entire period. The CFSR global atmosphere resolution is approximately 38 km
(T382) with 64 levels extending from the surface to 0.26 hPa (Saha et al. 2014).

These three reanalysis datasets have proven to be of considerable value in wind
energy resource assessment. CFSR is updated on a daily basis, typically with a
delay of a few days. Hence, it is well suited for issuing rapid assessments of recent
wind anomalies and trends. However, CFSR has a discontinuity in 2010, when the
US weather service changed the data assimilation and forecasting model used to
generate the data. Thus, it should not be used for calculating anomalies relative to
historical periods before 2011. In contrast to CFSR, the MERRA and ERA-Interim
data sets have been generated with a consistent data assimilation process and model
throughout their periods of record, and so they should provide a relatively con-
sistent long-term reference for calculating wind speed anomalies. However, the data
are generated only once a month, with delays of 1–3 months, making it impossible
to calculate anomalies in a timely fashion from these datasets alone (Rojowsky
2017).

Reanalysis data can also be used to estimate the frequency of relatively
short-lived extreme events (including ramping on sub-daily timescales).
Verification against 328 surface observation stations across the United Kingdom
suggested that near-surface wind variability over spatiotemporal scales greater than
around 300 km and 6 h can be faithfully reproduced using reanalysis (Cannon et al.
2015).

7.3 Models

Not everything can be assessed from existing data. A wide range of numerical wind
flow models are available to simulate atmospheric flows for a specific site (see
Fig. 7.7). For wind resource mapping, the traditional approach had been to rely on
analytical linear Jackson–Hunt type wind flow models (Jackson and Hunt 1975).
Later, linear wind flow models coupled to mesoscale numerical weather prediction
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(NWP) models have been in use since the end of the 1990s. In the last few years,
CFD models have entered the mainstream.

Some companies offer platforms to run these models and to manage the full energy
resource and site assessment process. Among these platforms are WindFarmer (see,
e.g. Newitt 2016 and http://www.windpowerengineering.com/simulation/wind-
farm-design-software-offers-users-great-flexibility/ for a few details.) and WindPro
(see https://www.emd.dk/windpro/ for further details). Both platforms allow for the
use of different flow models.

7.3.1 Analytical Models

The widely known model in this category is WAsP. The core of the WAsP (Wind
Atlas Analysis and Application Program, Troen and Petersen 1989) model is similar
to the MS3DJH family of models (Walmsley et al. 1982), which is based on the
original analytical solution developed by Jackson and Hunt (1975). The model uses
polar representation and a polar zooming grid to create higher resolution of the
terrain closest to the site in question. It first calculates the potential flow pertur-
bation induced by the terrain in an outer layer. The potential flow solution is then
modified to accommodate, in an approximate sense, the effects of surface friction in
an inner-layer close to the surface. A more detailed description is provided in the

Fig. 7.7 Hierarchy of wind flow models. NS: Navier–Stokes, MWP: Mesoscale Weather
Prediction, CFD: Computational Fluid Dynamics, LES: Large Eddy Simulation
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European Wind Atlas (Troen and Petersen 1989) and by Troen (1990). WAsP is
limited to neutrally-stable wind flows over low, smooth hills with attached flows, in
a similar manner as the original analytical model by Jackson and Hunt (1975).
Taylor et al. (1987) note that this analytical model appears to give reasonably good
results on the hilltop and upstream, for situations with h/L � 0.4, depending on the
value of L/z0 (hill height h, hill half-width L and surface roughness length z0). The
corresponding hill slope limit, hc, would be somewhat greater than 0.2, depending
on the exact shape of the upper half of the hill profile (Bowen and Mortensen 2004).
A comparison between the numerical mesoscale model WRF (see below) and
WAsP is found in Carvalho et al. (2013) for two sites in Portugal. More recent
versions of WAsP include a CFD model (EllipSys3D) to deal with steeper terrain
(Troen and Hansen 2015).

7.3.2 Mesoscale Numerical Models

Three-dimensional numerical wind field models can roughly be stratified into two
classes (seeFig. 7.7). The simpler ones aremass-consistentflowmodelswhichgenerate
a divergence-free flow over orography from given measurements. They do not involve
dynamic equations such as (2.1–2.4). For reliable solutions, they need a larger number
of observations. There is no restriction for which scales these models can be used.

The other class is RANS models (Reynolds Averaged Navier–Stokes) because
they are based on full numerical solutions of Reynolds-averaged Navier–Stokes
equations. Turbulence is parameterized in these models. Often, a two-equation
parameterization is used such. Many parameterizations use the k–e equations, two
prognostic equations for turbulent kinetic energy (k) and energy dissipation (e). Due
to this parameterization, the application of these models is limited to spatial scales
larger than 100 m–1 km and temporal scales larger than 10–30 min. This group of
RANS models can be further divided into meteorological and CFD models.
Sometimes, LES models (see 7.3.3) are included in the definition of CFD models.

Meteorological models are models such as WRF (Skamarock et al. 2008, Power
et al. 2017), COSMO (Rockel et al. 2008) or FITNAH-3D (Gross 1991). They con-
sider the rotation of the Earth and provide flows, which are subject to an equilibrium of
pressure gradient force, Coriolis force and frictional forces. They are nearly always run
in an instationary mode in order to make predictions or scenario calculations. On the
other hand, there are CFD models which consider the simpler equilibrium between
pressure gradient force and frictional forces. They are usually run in stationary mode
with given external conditions. CFD models can be seen as virtual and scalable wind
tunnels (Sumner et al. 2010). More advanced RANS models which consider the
thermal stratification of the atmospheric boundary layer, or some which retain the
time-dependent term and allow for instationary simulations (the latter are sometimes
called URANS models), and large eddy simulations (LES, see 7.3.3. below) have been
explored in research environments but remain computationally intensive (see, e.g.
Beaucage et al. 2014).
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The CFD models can be stratified into those which solve the dynamic Eqs. (2.2)
and (2.3), and where Eq. (2.4) is substituted by the hydrostatic Eq. (2.1). They only
work for larger scales of say a few kilometres or more. For smaller scales, full
non-hydrostatic CFD models with the full Eqs. (2.2–2.4) have to be used.

In the United States, the department of Energy’s National Renewable Energy
Laboratory (NREL) has developed wind and solar resource maps for the period
since the early 1990s (Elliot et al. 2011). Maps of the long-term average 80-m wind
speed over the contiguous US (CONUS), with 2.5-km horizontal resolution, were
derived using fine-resolution simulations and validation-based bias corrections.
Draxl et al. (2015) have produced a grid integration dataset for wind energy,
referred to as the WIND Toolkit, which includes model-derived meteorological data
and simulated forecasts for over 100 000 land-based and offshore wind power
production sites. James et al. (2017) present a unified wind and solar dataset derived
from a real-time, hourly-updating numerical weather prediction (NWP) model
developed by the National Oceanic and Atmospheric Administration (NOAA).

7.3.3 Microscale Large Eddy Simulations

For simulation at spatial scales smaller than about 100 m and temporal scales
smaller than about 10 min, the use of LES models is required. LES (Large Eddy
Simulation) models are a special group of RANS models. Turbulence is no longer
completely parameterized. The energy-containing part of atmospheric turbulence is
explicitly modelled and only very small subgrid-scale turbulence is parameterized.
LES models do not have a k–e turbulence closure. They are the ideal models to
model instationary processes happening at single turbines and rotor blades. But they
require large computational resources and thus cannot be used for longer simulation
times than a few minutes to a few hours.

7.3.4 The Gap Problem Between the Mesoscale
and the Microscale

There is a gap region between the microscale (order of less than 1 m to about
100 m) and the mesoscale (order of several hundreds of metres to several hundreds
of kilometres), where neither microscale models nor mesoscale models are fully
suited. Wyngaard (2004) has termed this gap region, where the energy- and
flux-containing scale of turbulence is smaller than what can be resolved in
mesoscale models and larger than what can be resolved in microscale models ‘terra
incognita’. Atmospheric thermal convection (here the term ‘convection’ is used in
the ‘meteorological’ sense, i.e. for buoyancy-driven vertical motion) also happens
to be nearly in the same, only slightly larger spatial range than the turbulence
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addressed by Wyngaard (2004). Again, thermal convection is neither fully resolved
nor is it fully parameterized (see, e.g. Bryan et al. 2003). And, making things even
more complicated, thermal convection—which is not covered by mesoscale models
—can become self-organizing. It can impose winds on the microscale, which are
not related to the mean mesoscale winds. This comprises phenomena such as, e.g.
gusts and thunderstorm downdraughts. These organized thermally-induced circu-
lations are called convective-induced secondary circulations (CISC) by Ching et al.
(2014). Ching et al. (2014) and Zhou et al. (2014) show that CISC cannot be
simulated reliably by mesoscale meteorological models, because the existence of
CISC violates the neglect of horizontal gradients of turbulent quantities in current
planetary boundary layer schemes. See Emeis (2015) for a detailed analysis of this
issue.

Currently, several activities are underway to overcome the gap problem by
creating chains of models with different resolution which interact which each other.
The solution of the problems caused by the ‘terrae incognitae’ mentioned before
does not lie in extending microscale models to the mesoscale or mesoscale models
to the microscale as proposed by Mochida et al. (2011) or Yamada and Koike
(2011). Most probably, a better solution is given by good and appropriate coupling
of microscale and mesoscale models forming a system or chain of models as
investigated, e.g. by Schlünzen et al. (2011), Tsegas et al. (2011) or Liu et al.
(2012).

7.4 Statistical Tools

Temporal and spatial distribution of wind speed can be described by a larger variety
of parameters. This section introduces some statistical terms, distributions and
techniques which are used throughout the book.

7.4.1 Time Series Analysis

The advected kinetic energy of an air stream is proportional to the third power of
the wind speed, see Eq. (1.1). The climatological mean wind speed is not sufficient
to assess the available wind energy at a certain sites because wind turbines can
adapt to the actual wind speed within seconds. Additionally, loads and vibrations on
structures such as wind turbines depend decisively on the high-frequency parts of
the wind spectrum. Therefore, it is important to characterize spatial structures and
temporal fluctuations of the wind speed as well. This can be done by computing the
wind speed distribution at a site from sufficiently long time series. Time series have
to be checked for homogeneity before computing statistical parameters such as
those given in Table 7.1. Sometimes instruments have been replaced by newer ones
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at a given measurement site or even the measurement site has been moved to a new
position.

For the sake of simplicity and practicability, data distributions are often
approximated by mathematical functions that depend on a very low number of
parameters. Table 7.1 gives an overview of frequently used statistical parameters
characterizing the wind.

Frequently, the wind is measured at one-point and fluctuations are determined in
the time domain. For short time intervals, the ‘frozen turbulence hypothesis’ (also
called Taylor’s hypothesis) is often used. This hypothesis implies that turbulence
elements move with the mean wind and do not alter their shape during such short
periods. The frozen turbulence hypothesis allows for a conversion between time
and space domain for these short time periods.

Table 7.1 Statistical parameters characterizing the wind

Parameter Description

Mean wind speed Indicates the overall wind potential at a given site, expected wind
speed for a given time interval (first central moment)

Wind speed fluctuation Deviation of the momentary wind speed from the mean wind speed
for a given time interval

Wind speed increment Wind speed change for a given time span

Variance Indicates the mean amplitude of temporal or spatial wind
fluctuations, expected fluctuation in a given time interval (second
central moment)

Standard deviation Indicates the mean amplitude of temporal or spatial wind fluctuations
(square root of the variance)

Turbulence intensity Standard deviation normalized by the mean wind speed

Gust wind speed Maximum wind speed in a given time interval

Gust factor Gust wind speed divided by the mean wind speed in this time interval

Skewness Indicates the asymmetry of a wind speed distribution around the
mean value (third central moment)

Kurtosis (flatness) Indicates the width of the wind speed distribution around the mean
value (fourth central moment)

Excess kurtosis Kurtosis minus 3

Frequency spectrum Indicates the frequencies at which the fluctuations occur

Autocorrelation Indicates the gross spatial scale of the wind speed fluctuations,
Fourier transform of the spectrum

Structure-function Indicates the amplitude of wind speed fluctuations, computed from
wind speed increments

Turbulent length scale Indicates the size of the large energy-containing eddies in a turbulent
flow

Turbulent time scale Indicates the time within which wind fluctuations at one-point are
correlated

Probability density
function (pdf)

Indicates the probability with which the occurrence a certain wind
speed or wind speed fluctuation can be expected
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The time series of the true wind speed u(t) at a given location can be decom-
posed into a mean wind speed and a fluctuation around this mean (one-point
statistics):

uðtÞ ¼ uðt; TÞþ u0ðt;TÞ ð7:11Þ

Here, the overbar denotes a temporal average over a time period, T and the prime
a deviation from this average. The most frequently used averaging period in wind
engineering is 10 min, while classical boundary layer meteorology is most often
using 30 min (Lenschow et al. 1994). The mean over the fluctuations is zero by
definition:

u0ðt; TÞ ¼ 0 ð7:12Þ

The variance of the time series u(t) is defined as:

r2uðt; TÞ ¼ u02ðt; TÞ ð7:13Þ

and the standard deviation is given by the square root of the variance:

ruðt; TÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u02ðt;TÞ

q
ð7:14Þ

Please note that variance and standard deviation depend on the length of the
averaging period T as well. Following Kaimal et al. (1989), the variance increases
with increasing length of the averaging period. In order to show this, assume that a
measurement period can be subdivided into several subperiods. The mean over the
whole period is to be denoted by angular brackets and the deviation from this mean
by a double prime. A triple prime denotes the deviation of an average over the
individual period from the average over the whole period. Then the variance of the
deviations from the average over the whole period is the mean of the variances of
the individual subperiods, plus the variance of the individual mean values from the
subperiods:

u002
� � ¼ u02

D E
þ u0002
� � ð7:15Þ

Figure 7.8 gives two examples from 10 Hz wind measurements with a sonic
anemometer at 80 m at the FINO1 mast in the German Bight (left) and at a rural
TERENO site in Graswang (Upper Bavaria, Germany) at 3.5 m height which both
prove Kaimal’s relation.

The analysis of the increase of the variance with increasing averaging periods
can be used to check whether the chosen averaging period is appropriate for the
data analysis. The example given on the right-hand side of Fig. 7.8 indicates that in
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this case an averaging period of 1800 s (30 min) is already sufficient to determine
the variance. The example on the left-hand side of Fig. 7.8 give hints that even an
averaging period of 3600 s (one hour) might not be sufficient, because the variance
is still increasing. If the information of the mean wind speed is available, the period
of the strongest increase can be converted into the size of the most
energy-containing eddies in the turbulent flow. In the data sample shown in the
left-hand figure in Fig. 7.8 the mean wind speed was 5.2 m/s (mean wind speeds
decrease from about 11 to 4 m/s in the first 15 min of the evaluated time interval
and then oscillated around 5.5 m/s for the rest of the period), for the right-hand
figure it was 2.5 m/s.

The amplitude of wind fluctuations is usually proportional to the mean wind
speed. Therefore, the wind speed variance depends on the mean wind speed in this
period. In order to get rid of this dominating wind speed influence, the variance can
be normalized with the square of the mean wind speed. Normalization of the
standard deviation with the mean wind speed leads to the formation of a frequently
used variable: the turbulence intensity. The turbulence intensity is given by:

Iuðt; TÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u02ðt; TÞ

q
uðt; TÞ ð7:16Þ

Figure 7.9 shows the turbulence intensity for the two cases presented in Fig. 7.8.
Both situations were recorded during unstable thermal stratification. On 17
November 2005, cold air from the north was advected over the still rather warm
waters in the German Bight and on 25 June 2010 cool air was present in Upper
Bavaria with the sun in a cloudless sky heating the surface considerably. Therefore,
turbulence intensities are above average for both marine and land surfaces.

Fig. 7.8 Variances measured at 80 m height at FINO1 on 17 November 2005 from 20 to 21 h
local time (left) and at 3.5 m height at Graswang (Upper Bavaria, Germany) on 25 June 2010 from
12 to 13 h local time (right). Full line shows variance depending on the averaging period, dotted
line shows the variance of the mean values and the dashed line gives the total variance following
Kaimal et al. (1989)

7.4 Statistical Tools 211



If the wind speed is measured by sonic anemometers rather than by cup
anemometers, all three fluctuating components of the wind speed are available for
data analysis. Usually, then u′ denotes the longitudinal horizontal wind component
parallel to the mean wind direction, v′ denotes the transverse horizontal wind
component perpendicular to the mean wind direction and w′ the vertical wind
component. In this case the variances, standard deviations and turbulence intensities
can be computed separately for all of these three components. The normalization of
all three components leading to turbulence intensities is done with the mean hor-
izontal wind speed. The variable

tke ¼ q
2

u02 þ v02 þw02� � ð7:17Þ

is called turbulent kinetic energy and is a prognostic variable in many numerical
flow simulation models.

If wind speed values were distributed totally random, then the probability
density function f(u,T) of a stationary time series u(t) for a given averaging period
T would follow a normal distribution or Gaussian distribution, which is fully
determined by the mean value and the standard deviation:

f ðu; TÞ ¼ 1

rðTÞ ffiffiffiffiffiffi
2p

p exp � 1
2

u0 � uðTÞ
rðTÞ

 !2
0
@

1
A ð7:18Þ

Higher-order moments can be used to check whether a time series is normally
distributed or not. The next two higher moments are skewness:

Fig. 7.9 Turbulence intensities measured at 80 m height at FINO1 on 17 November 2005 from
20 to 21 h local time (left) and at 3.5 m height at Graswang (Upper Bavaria, Germany) on 25 June
2010 from 12 to 13 h local time (right). Full line shows turbulence intensity depending on the
averaging period, dotted line shows the standard deviation of the mean values normalized with
mean wind speed and the dashed line gives the total turbulence intensity (computed from the total
variance in Fig. 7.8)

212 7 Wind Data Sources



skewuðt; TÞ ¼ u03ðt; TÞ
r3uðt;TÞ

ð7:19Þ

and flatness or kurtosis:

Fluðt; TÞ ¼ u04ðt; TÞ
r4uðt; TÞ

ð7:20Þ

The latter is often calculated as excess kurtosis in order to highlight the deviation
from normally distributed values which have a flatness of 3:

kuruðt; TÞ ¼ u04ðt; TÞ
r4uðt; TÞ

� 3 ð7:21Þ

For a normal distribution the skewness is zero because this distribution is
symmetric. Thus, skewness is a measure for asymmetry of a distribution. Likewise,
the excess kurtosis of the normal distribution is zero because its flatness is 3.
Distributions with a negative excess kurtosis have a high central peak and low tails
while distributions with a positive excess kurtosis have a lower peak and higher
tails.

10-min mean wind speed distributions usually have a positive skewness, i.e. they
have a long right tail. This means that large positive deviations from the mean wind
speed are more frequent than negative deviations of the same magnitude. This is
because wind speed values are one-sidedly bounded. Negative wind speeds are not
possible. Therefore, they cannot be normally distributed and have to be described
by other more suitable distributions than the Gaussian distribution, e.g. the
two-parametric Weibull distribution (see Sect. 7.4.2 below).

Occurrences of wind speed fluctuations even deviate more from Gaussian
statistics. Although the distribution of fluctuations is more or less symmetric around
the mean wind speed, analyses have shown that larger wind speed increments (e.g.
wind speed changes in 1 s or 3 s intervals) are much more frequent than could be
expected from Gaussian statistics (see, e.g. Böttcher et al. 2007). Morales et al.
(2010) show that only u′ values from single 10 min intervals which have been
detrended show a distribution close to a normal distribution (excess kurtosis slightly
less than zero). u′ values from longer time series over many 10-min intervals exhibit
an excess kurtosis in the order of 3.3, i.e. large deviations from the mean are much
more frequent than it could be expected from a normal distribution. Only nor-
malizing the wind speed deviations u′ by the corresponding standard deviation of
the respective 10-min interval produces a normal distribution. Motivated by the
non-stationarity of atmospheric winds, Böttcher et al. (2007) suggest understanding
the intermittent distributions for small-scale wind fluctuations as a superposition of
different subsets of isotropic turbulence. Therefore, a different statistical approach is
necessary. Often, wind fluctuation and gust statistics are described by a Gumbel
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distribution (Gumbel 1958) which has proven to be especially suitable for extreme
value statistics (see Sect. 7.4.3 below).

The fluctuations of wind speed parallel to the mean wind direction (longitudinal
component) u′, normal to the mean wind direction (transverse component) v′ and
the vertical component w′ are not independent of each other, i.e. they have nonzero
correlation products. The most important of these products is:

u0w0 ¼ 1
T

ZT

0

u0ðtÞw0ðtÞ dt ð7:22Þ

This product is usually negative because the mean wind speed increases with
height and negative (downward) fluctuations of the vertical velocity component
bring down positive (higher) longitudinal wind fluctuations from upper layers while
positive (upward) fluctuations of the vertical velocity are connected with negative
(lower) longitudinal wind fluctuations from lower layers. The square root of the
negative value of this correlation product is usually called friction velocity [see
(2.23)], which often serves as a suitable velocity scale in the (mechanically) tur-
bulent atmospheric boundary layer. It is a measure how fast horizontal momentum
is transported downward by turbulent motions in the atmospheric boundary layer.

Often, one-point statistics are not sufficient to describe the characteristics of
atmospheric turbulence. The next step is, therefore, to look at two-point statistics.
A simple example for a two-point statistics in the time domain is the autocorrelation
function:

Ru0u0 ðsÞ ¼ 1
r2u0

u0ðtþ sÞu0ðtÞ ð7:23Þ

where s is the time lag between the correlated time series. See Fig. 7.13 for an
example. The autocorrelation function R(s) is via a Fourier transformation related to
the spectral density of the time series (Morales et al. 2010) and the power spectrum
S(f).

Sðf Þ ¼ 1
2p

Z1

�1
RðsÞe�if s ds ð7:24Þ

More general two-point statistics can be made by analysing the distributions of
wind speed increments du:

duðt; sÞ ¼ uðtþ sÞ � uðtÞ ð7:25Þ
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The moments of these increments are the structure functions Sf:

Sf nðsÞ ¼ duðt; sÞn ð7:26Þ

Increment probability density functions of wind speed time series are always
non-Gaussian (Morales et al. 2010).

7.4.2 Mean Wind Speed Spectrum and the Weibull
Distribution

The wind speed spectrum shows a minimum in the range of about one hour
or *0.0003 Hz (Van der Hoven 1957; Gomes and Vickery 1977; Wieringa 1989).
Higher frequencies are usually termed as turbulence. In wind energy, this
high-frequency turbulence is usually characterized by one variable, the turbulence
intensity (see Eq. (7.16) above). It will be neglected when now looking at fre-
quency distributions for 10-min mean wind speeds, i.e. we will now concentrate on
time series of the values uðtÞ which appear as the first term on the right-hand side of
the decomposition (7.11). These 10-min mean wind speeds show temporal varia-
tions as well. The power spectrum of these low-frequency variations show sec-
ondary maxima around one day (this is the diurnal variation of the wind), five to
seven days (this is the variation due to the moving weather systems such as
cyclones and anticyclones) and around one year (the annual variation). The diurnal
variation exhibits a phase change with height (Wieringa 1989). The reversal height
is roughly at 80 m above ground but values for the reversal height between 40 and
177 m are cited in Wieringa (1989). The phenomenon of the reversal height is
closely related to the occurrence of the nocturnal low-level jet in Sect. 3.4.2. The
other long-term variations do not show this phase change.

The frequency distribution of the wind speed for the low-frequency end of the
spectrum (i.e. frequencies less than 0.01–0.001 Hz) is usually described by the
Weibull distribution. This distribution, which is named after the Swedish engineer,
scientist, and mathematician Ernst Hjalmar Waloddi Weibull (1887–1979), is
governed by two parameters: a scale factor A (given in m/s, principally proportional
to the mean wind speed of the whole time series) and a form factor k (also called
shape parameter, dimensionless, describing the shape of the distribution). The
probability F(u) of the occurrence of a wind speed smaller or equal to a given speed
u is expressed in terms of the Weibull distribution by:

FðuÞ ¼ 1� exp � u
A

	 
k� �
ð7:27Þ

The respective probability density function f(u) (see Fig. 7.10) is found by
taking the derivative of F(u) with respect to u:
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f ðuÞ ¼ dFðuÞ
du

¼ k
A

u
A

	 
k�1
exp � u

A

	 
k� �
¼ k

uk�1

Ak

� �
exp � u

A

	 
k� �
ð7:28Þ

The mean of the Weibull distribution (the first central moment) and thus the
mean wind speed of the whole time series described by the Weibull distribution, ½u�
is given by:

½u� ¼ ACð1þ 1
k
Þ ð7:29Þ

where the square brackets denote the long-term average of the 10-min mean wind
speeds and C is the gamma function. The variance (the second central moment) of
this distribution and thus the variance of the 10-min mean horizontal wind speeds
is:

r23 ¼ u� ½u�ð Þ2
h i

¼ A2 C 1þ 2
k

� �
� C2 1þ 1

k

� �� �
ð7:30Þ

r23 is equal to the second term on the right-hand side of (7.15), u0002
� �

if the angle
brackets defined for that equation denote an average over a day or much longer, and
thus become identical with the square brackets. For k = 1, the Weibull distribution
is equal to an exponential distribution. For k = 2, it is equal to the Rayleigh dis-
tribution and for about k = 3.4 it is very similar to the Gaussian normal distribution.
Figure 7.10 gives an example for A = 10 and k = 2.5. The mean value of this
sample distribution is 8.87 m/s, the maximum of the distribution is near 8.15 m/s.

Equations (7.29) and (7.30) imply that ½u�=A as well as r23=A
2 are functions of

k alone. ½u�=A is only weakly depending on k. It decreases from unity at k = 1 to
0.8856 at k = 2.17 and then slowly increases again. For k = 3, ½u�=A equals
0.89298. r23=A

2 is inversely related to k (Wieringa 1989). We find r3/A = 1 for

Fig. 7.10 Weibull probability density distribution (7.28) for A = 10 and k = 2.5 as function of
wind speed u
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k = 1, r3/A = 0.5 for k = 1.853 and r3/A = 0.25 for k = 4.081 (see also Fig. 7.11
upper left).

Higher central moments of the Weibull distribution, Mn are given by (where n is
the order of the moment):

Mn ¼ AnC 1þ n
k

	 

ð7:31Þ

The horizontal flux of kinetic energy of the wind per unit area of the rotor area
(usually called wind energy) Ewind = 0.5 qv3 is proportional to the third moment of
the Weibull distribution and can be easily calculated once A and k are known:

Ewind ¼ 0:5qA3C 1þ 3
k

� �
ð7:32Þ

As the relation between the mean wind speed (7.29) and the wind energy (7.32)
is nonlinear, different combinations of A and k can lead to the same mean wind
energy (see Fig. 7.11 upper right for an example). Likewise, for a given mean wind
speed, wind energy from (7.32) increases with an increasing variation of the wind
speed r3=½u� (see Fig. 7.11). Thus, for a correct estimation of the wind energy, the
parameters A and k have to be known, not just the mean wind speed.

Fig. 7.11 Upper left: Weibull shape parameter k as function of the normalized standard deviation,
r3/A of the time series. Upper right: line of equal wind energy. Y-axis: Weibull scale parameter
A in m/s, X-axis: Weibull shape parameter k. Below: energy potential from (7.32) (divided by
100), scale parameter A in m/s and shape parameter k as function of r3/ u½ � for a mean wind speed
u½ � of 10 m/s
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For a practical determination of the two Weibull parameters A and k from a time
series of wind speed values, we take the double logarithm of the relation (7.27)
following Justus et al. (1976):

y ¼ ln ln 1� 1� exp � u
A

	 
k� �� �� �� �
¼ ln ln exp � u

A

	 
k� �� �� �

¼ k lnA� k ln u ¼ aþ b ln u ð7:33Þ

From (7.33) A and k can be determined by fitting a straight line into a plot of
y against ln u. We get the scale factor A from the intersection a of the fitted line with
the y-axis:

A ¼ exp
a
k

	 

ð7:34Þ

and the form factor k from the negative slope b of this line:

k ¼ �b ð7:35Þ

Inversion of (7.29) and an exponential fit to (7.30) gives alternatively (Justus
et al. 1978) a useful relation between A and k and the mean wind speed ½u� and the
standard deviation r3:

A ¼ ½u�
Cð1þ 1

kÞ
ð7:36Þ

and

k ¼ r3
½u�
� ��1:086

ð7:37Þ

Relation (7.37) is plotted in the lower frame of Fig. 7.11 for a constant value of
½u�. Sensitivity calculations show that the wind energy estimate from (7.32) is much
more sensitive to the correct value of A than to the value of k. An uncertainty in A of
10% leads to a deviation of 30% in the estimated wind energy. An uncertainty in
k of 10%, on the other hand, only leads to a deviation of 9% in the estimated wind
energy. An overestimation of k yields an underestimation of the wind energy and
vice versa.

Please note that r3=½u� in (7.37) is different from the turbulence intensity Iu
defined in (7.16). Usually, r3=½u� is considerably larger than Iu because it represents
the much larger diurnal, synoptic and seasonal fluctuations of the 10-min mean
wind speeds, while Iu describes the smaller short-term fluctuations during a 10 min
interval after any longer trends and variations have been subtracted from the data in
this interval. Equation (7.37) can be inverted in order to estimate the order of
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magnitude of r3=½u�. This ratio is of the order of 1/k, i.e. 0.4–0.5, while the
turbulence intensity over land is in the order of 0.2 and the offshore turbulence
intensity is usually below 0.1.

7.4.3 Extreme Mean Wind Speeds and the Gumbel
Distribution

Extreme mean wind speeds are important for load estimations for wind turbines.
Usually, they have to be specified for a certain return period which is related to the
time period for which the turbine is expected to operate. The probability of
occurrence of extreme values can be described by a Gumbel distribution (Gumbel
1958). This distribution is a special case of a generalized extreme value distribution
or Fisher–Tippett distribution as is the Weibull distribution (Cook 1982; Palutikof
et al. 1999). It is named after the German mathematician Emil Julius Gumbel
(1891–1966).

The probability density function for the occurrence of a largest value x reads:

f ðxÞ ¼ e�xe�e�x ð7:38Þ

Due to its form this distribution is often called double exponential distribution.
The related cumulative frequency distribution reads:

FðxÞ ¼ e�e�x ð7:39Þ

The inverse of (7.39) is the following percent point function:

GðpÞ ¼ � lnð� lnðpÞÞ ð7:40Þ

The 98th percentile (p = 0.98) of this percent point function has the value 3.9,
the 99th percentile has the value 4.6, and the 99.9th percentile has the value 6.9.

The practical calculation from a given time series may be done as follows: In a
first step, independent maxima of a wind speed time series (e.g. annual extreme
values) are identified. Then, these maxima are sorted in ascending order forming a
new series of maxima with N elements. The cumulated probability p that a value of
this new series is smaller than the mth value of this series is p(m) = m/(N + 1).
Finally, the sorted values are plotted against the double negative logarithm of their
cumulative probability, i.e. they are plotted against −ln(−ln(p)). Data which follow
a Gumbel distribution organize along a straight line in such a graph. Once the graph
is plotted, estimations of extreme values for a given return period are easy. For
example, from a statistics of annual extreme values, umax the extreme value which is
expected to appear once in 50 years is found where the extrapolated straight line
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umax ¼ að� lnð� lnðpÞÞÞþ b ð7:41Þ

crosses the value 3.9 (p = 1 − 1/50 = 0.98 and −ln(−ln(0.98)) = 3.9).
If a time series is much shorter than the interesting return period, then the series

of annual extreme values will be too short for a meaningful analysis. For example, it
does not make sense to pick out four annual extreme values from a four-year time
series and to extrapolate a straight line through this data. But another possibility
exists in this case, which has been demonstrated in Emeis and Türk (2009). Here,
the 50-year extreme mean wind speed had been estimated from four years of
10-min mean wind data (about 200,000 data points). This procedure has also been
used in Carter (1993) and Panchang et al. (1999) and is based on the assumption
that the wind speed time series follows a Fisher–Tippett Type 1 distribution.

The probability of a 50-year extreme from such a time series with 10 min
intervals (52,560 data points a year) is given by p = 1−1/(50 � 52,560), giving −ln
(−ln (p)) = 14.78. For hourly values the threshold value would be 12.99.

Figure 7.12 shows the Gumbel plot of a wind speed time series based on 10-min
values. It features a nearly perfect straight line for the extreme wind speeds above
18 m/s (the large majority of values are below 18 m/s and these follow a Weibull
distribution which does not give a straight line in a Gumbel plot). The equation for
this straight line, according to (7.41) is umax = 2.01 (−ln(−ln(p))) + 12.71 m/s (the
inverse of this equation is given in the upper right of Fig. 7.12). This can be used to
extrapolate to the 50-year extreme value of the 10-min average wind speed which
turns out be 2.01 m/s � 14.78 + 12.71 m/s = 42.42 m/s in this example.

Fig. 7.12 Gumbel plot of a time series from 10-min mean wind speeds observed at 100 m at the
FINO 1 mast in the German Bight during the 4 years from September 2003 to August 2007. Wind
data have been lumped into 1 m/s bins
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7.4.4 Extreme Gusts

Extreme wind gusts lead to short-term loads on wind turbines. The gust wind speed,
ugust can be coupled to the mean wind speed via a gust factor G. This factor usually
depends on the averaging time for the gust t, the related averaging time for the mean
wind speed T (t � T), the height above ground z, the surface roughness z0 and the
mean wind speed u (Wieringa 1973; Schroers et al. 1990):

Gðt; T; z; z0; uÞ ¼ ugustðt; zÞ
uðT ; z; z0Þ

ð7:42Þ

Trends have to be removed before calculating G (Wieringa 1973). Vertical
profiles of G will be discussed in Sect. 3.1.4. Frequency distributions of G can be
described by a Weibull distribution (Jensen and Kristensen 1989). Assuming a
normal distribution of the momentary wind speeds in an averaging interval (which
probably is a good assumption for higher wind speeds), i.e. stipulating:

ugustðt; zÞ ¼ uðT; z; z0Þþ kruðT ; t; z; z0; uÞ ð7:43Þ

allows for a description of the gust factor G from the standard deviation and the
mean wind speed (Mitsuta and Tsukamoto 1989):

Gðt; T; z; z0; uÞ ¼ 1þ kruðT; t; z; z0; uÞ
uðT ; z; z0Þ

¼ 1þ kIuðt; TÞ ð7:44Þ

where k is a so-called peak factor. Equation (7.44) shows that the gust factor is
closely related to the turbulence intensity [see (7.16)]. Wieringa (1973) gives for k:

kðD=tÞ ¼ 1:42þ 0:3013 lnðD=t � 4Þ ð7:45Þ

while Mitsuta and Tsukamoto (1989) cite a more simple relation:

kðD=tÞ ¼ 2 lnðD=tÞð Þ0:5 ð7:46Þ

where D is the length of the observation period. Typical values for G are in the
order of 1.3–1.4. Wieringa (1973) showed that gust factors for hourly mean wind
speeds are about 10% higher than for 10-min mean wind speeds. Over land
G usually decreases with increasing wind speed due to the similar behaviour of ru
and Iu (Davis and Newstein 1968).

The Gumbel method presented in Sect. 7.4.3 can be used to estimate a 50-year
extreme 1-s gust as well. An evaluation from the FINO1 dataset from September
2003 to August 2007 gives 52.1 m/s (Türk 2008).
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7.4.5 Gust Duration and Wind Acceleration in Gusts

Gusts are characterized by a rapid increase in wind speed and a subsequent
decrease. For load estimations, a so-called ‘Mexican hat’ shape of the gust (see
Figs. 5.30 and 5.31) is assumed (e.g. in the standard IEC 61400-1) for wind turbine
load calculations, which starts with a wind speed decrease before the rapid increase
and a similar overshooting for the wind speed decrease directly afterwards (see
(7.48) below). The maximum expected gust amplitude over the rotor-swept area is
assumed to be:

ugust ¼ min 1:35ðue1 � uÞ; 3:3 ru

1þ 0:1 D
K1

	 

0
@

1
A
9=
;

8<
: ð7:47Þ

where ue1 is the extreme 3-s gust with a recurrence period of one year, D is the rotor
diameter in m and K1 is a turbulent length scale parameter, which in IEC 61400-1 is
put to 42 m for larger wind turbines with hub heights above 60 m The time vari-
ation of wind speed in such a ‘Mexican hat’ gust event is assumed to be (see
Fig. 5.30 for an example):

uðtÞ ¼ u� 0; 37ugust sinð3pt=TÞð1� cosð2pt=TÞÞ for 0� t� T
u otherwise

�
ð7:48Þ

where T is assumed to be 10.5 s. This ‘Mexican hat’ model implies an increase of
wind speed from the lowest value to the highest value in about 4 s. Investigations at
the FINO1 platform in the German Bight (Türk 2008) have shown that gusts with a
time period of 8 s are even more frequent than those with 10.5 s (see Sect. 5.4 for
more details).

7.4.6 Size of Turbulence Elements

The size of turbulent elements depends on the distance to the surface underneath, as
this distance is a limiting factor for the growth of these elements. One method to
estimate the size of turbulent elements in a turbulent flow is to analyse the auto-
correlation function (7.22). The integral over the autocorrelation function to the first
zero crossing of the autocorrelation function indicates the longitudinal timescale Tu
of a turbulence element at a given position.

Tu ¼
Z1

0

Ru0u0 ðsÞds ð7:49Þ
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Because the autocorrelation function is usually an exponential function (Foken
2008), this timescale can be approximated as the time lag, s at which the auto-
correlation function has decreased to 1/e � 0.37. Multiplying the timescale with the
mean wind speed u gives the spatial dimension Ku of this element in flow direction
and the assumption of the validity of Taylor’s frozen turbulence hypothesis. This
spatial dimension is called integral turbulence length scale.

Ku ¼ uTu ¼ u
Z1

0

Ru0u0 ðsÞds ð7:50Þ

Figure 7.13 shows an example, where the timescale is of the order of 50 s. As
the mean wind speed increases with height, this means that the integral turbulence
length scale, according to (7.49) increases with height as well.

7.4.7 Measure-Correlate-Predict (MCP)

Due to the interannual variability of the weather, 30-year averages are usually used
in climatology to characterize the climate of a given area. Therefore, short-term
wind measurements at a foreseen wind power site are not sufficient to observe the
full variability of winds at this site. As 30 years of observation are not feasible,
existing long-term data have to be incorporated into site analysis. The
‘measure-correlate-predict’ (MCP) method is one of the possible procedures,
wherein a short period of wind measurements at the site of interest is correlated with
a long-term near-surface wind record obtained nearby in order to predict the wind

Fig. 7.13 Typical example
of an autocorrelation function
from FINO1 data (Fig. 3.3
from Türk 2008)
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climatology at the height swept by the rotor. A review of MCP methods is given in
Carta et al. (2013). MCP methods differ in the type of relationship established
between the wind data (speed and direction) recorded at the target site and the wind
data recorded simultaneously at one or various nearby weather stations which serve
as reference stations and for which long-term data series are also available. These
methods comprise linear, nonlinear and probabilistic methods.

The general approach is to look for a relationship between the wind speed
variables vsite and vmet of the site under development and a suitable reference
station, i.e.:

vsite ¼ gðvmetÞ ð7:51Þ

where vsite refers to the predicted wind speed at the site. Since the correlation period
is necessarily limited, one basic assumption is that Eq. (7.51) correctly describes
the long-term relationship between the two variables. The wind resource at either
site, on the other hand, fluctuates over the years. The objective of the procedure is
now to determine the long-term wind speed distribution function from the
knowledge of the corresponding distribution at the reference site (Probst and
Cárdenas 2010).

7.5 Summary

This chapter has summarized the wind data resources and has provided the sta-
tistical measures for the characterization of wind speed distributions. Given the
large hub heights of today’s wind turbines, in situ measurements of wind speed over
the rotor area is no longer feasible. Remote sensing has taken over in the last years
and the relevant standards are slowing following this trend. Numerical models are a
second data source. A large spectrum of models with different sophistication exists.
Many simpler models are sufficient for flat terrain and offshore areas, but full
three-dimensional Reynolds-averaged models (RANS models) are necessary to
calculate the wind conditions in complex terrain.
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Chapter 8
Noise Generation and Noise Propagation

Wind turbines produce noise when operated (Wagner et al. 1996; Tian et al. 2013)
which can be annoying and may cause adverse health effects (Harrison 2011).
Noise with a frequency below the usual human hearing perception limit of 20 Hz is
called infrasound. This chapter will not deal with noise generation and health issues
but mainly wants to address the meteorological aspects of noise propagation which
heavily depends on meteorological conditions.

8.1 Noise Generation

The main source for noise generation is the generation of aerodynamic noise by the
rotating blade. Three types of generation are relevant: (1) the interaction of tur-
bulent motions in the approaching air impinging the leading edge,
(2) blade-generated turbulence crossing the trailing edge of the blade and (3) vor-
tices formed at the blade tips (Sedaghatizadeh et al. 2017). The former noise source,
also called inflow-turbulence noise, depends on atmospheric conditions. The latter
two noise sources, also called airfoil self-noise, depend on the construction of the
blade as well (Oerlemans et al. 2007). Further noise sources can be from the hub
(Oerlemans et al. 2007), vibrations from gearboxes and generators and from blade–
tower interaction (Rogers et al. 2006). Blade–tower interaction leads to
low-frequency noise which is considered to be of little importance for turbines with
an upwind rotor while trailing edge noise seems to be the dominant noise source
(Oerlemans et al. 2007). Bradley et al. (2017) describe the accuracy of an acoustic
camera technique which allows for making noise sources visible.
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8.2 Definition of Noise Levels

A distinction has to be made between the sound power, Lw, of a noise source and
the sound pressure, Lp, at a receiver. Both measures are usually given in dB. The
following definitions follow Heimann et al. (2007). The sound power level is
defined as:

LW ¼ 10 log10
P
P0

� �
ð8:1Þ

where P is the sound power of the source in W and P0 = 10−12 W. The sound
pressure level is defined as:

Lp ¼ 10 log10
p2

p20

� �
¼ 20 log10

p
p0

� �
ð8:2Þ

where p is the root mean square pressure amplitude in Pa and p0 is the standard
reference root mean square sound pressure (2 � 10−5 Pa). LW and Lp refer to a
given frequency f or frequency band Δf. In order to provide frequency-integrated
values of the sound power or pressure level, one uses weighting curves to integrate
the acoustical energy over a large frequency range. The so-called A-weighting is
used for assessing the noise impact of roads, railways and industries. A-weighting
reflects the sensitivity of the human ear to the audible frequency range. It
emphasizes sound levels between 1 and 5 kHz and reduces them below and above
this range and is denoted by dB(A).

8.3 Noise Propagation

Assessing noise propagation means analysing the propagation of sound waves in
the atmosphere. This propagation is influenced by attenuation of sound waves in
air, refraction of sound waves in air masses with vertical gradients in wind speed
and temperature, and by attenuation and reflection at solid surfaces including the
ground. The sound energy of a sound beam is distributed to increasingly larger
volumes when travelling away from the source. This leads to a decrease of the
sound level by 6 dB when doubling the distance from a single point source, while it
means only a decrease by 3 dB when doubling the distance from an infinitely long
line source (Heimann et al. 2007) in a spatially homogeneous atmosphere. Turbines
influence the noise propagation themselves through their wakes (Heimann et al.
2011; Barlas 2017).

Observations of sound propagation as a function of atmospheric parameters are
given, e.g. in Öhlund and Larson (2015). They documented that vertical profiles of
meteorological parameters like wind speed, wind direction, temperature and relative

232 8 Noise Generation and Noise Propagation



humidity were influencing the sound propagation. Large variations in the trans-
mission of wind turbine sound were found under various refractive atmospheric
conditions. The meteorological effects on wind turbine sound, increase with dis-
tance and start to be important at distances somewhere between 400 and 1000 m
from turbines. Numerical modelling of the sound propagation can be made
employing the parabolic equation method (West et al. 1992) together with large
eddy simulation (see, e.g. Barlas et al. 2016).

The following subchapters just summarize the main principles influencing
meteorological features. Noise propagation is described in the standard ISO 9613-2
(1996).

8.3.1 Noise Attenuation

Acoustic waves are longitudinal waves, which are subject to atmospheric absorp-
tion due to two reasons: viscous friction between air molecules dissipates part of the
sound energy into heat, and short-term absorption excites air molecules by trig-
gering vibration and rotation of the molecules. The latter energy is radiated again by
the molecules and then interferes with the sound wave. A detailed description of
noise attenuation can be found in the standards ECMA 108 (1996), ISO 9613-1
(1993) or Harris (1966). The entire sound attenuation or absorption, A along a path
r is:

A ¼ aar ð8:3Þ

The absorption coefficient aa in db/m neglecting secondary impacts from air
pressure depends on air temperature and humidity:

aa ¼8:686f 2 1:84 � 10�11 T
T20

� �1
2

þ T
T20

� ��5
2 frO � 0:01275 expð�2239; 1=TÞ

f 2rO þ f 2

�"

þ frN � 0:1068 expð�3352=TÞ
f 2rN þ f 2

��
ð8:4Þ

with the sound frequency f and two relaxation frequencies, frO, and frN for oxygen
and nitrogen, which depend on atmospheric humidity:

frO ¼ 24þ 4:04 � 104h 0:02þ h
0:391þ h

� �� �
ð8:5Þ
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and

frN ¼ T
T20

� ��1
2

9þ 280h exp �4:170
T
T20

� ��1
3

�1

" # !( )
ð8:6Þ

The humidity parameter h in (8.5) and (8.6) is defined as:

h ¼ RH
psat
ps

ð8:7Þ

with the relative humidity, RH to be specified in %, the water vapour saturation
pressure psat and the actual air pressure p. Thus, the sound attenuation of air
depends on frequency, temperature and humidity and is depicted for two selected
sound frequencies in Fig. 8.1.

The sound attenuation increases with the sound frequency, i.e. higher frequen-
cies are absorbed more than lower frequencies. This is important not only for noise
emanating from wind turbines but also for atmospheric sounding with acoustic
methods (SODAR or RASS, see Chap. 7). The frequency dependence of sound
attenuation explains why a high-frequency SODAR at 4500 Hz has a much lower
measurement range (about 200 m) than a low-frequency SODAR at 1050 Hz (up to
1000 m in calm conditions).

Fig. 8.1 Sound wave absorption in dB/100 m as function of temperature (x-axis) and relative
humidity (10%: full lines, 30%: long dashed lines, 50%: short dashed lines, 70%: dash-dotted
lines) for two sound frequencies (115 Hz: thin lines, 2960 Hz: bold lines)
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8.3.2 Noise Refraction

Noise propagates as circular longitudinal waves from a source with a
temperature-dependent speed of about 325 m/s (at −10 °C) to about 350 m/s (at
30 °C). If the propagation conditions change the noise beams are refracted. Two
major conditions must be considered: the temperature distribution and the wind
shear (Embleton 1996; Heimann et al. 2007).

In a calm atmosphere, where temperature decreases with height (usually daytime
conditions), sound speed decreases with height and sound rays from a noise near the
ground are refracted upwards and noise levels to the sides of the source are low
(upper left frame in Fig. 8.2). In a calm atmosphere within which the temperature
increases with height (usually night-time conditions and in weather situations with
temperature inversions aloft), sound speed increases with height and sound rays are
refracted downwards back to surface and noise sources can become quite audible at
the ground further away from the source (upper right frame in Fig. 8.2).

Wind shear modifies the impact of the vertical temperature gradient because the
sound moves with the wind. Wind speed nearly always increases with height. Thus,
sound rays which travel in wind direction are refracted downwards, because the
propagation speed of these sound waves is higher at higher layers (sound beams to
the right in the lower frame of Fig. 8.2). Sound rays travelling against the main
wind direction are refracted upwards (sound beams to the left in the lower frame of
Fig. 8.2).

Generally, a mixture of both effects influences the propagation of sound beams.
For a final estimation, whether sound beams are refracted upwards or downwards, a
vertical profile of the effective sound propagation speed from the temperature

Fig. 8.2 Schematic of sound beam refraction in the atmospheric boundary layer. Upper row: no
wind (left: unstable stratification, right: stable stratification), lower frame: with wind in neutral
stratification. C: cold, W: warm
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profile and wind shear must be determined. Definitely, sound rays are refracted
downwards to the surface for sound propagation with the wind at night-time when
temperature increases with height. This refraction can be described by numerical
models quite well (see, e.g. Ziemann et al. 2007). Meteorological impact on the
sound propagation over inhomogeneous forest areas has been simulated with
numerical models by Ziemann et al. (2016). The latter study has relevance for noise
from wind turbines erected in forested areas.

8.4 Summary

This chapter gives a short introduction into the atmospheric influences on sound
attenuation and sound propagation. Low-frequency noise is carried further than
high-frequency noise. It also becomes clear that different meteorological conditions
can lead to very different propagation patterns. Noise levels can be expected to be
highest downwind of a noise source under stable atmospheric conditions. At these
night-time conditions, it cannot be assumed that the noise levels decrease mono-
tonously with distance from the noise source. There may be even quite zones
between the noise source and areas affected by the noise.
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Chapter 9
Other Meteorological Issues

The generation of energy from the wind is not only influenced by wind and tem-
perature and its vertical gradients—as described in the sections before—but by
other meteorological variables as well. The most important are atmospheric water—
which can lead to icing—, electrical atmospheric phenomena (especially lightning)
and particles soaring in the air.

9.1 Icing

Icing is a phenomenon relevant for wind turbines operated in moderate and arctic
climates, where air temperatures below the freezing point of water regularly occur.
Irrespective of the actual temperature, the atmosphere always contains a certain
amount of water in its three phases: vapour, liquid water and ice. Even if the air
temperature is well below the freezing point, we find super-cooled liquid water
together with water vapour and ice particles. Therefore, in conditions with air
temperature being below the freezing point, there are two major processes which
can lead to the accretion of water to wind turbines known as icing. One process is
the sublimation of water vapour to surfaces such as rotor blades and turbine towers
producing rime and hoarfrost. Rime is the name given to a deposit of ice that forms
on the windward side of an exposed object such as wind turbine. Rime formation is
especially notable when the turbines are submerged in fog or clouds. Hoarfrost is
the frozen analog to dew (Walker 2002). Even more critical is when super-cooled
water droplets are hitting surfaces with a temperature below the freezing point
because this water freezes immediately and sticks at these surfaces. This is called
glaze (Walker 2002). Glaze can become sufficiently thick and heavy to bring down
telegraph wires and power cables and to ground aircraft. Glaze on a road surface
can be extremely dangerous as well, as the layer of ice (called ‘black ice’) is barely
visible.
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Rime and glaze change the static and dynamical properties of wind turbines
(Jasinski et al. 1998). The rotor blades are becoming heavier which in extreme cases
can be a threat to the stability (fatigue) of the connection of these blades to the hub.
The consequences for the dynamics are more complicated and can lead to both
losses and gains in power output. Wind tunnel studies showed that performance
losses on the order of 20% were observed for variable-speed rotors. For
stall-regulated rotors, however, a relatively small rime ice profile could even yield
significantly larger performance losses. These losses come from an increased
roughness of the surface of the blades. On the other hand, for a larger long rime ice
protrusion, the rated peak power was exceeded by 16% because at high angles the
rime ice shape acted like a leading edge flap, thereby increasing the airfoil lift force
and delaying stall (Jasinski et al. 1998).

A larger number of different methods to detect icing at wind turbines were
investigated in Homola et al. (2006). Icing can be detected either directly or indi-
rectly. The direct methods detect some property change caused by the accretion of
ice. These include mass, reflective properties, electrical or thermal conductivity,
dielectric coefficient and inductance. The indirect methods are based on detecting
the weather conditions that lead to icing, such as humidity and temperature, or
detecting the effects of icing, such as a reduction in power production. The review
by Homola et al. (2006) showed there were no proven sensors which fulfill the
needs of icing detection on wind turbines. The sensing methods that were best
suited for sensors, which can be mounted near the blade tips, were infrared spec-
troscopy through fibre optic cables, a flexible resonating diaphragm, ultrasound
from inside the blade and a capacitance, inductance or impedance based sensor.
These sensing methods were selected because they directly measure some prop-
erties of the ice. They are sensitive to very thin layers of ice, and can be constructed
with lightweight or no electronics near the blade tip. Of the ice detection methods
used on aircraft, the ones based on capacitance and ultrasound from within the
blade seem most suitable for wind turbines. The methods based on the resonant
frequency of probes have not been shown to work successfully perhaps due to
either mounting on the nacelle or lower relative droplet velocities resulting in lower
collection efficiencies than on aircraft.

Pieces of ice falling from moving blades can be a hazard in the near sur-
roundings of a wind turbine. Ice fragments thrown away or even large ice pieces
falling down from the rotor can harm people or animals or damage objects. The
structural integrity of the turbine itself can be affected by heavy unbalance due to
unsymmetrical shedding of ice, by resonances caused by changed natural fre-
quencies of components exceeding the designed fatigue loads (Seifert 2003).

Reviews on wind turbine icing and possible mitigation strategies can,for
example, be found in Seifert (2003) and more recently in Battisti (2015).
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9.2 Lightning

Tall wind turbines are isolated objects which are prone to lightning which can lead
to considerable damage. The increasing height of wind turbines and their location
often in open areas make them very exposed to direct lightning strikes. From an
electrical point of view the earth’s surface is negatively charged and the upper
atmosphere is positively charged. Most of the time, the atmosphere is a good
enough insulator to keep these two charges apart. However, when storms build up
close to the earth’s surface, electrical charges in those clouds (either positive or
negative) can be transferred to earth by lightning. The most common lightning and
the one relevant for wind turbines is cloud-to-ground lightning and currents as great
as 300,000 A have been recorded from Csuch lightning flashes (Glushakow 2007).

According to field observations, wind turbines experience a significant number
of lightning strikes during their lifetime, mostly to the rotor blades. The lightning
current causes severe damage to the blade structural materials and involves con-
siderable costs of repair—materials, labour, and downtime. Therefore, lightning
protection of blades is a very important issue (Garolera et al. 2016). Damages
include burns, punctures, delamination of the blade structure, debonding of the
shells and the detachment of part of the blade. Garolera et al. (2016) found that
more than 60% of the total damage occurred at the last metre of the blade, and 90%
of all damage is located at the last 4 m. The remaining 10% of damage is found
mainly at 5–10 m from the blade tip.

Lightning protection is described in the IEC Technical Report 61400-24 (IEC
2010). All major turbine manufacturers now include lightning protection as part of
blade design. This improvement has significantly lessened the incidence of catas-
trophic damage from direct strikes, but it has not totally solved the problem. As
manufactured blades become longer and longer, a more effective and more easily
manufactured method of blade receptors must be developed (Cotton et al. 2001).

9.3 Aerosols, Dust, Salt

The atmosphere carries not only liquid raindrops but also small solid particles.
These are called aerosol particles and can be of natural or geogenic origin—e.g.
wildfire smoke, desert dust and salt particles—and of anthropogenic origin—e.g.
direct particle emissions from combustion processes and secondary particle for-
mation from atmospheric gaseous pollutants. Atmospheric particles are not a direct
threat to the aerodynamic parts of wind turbines, but they can penetrate into the
mechanical and electrical systems housed in the nacelle and in the gearbox and can
cause their malfunctions and corrosion.

A particular threat to offshore wind turbines are salt particles in the air due to sea
spray. For onshore wind turbines, the nacelle intakes outer air to cool the lubricant
cooler of gearbox and the generator cooler, as well as the heat generating
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components such as motors, electric control panels and transformers. But it is not
acceptable to intake salty outer air under offshore conditions because it corrodes the
components. As a result, the nacelle of the offshore demonstration unit is highly
air-tight to minimize the inflow of corrosive outer air. The gearbox coolers have
been changed to be made of higher corrosive-resistant material than the original
models, enabling direct cooling with the outer corrosive air to reduce intake air flow
rate. The lubricant oil of gearbox is first cooled with the coolant water and the
warmed coolant water is then cooled by outer air at the coolant water/air coolers
(Umaya et al. 2013).

9.4 Summary

This short section has listed a few more meteorological issues, which have to be
taken into account when siting and operating wind turbines. Icing and lightning
cannot be avoided, because most windy climates are prone to thunderstorms, cold
air outbreaks and frost. Sea salt problems mainly refer to offshore turbines and
require special provisions in the layout and sealing of gearboxes and nacelles. The
same may apply to onshore regions with frequent dust storms.
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Chapter 10
Outlook

This chapter is not designed to summarize the main points from the preceding
chapters. This has already been done in the concluding subchapters of each of the
Chaps. 3–9. Rather, we will try to look briefly at possible future developments and
a few limitations for the use of the material in this book. This concerns technical
aspects as well as assessment methods for meteorological conditions and possible
climate impacts of large-scale wind energy conversion.

10.1 Size of Wind Turbines

The evolution of wind turbines addressed in the introduction has not yet come to a
halt. Larger and larger turbines are being designed and erected (Thresheret al.
2007). 10 MW turbines are on the horizon. Turbines are increasing in hub height as
well as in rotor diameter. The former involves new concepts for turbine towers, the
latter depends critically on the availability of suitable blades and new blade designs
(see, e.g. Grujicic et al. 2010; Bansal et al. 2017). This development is fostered by
two aspects. One issue is that the deployment of offshore wind turbines is very
expensive and complicated. The foundation of the turbine masts on the seafloor
(see, e.g. Wichtmann et al. 2009) and the transport by large vessels are still chal-
lenging tasks, which have not been solved so far (Bretton and Moe 2009). In order
to limit deployment costs, fewer but larger turbines are erected offshore. The other
issue is that turbines are being erected more and more in less favourable wind
climates because the best and windiest sites near the coast are already in use and
because wind power is needed in urban and industrial centres far away from the
coasts as well. In order to get the same harvest from the turbines as in coastal windy
areas, they must have larger hub heights to reach atmospheric levels with sufficient
wind speed for an economically meaningful operation.

Turbines are not only made larger in order to harvest higher peak amounts of
power. There is another aim which is very relevant for operating electrical grids:
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a higher availability of wind power and fewer fluctuations of the feed-in. Advanced
wind turbines that are higher and have larger rotor compared to rated capacity,
generate electricity more constantly than classical turbines. Recent years have
witnessed a significant shift towards such advanced technology (Hirth and Müller
2016).

These developments lead to an increasing importance of the exact specification
of the meteorological conditions as described in this publication for siting and
operation of these turbines. Nearly all new turbines will operate in the Ekman layer
of the atmospheric boundary layer. For example, the influence of nocturnal
low-level jets on the energy production from wind turbines will grow beyond that
what is experienced today.

10.2 Size of Offshore Wind Parks

The growing energy demand of mankind together with the limited resources of
fossil fuels, the decreasing availability of suitable onshore sites for wind energy
conversion and the necessity to bundle power transportation lines from the wind
parks to the shore will continuously foster the planning and erection of huge
offshore wind parks. The United Kingdom, Germany and some other countries have
already presented initiatives to erect large offshore parks. Many other countries,
especially those having ocean coastlines in temperate latitude will follow. The
larger these wind parks become, the more the simple analytical park efficiency
estimations presented in Chap. 6 of this publication will become relevant. This is
because the conditions in very large wind parks are much closer to the assumptions
made for these analytical estimations than in the presently existing parks.

Offshore wind parks will produce a growing part of the total wind power. Deeper
and deeper waters are used to deploy wind parks. Floating offshore wind turbines is
a step presently investigated and tested in order to use even deeper waters for
energy conversion from the wind (Karimirad 2014). This increases the requirement
for marine atmospheric boundary layer studies.

10.3 Other Techniques of Converting Wind Energy

The meteorological basics gathered in this publication are relevant for all boundary
layer applications which depend on the kinetic energy contained in the winds. The
presented wind and turbulence laws and distributions influence classical wind
turbines (regardless whether they have a horizontal or a vertical rotor axis), tethered
crosswind kites (Loyd 1980) and aircraft (Breukelman et al. 2014) as well as
classical or new sailing boats and new kite-torn ships. Fundamentals of airborne
wind energy (AWE) are given in Ahrens et al. (2013). Tethered flying objects are
promising attempts to harvest energy from layers with higher wind speeds well
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above the ground. AWE is an emerging field, although it is still in the stage of
concept building. First test installations are awaited for the near future.

However, applications relying on kites soaring several kilometres about the
surface are beyond the scope of this publication. Existing climatologies of upper air
winds above the atmospheric boundary layer have to be investigated for the
planning and operation of such installations. These upper air winds are principally
described by the laws for geostrophic, gradient and thermal winds given in
Sects. 2.3 and 2.4.

10.4 New Measurement and Modelling Tools to Assess
Wind Conditions

Measurement techniques for atmospheric parameters at hub height and over the area
swept by the rotor have changed. In situ measurements are no longer appropriate.
The growing hub heights and upper tip heights of the turbine rotors make it more
and more impossible to perform in situ measurements from masts specially erected
for this purpose. Therefore, ground-based remote sensing has substituted mast
measurements in the last few years. Emeis (2010, 2011) gives an overview of the
present abilities to probe the atmospheric boundary layer by ground-based remote
sensing. The substitution process from in situ to remote sensing measurements is to
be accompanied by scientific investigations, which compare the wind and turbu-
lence data obtained from masts and remote sensing techniques. Such investigations
are continuing and have already led to rewritten standards for measurement pro-
cedures. Optical techniques such as wind lidars will be the main measurement tools
for the future (see, e.g. Trujillo et al. 2011). SAR satellite image evaluation may
become an increasingly important tool for marine wind assessment.

Not only wind conditions must be captured by ground-based remote sensing.
Many parts of this book have made it clear that atmospheric stability is a really
important parameter for the assessment of wind energy. Devices for ground-based
remote sensing of temperature are still limited in its capabilities. Passive
radiometers have a very coarse vertical resolution (50–100 m), active devices such
as Raman lidars still require large technical efforts and have a low signal-to-noise
ratio at daytime due to the disturbing sunlight. RASS is not a perfect alternative
because, due to their audible acoustic signals they cannot be operated in the vicinity
of settlements.

The abilities of numerical models must be enhanced as well. Simple analytical
models such as those presented in this publication (see, e.g. Sect. 4.2) and existing
mesoscale wind field models will no longer be sufficient for large turbines in very
complex terrain and for turbines in smaller wind parks. Work is under way to
design more sophisticated models (and chains of models), which have a higher
spatial resolution, both in the horizontal and in the vertical close to the ground. This
work includes the development of suitable large eddy simulation (LES) models for
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offshore wind parks (Cañadillas and Neumann 2010; Steinfeld et al. 2010) and for
smaller wind parks and complex terrain. The process of establishing a New
European Wind Atlas (NEWA) will support this development.

10.5 Wind Resources and Climate Change

Wind turbines and wind parks are usually planned for several decades of operation.
Thus, estimations on future changes in wind resources in selected regions may
influence the economic prospects of these installations. Site assessment, especially
for regions with marginal wind resources, should take into account future wind
scenarios from global and regional climate models.

First of all, global warming is expected to generally weaken the west wind belts
around the globe because the warming in the polar regions will be stronger than in
the tropics. This differential warming trend will decrease the global meridional
temperature gradient between the lower and the higher latitudes, which had been
identified as the main driver for the global westerlies in Sect. 2.1. Due to nonlin-
earities in the atmospheric system, this relation is not straight-forward and needs
specific investigations (see, e.g. Geng and Sugi 2003). Additionally, the weakening
temperature gradient could also be accompanied by a poleward shift of the climate
zones and storm tracks on Earth (Yin 2005). These two effects can be derived from
simulations with global climate models.

Apart from the general impact on the global meridional temperature gradients,
climate change can also lead to regional atmospheric circulation changes. These
changes may alter regional weather patterns such as regional storm tracks and main
wind directions, which can lead to considerable variations in the wind climate of a
selected site. The assessment of such possible regional circulation changes should
be made from regional climate model simulations. Regional climate models have a
much higher spatial resolution than global climate models. Regional models are run
for limited regions taking the output from global climate models as boundary
conditions. Many of such regional studies have been performed. For a wind
energy-related study, see, e.g. Nolan et al. (2011).

10.6 Repercussions of Large-Scale Wind Power
Extraction on Weather and Climate

The usage of wind energy has impact on weather and climate on local, regional, and
global scales because wind turbines slow down the mean flow and add turbulence to
the flow. This increased surface roughness and surface drag modify surface–at-
mosphere exchanges and the transfer of energy, momentum, mass and moisture
within the atmosphere.
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10.6.1 Local and Regional Effects

Larger wind farms have impacts on regional winds, temperature and humidity.
Operating wind turbines adds turbulence to the atmosphere in the wake of single
turbines and wind farms. More turbulence means better vertical exchange in the
atmospheric boundary layer and thus, less vertical gradients. Near-surface cooling
is reduced at night-time and evaporation from the ground is enhanced. This, e.g.
alters conditions for agriculture in the lee of larger wind farms. The risk for surface
frost is reduced while the probability of dewfall is reduced as well.

Such effects have already been documented from satellite observations (see, e.g.
Zhou et al. 2012, 2013; Harris et al. 2014) and surface measurements (e.g. Xia et al.
2016). Xia et al. (2016) show that wind farm impacts on surface temperature are
predominantly determined by the relative ratio of turbulence kinetic energy
(TKE) induced by the wind turbines compared to the background TKE. This ratio
explains not only the day–night contrast of the wind farm impact and the warming
magnitude of night-time surface temperature but also most of the seasonal varia-
tions in the night-time surface temperature changes. A first study for Northern
China has shown that increased temperature and increased water stress due to wind
farms can inhibit plant growth (Tang et al. 2017). If such results can be transferred
to other parts of the world is not yet clear and deserves further research because
another study for Texas and Illinois shows no detectable effects (Xia and Zhou
2017).

10.6.2 Global Effects

More challenging is the investigation of global effects. If the extracted energy
comes close to the level of the totally available wind energy (see Sects. 1.4 and 1.5
above), it will definitely have an impact on the global climate by changing the
momentum and energy budgets. Therefore, generation of renewable energy from
the wind at this level requires an assessment of the impact on the global climate
before such a large amount of wind power will be installed. Such an assessment has
to be made with complex Earth system models, which are able to simulate the
nonlinear interactions between the different compartments in the Earth system, i.e.
the atmosphere, the biosphere, the hydrosphere, the oceans and the ice.

A first step to address this issue has been made by Wang and Prinn (2010). They
have performed simulations with the Community Climate Model Version 3 of the
US National Center for Atmospheric Research with a mixed layer ocean (Kiehl
et al. 1998) to assess the impact of onshore wind turbines producing 10% of the
global demand in 2010 (4.5 TW or roughly 140 EJ/yr). They find surface warming
exceeding 1 °C over onshore wind power installations due to lesser cooling fol-
lowing lower wind speeds within the large wind parks. Significant warming and
cooling remote from the installations, and alterations of the global distributions of
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rainfall and clouds also occur. The climate impacts became negligible when the
production fell below 1 TW.

In a second study, Wang and Prinn (2011) investigated the effect of offshore
wind turbines by increasing the ocean surface drag coefficient. This time they used
the Community Atmospheric Model version 3 (CAM3) of the Community Climate
System Model (CCSM), developed by the US National Center for Atmospheric
Research (NCAR) (Collins et al. 2006). They simulated the impact of installing a
sufficient number of wind turbines on coastal waters with depths less than 600 m
over the globe that could potentially supply up to 25% of predicted 2100 world
energy needs (45 TW). In contrast to land installation results above (Wang and
Prinn (2010), the offshore wind turbine installations are found to cause a surface
cooling over the installed offshore regions. This cooling is due principally to the
enhanced latent heat flux from the sea surface to lower atmosphere, driven by an
increase in turbulent mixing caused by the wind turbines, which was not entirely
offset by the concurrent reduction of mean wind kinetic energy. Wang and Prinn
(2011) found that the perturbation of the large-scale deployment of offshore wind
turbines to the global climate is relatively small compared to the case of land-based
installations as shown in Wang and Prinn (2010).

A more severe impact of large-scale wind power generation in the order of 10
TW is that such a large extraction of kinetic energy degenerate the efficiency by
which the atmosphere converts incoming solar energy into kinetic energy (Miller
et al. 2011). Therefore, other forms of renewable energies have to be considered as
well for the future energy supply of mankind.

But given the necessity to limit the use of fossil fuels, there is no other way to
secure the energy demand of mankind than an increased use of renewable energies.
And among the renewable energies, wind energy is the one which promises the
highest yields per given surface area. The high and unavoidable variability of wind
energy has to be compensated by electrical grids which efficiently connect large
areas with different types of weather and by meaningful large storage systems
integrated into these grids.
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