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Preface

This book is a collaborative project between Springer and the Foundational
Questions Institute (FQXi). In keeping with both the tradition of Springer’s
Frontiers Collection and the mission of FQXi, it provides stimulating insights into a
frontier area of science, whilst remaining accessible enough to benefit a
non-specialist audience.

FQXi is an independent, non-profit organization that was founded in 2006. It
aims to catalyze, support and disseminate research on questions at the foundations
of physics and cosmology.

The central aim of FQXi is to fund and inspire research and innovation that is
integral to a deep understanding of reality, but which may not be readily supported
by conventional funding sources. Historically, physics and cosmology have offered
a scientific framework for comprehending the core of reality. Many giants of
modern science—such as Einstein, Bohr, Schrodinger and Heisenberg—were also
passionately concerned with, and inspired by, deep philosophical nuances of the
novel notions of reality they were exploring. Yet, such questions are often over-
looked by traditional funding agencies.

Often, grant-making and research organizations institutionalize a pragmatic
approach, primarily funding incremental investigations that use known methods and
familiar conceptual frameworks, rather than the uncertain and often interdisci-
plinary methods required to develop and comprehend prospective revolutions in
physics and cosmology. As a result, even eminent scientists can struggle to secure
funding for some of the questions they find most engaging, while younger thinkers
find little support, freedom or career possibilities unless they hew to such strictures.

FQXi views foundational questions not as pointless speculation or misguided
effort, but as critical and essential inquiry of relevance to us all. The institute is
dedicated to redressing these shortcomings by creating a vibrant, worldwide
community of scientists, top thinkers and outreach specialists who tackle deep
questions in physics, cosmology and related fields. FQXi is also committed to
engaging with the public and communicating the implications of this foundational
research for the growth of human understanding.
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As part of this endeavor, FQXi organizes an annual essay contest, which is open
to everyone, from professional researchers to members of the public. These contests
are designed to focus minds and efforts on deep questions that could have a pro-
found impact across multiple disciplines. The contest is judged by an expert panel,
and up to twenty prizes are awarded. Each year, the contest features well over a
hundred entries, stimulating ongoing online discussion for many months after the
close of the contest.

We are delighted to share this collection, inspired by the 2016 contest,
“Wandering Towards a Goal: How do mindless mathematical laws give rise to aims
and intentions?” In line with our desire to bring foundational questions to the widest
possible audience, the entries, in their original form, were written in a style that was
suitable for the general public. In this book, which is aimed at an interdisciplinary
scientific audience, the authors have been invited to expand upon their original
essays and include technical details and discussion that may enhance their essays
for a more professional readership, while remaining accessible to non-specialists in
their field.

FQXi would like to thank its contest partner The Peter and Patricia Gruber
Foundation. The editors are indebted to FQXi’s scientific director, Max Tegmark,
and managing director, Kavita Rajanna, who were instrumental in the development
of the contest. We are also grateful to Angela Lahee at Springer for her guidance
and support in driving this project forward.

Decatur, USA Anthony Aguirre
2017 Brendan Foster
Zeeya Merali

Foundational Questions Institute

www.fgxi.org
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Chapter 1 ®)
Introduction Check for

Anthony Aguirre, Brendan Foster and Zeeya Merali

If the moon, in the act of completing its eternal way around the earth, were gifted with
self-consciousness, it would feel thoroughly convinced that it was traveling its way of its
own accord.... So would a being, endowed with higher insight and more perfect intelligence,
watching man and his doings, smile about man’s illusion that he was acting according to his
own free will.

Albert Einstein (1931).!

Physicists tends to concern themselves with identifying the inanimate constituent
elements of nature and using them to answer questions of what has happened, what
will happen, and how things occur. At the most basic level, physics can be conceived
as comprising a set of mathematical laws that enable us to make predictions about
the future, or the past. They do this by specifying how a set of initial conditions drive
these minute building blocks to combine, to interact, and to inexorably evolve.
However, physical reality can also be thought of in terms of the whole, rather
than just the parts. We can ask why something happened. Is there a reason? Or
is there a reason why there seems to be a reason? Many phenomena admit an
alternative—and sometimes vastly superior—description in terms of goals, aims
and intentions. The motion of particles through spacetime, for instance, can either

IEinstein, A. quoted in Strawson, G. “Nietzsche’s Metaphysics?”, in Nietzsche on Mind and
Nature, ed: Dries, M. & Kail, P. J. E. (Oxford University Press, 2015).

A. Aguirre
UC Santa Cruz Dept of Physics, Santa Cruz, USA
e-mail: aguirre @scipp.ucsc.edu

B. Foster - Z. Merali (X)
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be calculated by considering the forces acting on them moment by moment, or
alternatively by extremizing an action over the entire path extended through time.
Many-body systems may appear hopelessly complex when thought of in terms
of each of their individual constituents, yet they can be elegantly described if we
minimize the energy or maximize the entropy of the system as a whole.

At even higher levels of description, living systems efficiently organize their
simplest components with the intricate aims of survival, reproduction, and other
biological ends; and intelligent systems can employ a panoply of physical effects to
accomplish many flexibly chosen goals.

So, how can mindless mathematical laws give rise to aims and intentions? That
was the question that FQXi posed in our 2016 essay contest: “Wandering Towards
a Goal”. We asked entrants to explain how goal-oriented systems arise and function
in a world that is otherwise described in terms of goal-free mathematical evolution.
Issues to consider included: how physical systems with the goal of reproduction
evolved from an a-biological world; whether information processing, computation,
learning, complexity thresholds, and/or departures from equilibrium might allow
(or even proscribe) agency; what separates intelligent systems from those without
intelligence; the relationship (if there is one) between causality and purpose; and
whether goal-oriented behaviour is an accident or an imperative.

The topic proved extremely popular, drawing 219 entries—from every continent
bar Antarctica. Given its tremendous scope, it also proved difficult to judge, leading to
athree-way tie for first place. This volume contains all 17 of the winning essays, many
of them extended and enhanced, e.g., by incorporating feedback received during the
evaluation process.

In Chap. 2, joint first-place winner Larissa Albantakis argues that both biological
and non-biological systems can develop goals, but they must be wired in a certain
way in order to do so. She makes this case by contrasting the evolution of two types of
artificial organisms, which are both controlled by small, adaptive neural networks, but
which differ in connectivity. Albantakis claims that when both systems are exposed to
the same environment and process information, only the integrated brain—containing
elements that can causally constrain each other—will form an autonomous entity.

In his first-placed entry, Carlo Rovelli notes that naturalist accounts of human
experience have been hindered by the difficulty in relating the abstract ideas of
“meaning” and “intentionality” to the physical world. To remedy this, in Chap. 3,
Rovelli starts from a purely physical definition of “meaningful information”, com-
bining Shannon’s definition of “relative information” and Darwin’s evolutionary
mechanism, to explain how a general physical process can become a “signal” capa-
ble of carrying meaning.

Our remaining first-prize winner, Jochen Szangolies, identifies another problem
that has hampered naturalistic descriptions of meaning and intentionality: If we
postulate an internal observer appraising our mental representations, he notes, it
begs the question of how to explain the workings of that internal observer, without
creating an infinite regress of internal observers, like nested Russian dolls in the brain.
Szangolies’ solution, outlined in Chap. 4, is based on the work of von Neumann and
endeavours to eliminate the distinction between the user and its representation.
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Other winning entrants took a variety of approaches to identifying the key features
that define agency, consciousness and the ability to pursue goals, and to explaining
how they can emerge. In Chap. 5, Simon DeDeo argues that in order to be goal-
oriented, a system must be able to reference itself, and proposes that such self-
referencing can emerge through the process of renormalization. Using information
theory, in Chap. 6, Erik P. Hoel posits that agents can causally emerge from micro-
physics because they have the property of being able to reproduce and maintain
themselves. In Chap. 7, Sara Imari Walker also takes an information-based
approach—but considers information as it is understood in the context of biolog-
ical systems. This leads her to identify causal structures that give rise to the apparent
goal-directedness of living systems. And, in Chap. 8, Sophia Magnusdottir sets out
a way to quantify consciousness based on a system’s ability to monitor and predict
its environment and itself.

The role of the observer in quantum mechanics, and other scientific theories,
inspired the essays in Chaps. 9-11. Dean Rickles uses this feature to scrutinise the
assumption, in the essay question, that physical laws are indeed mindless. In Chap.
10, Ines Samengo describes how Darwinian evolution can lead minds to ascribe
intentionality to parts of reality, in an effort to model it. And, in Chap. 11, Marc
Séguin invokes QBism, a recently proposed interpretation of quantum theory that
brings the observer to the fore. By combining QBism with the speculative claim
that all possible realities that are allowed to exist by mathematics must be realised,
Séguin defines “co-emergentism” to explain how goal-oriented agents can arise (and
run essay contests).

Taking a more mathematical slant, in Chap. 12, Ian Durham focuses on a slightly
different aspect of quantum theory—its apparent inherent randomness—and uses
combinatorial mathematics to explain how this can generate a seemingly determin-
istic world. And, in Chap. 13, Noson S. Yanofsky also compares mathematics and
physics. He explains how structure can be found by looking at a subset of mathemat-
ics to discover the way in which structure emerges when scientists seek symmetries
in subsets of the physical world.

Some winners chose unconventional narrative forms to survey history, examine
the present, and imagine the future. Rick Searle whimsically imagines a dialogue
between pre-Socratic philosophers to illustrate how ancient peoples stopped attribut-
ing (potentially malevolent) goals and intentions to inanimate entities. In Chap. 14,
Searle proceeds to examine whether computer programs of the present might ascribe
intentionality to themselves, and investigates how future artificial intelligences may
be goal-oriented. Alan M. Kadin, also identifies the focus on design or intention as
pre-scientific and, in Chap. 15, he points to the work of Newton and Darwin to debunk
this notion. And in Chap. 16, Tommaso Bolognesi uses a fictional conversation to
illustrate how goals might arise in the context of a computer algorithm.

Our final two winners compare top-down and bottom-up descriptions of reality. In
Chap. 17, Cristinel Stoica describes reality as a multiple-level pyramid, with physics
at its foundation, and consciousness at its apex—and examines how lower-level
rules give rise to higher-level experiences. And finally, in Chap. 18, George Ellis and
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Jonathan Kopel explain how bio-molecules have evolved through natural selection
to form the bridge between the levels of fundamental physics and life.

This compilation brings together the writings of physicists, philosophers, math-
ematicians, engineers, computer scientists, neuroscientists and more. The breadth
of expertise amongst the winners was unsurprising given that the essay contest, by
design, required entrants to think across traditional subject boundaries. Such an inter-
disciplinary approach will be essential for understanding the scientific mystery at the
heart of our very being: the origin of aims, goals and intention in the physical world.



Chapter 2 ®)
A Tale of Two Animats: What Does It Geda
Take to Have Goals?

Larissa Albantakis

What does it take for a system, biological or not, to have goals? Here, this
question is approached in the context of in silico artificial evolution. By examining
the informational and causal properties of artificial organisms (“animats”) controlled
by small, adaptive neural networks (Markov Brains), this essay discusses necessary
requirements for intrinsic information, autonomy, and meaning. The focus lies on
comparing two types of Markov Brains that evolved in the same simple environ-
ment: one with purely feedforward connections between its elements, the other with
an integrated set of elements that causally constrain each other. While both types
of brains ‘process’ information about their environment and are equally fit, only the
integrated one forms a causally autonomous entity above a background of external
influences. This suggests that to assess whether goals are meaningful for a system
itself, it is important to understand what the system is, rather than what it does.

2.1 Prequel

It was a dark and stormy night, when an experiment of artificial evolution was set
into motion at the University of Wisconsin-Madison. Fifty independent populations
of adaptive Markov Brains, each starting from a different pseudo-random seed, were
released into a digital world full of dangers and rewards. Who would make it into the
next generation? What would their neural networks look like after 60,000 generations
of selection and mutation?

While electrical signals were flashing inside the computer, much like lightning on
pre-historic earth, the scientist who, in god-like fashion, had designed the simulated

L. Albantakis (D<)

Department of Psychiatry, Wisconsin Institute for Sleep and Consciousness,
University of Wisconsin, Madison, WI, USA

e-mail: albantakis@wisc.edu
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universes and set the goals for survival, waited in suspense for the simulations to
finish. What kind of creatures would emerge? ...

2.2 Introduction

Life, from a physics point of view, is often pictured as a continuous struggle of
thermodynamically open systems to maintain their complexity in the face of the
second law of thermodynamics—the overall increase of entropy in our universe
[1-3]. The ‘goal’ is survival. But is our universe like a game, in which organisms,
species, or life as a whole increase their score by surviving? Is there a way to win?
Does life have a chance if the ‘goal’ of the universe is a maximum entropy state
(‘death’)?

Maybe there is an underlying law written into the fabrics of our universe that
aligns the ‘goal’ of life with the ‘goal’ of the universe. Maybe ‘information’ is
fundamental to discover it [4] (see also Carlo Rovelli’s essay contribution, Chap. 3
in this volume). Maybe all there is are various gradients, oscillations, or fluctuations.
In any case, looming behind these issues, another fundamental question lingers: What
does it take for a system, biological or not, to have goals?

To approach this problem with minimal confounding factors, let us construct a
universe from scratch: discrete, deterministic, and designed with a simple set of
predefined, built-in rules for selection. This is easily done within the realm of in
silico artificial evolution. One such world is shown in Fig. 2.1a (see also [5]). In this
environment, the imposed goal is to categorize blocks of different sizes into those
that have to be caught (‘food’) and those that have to be avoided (‘danger’), limiting
life to the essential. Nevertheless, this task requires temporal-spatial integration of
sensor inputs and internal states (memory), to produce appropriate motor responses.
Fitness is measured as the number of successfully caught and avoided blocks.

Let us then populate this simulated universe with ‘animats’, adaptive artificial
organisms, equipped with evolvable Markov Brains [5, 6]. Markov Brains are sim-
ple neural networks of generalized logic gates, whose input-output functions and
connectivity are genetically encoded.

For simplicity, the Markov Brains considered here are constituted of binary, deter-
ministic elements. Over the course of thousands of generations, the animats adapt
to their task environment through cycles of fitness-based selection and (pseudo)
random genetic mutation (Fig. 2.1b). One particularly simple block-categorization
environment requires the animats to catch blocks of size 1 and avoid blocks of size
3 (“cl-a3”) to increase their fitness.

In silico evolution experiments have the great advantage that they can easily be
repeated many times, with different initial seeds. In this way, a larger portion of the
“fitness landscape’, the solution space of the task environment, can be explored. In
the simple c1-a3 environment, perfect solutions (100% fitness) were achieved at the
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(a) (b)
Environment T Adaptation through mutation and fitness selection
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Fig. 2.1 Artificial evolution of animats controlled by Markov Brains. a The animat is placed in
a 16 by 36 world with periodic boundaries to the left and right. An animat’s sensors are activated
when a block is positioned above them, regardless of distance. Blocks of different sizes fall one
at a time to the right or left. Animats can move to the left or right one unit per update. b An
animat’s Markov Brain is initialized without connections between elements and adapts to the task
environment through fitness-based selection and probabilistic mutation. Adapted from [7] with
permission

end of 13 out of 50 evolution experiments starting from independent populations run
for 60,000 generations. In the following we will take a look at the kind of creatures
that evolved.

2.3 Perfect Fitness—Goal Achieved?

As in nature, various possible adaptations provide distinct solutions to the c1-a3
environment. The animats we tested in this environment [5] could develop a maximal
size of 2 sensors, 2 motors, and 4 hidden elements, but were started at generation
#0 without any connections between them (Fig. 2.1b). We discovered 13 out of 50
strains of animats that evolved perfect fitness, using diverse behavioral strategies,
implemented by Markov Brains with different logic functions and architectures (see
two examples in Fig. 2.2).

From mere observation of an animat’s behavior, it is notoriously difficult to com-
press its behavioral strategy into a simple mechanistic description (see [8] for an
example video). In some cases, an animat might first ‘determine’ the size and direc-
tion of the falling block and then ‘follow’ small blocks or ‘move away’ from large
blocks. Such narratives, however, cannot cover all initial conditions or task solutions.
How can we understand an animat and its behavior?

On the one hand, the animat’s Markov Brain is deterministic, consists of at most
8 elements, and we have perfect knowledge of its logic structure. While there is
no single elegant equation that captures an animat’s internal dynamics, we can still
describe and predict the state of its elements, how it reacts to sensor inputs, and
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(a) Feed-forward network  (b) Feed-back network
with self-loops

sensors

hidden

elements

motors

Fitness: 100% Fitness: 100%

Fig. 2.2 Example network architectures of evolved Markov Brains that achieved perfect fitness in
the c1-a3 block-catching task. Adapted from [5] with permission

when it activates its motors, moment by moment, for as long as we want. Think of a
Markov Brain as a finite cellular automaton with inputs and outputs. No mysteries.

On the other hand, we may still aim for a comprehensive, higher-level description
of the animat’s behavior. One straightforward strategy is to refer to the goal of the
task: “the animat tries to catch blocks of size 1 and avoid blocks of size 3”. This is,
after all, the rule we implemented for fitness selection. It is the animat’s one and only
‘purpose’, programmed into its artificial universe. Note also that this description
captures the animat’s behavior perfectly. After all, it is—literally—determined to
solve the task.

Is this top-level description in terms of goals useful and is it justified? Certainly,
from an extrinsic, observer’s perspective, it captures specific aspects of the animat’s
universe: the selection rule, the fact that there are blocks of size 1 and size 3, and
that some of these blocks are caught by the animat and some are not, etc. But does
it relate at all to intrinsic properties of the animat itself?

To approach this question, first, one might ask whether, where, and how much
information about the environment is represented in the animat’s Markov Brain.
The degree to which a Markov Brain represents features of the environment might
be assessed by information-theoretic means [6], for example, as the shared entropy
between environment states E and internal states M, given the sensor states S:

R = H(E : M|S) 2.1)

R captures information about features of the environment encoded in the internal
states of the Markov Brain beyond the information present in its sensors. Conditioning
on the sensors discounts information that is directly copied from the environment at
a particular time step. A simple camera would thus have zero representation, despite
its capacity to make >107 bit copies of the world.
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For animats adapting to the block-catching task, relevant environmental features
include whether blocks are small or large, move to the left or right, etc. Indeed,
representation R of these features increases, on average, over the course of evolution
[6]. While this result implies that representation of environmental features, as defined
above, is related to task fitness, the measure R itself does not capture whether or to
what extent the identified representations actually play a causal role in determining
an animat’s behavior.!

Machine-learning approaches, such as decoding, provide another way to iden-
tify whether and where information about environmental variables is present in the
evolved Markov Brains. Classifiers are trained to predict environmental categories
from brain states—a method now frequently applied to neuro-imaging data in the
neurosciences [9, 10]. Roughly, the better the prediction, the more information was
available to the classifier. Just as for R, however, the fact that information about
specific stimuli can be extracted from a brain’s neural activity does not necessarily
imply that the brain itself is ‘using’ this information [11].

What about our animats? As demonstrated in Fig. 2.2, the cl-a3 block-
categorization task can be perfectly solved by animats with as few as 2 hidden
elements. Their capacity for representation is thus bounded by 4 bits (2 hidden ele-
ments + 2 motors). Is that sufficient for a representation of the goal for survival?
At least in principle, 4 binary categories could be ‘encoded’. Yet, in practice, even
a larger version of animats with higher capacity for representation (10 hidden ele-
ments) only achieved values on the order of R = 0.6 bits in a similar block-catching
environment [6]. To solve this task, the animats thus do not seem to require much
categorical information about the environment beyond their sensor inputs.

While this lack of representation in the animats may be due to their small size and
the simplicity of the task, there is a more general problem with the type of information
measures described above: the information that is quantified is, by definition, extrinsic
information.

Any form of representation is ultimately a correlation measure between external
and internal states, and requires that relevant environmental features are preselected
and categorized by an independent observer (e.g. to obtain E in Eq. 2.1, or to train the
decoder). As a consequence, the information about the environment represented in
the animat’s Markov Brain is meaningful for the investigator. Whether it is causally
relevant, let alone meaningful, for the animat is not addressed.?

! Furthermore, representations of individual environmental features are typically distributed across
many elements [6], and thus do no coincide with the Markov Brain’s elementary (micro) logic
components.

2Note that this holds, even if we could evaluate the correlation between internal and external variables
in an observer-independent manner, except then the correlations might not even be meaningful for
the investigator.
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2.4 Intrinsic Information

To be causally relevant, information must be physically instantiated. For every ‘bit’,
there must be some mechanism that is in one of two (or several) possible states, and
which state it is in must matter to other mechanisms. In other words, the state must
be “a difference that makes a difference” [12, 13].

More formally, a mechanism M has inputs that can influence it and outputs that are
influenced by it. By being in a particular state m, M constrains the possible past states
of its inputs,> and the possible futures states of its outputs in a specific way. How
much M in state m constrains its inputs can be measured by its cause information
(ci); how much it constrains its outputs is captured by its effect information (ei) [13].

An animat’s Markov Brain is a set of interconnected logic elements. A mechanism
M inside the Markov Brain could be one of its binary logic elements, but can in
principle also be a set of several such elements.* In discrete dynamical systems, such
as the Markov Brains, with discrete updates and states, we can quantify the cause
and effect information of a mechanism M in its current state m, within system Z as
the difference D between the constrained and unconstrained probability distributions
over Z’s past and future states [13]:

ci (M =my) =D (p (zi-1lmy) , p (z;-1)) 2.2
ei (M =m;) = D (p (zir1lms) , p (2141)) (2.3)

where z,_; are all possible past states of Z one update ago, and z,,; all possible
future states of Z at the next update. For p (z,—1), we assume a uniform (maximum
entropy) distribution, which corresponds to perturbing Z into all possible states with
equal likelihood. Using such systematic perturbations makes it possible to distinguish
observed correlations from causal relations [14].7 By evaluating a causal relationship
in all possible contexts (all system states), we can obtain an objective measure of
its specificity (“Does A always lead to B, or just sometimes?”) [13, 15]. Likewise,
we take p (z,+1) to be the distribution obtained by providing independent, maximum
entropy inputs to each of the system’s elements [13]. In this way, Egs. 2.2 and 2.3
measure the causal specificity with which mechanism M in state m, constrains the
system’s past and future states.

A system can only ‘process’ information to the extent that it has mechanisms
to do so. All causally relevant information within a system Z is contained in the

3If M would not constrain its inputs, its state would just be a source of noise entering the system,
not causal information.

4Sets of elements can constrain their joint inputs and outputs in a way that is irreducible to the
constraints of their constituent elements taken individually [13]. The irreducible cause-effect infor-
mation of a set of elements can be quantified similarly to Egs. 2.2-2.3, by partitioning the set and
measuring the distance between p (z;+1|m;) and the distributions of the partitioned set.

5By contrast to the uniform, perturbed distribution, the stationary, observed distribution of system
Z entails correlations due to the system’s network structure which may occlude or exaggerate the
causal constraints of the mechanism itself.
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system’s cause-effect structure, the set of all its mechanisms, and their cause and
effectdistributions p (z;—1|m;) and p (z,+1|m;). The cause-effect structure of a system
in a state specifies the information intrinsic to the system, as opposed to correlations
between internal and external variables. If the goals that we ascribe to a system
are indeed meaningful from the intrinsic perspective of the system, they must be
intrinsic information, contained in the system’s cause-effect structure (if there is no
mechanism for it, it does not matter to the system).

Yet, the system itself does not ‘have’ this intrinsic information. Just by ‘process-
ing’ information, a system cannot evaluate its own constraints. This is simply because
a system cannot, at the same time, have information about itself in its current state
and also other possible states. Any memory the system has about its past states has
to be physically instantiated in its current cause-effect structure. While a system can
have mechanisms that, by being in their current state, constrain other parts of the
system, these mechanisms cannot ‘know’ what their inputs mean.? In the same sense,
a system of mechanisms in its current state does not ‘know’ about its cause-effect
structure; instead, the cause-effect structure specifies what it means to be the system
in a particular state.” Intrinsic meaning thus cannot arise from ‘knowing’, it must
arise from ‘being’.

What does it mean to ‘be’ a system, as opposed to an assembly of interacting
elements, defined by an extrinsic observer? When can a system of mechanisms be
considered an autonomous agent separate from its environment?

2.5 To Be or Not to Be Integrated

Living systems, or agents, more generally, are, by definition, open systems that
dynamically and materially interact with their environment. For this reason, physics,
as a set of mathematical laws governing dynamical evolution, does not distinguish
between an agent and its environment. When a subsystem within a larger system
is characterized by physical, biological, or informational means, its boundaries are
typically taken for granted (see also [16]).

Let us return to the Markov Brains shown in Fig. 2.2, which evolved perfect
solutions in the cl-a3 environment. Comparing the two network architectures, the
Markov Brain in Fig. 2.2a has only feedforward connections between elements,
while the hidden elements in Fig. 2.2b feedback to each other. Both Markov Brains
‘process’ information in the sense that they receive signals from the environment
and react to these signals. However, the hidden elements in Fig. 2.2b constrain each

Take a neuron that activates, for example, every time a picture of the actress Jennifer Aniston
is shown [22]. All it receives as inputs is quasi-binary electrical signals from other neurons. The
meaning “Jennifer Aniston” is not in the message to this neuron, or any other neuron.

7For example, an AND logic gate receiving 2 inputs is what it is, because it switches ON if and

only if both inputs were ON. An AND gate in state ON thus constrains the past states of its input
to be ON.
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other, above a background of external inputs, and thus from an integrated system of
mechanisms.

Whether and to what extent a set of elements is integrated can be determined from
its cause-effect structure, using the theoretical framework of integrated information
theory (IIT) [13]. A subsystem of mechanisms has integrated information ® > 0, if all
of its parts constrain, and are being constrained by, other parts of the system. Every
part must be a difference that makes a difference within the subsystem. Roughly, ®
quantifies the minimal intrinsic information that is lost if the subsystem is partitioned
in any way. An integrated subsystem with & > 0 has a certain amount of causal
autonomy from its environment.® Maxima of ® define where intrinsic causal borders
emerge [17, 18]. A set of elements thus forms a causally autonomous entity if its
mechanisms giverise to a cause-effect structure with maximal @, compared to smaller
or larger overlapping sets of elements. Such a maximally integrated set of elements
forms a unitary whole (it is ‘one’ as opposed to ‘many’) with intrinsic, self-defined
causal borders, above a background of external interactions. By contrast, systems
whose elements are connected in a purely feedforward manner have & = 0: there is at
least one part of the system that remains unconstrained by the rest. From the intrinsic
perspective, then, there is no unified system, even though an external observer can
treat it as one.

So far, we have considered the entire Markov Brain, including sensors, hidden
elements, and motors, as the system of interest. However, the sensors only receive
input from the environment, not from other elements within the system, and the
motors do not output to other system elements. The whole Markov Brain is not an
integrated system, and thus not an autonomous system, separate from its environment.
Leaving aside the animat’s ‘retina’ (sensors) and ‘motor neurons’ (motors), inside
the Markov Brain in Fig. 2.2b, we find a minimal entity with ® > 0 and self-defined
causal borders—a ‘brain’ within the Markov Brain. By contrast, all there is, in the
case of Fig. 2.2a, is a cascade of switches, and any border demarcating a particular
set of elements would be arbitrary.

Dynamically and functionally the two Markov Brains are very similar. However,
one is an integrated, causally autonomous entity, while the other is just a set of ele-
ments performing a function. Note again that the two systems are equally ‘intelligent’
(if we define intelligence as task fitness). Both solve the task perfectly. Yet, from the
intrinsic perspective being a causally autonomous entity makes all the difference (see
here [13, 19]). But is there a practical advantage?

2.6 Advantages of Being Integrated

The cause-effect structure of a causally autonomous entity describes what it means
to be that entity from its own intrinsic perspective. Each of the entity’s mechanisms,

8This notion of causal autonomy applies to deterministic and probabilistic systems, to the extent
that their elements constrain each other, above other background inputs, e.g. from the sensors.
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in its current state, corresponds to a distinction within the entity. Being an entity for
which ‘light’ is different from ‘dark’, for example, requires that the system itself,
its cause-effect structure, must be different when it ‘sees’ light, compared to when
it ‘sees’ dark. In this view, intrinsic meaning might be created by the specific way
in which the mechanisms of an integrated entity constrain its own past and future
states, and by their relations to other mechanisms within the entity.

The animat ‘brain’ in Fig. 2.2b, constituted of the 2 hidden elements, has at most
3 mechanisms (each element, and also both elements together, if they irreducibly
constrain the system). At best, these mechanisms could specify that “something is
probably this way, not that way”, and “same” or “different”. Will more complex
environments lead to the evolution of more complex autonomous agents?

In the simple c1-a3 environment, animats with integrated brains do not seem to
have an advantage over feedforward architectures. Out of the 13 strains of animats
that reached perfect fitness, about half developed architectures with recurrent con-
nections (6/13) [5]. However, in a more difficult block-catching environment, which
required more internal memory (“catch size 3 and 6, avoid size 4 and 5”), the same
type of animats developed more integrated architectures with higher @, and more
mechanisms (one example architecture is shown in Fig. 2.1b). The more complex
the environment, the more evolution seems to favor integrated structures.

In theory, and more so for artificial systems, being an autonomous entity is
not a requirement for intelligent behavior. Any task could, in principle, be solved
by a feedforward architecture given an arbitrary number of elements and updates.
Nevertheless, in complex, changing environments, with a rich causal structure, where
resources are limited and survival requires many mechanisms, integrated agents seem
to have an evolutionary advantage [5, 20]. Under these conditions, integrated systems
are more economical in terms of elements and connections, and more flexible than
functionally equivalent systems with a purely feedforward architecture. Evolution
should also ensure that the intrinsic cause-effect structure of an autonomous agent
‘matches’ the causal structure of its environment [21].

From the animats, it is still a long way towards agents with intrinsic goals and
intentions. What kind of cause-effect structure is required to experience goals, and
which environmental conditions could favor its evolution, remains to be deter-
mined. Integrated information theory offers a quantitative framework to address
these questions.

2.7 Conclusion

Evolution did produce autonomous agents. We experience this first hand. We are also
entities with the right kind of cause-effect structure to experience goals and intentions.
To us, the animats appear to be agents that behave with intention. However, the reason
for this lies within ourselves, not within the animats. Some of the animats even lack
the conditions to be separate causal entities from their environment. Yet, observing
their behavior affects our intrinsic mechanisms. For this reason, describing certain
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types of directed behaviors as goals, in the extrinsic sense, is most likely useful to
us from an evolutionary perspective. While we cannot infer agency from observing
apparent goal-directed behavior, by the principle of sufficient reason, something
must cause this behavior (if we see an antelope running away, maybe there is a lion).
On a grander scale, descriptions in terms of goals and intentions can hint at hidden
gradients and selection processes in nature, and inspire new physical models.

For determining agency and intrinsic meaning in other systems, biological or
not, correlations between external and internal states have proven inadequate. Being
a causally autonomous entity from the intrinsic perspective requires an integrated
cause-effect structure; merely ‘processing’ information does not suffice. Intrinsic
goals certainly require an enormous amount of mechanisms. Finally, when physics
is reduced to a description of mathematical laws that determine dynamical evolution,
there seems to be no place for causality. Yet, a (counterfactual) notion of causation
may be fundamental to identify agents and distinguish them from their environment.
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Chapter 3
Meaning and Intentionality = Information
+ Evolution

Carlo Rovelli

3.1 Introduction

There is a gap in our understanding of the world. On the one hand we have the
physical universe; on the other, notions like meaning, intentionality, agency, purpose,
function and similar, which we employ for things like life, humans, the economy...
These notions are absent in elementary physics, and their placement into a physicalist
world view is delicate [1], to the point that the existence of this gap is commonly
presented as the strongest argument against naturalism.

Two historical ideas have contributed tools to bridge the gap.

The first is Darwin’s theory, which offers evidence on how function and purpose
can emerge from natural variability and natural selection of structures [2]. Darwin’s
theory provides a naturalistic account for the ubiquitous presence of function and
purpose in biology. It falls sort of bridging the gap between physics and meaning, or
intentionality.

The second is the notion of ‘information’, which is increasingly capturing the
attention of scientists and philosophers. Information has been pointed out as a key
element of the link between the two sides of the gap, for instance in the classic work
of Fred Dretske [3].

However, the word ‘information’ is highly ambiguous. It is used with a variety
of distinct meanings, that cover a spectrum ranging from mental and semantic (“the
information stored in your USB flash drive is comprehensible”) all the way down to
strictly engineeristic (“the information stored in your USB flash drive is 32 Giga”).
This ambiguity is a source of confusion. In Dretske’s book, information is introduced
on the basis of Shannon’s theory [4], explicitly interpreted as a formal theory that
“does not say what information is”.

In this note, I make two observations. The first is that it is possible to extract from
the work of Shannon a purely physical version of the notion of information. Shannon
calls it “relative information”. I keep his terminology even if the ambiguity of these
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terms risks leading to a continuation of the misunderstanding; it would probably be
better to call it simply ‘correlation’, since this is what it ultimately is: downright
crude physical correlation.

The second observation is that the combination of #Ais notion with Darwin’s mech-
anism provides the ground for a definition of meaning. More precisely, it provides
the ground for the definition of a notion of “meaningful information”, a notion that
on the one hand is solely built on physics, on the other can underpin intentionality,
meaning, purpose, and is a key ingredient for agency.

The claim here is not that the full content of what we call intentionality, mean-
ing, purpose—say in human psychology, or linguistics—is nothing else than the
meaningful information defined here. But it is that these notions can be built upon
the notion of meaningful information step by step, adding the articulation proper to
our neural, mental, linguistic, social, etcetera, complexity. In other words, I am not
claiming to provide here the full chain from physics to mental, but rather the crucial
first link of the chain.

The definition of meaningful information I give here is inspired by a simple model
presented by David Wolpert and Artemy Kolchinsky [5], which I describe below. The
model illustrates how two physical notions, combined, give rise to a notion we usually
ascribe to the non-physical side of the gap: meaningful information.

The text is organised as follows. I start by a careful formulation of the notion of
correlation (Shannon’s relative information). I consider this a main motivation for
this note: emphasise the commonly forgotten fact that such a purely physical defini-
tion of information exists. I then briefly recall a couple of points regarding Darwinian
evolution which are relevant here, and I introduce (one of the many possible) char-
acterisations of living beings. I then describe Wolpert’s model and give explicitly
the definition of meaningful information which is the main purpose of this essay.
Finally, I describe how this notion might bridge the two sides of the gap. I close with
a discussion of the notion of signal and with some general considerations.'

3.2 Relative Information

Consider physical systems A, B, ... whose states are described by a physical vari-
ables x, y, ..., respectively. This is the standard conceptual setting of physics. For
simplicity, say at first that the variables take only discrete values. Let N,, N;, ... be
the number of distinct values that the variables x, y, ... can take. If there is no relation
or constraint between the systems A and B, then the pair of system (A, B) can be in
N, x N, states, one for each choice of a value for each of the two variables x and y. In

IRelated ideas are developed in the teleological approach to meaning, especially work of Dretske and
of Millikan. See for instance Sect. 3 in: Neander, Karen, “Teleological Theories of Mental Content”,?
The Stanford Encyclopedia of Philosophy? (Spring 2012 Edition), Edward N. Zalta (ed.), https://
plato.stanford.edu/archives/spr2012/entries/content-teleological/.
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physics, however, there are routinely constraints between systems that make certain
states impossible. Let N, , be the number of allowed possibilities. Using this, we can
define ‘relative information’ as follows.

We say that A and B ‘have information about one another’ if N, is strictly smaller
than the product N, x N;. We call

S =log(N, x N;) —log N,;, (3.1

where the logarithm is taken in base 2, the “relative information” that A and B have
about one another. The unit of information is called ‘bit’.

For instance, each end of a magnetic compass can be either a North (N) or South
(S) magnetic pole, but they cannot be both N or both S. The number of possible states
of each pole of the compass is 2 (either N or S), so N, = N, = 2, but the physically
allowed possibilities arenot Ny x Ny =2 x 2 =4 (NN, NS, SN, §9). Rather, they
are only two (N S, SN), therefore N,, = 2. This is dictated by the physics. Then we
say that the state (N or §) of one end of the compass ‘has relative information’

S =1log2+1log2 —log2=1 3.2)

(that is: 1 bit) about the state of the other end. Notice that this definition captures
the physical underpinning to the fact that “if we know the polarity of one pole of the
compass then we also know (have information about) the polarity of the other.” But
the definition itself is completely physical, and makes no reference to semantics or
subjectivity.

The generalisation to continuous variables is straightforward. Let P, and P, be
the phase spaces of A and B respectively and let P,, be the subspace of the Cartesian
product P, x P, which is allowed by the constraints. Then the relative information is

S=logV(P, x P,) —log V(P,;) 3.3)
whenever this is defined.’
Since the notion of relative information captures correlations, it extends very nat-

urally to random variables. Two random variables x and y described by a probability
distribution p,,(x, y) are uncorrelated if

Pas(X,y) = Pas(x., y) 34

2Here V (.) is the Liouville volume and the difference between the two volumes can be defined as
the limit of a regularisation even when the two terms individually diverge. For instance, if A and B
are both free particles on a circle of of size L, constrained to be at a distance less than or equal to
L/N (say by arope tying them), then we can easily regularise the phase space volume by bounding
the momenta, and we get S = log N, independently from the regularisation.
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where p,;(x, y) is called the marginalisation of p,,(x, y) and is defined as the product
of the two marginal distributions

DPas(x,¥) = pa(x) ps(¥), (3.5)

in turn defined by

pA(X)=/pAB(x,y) dy,  ps(y) Z/M(x,y) dx. (3.6)

Otherwise they are correlated. The amount of correlation is given by the difference
between the entropies of the two distributions p, (x, y) and p,(x, y). The entropy of
a probability distribution p being S = [ plog p on the relevant space. All integrals
are taken with the Liouville measures of the corresponding phase spaces.

Correlations can exist because of physical laws or because of specific physical
situations, or arrangements or mechanisms, or the past history of physical systems.

Here are few examples. The fact that the two poles of a magnet cannot have the
same polarisation is excluded by one of the Maxwell equations. It is just a fact of the
world. The fact that two particles tied by a rope cannot move farther apart than the
length of the rope is a consequence of a direct mechanical constraint: the rope. The
frequency of the light emitted by a hot piece of metal is correlated to the temperature
of the metal at the moment of the emission. The direction of the photons emitted
from an object is correlated to the position of the object. In this case emission is the
mechanism that enforces the correlation. The world teems with correlated quantities.
Relative information is, accordingly, naturally ubiquitous.

Precisely because it is purely physical and so ubiquitous, relative information is
not sufficient to account for meaning. ‘Meaning’ must be grounded on something
else, something far more specific.

3.3 Survival Advantage and Purpose

Life is a characteristic phenomenon we observe on the surface of the Earth. It is
largely formed by individual organisms that interact with their environment and
embody mechanisms that keep them away from thermal equilibrium using available
free energy. A dead organism decays rapidly to thermal equilibrium, while an organ-
ism which is alive does not. I take this—with quite a degree of arbitrariness—as a
characteristic feature of organisms that are alive.

Darwin’s key discovery is that we can legitimately reverse the causal relation
between the existence of the mechanism and its function. The fact that the mechanism
exhibits a purpose—ultimately to maintain the organism alive and reproduce it—can
be simply understood as an indirect consequence, not a cause, of its existence and
its structure.
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As Darwin points out in his book, the idea is ancient. It can be traced at least to
Empedocles. Empedocles suggested that life on Earth may be the result of random
happening of structures, all of which perish except those that happen to survive, and
these are the living organisms.?

The idea was criticised by Aristotle, on the ground that we see organisms being
born with structures already suitable for survival, and not being born at random ([6]
IT 8, 198b35). But shifted from the individual to the species, and coupled with the
understanding of inheritance and, later, genetics, the idea has turned out to be correct.
Darwin clarified the role of variability and selection in the evolution of structures and
molecular biology illustrated how this may work in concrete cases. Function emerges
naturally and the obvious purposes that living matter exhibits can be understood as a
consequence of variability and selection. What functions is there because it functions:
hence it has survived. We do not need something external to the workings of nature
to account for the appearance of function and purpose.

Although variability and selection alone may account for function and purpose,
they are not sufficient to account for meaning, because meaning has semantic and
intentional connotations that are not a priori necessary for variability and selection.
‘Meaning’ must be grounded on something else.

3.4 Kolchinsky-Wolpert’s Model and Meaningful
Information

My aim is now to distinguish the correlations that are ubiquitous in nature from
those that we count as relevant information. To this end, the key point is that sur-
viving mechanisms survive by using correlations. This is how relevance is added to
correlations.

The life of an organism progresses in a continuous exchange with the external
environment. The mechanisms that lead to survival and reproduction are adapted by
evolution to a certain environment. But in general environment is constantly varying,
in a manner often poorly predictable. It is obviously advantageous to be appropriately
correlated with the external environment, because survival probability is maximised
by adopting different behaviour in different environmental conditions.

A bacterium that swims to the left when nutrients are on the left and swims to the
right when nutrients are on the right prospers; a bacterium that swims at random has
less chances. Therefore many bacteria we see around us are of the first kind, not of
the second kind. This simple observation leads to the Kolchinsky-Wolpert model [5].

A living system A is characterised by a number of variables x,, that describe its
structure. These may be numerous, but are far fewer in number than those describing
the full microphysics of A (say, the exact position of each water molecule in a cell).

3[There could be] “beings where it happens as if everything was organised in view of a purpose,
while actually things have been structured appropriately only by chance; and the things that happen
not to be organised adequately, perished, as Empedocles says” [6] II 8, 198b29).
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Therefore the variables x, are macroscopic in the sense of statistical mechanics
and there is an entropy S(x,) associated to them, which counts the number of the
corresponding microstates. As long as an organism is alive, S(x,) remains far lower
than its thermal-equilibrium value S,,,,. This capacity of keeping itself outside of
thermal equilibrium, utilising free energy, is a crucial aspect of systems that are
alive. Living organisms generally have a rather sharp distinction between their state
of being alive or dead, and we can represent it as a threshold S;;, in their entropy.

Call B the environment and let y, denote a set of variables specifying its state.
Incomplete specification of the state of the environment can be described in terms
of probabilities, and therefore the evolution of the environment is itself predictable
at best probabilistically (Fig.3.1).

Consider now a specific variable x of the system A and a specific variable y of the
system B in a given macroscopic state of the world. Given a value (x, y), and taking
into account the probabilistic nature of evolution, at a later time ¢ the system A will
find itself in a configuration x,, with probability p, ,(x,). If at time zero p(x, y) is
the joint probability distribution of x and y, the probability that at time ¢ the system
A will have entropy higher that the threshold is

P = /dxndx dy p(x,y) px.y(xn)0(S(xn) — Sthr), (3.7

where 6 is the step function. Let us now define

= / dxpdx dy B(x. y) pey )0 (S(6a) — Sinn). (3.8)

A
Pas(z,y) {ﬁu(r,y) -
- B 2

P

Fig. 3.1 The Kolchinsky-Wolpert model and the definition of meaningful information. If the prob-
ability of descending to thermal equilibrium P increases when we cut the information link between
A and B, then the relative information (correlation) between the variables x and y is “meaningful
information”
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where p(x, y) is the marginalisation of p(x, y) defined above. This is the probabil-
ity of having above threshold entropy if we erase the relative information. This is
Wolpert’s model.

Let’s define the relative information between x and y contained in p(x, y) to be
“directly meaningful” for B over the time span 7, iff P is different from P. And call

M=P—P (3.9)

the “significance” of this information. The significance of the information is its
relevance for the survival, that is, its capacity of affecting the survival probability.

Furthermore, call the relative information between x and y simply “meaningful” if
itis directly meaningful or if its marginalisation decreases the probability of acquiring
information that can be meaningful, possibly in a different context.

Here is an example. Let B be food for a bacterium and A the bacterium, in a
situation of food shortage. Let y be the location of the nutrient, for simplicity say it
can be either at the left of at the right. Let x the variable that describe the internal state
of the bacterium which determines the direction in which the bacterium will move.
If the two variables x and y are correlated in the right manner, the bacterium reaches
the food and its chances of survival are higher. Therefore the correlation between y
and x is “directly meaningful” for the bacterium, according to the definition given,
because marginalising p(x, y), namely erasing the relative information increases the
probability of starvation.

Next, consider the same case, but in a situation of food abundance. In this case the
correlation between x and y has no direct effect on the survival probability, because
there is no risk of starvation. Therefore the x — y correlation is not directly meaning-
ful. However, it is still (indirectly) meaningful, because it empowers the bacterium
with a correlation that has a chance to affect its survival probability in another situ-
ation.

A few observations about this definition:

i. Intentionality is built into the definition. The information here is information
that the system A has about the variable y of the system B. It is by definition
information “about something external”. It refers to a physical configuration of
A (namely the value of its variable x), insofar as this variable is correlated to
something external (it ‘knows’ something external).

ii. The definition separates correlations of two kinds: accidental correlations that
are ubiquitous in nature and have no effect on living beings, no role in semantic,
no use, and correlations that contribute to survival. The notion of meaningful
correlation captures the fact that information can have “value” in a Darwinian
sense. The value is defined here a posteriori as the increase of survival chances.
It is a “value” only in the sense that it increases these chances.
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iii. Obviously, not any manifestation of meaning, purpose, intentionality or value is
directly meaningful, according to the definition above. Reading today’s news-
paper is not likely to directly enhance mine or my genes’ survival probability.
This is the sense of the distinction between ‘direct’” meaningful information and
meaningful information. The second includes all relative information which in
turn increases the probability of acquiring meaningful information. This opens
the door to recursive growth of meaningful information and arbitrary increase of
semantic complexity. It is this secondary recursive growth that grounds the use
of meaningful information in the brain. Starting with meaningful information
in the sense defined here, we get something that looks more and more like the
full notions of meaning we use in various contexts, by adding articulations and
moving up to contexts where there is a brain, language, society, norms...

iv. A notion of ‘truth’ of the information, or ‘veracity’ of the information, is implic-
itly determined by the definition given. To see this, consider the case of the
bacterium and the food. The variable x of the bacterium can take two values,
say L and R, where L is the variable conducting the bacterium to swim to the
Left and R to the Right. Here the definition leads to the idea that R means “food
is on the right” and L means “food is on the left”. The variable x contains this
information. If for some reason the variable x is on L but the food happens to
be on the Right, then the information contained in x is “not true”. This is a very
indirect and in a sense deflationary notion of truth, based on the effectiveness
of the consequence of holding something for true. (Approximate coarse grained
knowledge is still knowledge, to the extent it is somehow effective. To fine grain
it, we need additional knowledge, which is more powerful because it is more
effective.) Notice that this notion of truth is very close to the one common today
in the natural sciences when we say that the ‘truth’ of a theory is the success of
its predictions. In fact, it is the same.

v. The definition of ‘meaningful’ considered here does not directly refer to anything
mental. To have something mental you need a mind and to have a mind you need
a brain, and its rich capacity of elaborating and working with information. The
question addressed here is what is the physical base of the information that brains
work with. The answer suggested is that it is just physical correlation between
internal and external variables affecting survival either directly or, potentially,
indirectly.

The idea put forward is that what grounds all this is direct meaningful information,
namely strictly physical correlations between a living organism and the external
environment that have survival and reproductive value. The semantic notions of
information and meaning are ultimately tied to their Darwinian evolutionary origin.
The suggestion is that the notion of meaningful information serves as a ground for
the foundation of meaning. That is, it could offer the link between the purely physical
world and the world of meaning, purpose, intentionality and value. It could bridge
the gap.
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3.5 Signals, Reduction and Modality

A signal is a physical event that conveys meaning. A ring of my phone, for instance,
is a signal that means that somebody is calling. When I hear it, I understand its
meaning and I may reach for the phone and answer.

As a purely physical event, the ring happens to physically cause a cascade of
physical events, such as the vibration of air molecules, complex firing of nerves in
my brain, etcetera, which can in principle be described in terms of purely physical
causation. What distinguishes its being a signal, from its being a simple link in a
physical causation chain?

The question becomes particularly interesting in the context of biology and espe-
cially molecular biology. Here the minute working of life is largely described in terms
of signals and information carriers: DNA codes the information on the structure of
the organism and in particular on the specific proteins that are going to be produced,
RNA carries this information outside the nucleus, receptors on the cell surface sig-
nal relevant external condition by means of suitable chemical cascades. Similarly,
the optical nerve exchanges information between the eye and the brain, the immune
system receives information about infections, hormones signal to organs that it is
time to do this and that, and so on, at libitum. We describe the working of life in
heavily informational terms at every level. What does this mean? In which sense are
these processes distinct from purely physical processes to which we do not usually
employ an informational language?

I see only one possible answer. First, in all these processes the carrier of the infor-
mation could be somewhat easily replaced with something else without substantially
altering the overall process. The ring of my phone can be replaced by a beep, or a
vibration. To decode its meaning is the process that recognises these alternatives as
equivalent in some sense. We can easily imagine an alternative version of life where
the meaning of two letters is swapped in the genetic code. Second, in each of these
cases the information carrier is physically correlated with something else (a protein,
a condition outside the cell, a visual image in the eye, an infection, a phone call...) in
such a way that breaking the correlation could damage the organism to some degree.
This is precisely the definition of meaningful information studied here.

I close with two general considerations.

The first is about reductionism. Reductionism is often overstated. Nature appears
to be formed by a relatively simple ensemble of elementary ingredients obeying
relatively elementary laws. The possible combinations of these elements, however,
are stupefying in number and variety, and largely outside the possibility that we could
compute or deduce them from nature’s elementary ingredients. These combinations
happen to form higher level structures that we can in part understand directly. These
we call emergent. They have a level of autonomy from elementary physics in two
senses: they can be studied independently from elementary physics, and they can be
realized in different manners from elementary constituents, so that their elementary
constituents are in a sense irrelevant to our understanding of them. Because of this,
it would obviously be useless and self-defeating to try to replace all the study of
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nature with physics. But evidence is strong that nature is unitary and coherent, and its
manifestations are—whether we understand them or not—behaviour of an underlying
physical world. Thus, we study thermal phenomena in terms of entropy, chemistry
in terms of chemical affinity, biology in terms functions, psychology in terms of
emotions and so on. But we increase our understanding of nature when we understand
how the basic concept of a science are grounded in physics, or are grounded in a
science which itself is grounded in physics, as we have largely been able to do
for chemical bonds or entropy. It is in this sense, and only in this sense, that I am
suggesting that meaningful information could provide the link between different
levels of our description of the world.

The second consideration concerns the conceptual structure on which the defini-
tion of meaningful information proposed here is based. The definition has a modal
core. Correlation is not defined in terms of how things are, but in terms of how they
could or could not be. Without this, the notion of correlation cannot be constructed.
The fact that something is red and something else is red, does not count as a cor-
relation. What counts as a correlation is, say, if two things can each be of different
colours, but the two must always be of the same colour. This requires modal language.
If the world is what it is, where does modality comes from?

The question is brought forward by the fact that the definition of meaning given
here is modal, but does not bear on whether this definition is genuinely physical or
not. The definition is genuinely physical. It is physics itself which is heavily modal.
Even without disturbing quantum theory or other aspects of modern physics, already
the basic structures of classical mechanics are heavily modal. The phase space of a
physical system is the list of the configurations in which the system can be. Physics
is not a science about how the world is: it is a science of how the world can be.

There are a number of different ways of understanding what this modality means.
Perhaps the simplest in physics is to rely on the empirical fact that nature realises
multiple instances of the same something in time and space. All stones behave sim-
ilarly when they fall and the same stone behaves similarly every time it falls. This
permits us to construct a space of possibilities and then use the regularities for predic-
tions. This structure can be seen as part of the elementary grammar of nature itself.
And then the modality of physics and, consequently, the modality of the definition
of meaning I have given are fully harmless against a serene and quiet physicalism.

But I nevertheless raise a small red flag here. Because we do not actually know the
extent to which this structure is superimposed upon the elementary texture of reality
by ourselves. It could well be so: the structure could be generated precisely by the
structure of the very ‘meaningful information’ we have been concerned with here.
We are undoubtably limited parts of nature, and we are so even as understanders of
this same nature.
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Chapter 4
Von Neumann Minds: A Toy Model

of Meaning in a Natural World

Jochen Szangolies

4.1 Introduction

Physical law and the teleonomy of living beings are difficult to reconcile: a stone rolls
downhill because of the force of gravity, not because it wants to reach the bottom.
Mental content exhibits the curious property of intentionality—of being directed
at, concerned with, or simply about entities external to itself. Such ‘aboutness’ is
arguably a prerequisite to goal-directed behavior; yet, following Brentano [1], it is
often alleged that no physical system exhibits this kind of other-directedness.

A mark on a paper is just a mark on a paper—it is only after it is interpreted as
a sign, or symbol, by an intentional mind that it comes to refer to something else.
Without such interpretation, there is no reference.

But interpretation itself seems to rest on the notion of reference: when we interpret
the word ‘apple’ as referring to an apple, a reasonable suggestion seems to be that the
word causes an appropriate mental representation to be called up—that is, a certain
kind of mental symbol that refers to said apple. We are caught in a double bind: we
cannot explain reference without interpretation and we cannot explain interpretation
without reference.

How, then, to reconcile the ubiquitous presence of intentionality and goal-directed
behavior with blind physical law? Can we escape the double bind with a naturalist
explanation, or do we have to go beyond physics, in whatever way?

In the following, I will present a ‘toy model’ that I argue to be capable of pro-
ducing genuine meanings in a natural world. In order to introduce the model, I will,
in the following section, elaborate on the nature of the double bind, introducing
the homunculus fallacy. Following this, I will describe a model that confronts the
homunculus problem head-on, eliminating the dichotomy between the representa-
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tion and its (homuncular) ‘user’. To do so, I will draw an analogy to the problem of
reproduction, and adapt a solution due to von Neumann [12] to the issue at hand.

4.2 The Homunculus in Locke’s ‘Camera Obscura’

Let us start by being exceedingly naive. We will take literally the suggestion made
by Locke [7, IT xi 17], that

the understanding is not much unlike a closet wholly shut from light, with only some little
openings left, to let in external visible resemblances, or ideas of things without.

The mind, then, is like a camera obscura: a dark room, through which light only
enters via a small aperture. This produces an image of the outside world on the wall
opposing the hole. In more modern terms, one could imagine an external camera,
whose image is projected onto an internal screen.

It is this internal image which we will consider to form the basis of mental repre-
sentation. By means of this image, actions could be planned: if the image contains
an apple on a plate, one could plan to reach for and eat this apple. Thus, it seems
that such an internal image suffices to implement goal-directed behavior, to plan
intentional action in the outside world.

But of course, we have long since fallen prey to fallacy. When we consider how
the internal image is used in order to formulate plans for actions in the world, we
invariably postulate a user. This use requires recognizing the objects within the
image, and representing them as apples and plates, rather than colorful blobs on a
wall. But which faculty is to play the role of this user?

In attempting to give an account of the intentional machinery, we have implicitly
relied on it being already present: some entity ‘looks at’ the internal screen, analyzes
the picture, to formulate plans to enact. As the outside world is represented in this
inner picture, so must the inner picture again be represented to the internal observer,
the homunculus. This yields an infinite regression: the homunculus must contain,
within itself, another homunculus accounting for its intentionality, thus yielding an
infinitely nested structure of interior observers.

We thus must start out by immunizing ourselves against homunculi. To do so, we
analyze the structure that underlies the notion of meaning. Meaning is a relation—
but not, as one might believe at first, a two-place relation between a symbol and its
referent, but a three-place relation: a symbol S means some referent R to an agent
A. Thus, ‘apple’ (the symbol) means apple (the referent) to somebody sufficiently
familiar with the English language, while it means nothing to somebody speaking
only Chinese.

The source of the homunculus fallacy is glossing over whom a given symbol is
supposed to have meaning to: we imagine that the internal picture is simply intrin-
sically meaningful, but fail to account for how this might come to be—and simply
repeating this ‘inner picture’-account leads to an infinite regress of internal observers.
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Thus, if we intend to hold fast to a representational account of meaning, we must
modify the underlying structure: replace the three-place relation by something that
does not depend on external agency. Such a replacement structure was proposed by
the present author in Ref. [11]; in the following, I will introduce, as well as elaborate
on, the model presented therein.

4.3 Von Neumann Replicators

We have seen that the main obstacle towards finding a representational theory of
meaning is the three-partite structure of reference. In order to break free of this
problematic structure, we will exhibit an analogous relation, that of construction,
and show how the problem arises in this case. Afterwards, we discuss the ingenious
solution of von Neumann [12].

Construction is a three-partite relationship between the blueprint B, the object to
be constructed O, and the constructor C. Just as a symbol S means R to the agent
A, the blueprint B ‘means’ the object O to the constructor C. Due to this structural
equivalence, we expect an analogue to the homunculus problem to surface in this
context. It is not hard to see that this is, in fact, the case: consider the task of creating
a self-reproducing automaton.

One possible solution is the doctrine of preformationism: the ancient notion that
organisms contain tiny versions of the adult organisms within themselves—Iliteral
homunculi—which then grow to full size eventually. However, in order to yield a
truly faithful copy of the parent organism, each of the tiny versions must, within
themselves, already contain yet tinier versions, containing even smaller ones, and so
on.

As with explaining meaning via reference, we seem to be stuck in an infinite
regress in explaining self-reproductive capacities by means of the three-partite con-
struction relation. Can we escape this conclusion?

Of course, self-reproduction is a fact of nature; moreover, nobody supposes that the
capacity of living beings to self-reproduce depends on any mysterious, inexplicable
powers. Thus, we may be confident that a solution exists.

A possibility is to just accept the homunculus regress head-on: there is, in fact,
an infinite hierarchy of tiny versions stacked, in Russian doll-manner, within one
another. Like the tower of homunculi gives meaning to an internal representation,
this nesting enables infinite self-reproduction.

However, we do not typically believe that such infinite structures can exist in the
real world. Consequently, solving both problems necessitates finding a real-world
implementable replacement for the infinite structure.

A first attempt at a solution is the following. Suppose that a system is simply
capable of scanning itself, producing a description that then enables it to construct
an exact copy. This, at first blush, seems a very sensible solution enabling perfect
self-reproduction.
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However, this strategy runs into an immediate obstacle. One might anticipate this
(and von Neumann did, see [12, p. 166]) due to the self-referential nature of the
proposal: whenever a system scans itself, it will contain its own description as a
proper part of itself; but this description then cannot be a description of the system
anymore, since otherwise, it would necessarily contain a description of the system
as containing a description of itself, and so on. Again, we seem to be faced with the
problem of infinite regress.

Making this suggestion more concrete, Svozil [10] proves the following:

Theorem (Svozil) In general, no complete intrinsic theory of a universal computable
system can be obtained actively, i.e. by self-examination.

The proof works by reduction to Richard’s paradox [9]. This paradox notes that
certain English expressions unambiguously name real numbers between 0 and 1—
e.g., ‘the ratio of a circle’s circumference to its diameter minus 3’. These expressions
can be brought into lexicographic order, giving expressions of the form ‘the nth
English expression defining a real number’ a unique meaning.

Now consider the expression ‘the real number whose nth decimal is given by 9
minus the nth decimal of the real number defined in the nth expression’. This defines
a unique real number r. However, it is clear that this number cannot be in the original
enumeration: it differs from the nth number in the nth decimal. But nevertheless, it
is clearly defined by a finite English expression! Thus, we arrive at a paradox—the
original list cannot be possible, after all.

Svozil then maps all possible responses of an automaton to binary strings, and
shows that there cannot be a string among these capable of reproducing all others
(i.e. the sought-for intrinsic theory): if that were the case, one could construct a new
string via a diagonalization method that the automaton can output such that it differs
from all the others in the list.

We again recognize the three-partite structure discussed previously: we have a
code (the English language), a meaning (real numbers), and a decoding-mechanism
(the notion of numbers defined in English)—compare this to the symbol, its meaning,
and the agent to whom it has this meaning, or to the blueprint, the object to be
constructed, and the constructor carrying out this construction task. Consequently,
all three problems are really the same issue under different guises: positing external
agency to decipher a ‘code’ of some sort ultimately leads to infinite regress, thanks
to issues of self-reference.

Furthermore, we could again ‘solve’ the issue with an infinite hierarchy: call a
number ‘defined,’ if it is named by an ordinary English expression, ‘defined;’ if it
is named by an expression referring to the notion of ‘definition,’, ‘defined,’ if it is
named by an expression referring to ‘defined;’, and so on. Then, » would not be a
‘defined’ number, but rather, it would be ‘defined;’, solving the paradox at the cost
of an infinite hierarchy of definition.

However, we need not appeal to infinite constructions to circumvent this paradox.
Rather, as shown by von Neumann [12], a construction is possible that splits the task
into a syntactic and a semantic part—copying and interpreting the code. Since von
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Neumann’s original solution was geared towards the problem of self-reproduction,
we will first exhibit it in this arena, before examining how to apply it to the problem
of meaning.

Von Neumann’s solution incorporates the following elements. First, we have a
constructor C, which, equipped with a blueprint By of some object O, constructs
that object. Schematically, we may write:

C+BOW0.

(Note that this should not be taken to imply that C and B are necessarily consumed
in the process—we only indicate the newly produced entity on the right side).
Furthermore, a duplicator D, which can duplicate any blueprint By, i.e. which
performs the operation
D+ B o "~ B o-

Additionally, we need a supervisor S, which activates first the duplicator, and
then, the constructor, which leads to

S+D+C+ Bp ~ O+ Byp.

Reproduction then becomes possible by handing this assembly its own description,

Bspc:
S+ D+ C+ Bspc ~ S+ D+ C+ Bspc.

In self-reproduction, the blueprint is used in two different ways: first, it is merely
regarded as a meaningless object, in order to be copied by the duplicator—only its
syntactical properties are considered. Then, itis considered as a set of instructions—it
is interpreted, that is, now its semantics (with respect to the constructor) are consid-
ered.

This avoids Svozil’s theorem—and the homunculus problem—due to the fact
that no intrinsic theory has to be obtained via self-inspection; rather, separating out
syntactic and semantic aspects of the self-reproduction process enables the assembly
N ={S, D, C, Bspc} to ‘look at itself’, rather than needing external agency. All
of the elements of the three-place relation—the code, its meaning, and the agent
deciphering this meaning—are now identified: the replicator N codes for itself, and
reads its own code, to give rise to a copy of itself.

But von Neumann’s construction enables more than mere replication. We may,
for instance, change the original replicator N by adding an arbitrary pattern X to the
blueprint, which yields

S+D+C+BSDCXWS—}-D-’—C-’—X-}-BSDC)(.
That is, changing the ‘genetic code’ of N leads to changes of the phenotype in the

next generation. Moreover, changes are hereditary—changing X to some X’ will
incorporate this change within the next generation. If such a replicator finds itself
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in competition for resources, certain changes may enable it to better acquire them,
introducing a fitness differential: replicators better able to utilize an environment’s
resources will reproduce at a higher rate. Consequently, these replicators have the
potential to adapt to an environment. As we will see, this is a key component in how
genuine meanings arise.

4.4 Evolving Meaning

In the previous section, we have seen how the modification of the structure underlying
replication allows us to evade the homunculus problem. A von Neumann replicator
N does not have to rely on external agency in order to produce a copy of itself.
Moreover, these replicators are capable of ‘mutation’: that is, a replicator N can
code for a different one N’, and thus, give rise to a modified system in the next
generation. The structure here is bipartite: N interpretes itself as coding for N’. In
this section, we will see that this feature may be used to produce symbols that refer to
things beyond themselves—without having to introduce external agents to ‘decode’
them. Coming back to Locke’s camera obscura, we will see how to produce images
of the world that are capable of looking at themselves—representations that are their
Own users.

Von Neumann originally framed his work within the language of cellular automata
(CA). A cellular automaton is, essentially, a conceptual abstraction of a grid of small
machines (the cells), able to interact locally with their immediate environment—that
is, changing their own state based on the states of their neighbors. These machines
can be combined to form larger ones, patterns of cells in different states, much as
one may combine gears, levers and pulleys into a mechanism.

In the following, we will imagine an agent whose brain is given by a cellular
automaton. Since there are computationally universal CA, and neuronal networks
such as ordinary brains can be simulated on a computer, such an agent is in principle
capable of everything that an organism equipped with a more traditional brain can
do.

Now, an analogy to the camera obscura would then be that the CA brain, in
response to external stimuli, shows a certain pattern—an ‘image’ of the outside
world. With such a theory, we are again chasing homunculi: in order for meaning to
emerge, we need some agent external to the pattern, interpreting it as pertaining to
the outside world.

But we have since seen how to exorcise the homunculus: break up the three-
partite structure of reference—create mental representations (CA patterns) that are
their own homunculi, using themselves as symbols. This becomes possible thanks
to von Neumann’s construction.

A given pattern of CA cells constitutes the ‘state of mind’ of our hypothetical
agent. Now, consider what happens if this state of mind contains a von Neumann
replicator N: the replicator ‘interprets’ itself, giving rise to a new copy of itself—that
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is, the agent’s state of mind has meaning to itself. Of course, this ‘meaning’ is of a
rather trivial, self-referential sort: all that it means is merely itself.

The key to shake the agent’s mind free from empty, self-referential navel-gazing
is the design’s evolvability. Assume that the agent is subject to certain environmental
stimuli. These will have some influence upon its CA brain: they could, for instance,
set up a certain pattern of excitations—that is, cells in various states of activation.
As aresult, the evolution of patterns within the CA brain will be influenced by these
changes, which are, in turn, due to the environmental stimuli.

Now imagine that there is a population of replicators active within the CA.
Different designs will then unavoidably perform differently well in different
environments—some might loose their ability to self-replicate completely; others, in
contrast, might experience a boost, thus becoming more and more frequent within the
population. Moreover, changes introduced within a replicator pattern may influence
their replication; that is, these patterns will evolve towards a form more suited to the
current conditions.

Effectively, the outside environment determines the fitness landscape for replica-
tors in the CA-brain—they dictate which replicators enjoy reproductive success, and
to what degree.

Consequently, confronted with a certain environmental situation, within the
agent’s CA brain, a replicator population suitably adapted to the CA fitness landscape
will gradually become dominant.

Two key points must then be made here: first of all, through the process of muta-
tion, the replicator comes to mean something beyond itself—it interpretes itself as
a different pattern, again in a way independent of any outside agency. Second, the
evolutionary process brings the replicator into ever-closer correspondence with the
outside environment: the better adapted a replicator becomes to the CA conditions
set up by the environment, the more it becomes a function of these conditions—and
with that, of the environment.

Selection processes leave traces on those entities subject to them that are charac-
teristic of the environment to which they are adapted. A dolphin’s streamlined body
attests to its living in a fluid medium; a fish’s atrophied eyes bear witness to its having
moved from an environment containing light to a lightless one, say due to a popula-
tion becoming isolated in a cave that closed itself off. In evolutionary processes, the
environment ‘informs’ organisms in the sense of giving shape to them.

Taken together, these two points mean that replicators in a CA-brain that is subject
to environmental influences gradually come to be about that environment—they
interpret themselves as patterns whose form comes to be ever more adapted to this
environment, thus reflecting it.

Douglas Hofstadter coined the dictum that “[t]he mind is a pattern perceived by
a mind” [6, p. 200]. In the above, we have presented a mechanism to realize this
notion, in toy-model form: employing a replicating structure that interprets itself as
something different from itself—that has meaning to itself, the way that the content
of a mind has meaning to said mind.

Suppose now that the dominant replicator at a given time becomes capable of
directing the agent’s actions. It is immaterial here to speculate on how, exactly, this
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process might work—the only thing that matters is that the dominant replicator, best
adapted to the CA-fitness landscape, and consequently, to the outside environment,
is put into the driver’s seat.

Due to the connection between a replicator and the environment, the ‘active sym-
bols’ formed in this way can be employed just as homunculi might be employed to
use the representation of the external world on an internal viewscreen. A symbol
created in an environment containing, e.g., an apple on a plate may produce actions
appropriate to the presence of that apple—i.e. cause the agent to reach for the apple
and take a hearty bite.

We may imagine the symbol itself to be grabbing for the apple: just like the
operator of a crane lends their intentionality to it, making it engage in purposeful
behavior like lifting a load to the third floor, the symbol interpretes its own form as
information about the environment, lending its agency to the agent it controls. In this
sense, intentionality is contagious: intentional agents can lend their goal-directedness
to larger systems they are part of.

In this way, the symbol becomes itself a kind of homunculus—albeit in a non-
problematic way: while the agent’s intentionality is derived from the symbol’s, there
is no infinite regress, due to the capacity of the symbol to interprete itself, and cause
appropriate actions in the agent based on this interpretation.

Of course, the model as presented is highly speculative. There does not seem to be
any experimental evidence for anything like these self-replicating configurations in
real, organic brains—although theoretical proposals for self-replicating patterns of
neurons do exist [5]. However, the above considerations may become more plausible
upon realizing that they serve to solve further problems that otherwise seem difficult
to account for.

One is the so-called problem of error [3]. This problem consists in the recognition
that on many representational theories of mental content, it is difficult to account for
erroneous judgments, e.g., for believing that something is present when it is in fact
not. An example of this would be thinking that a strange person is present in a dark
room, when in fact, there is only a jacket hung on the wall.

A theory on which a representation is supposed to mean whatever has caused its
activation—that is, on which a mental symbol means ‘apple’ if it is triggered by the
presence of apples—immediately falls prey to this issue.

If there is some mental symbol that is triggered whenever I see a strange person
in a dark room—producing the appropriate response of being startled—, and it is
triggered by a jacket, on such a theory the symbol does not mean ‘strange person’, but
rather, ‘strange person or jacket’, and its being triggered is completely appropriate.
ButIdon’t find myself believing that there is a ‘strange person or jacket’ in the room,
and having this belief confirmed by the presence of a jacket; rather, I find myself
believing that there is a strange person in the room, a belief that will then, to my
relief, be disconfirmed by finding that it is only a jacket.

The model as presented above accounts for this easily: while at first, a certain
replicator causing a startling response was dominant within the mental population,
it simply was not the most well-adapted to the actual environmental conditions,
becoming eventually replaced by one fitting them better.
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The other problem is connected with the question of why such a seemingly baroque
scheme might develop within organisms at all. A possible reason for this is that all
organisms face the challenge of coping with an open-ended environment—that is,
with a possibly limitless set of environmental conditions. In artificial intelligence,
this gives rise to the so-called frame problem [8]: a robot navigating an environment
needs to possess information about this environment—roughly, about what kinds of
problems to expect, and how objects behave, in order to solve them. But in the natural
world, the set of object-behaviors and problems an organism might be faced with is
not clearly delimited, and potentially infinite.

An evolutionary approach, in contrast, is capable of adapting to arbitrary environ-
mental conditions. Thus, organisms possessing such a mechanism have an inherent
advantage over organisms lacking it, and hence, enjoy greater reproductive fitness—
leading, as a final consequence, to the existence of meaning, aboutness, and goal-
directed behavior in the world.

An interesting parallel may be drawn here to the immune system: the so-called
clonal selection theory due to Burnet et al. [2] postulates that the diversity of anti-
bodies to combat an infection is due to a Darwinian process. In this way, the immune
system does not need access to a near-limitless variety of appropriate ‘responses’
to all conceivable infectious agents, but rather, may evolve an appropriate response
when necessary. Consequently, a strategy of using a Darwinian adaptation process
in order to produce an appropriate reaction to near-limitless environmental variety
already exists within nature’s toolkit—and, as many examples of convergent evolu-
tion demonstrate, nature loves to recycle its solutions. (Indeed, the existence of this
evolutionary immune response inspired the neuronal replicator model of Fernando
et al. [5], via the neural Darwinism of Edelman [4]).

4.5 Conclusion

I have presented a toy model of how meaning, aboutness, and intentionality emerge
in a natural world. The model’s key insight is that, in order to solve the homunculus
problem, the three-partite structure of reference—a symbol (or code) means its ref-
erent to an agent—must be broken up, since otherwise, we face an infinite regress of
interpretational agencies.

I have argued that such a breaking up can be achieved by a mechanism analogous
to von Neumann’s self-replicating machines. Construction is likewise based on a
three-partite structure—a blueprint becomes ‘translated’ into a certain object by a
constructor. Von Neumann’s design breaks up this structure, avoiding the infinite
regress by creating objects capable of both copying and reading blueprints of them-
selves contained within themselves. Furthermore, the design enables evolvability: a
von Neumann replicator N may construct a different object N’ from the code within
itself; N’ then may itself be a replicator, possibly better adapted to its environment.

Translated back into the realm of symbols and its referents, N constitutes a sym-
bol interpreting itself as N'—i.e. the symbol and the agent to whom it has meaning
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are identified, eliminating the homunculus, while nevertheless producing an inter-
pretation of symbols.

The model then postulates that symbols come to ‘embody’ information about
the outside world by an evolutionary process: environmental conditions, via the
senses, set up a fitness landscape in an agent’s ‘brain’, dictating which replicators—
which symbols—enjoy the greatest reproductive success. In this way, the environ-
ment informs the replicators—differences in the environment lead to differences in
the reproductive fitness of replicators.

Once a certain replicator has become dominant, it becomes capable of influencing
the agent’s actions, in such a way as to be consistent with the information about the
environment that it embodies. Thus, the environment may include an element X;
this causes a certain replicator with the trait x to become dominant; the replicator
then interpretes itself, in turn causing actions in the agent appropriate to the presence
of X. Just like a driver knows about the conditions on the road, and where to steer,
the symbol knows about X, and causes the agent to act accordingly—it lends its
intentionality to the agent, in a way that does not cause an infinite regress of intentional
agents.

Furthermore, I have argued that the model makes headway in addressing the prob-
lem of misrepresentation and the frame problem. Misrepresentation is caused by a
replicator becoming momentarily dominant that is not best-adapted to the environ-
ment, to then be replaced by a better-adapted one; furthermore, one can make a
case that evolutionary approaches are capable of adapting to arbitrary environmental
situations, thus alleviating the frame problem.

Despite these apparent successes, the model still leaves open problems. Some
issues relate to a more precise formulation of the model itself—a precise formulation
of how exactly the environment determines the fitness landscape is still outstanding.
Additionally, it is not clear how the dominant replicator is selected in order to guide
behavior.

Further questions relate to the implementation of the model in biological organ-
isms. It is not clear whether organic brains actually support the replicating structures
the model needs—that is, whether they are biologically capable of implementing
the model in a sufficiently efficient way (that they are capable of implementing the
model in principle is shown by the computational equivalence of cellular automata
and neural networks).

Furthermore, there are issues regarding whether the model actually captures all of
the phenomena associated with meaning. One question here is the generation of com-
pound symbols: how do symbols for ‘coffee’ and ‘mug’ combine to form a symbol
for ‘coffee in the mug’? Or is there a separate symbol for such a compound entity?
A promising direction here may be to again look to well-established biology as an
inspiration: after all, we readily know examples of ‘compound replicators’—namely,
multicellular beings. Might such a strategy also work for symbol composition?
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Chapter 5
Origin Gaps and the Eternal Sunshine
of the Second-Order Pendulum

Simon DeDeo

How happy is the blameless vestal’s lot! The world forgetting, by the world forgot. Eternal
sunshine of the spotless mind! Each pray’r accepted, and each wish resign’d
— Alexander Pope, “Eloisa to Abelard”!

The world we see, and the worlds we infer from the laws of physics, seem completely
distinct. At the blackboard, I infer that a thin skein of gas will coalesce into objects
such as stars and galaxies. With a few more assumptions I predict the range of
masses that those stars should have, beginning from an account of initial quantum
fluctuations. Today, it’s considered a reasonable research goal to reduce even that
story, of the wrinkles in spacetime that seeded Andromeda, to the first principles of
basic physics: Hawking radiation at a horizon, the quantum statistics of a multiverse.

If, however, I try to infer the existence of the blackboard itself, and the existence
of people who write on it and themselves infer, I am stuck. I find myself unable to
predict the spectrum of desires and goals that evolution can produce, let alone the
ones that arise, apparently spontaneously, from the depths of my own mind. The
utter failure of otherwise reliable tools to generalize to this new domain is one that
many scientists experience when they cross between fields. Not just scientists: as
Sherry Turkle pointed out, even young children experience it, when confronted by
electronic toys. There is something about the experience of life (or life’s substrate,
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computation) that goes beyond purely physical mechanisms they’re used to seeing
in other toys. A child faced with an apparently living machine looks in the battery
compartment to see what powers it [1]. Whether it is felt by an adult scientist at the
blackboard, or a child with a toy robot, it is at heart an experience of the gap between
the purposeful world of human life and the aimless one of stars. Our tools can not
make the leap.

Our tools do, of course, work if we are allowed to assume the existence of meaning-
making beings to begin with. Fluid dynamics can describe the flow of traffic through
my city, while variants on the Ising model allows me to predict the racial segre-
gation I see as I pass through it, and further generalizations get us off on the right
foot for thinking about how my messily-wired brain might learn and remember and
experience at all.

Yet no matter how well we do once meaning-making beings are taken as a given,
we stumble when we are asked to predict their very being at all. It is this gap, the
inability to leap from one side to the other, that begs explanation, and I refer to it
as the Origin Gap because it is familiar to those working in the “origin” fields: the
origin of society, the origin of consciousness and meaning, the origin of life. It is the
gap that gives those fields a very different flavor from the sciences of their mature
subjects. Origin of society looks very different from social science and anthropologys;
origin of consciousness looks very different from psychology; origin of life looks
very different from biology.

The gap, I claim, is understandable, even (one might say) predictable. In this
essay, I'll first show that the existence of the gap is the consequence of a basic pair
of facts in the theory of computation. Second, that particular aspects of the laws
of physics make it very likely that in the evolution of the universe, such gap will
naturally appear. Taken together, these facts explain how “mindless” laws lead to
the emergence of new realms of intentional behavior. At the heart of this essay’s
explanation of the gap will be that the kind of intention, aim, and meaning we really
care about also has the capacity to refer to itself.

5.1 The Mathematics of the Gap

From the mathematical point of view, the origin gap begins with the fact that

1. it is easy to describe everything.
2. itis much harder to describe one thing.

This has a counterintuitive feel to it. We began, both as individuals and as a species, by
describing particular things (that big mountain, this frozen river, that tall woman, this
cold morning). It therefore feels as if this task must be easier than the more elaborate
habits of generalization, abstraction, the tools of set theory, category theory ...

Yet when we make this leap, we forget how many millions of years of evolution
went into teaching us how to produce these descriptions. What it means to be one
thing rather than two, the identification of useful boundaries or persistent patterns,
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what it means for an argument to be valid: each is a question subject to endless
debate. We see this in the history of philosophy, but a more contemporary example
comes from the history of Artificial Intelligence (AI). Al gave a name to the feeling
that rules of description could never be exhaustively specified. They called it the
“frame problem”, and advanced societies across the globe dumped literally billions
of dollars into solving it. Until, that is, they discovered that the quickest way to solve
the problem of describing something was to avoid specifying the rules at all.

Rather than define in computer code a beautiful sunset, or a valid argument,
researchers now build learning machines that watch and copy human response. Don’t
describe a cat to a computer; have it learn what a cat is from the pictures we take
to celebrate them on the internet. In this way, the code can rely on the accumulated
wisdom of evolution. Which is only natural, since (of course) a computer is build by
evolved creatures to serve their needs.

In as much as our lives are dominated by artificial intelligence we have, for
now, given up on describing things. But it turns out that to describe everything, by
contrast, is simple. It only needs to occur to you to do something so trivial as to try.
Borges did so in his short story The Library of Babel, where he imagined a series
of interconnected hexagonal rooms, walled by shelves and stacked with books, and
each book containing the letters of the alphabet, spaces, commas, and periods in
different orders.

How much is contained in everything! Of course, in Borges’ library there are
an overwhelming number of nonsensical books, cats typing on keyboards, but also
(again, of course) the complete works of Shakespeare, as well as every variation on
those works, and every possible edition with typographical errors, and (as Borges
might have gone on) the plays that Shakespeare might have written were he really
Francis Bacon, or Elizabeth the First, or an alien from Mars, as well as all the incorrect
extrapolations of those conjectures, and so on to the limit of one’s imagination, and
(then) beyond.

Imagine that we have instant access to the text of any book. It’s simple to find all
the books that include the word “Shakespeare”: just send your robot out to search
book by book and return the ones that contain that string of letters. Of course, it
will also recover nonsense books, books full of jumbled letters that happen, once in
awhile, to spell the name: “...casa,cWas,,, qwh g Shakespeare acqq CO...”

Here’s a harder problem: how to locate the books on Shakespeare that make
sense? Give instructions to the robot to gather them together. Or, imagine the layout
of the Borges library as a wireframe image on your computer screen, and the rules
of shelving to hand. Outline, or click with a mouse, the shelves to pull.

Under some very basic assumptions (which we’ll address below), the strange thing
about this more complicated query that it can imagined, but not actually made. Like
the idea of squaring the circle, of producing using straight-edge and compass a square
whose area is equal to a given circle, it seems that it should be possible. And yet it is
not: the shape your mouse carves out, although imaginable in each fragment—*"“this
book, not that”—is an impossible shape, a shape impossible to define and therefore
to draw. In its infinitely detailed structure, it is at each scale completely unrelated to
the scale above.
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Computer scientists usually introduce these shapes in a very different fashion:
by describing things that are capable of self-reference, and then by showing how
questions about these self-referring things, though well-phrased, have no answers.
Consider, for example, a game two mathematicians might play: name the number.
“The smallest prime greater than twelve”, for example, names the number thirteen.
“Two to the power of fifty” names a much larger number, something just a bit bigger
than 100 trillion. There are better and worse ways to name something (‘“‘one plus one
plus one plus...” is a poor way to start naming a number larger than ten thousand,
say), and you might imagine mathematicians competing to name something in the
most efficient, the shortest, way.

A classic example of how the game goes wrong was provided, appropriately
enough given our introduction of the Borgesian Babel Library, by an Oxford librarian,
G.G. Berry, who asks us to consider the following sentence:

The smallest number that can not be named in less than a thousand words.

Such a sentence has a twisty logic to it: whatever it names, it certainly names in
less than a thousand words. And yet whatever it purports to name must be something
that actually requires the far larger sentence. The resolution of a paradox like this is
not to reject the sentence, but to rule out the possibility of the efficient mathemati-
cian, a person (or machine) that finds the shortest description of any number. The
problem that Berry’s paradox reveals is that problem with certain kinds of systems
that can refer to themselves: Berry’s paradoxical sentence refers (implicitly) to the
very practice it enacts, that of finding short descriptions. It’s an easy matter for the
impossibilities implied by self-reference in the Berry case to lead to the problems of
locating books on Shakespeare in the Borgesian library.

The existence of such shapes (or the non-existence of the rules of their construc-
tion) seems counter-intuitive at first, because it is the nature of human beings to ask
for things that are possible. “Bring me all the sugar in the kitchen”; “Find me all the
students in the engineering department”. We are not used to asking questions that
have no answer.

Yet for it to happen all we need is that any description of what it means to be
a sensical book on Shakespeare requires more than just pattern-matching (e.g., the
presence or absence of the word “Shakespeare”). Impossible questions emerge when
they become about pattern-processing, pattern manipulation, pattern computation.
Something sophisticated enough, in particular to allow us to have something operate
on a description of itself.

This is, of course, exactly what takes place. If we read a book on Shakespeare we
do more than count words and match them to lists. We think about those words, the
combinations they fall in, and what one combination means for another. We reason
about a passage, follow its arguments and conjecture counterarguments. And when
we give ourselves, or a machine, that power, we become fundamentally limited in
the questions we can ask and answer about what we, or it, is going to do. It becomes
impossible, even, to draw outlines around the behaviors we do, or do not, expect. In
contrast to the condensation of gas into stars, we can not derive, ahead of time, the
space of books that scholars will write about Shakespeare.
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This is why the origin problems are hard. The things whose origins most intrigue
us are also the points at which systems gain new powers of self-reference. And these
moments lead to new categories, new phenomena, that we can literally not predict
ahead of time. Once we have an example, we can ask questions about it, do science
on it, just as we can take any particular volume from the Borgesian library and read
it. But to begin with the space of all possible things that can happen, and then to
draw the outlines of what we expect to see on the basis of a self-referential process,
is something else altogether.

I’m hardly the first to draw attention to the importance of self-reference for the
problems of life. Sara Walker and Paul Davies have pointed to the self-referential
features at the heart of the origin of life problem [2]. Stuart Kauffman puts self-
reference at the heart of both biological and social evolution, and in places conjectures
explicitly Godelian arguments [3]. My own work, and that of my collaborators,
on social behavior suggests that social feedback, the most primitive form of self-
reference and something we see in the birds just as much as the primates [4], is at
the origin of major transitions in political order [5].

The gap between physics and the meaningful experiences we associate with life
thus turns out to have an unexpectedly mathematical feel. The emergence of mean-
ingful experiences is associated with the emerge of new forms of self-reference, but
questions about the basic properties of self-referential systems are (on pain of logical
inconsistency) impossible to answer in the complete and general fashion we expect
from derivations in the physical sciences.

Asked to sketch out the consequences of a new self-referential phenomenon—
say, an organic polymer than can refer to, modify, and reproduce itself—we stumble,
because the very question is unanswerable. Given a particular example (the repli-
cation machinery of the bacteria E. coli) we can do a great deal of science. But to
delineate all the life this makes possible is equivalent to picking books of Borges’
library.

Before moving to the next part of this essay’s argument, the physics of self-
reference, it’s worth pointing to the leap that’s implicitly being made here. The Earth,
and everything on it, is finite in nature: only so many things will ever happen. If the
holographic principle is true, we may even be able to compute the total entropy con-
tained within the boundary of our planet’s world line. This enables purists to object
to the arguments I've made here, because Godelian impossibility theorems usually
require an infinity somewhere. Explicitly, the things that self-reference makes impos-
sible are those that are required to apply to everything in the domain in question: every
number in the set of integers, every program that could be written and how it behaves
on every set of inputs. All the numbers involved (the size of the Borgesian library,
whose books are of limited size; indeed, the number of behaviorally-distinguishable
possible configurations of the human mind) are not infinite, but rather simply very,
very, very large. This means it is possible to tell your assistant what to do: you could,
for example, go out yourself, read all the books shorter than a certain length, and
give him a list. Irritating as these list-based solutions are, it’s rather hard to rule them
out. They’re clearly unsatisfactory, because they somehow presume the answers are
already to hand, a little like giving someone a grammar of the English language that
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simply lists all sentences shorter than ten thousand words. We want something that
summarizes, compresses, or otherwise gives us rule-based insight.

When infinities go away, however, it can become possible to approximate the
things we want without falling victim to paradox. We often want to talk about “short-
est descriptions”, for example, even when their kind of twisty self-reference puts us
in the cross-hairs of Berry’s paradox. In a 2014 paper Scott Aaronson, Sean Car-
roll, and Lauren Ouellette squeezed around it by using the file compression program
gzip [6]! It’s a clever idea, and (in my opinion) an excellent way to probe the prob-
lem they have at hand, but it’s not going to work in all situations: I shouldn’t try to
judge the complexity of a student’s reasoning by looking at the filesize of a gzipped
version of her text. While we have heuristics and good ideas in some situations, we
don’t yet have a good handle on how an impossible problem “degrades” into a solv-
able one more generally. It’s likely that the theory of computational complexity will
play a role (see Ref. [7] for a philosophical overview).

Noam Chomsky confronted this problem head on in Aspects of the Theory of Syn-
tax [8], where he distinguished performance (what we say) and competence (grasping
the rules of what we say), and introduced to linguistics the idea that good rules, the
kind of rules we want, are “generative”. Something like Chomsky’s competence-
performance distinction, and insistence on the creation of generalizable rules rather
than the creation of endless descriptive categories, is part of the story.

5.2 The Physics of the Gap

It is one thing to ascribe the gap to the emergence of new systems of self-reference.
But why should self-reference come into being at all? At the heart of self-reference
is the existence of a memory device, and something that can navigate it in a “suf-
ficiently sophisticated” fashion. Smith and Szdthmary’s famous 1997 piece [9], on
the major transitions in the biological record, recognizes this implicitly, placing the
discovery of new information processing and recording mechanisms at the center of
each transition. Social scientists [10], scholars of “deep history” [11], and cognitive
scientists [12] each draw attention to new institutions, like cities, or new cultural
practices, such as writing or social hierarchy, or even new abilities from physiology
itself, such as genes for speech and syntactic processing, that enhance the ways in
which we can remember and transform what we remember. Major leaps occur when
something previously forgettable, lost to noise, finds a means to be recorded, trans-
lated into a referential form, processed and combined with others. When social debts
become stories told around a campfire—or transform into money and markets [13]—
we see not just an augmentation of life as it was known, but the unpredictable creation
of entirely new forms of being.

Each of these moments is a shift in the nature of the world, and a clear topic of
scientific study. Whether we study the details of its emergence, or the patterns it
displays that generalize beyond its historical context, any one of them is the task of
a lifetime. But what makes memory, and self-reference, possible at all?
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Strangely enough, it’s not baked in to the fundamental laws of physics, a fact
that was driven home to me early in my career, at the University of Chicago, when
I worked with Dimitrios Psaltis, and Alan Cooney, physicists at the University of
Arizona. We were puzzling over a strange class of models in fundamental physics.
Despite their mathematical coherence, they were, at heart, unstable: any universe that
obeyed their laws would sooner or later explode, everywhere and instantaneously,
into fountains of energy with no apparent end, as if slipping off the top of a hill that
had no bottom.

What made them unstable was how they handled time. In the physics you
encounter in high-school it’s crucial that Newton’s laws of motion talk about the
relationship between force and acceleration: F = ma, force is mass times accelera-
tion, or perhaps more easily, a = F/m, the acceleration you experience is the force
applied to you, divided by your mass. Acceleration is connected to the passage of
time; it’s how fast your velocity is changing, or, more formally, the “second derivative
of position with time”. Newton’s laws then connect forces you might experience to a
phenomenon we call gravity: objects create a gravitational field, and at each point that
field subjects objects to a certain amount of force. Other laws talk about other sources
of force: electrical, or magnetic, for example. All connect back to acceleration, the
change of velocity with time.

This is all awesome and highly addictive to talk about if you have a certain bent
of mind, but one of the basic facts about these laws is that you never see anything
with more than two derivatives in the fundamental equations. When you write them
down, you only ever talk about (1) a basic set of quantities, say, position, gravitational
field, etc.; (2) how these quantities change with time; and (3) sometimes, how these
changes in time change with time. If you have a theory where higher derivatives enter
in, where you talk about changes in changes in changes, then the theory becomes
unstable in some really uncomfortable ways, leading to things like spontaneous
infinite accelerations which you never observe (or really could imagine observing)
and that would really ruin your day if you did. This has been known since the 1850s,
when the Russian physicist Mikhail Vasilevich Ostrogradsky published what is now
called “Ostrogradsky’s Theorem” in the journal of the Academy of St. Petersburg.
At the end of this essay I provide an afterword that gives the underlying physical
intuition for why this is true, through an economic analogy to a shift in marginal costs.
A technical introduction can be found in the account by physicist Woodard [14], while
Dimitrios, Alan, and I were working on how to “cure” these instabilities in certain
limited regimes; you can find our answers (and further references) in a series of
papers we wrote together [15, 16].

Ostrogradsky’s theorem sounded just fine to me, until I remembered something
from my high school physics teacher. The change in acceleration, the third time
derivative of position, has its own name—*‘jerk”. Jerk is what you experience when
an elevator starts up. When it’s moving at a constant velocity, you feel nothing. When
it’s accelerating, you feel heavier (if you’re going up), or lighter (if you're going
down). But when it switches from not accelerating to accelerating, or vice versa, you
experience a sudden change in your weight. You’re experiencing the elevator jerking
you up, or the pit of your stomach dropping out when it descends.
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The fact that I experience jerk is very strange. Am I not a creature that lives in
the physical world? Am I not forced to obey the laws of physics? And don’t I know,
from a bit of mathematics, that the laws of physics only deal with quantities with
two time derivatives or fewer, or risk being violently unstable if they don’t? But if all
that’s true, how can jerk, a third-order quantity, play any causal role in my life, such
as causing me to say “oof”, or making me feel queasy, when the elevator moves?
How can my psychological laws obey equations that are ruled out as physical laws?

I remember a spooky feeling when I put this argument together, and for a brief
moment wondering if this proved the existence of a separate set of psychological
laws beyond or parallel to physics. The answer turns out to be a bit simpler, if no less
intriguing. The instabilities that emerge for theories with higher-order derivatives
are real, and barriers to them being basic laws of the universe are real as well. But
there’s nothing that prevents them holding for a while, in limited ways, so that the
instabilities don’t have time to emerge.

And that’s the reason I can feel the jerk. I have a brain that senses acceleration.
It’s possible for that sense to rely directly on fundamental laws (it doesn’t, actually,
but it could). But in order to report the sensation of jerk to my higher-order reason,
my brain has to go beyond fundamental physics. It has to use memory to store one
sensation at one time and compare it, through some wetware neural comparison
device, to a sensation at a later time. Similarly, I can measure the acceleration that
my car undergoes by hanging a pendulum from the ceiling and seeing where it
points, leveraging a little bit of fundamental physics. But to measure jerk, I have
to videotape the pendulum, and compare its location at two different times. There’s
no “jerk pendulum” I can build that relies directly on the basic laws of physics that
apply everywhere and for all time. The fundamental laws are forgetful, the “blameless
vestals” of the Alexander Pope quotation that begins this essay.

It’s strange to think that a visceral and immediate feeling, like the drop you feel
in the pit of your stomach when the elevator descends, is an experience filtered
through a skein of memories. These memories present what is actually a processed
and interpreted feature of the world as if it were a brute physical fact. Yet it so turns
out that some things, like “force”, are truly fundamental constituents of our universe,
while others, like “jerk”, are derived and emergent.

Jerk gets into the physical world through memory, but it’s hardly the most impres-
sive feat of memory we do. A man descending a New York City skyscraper is in the
presence of far greater feats of memory and processing than just what travels down
his vagus nerve. Yet jerk also gives us a clue to how those far more sophisticated
memories might have gotten going. The experience of jerk is an atavism of a far
more primal event, one that began well before there were brains to feel it.

This is because, while (to the best of our knowledge) higher order “memory
terms” like jerk are forbidden from playing a role in fundamental laws, they do
emerge in an unexpected fashion. We rarely perceive the world at its finest grain, in
all of its fluctuating detail, at the assembly code level, you might say as a computer
programmer. We see, instead, averages: not everything that happens in a single patch,
but a coarse-grained summary of it, a blurring of details as if the lens was smeared
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with vaseline. To give a full account of the role of that averaging, or coarse-graining,
in the physical sciences would take us very far afield, but also (many now believe) into
some of the best mysteries we have to hand, including an explanation of the second
law of thermodynamics and the decoherence, or collapse, of the quantum-mechanical
wavefunction.

Here we care about coarse-graining because, by averaging together nearby points,
itintroduces the possibility of inducing physical laws that (in contrast to their forgetful
fundamental cousins) do have memory. When we smooth out the world, when we
average out some of the small-scale bumps and fluctuations, we produce a new
description of it. The laws that govern those coarse-grained descriptions, in contrast
to the ones that applied at the shorter distances and for the finer details, can have
memories, can include higher derivatives. They may, in certain cases, be unstable,
but this is no longer an existential threat: it just means that, occasionally, the coarse-
grained description will fail. The fine-grained details will emerge with a vengeance,
ruining the predictive power of the theory. You’ll be reminded of the limits of your
knowledge, but the universe will not catch fire.

The technical term that physicists use for this is renormalization. Physicists use it
for all sorts of problems, and call the theories that emerge for coarse-grained systems
“effective theories”. My colleagues and I have thought about them for a long time,
as both a fact of life for deriving one scale from another (social behavior, say, from
individual cognition), and a metaphor to help explain why biology differs so much
from biochemistry, and why averaging-out might not just be a good idea, but might
make new forms of society possible [4, 5, 17-19].

If you’re a computer scientist, you might say that while the universe runs in assem-
bly code, the coarse-grained version runs in LISP. Here, coarse graining gives the
possibility of memory and—with some interesting dynamics for how those memo-
ries inter-relate—the self-reference that makes certain features of the future logically
unpredictable based on what came before. The memories we have now, biochemical,
electronic, on pen and paper and in the cloud, are far more complex than the ones
than appear in a physicist’s coarse-graining prescription.

You get a great deal from the averaging-out a cell wall allows you to do, another
boost from the ways in which neurons average out the data from your eye, and
another from how a story you tell summarizes the history of your tribe. No essay
can derive the biochemical story, or the cognitive one, or the social one. Here we
point to a crucial moment where they all begin: not in the perception of detail, but in
its selective destruction and lossy compression. The arguments of this essay suggest
that averaging-out may have been the first source of memory, and thus self-reference,
in the history of the universe. Perhaps that happened first in biochemistry; perhaps
it had an even earlier start.
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5.3 Learning from the Gaps

The leaps the universe has made, from non-life to life, chemical reaction to mind,
individualism to society, aimless to aim-ful depend in a basic way on how new fea-
tures of the world—physical features, biological features, social features—become
available for feedback and self-reference. If this essay is correct, then it is those
self-referential features that, in creating predictive gaps, attract our curiosity. And it
is those features that, at the same time, make the problems so hard. You might say
we’re constantly nerd-swiped by the origin gaps [20].

Though I've focused on the primordial scene, the origin of memory, and located it
in the coarse-graining of fundamental theories, I’ve also suggested that this coarse-
graining process might be something worth attending to at later stages as well. This
suggests an intriguing possibility: that there are more stages yet to come, new accel-
erations and ways for us to reflect upon ourselves, and (in doing so) to create new
forms of life. It’s natural, at this cultural moment, to look to the world of artificial
intelligence and to ask what our machines will do for—or to—us. As we create
machines with inconceivably greater powers to reflect, we may be setting in motion
a process that will leave behind, for future millennia, a new origin problem to solve.

5.4 Afterword: The Economics of Physical Law

In the classical world, i.e., the world before we consider quantum effects, we describe
the behavior of everything from planets to beachballs by talking about how they
respond to the forces placed on them, and how they might create forces that others
respond to in their turn. A basic feature of these laws, as far as we understand them, is
that the only things we need to know are the positions of the particles, their velocities,
and how their velocities change in time (their accelerations). A planet’s gravitational
field tugs on a beachball, causing it to descend; the effect of the planet on the ball can
be summarized, without loss, by talking about how the ball accelerates in time. The
position of the beachball (how far away it is from the center of the each) dictates its
change in velocity with time (acceleration). In more complicated situations, such as
magnetism, the acceleration of a particle might depend on its velocity as well as its
position. But none of the laws we know of tell us, for example, give an independent
role to (say) jerk, the change in acceleration with time.

A higher-derivative theory, by contrast, is one where facts about these more derived
changes do have an independent causal power over the system’s evolution. We can
write them down, if we like, but when we examine the predictions they make, we
find that they not only do not describe the world we know, but in important senses
they can not describe anything that remotely looks like the world we know. We’ve
known this since Mikhail Vasilevich Ostrogradsky published what is now called
“Ostrogradsky’s Theorem” in the journal of the Academy of St. Petersburg, in 1850.
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Richard Woodard has an excellent, technical introduction to Ostrogradsky’s theorem
on Scholarpedia [21].

Here, I'll try to give an intuitive introduction to the physics behind it, by draw-
ing a parallel to economics. Physics and economics have long travelled in parallel.
Students of the great physicist, and modern interpreter of thermodynamics, Josiah
Willard Gibbs, went on to define 20th Century economics, at least for the Ameri-
cans: Paul Samuelson was a direct descendent, who not only won the Nobel Prize
in economics, but trained generations of policy-makers to come through his 1948
textbook Economics: An Introductory Analysis. But the parallels go back further in
time, and in previous centuries yet it was not uncommon for someone today known
for contributions to physics to have also been intrigued by, and often an originator
of, basic concepts in economics. Let’s go back to that tradition to see what happens.

Since the late 18th Century, physicists have defined theories by describing how
particles move and arrange themselves in space so as to minimize a particular quantity.
The quantity, called the Lagrangian, attaches a value to every possible arrangement
of particles in space and (crucially) to their velocities as well. Think of the Lagrangian
as defining a cost that the particles pay for being in a certain place with a certain
velocity. As these particles move through space, passing from one arrangement to
another (or staying in the same configuration for a while) they run up a bill. Some
configurations of course, are more costly than others; some are costly, but enable the
particle to get to less costly configurations later.

To figure out how particles set in motion at one time (say, 9 am) will move and
interact with each other, ending up in a new configuration at (say) 10 am, we consider
all possible paths the particles might have taken to get from the arrangement at 9 am
to the arrangement in question at 10 am. Each path runs up a bill, and the actual path
that particle takes is that which runs up the smallest Lagrangian bill. Some paths are
absurd, with particles stopping and starting at random, accelerating to vast speeds
and just as quickly coming to a halt; these end up running up very large bills. The
ones that rack up smaller bills are close to the paths the particles actually take, and
the very smallest bill is the path the particles do take. (Hidden in here is the secret
for generalizing to quantum mechanics: we now allow particles to stray from the
optimal paths, penalizing them the further they stray, and indeed, all the arguments
we’re about to make remain valid for the quantum world).

One of the puzzles of the Lagrangian formulation is that it’s hard to think of this
path selection as a causal story, in the usual sense: as a particle moves in space, it may
be able to achieve a minimal bill by temporarily paying large costs “in anticipation”
of reduced costs later in time—somewhat like a young financier living in New York
City in his early twenties, only to move to Connecticut in mid-life. But in another
sense, causality is preserved: only facts about the Lagrangian bill matter, and the
only way to manipulate the particle is to alter, or add, terms in the Lagrangian. The
particle doesn’t really anticipate and think through the consequences of its behavior,
although in the quantum mechanical formulation, you can think about it as trying a
bunch of different paths in parallel universes.

In any case, ordinary Lagrangians only bill particles in terms of their positions
and velocities: informally, it costs something to climb a hill, and it costs something
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to be fast. All paths can be defined in terms of their position and velocity alone; you
can measure the implied acceleration, of course, at any point, but accelerations only
matter to the extent to which they end up affecting the particle’s velocity or position.
Nothing else is billed: it comes for free, like the bread before the appetizer.

We can ask how much more it costs to be fast, given a little boost in speed (i.e.,
when we take the derivative of the Lagrangian with respect to the velocity). If I'm
already going 50 miles/h, how much more does it cost to go to 51? If you’re an
economist, you can think of this as the marginal cost: if I'm already making fifty
thousand widgets, how much more does it cost to make the next?

Let’s persist with the economic analogy. In general, the cost of an additional
unit is different from the unit-by-unity costs you accumulated so far. Consider a
drug company introducing a new drug to market: the cost to make the first tablet is
enormous (the costs of researching, testing, and getting approval for the drug), while
the cost to make the second tablet is much less: just leave the machine on for ten
seconds longer. A similar example is the case of Amazon, who finds it cheaper to
ship the millionth book than it did the first.2 Conversely, consider asking a friend
who works as a consultant for increasingly complex help: you might be able to get
some brief advice for the cost of a cup of coffee, but if you want more than few
minutes of thinking, you’ll find that you’ll start getting charged—indeed, more and
more as the complexity of your problem becomes apparent. Another example is the
declining marginal productivity of land: it’s easier to feed the first fifty people in
your village because you can farm the richest plots. As the population increases, you
have to move to increasingly barren soil.?

For any marginal cost, you can ask: how much am I saving (or losing) compared
to the cost I would have paid if that marginal cost applied at all levels? You can
think of this as the foolish startup’s price: if Amazon can find, pack, and ship a
book for less than a dollar, my foolish friend reasons he can do the same with the
books in his house. Or (if the curve goes the other way, with increments becoming
more expensive) you can think of it as the freeloader’s price; what happens when
she notices that she only paid for an hour of advice, but actually got an hour and a
half’s worth once you count that free conversation over coffee. In the physical world,
usually (but watch out!), it costs more to go from 50 to 51 miles/h than it does from
zero to one—so we can think of this as a freeloader’s price: I got up to 51 miles/h
more cheaply on my Lagrange bill than I’d have expected given what I was charged
for the last increment.

2Making this article completely self-referential, the first book shipped from Amazon was by Douglas
Hofstadter and the Fluid Analogies group at Indiana.

3 A more complicated relationship might obtain when hiring a taxi: the first mile is more expensive
compared to the second mile, because you’re usually charged a flat rate, or “flag drop”. But if you
try to get a taxi to take you from, say, Pittsburgh to Chicago, you’ll find that you end up negotiating
a much higher per-mile fee than you’d expect, since the driver won’t be able to get a return fare.
We’ll focus here on the cases where every marginal cost specifies a unique unit amount—these also
obtain for sensible physical laws, and our toy example of the drug firm. The technical term is that
the Lagrangian is “non-degenerate”.
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Now, remarkably, the freeloader’s gain—the difference between the freeloader’s
price and the actual price—has an interpretation in terms of the underlying physics.
It’s the energy!

Don’t ask me why it’s the energy. It does all the sorts of things we want energy to
do, like total your car if you get too much of it too quickly. If you stick in a theory
that you can solve some other way, where you’ve previously been able to identify
the quantity you think is the energy, it always comes out the same. But why it should
pop out of a crazy argument about linear extrapolations of marginal costs, I can’t say
in any simple, efficient way. You might as well say that there’s a hidden economic
structure to the Universe that we didn’t expect, and it turns out that energy is just
some quantity derived from that more fundamental structure.

In any case, and as long as the cost function doesn’t change with time, you can
prove that the total freeloader’s gain in the system is constant—that’s conservation
of energy. Some people might get a few fewer hours of free consulting time, which
lowers their freeloader’s gain, but others, in turn, will get more. Something that
we tend to think of as an essential quantity, neither created nor destroyed, ends up
popping out of the Lagrangian formalism.

This story, about minimizing Lagrangian bills and freeloader’s prices, may seem
like an overly complicated way to talk about how particles move about in space.
Famously, when the physicist Richard Feynman encountered it as an undergraduate
during his physics education at MIT he rejected it entirely at first, coming up with
increasingly ingenious ways to reason about physical systems using the standard set
of Newton’s laws. Why bother rephrasing the laws we already know in terms of a
cost function? One answer is that it does provide a recipe for handling extremely
complicated systems that you can’t keep track of all at once. Even Feynman had, at
some point, to switch over.

Another answer is that it provides a very general way to think about physical laws.
All you need to do is specify that cost: a single equation, for example, can replace
all three of Newton’s laws of motion. Today, when inventing a new quantum field
theory, all the physicist has to do is write down a Lagrangian. (Solving it, of course,
is another problem altogether.) Most germane to our discussion, the Lagrangian
formalism allows us to speculate on physical laws that have higher-derivative terms,
providing a recipe book for how to interpret the equations in terms of physically real
quantities like energy and momentum.

The effect of adding in these new terms is dramatic. This is because once you allow
the Lagrangian to depend on more than just the velocity, but also the acceleration,
you have multiple terms to consider. The Lagrangian depends on not just the cost of
going from 50 miles/h to 51, but also the cost of going from (say) zero acceleration
to 1 mile/h/s.

To continue the economic analogy, there are more goods to produce, and by adjust-
ing the mixture of goods one produces, unexpected cost savings become possible.
Following the standard recipes shows that it’s now possible to find economies of
scale: as one speeds up, for example, it becomes easier and easier to speed up more.
We move from the village farm to the Amazon warehouse. These unexpected gains
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correspond to negative energies: rather than costing energy to get there, you actually
release a little.

This sounds harmless at first. But there are still positive energy paths. And,
although energy can neither be created nor destroyed, we’re now in a system where
particles can charge arbitrarily large gains to other particles, as long as they can
match foolish startup prices to freeloader’s gains. A car can accelerate to an arbi-
trarily high speed and high energy, from nothing, as long as it can find another car
who can produce negative energy to keep the totals constant. You might say we’ve
invented debt, and given the particles, like Lehman Brothers, no constraints on how
much they can leverage.

5.5 A Conversation with John Bova, Dresden Craig,
and Paul Livingston

The “Undecidables” [22] met on 5 July 2017 in Santa Fe to discuss a draft of this
essay. John Bova, Dresden Craig, Paul Livingston and I participated, in a meeting
that also touched on papers by John [23] and Simon Saunders [24]. In the following
weeks, the group proposed a series of questions based on that conversation, which
I've attempted to answer here.

Dresden Craig. In the abstract for this paper, you write that “the universe need not
have made self-reference possible.” Could you say a little more precisely what you
mean by that? Do you mean “the universe” there to indicate a universe with the
same fundamental laws of physics as our own, or are you also thinking about other
possible universes? (If the latter, “possible” in what sense?) In either case, can we say
anything meaningful about what a universe in which self-reference was impossible
would be like?

SD. My main concern here was with universes that had laws, physical laws, that
differed from ours but nonetheless could be expressed in the formalisms and mathe-
matics we have to hand in our own. The story of modern physics is in part the story
of how we’ve come to learn that—if we value mathematical coherence—this space
is much more restricted than we used to think, and that’s a lot of fun. There are
certainly strange universes well beyond that, that philosophers have considered, but
to include all of those as well is a bit cheating. It’s trivial to consider, say, a universe
consisting only of a perfect sphere, hanging unaided in an infinite space. There’s not
a lot going on there.

What you do need for self-reference are structures sufficiently densely-interlocked
that they support an effectively unbounded memory. The natural way for this to
happen, in our universe, is through the sticking together of stuff in increasingly
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complex ways, with memories being spread out over increasingly large distances.
Consider the leap from a protocell, with a simple membrane to separate in from out,
to the human brain. You don’t even need a Lagrangian in your fundamental theory
for that to happen: all sorts of crazy theories could do that, including whatever M-
Theory turns out to be. But, conversely, it’s possible to write down universes where
this stuff would not happen: e.g., a billiard-ball universe without gravity.

It’s worth noting that there are many ways to get this interlocking, some of which
would seem very strange to us. Imagine, for example, things clustering together not
in space, but in “momentum space”—nearby by virtue of having similar values of
momentum, like cars grouped not by where they were on the highway, but by their
speeds. You could imagine physical laws tuned in such a way that particles with
particular momenta were able to preferentially interact even if widely separated (or
delocalized) in space. Memory could emerge.

Paul Livingston. My first question is about physics, memory, and time. As you note
in your paper, fundamental physics doesn’t appear to allow for memory to be a basic
(or even a real) phenomenon: since the time parameter in statements of physical law
is always just given as a simple, single value increasing over time, there doesn’t seem
any warrant for introducing as physically real any operations of comparison between
states of systems at distinct times. Things seem (at least at first) rather different from
the perspective of computer science, where of course we constantly appeal to data
being stored “in memory”, and even Turing’s basic architecture essentially includes
an (ideally infinitely extended) symbolic memory.

Atthis level, we have memory in the sense of the ability to store syntactic symbols,
and for the machine’s functioning at one time to depend on what has previously been
stored; but we don’t yet seem to have a basis for at least some of the further emergent
phenomena you discuss in your paper—for instance meaningful experience—until
these symbols and comparisons are in fact “interpreted” by some kind of conscious
subject or agent. If this is right, it would seem to make the presence of such an agent
(who lives in experienced time) essential for these phenomena themselves, as if in
an important sense it is us who are constituting or making up time (beyond just the
single, linear time-parameter of basic physics).

In the history of philosophy, there’s a long legacy of arguments that say that time
is not basically real, or is illusory at the basic level of reality and is rather constituted
by us as human subjects. These arguments perhaps begin with Zeno, who held, for
example, that an arrow in flight cannot really be moving, since at each discrete
moment (each discrete value of r) it is at rest. Others such as Kant and Husserl
have seen time and the meaningful phenomena of change, motion, and causality as
imposed by the form of our minds or our understanding upon the world, while still
others (such as Bergson) have tried to re-introduce “memory” into matter by thinking
of universal time, including physical time, as constituted in part by a kind of universal
cosmic “evolution” toward progressively higher forms.

My question then is whether and how the dynamics of self-reference can allow us
to see time and memory as really “there” (at the basic physical and/or computational
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levels) and not just constituted or produced by us. And can we maintain this kind of
realism about time and memory without thinking that all of the progressive devel-
opments that you’ve invoked (life from non-life, mind from non-mind, and society
from individuals) were “pre-inscribed,” that is, already built in to the basic physics
of the universe, somehow?

SD. Modulo some minor translations between our two languages, I'd agree with your
account of time plays here, and your extension to the experience of conscious agents.
It certainly feels like it’s impossible to experience the passage of time without some
kind of reference to past and future, and such comparisons become impossible for an
agent without the memory to do so, or a subject without access to those memories.

Once we phrase it this way, I come down squarely on the side you attribute to
Kant and Husserl. We can knock off Zeno right away, if with a cannonball from the
19th Century. The Danish physicist Hans Christian @rsted showed that an electrical
current—meaning the flow of electrons through a wire—could move the needle on a
compass sitting a little distance away by inducing a magnetic field. We now believe
that effect doesn’t depend in any fundamental way on the inhomogeneity of the flow.
If you pushed a perfectly uniform, charged rod, infinitely long, past the compass, a
similar thing would happen, but now the set of discrete moments for that moving
rod are identical to the case where it’s stationary. The only thing you’re doing to is
altering the velocity, and yet that difference causes a needle to twitch. So velocity
is real, since anything that plays a causal role has to be real, and since position is
also real and velocity is the derivative of position with time, there is some non-trivial
sense in which time is a physical thing that just exists, does something in the world.
Position and velocity are two legs of a tripod, and the whole thing can only stand
with time.

But at the same time, we do want to say that what we mean by time—the feeling
of time flowing up towards a deadline, say, or away into the past after a parting from
someone you love—is more than just a component of physical law. It essentially
involves the awareness of change, internal or external, the ability to compare one
moment to the next, and to consider its meaning. We can’t understand the world,
make sense of it, without grasping these more complex objects—objects that, by
Ostrogradsky’s theorem, are banned from being fundamental constituents of our
world. They emerge. I'd be happy to claim Bergson as a fellow-traveller here, since
I want to say that memory and the possibility of self-reference can emerge prior to
a subject; they can become available, we can have them to hand.

Now, I can’t quite parse the Subject from the computation. I wish I could. But we
can split the physical and computational apart, and say that you need the computa-
tional bit to gain awareness of time, and that computational bit can’t be “baked in”
like the time that @rsted discovered.

DC. You write that “the fundamental laws [of physics] are forgetful, referring to how
third (or higher) time derivatives cannot correspond to physical realities; then, you
write that “coarse graining gives the possibility of memory and later you “point to
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a crucial moment where they (i.e., each new level of complexity) all begin: not in
the perception of detail, but in its selective destruction and lossy compression.” Is
this a fair paraphrase? Memory is made possible by a kind of coarse graining, and
coarse graining is a throwing away of details; memory is, therefore, a particular form
of forgetting. If so, then can we say the inability to derive certain key thresholds of
complexity from fundamental physical laws is tantamount to an inability of physics
to predict what about itself is forgettable? Can we generalize to say that any theory
which works for a given level will be unable to predict which coarse grainings of
itself will make sense?

SD. This is a lovely question—and a lovely suggestion. One has a feeling that (for
example) humans are constantly surprised by the coarse grainings society places on
them: categories of race and sex, class, and so forth. “I wouldn’t have ever imagined
you’d do that to us,” you can hear people say at critical points in history, referring not
to a particular other person, but rather to a system that they find themselves caught
up in. The understanding we have of our own inner lives can’t work out what society
will do with collections of them.

It may well be the case that we recognize the emergence of new things only in
retrospect, when we have the examples before us; and even then, only imperfectly.
And of course we can disagree about which coarse-grainings are appropriate. His-
torians generate multiple accounts of the same events, which you can think of as
incompatible coarse-grainings, and they find the clashes between these accounts to
be sources of fertile discussion, rather than signs that something is seriously wrong
with the project.

PM. Throughout your paper, I was interested in the way that issues about how
we describe the phenomena theoretically interact with issues about how these phe-
nomena actually are in themselves. For example, one can argue that a computer’s
memory register is only actually its memory as described from a certain (functional)
perspective: from another perspective, it is just a physical configuration of matter.
We might distinguish here between the first and second of Marr’s levels of analysis
for systems.* If we draw the distinctions this way, it seems that a system can only
be “self-referential” (if it is) as described in a certain way: that is, for us to see it
as self-referential we must describe it from a perspective that portrays some of its
physical changes and quantities as “references” to things, and also draws some line
around just that system as “itself.”

This might seem to suggest that while the idea of self-reference can change the
way we view some of these systems, it doesn’t play a role in the basic, physical-level
behavior of the system itself. Yet all of the phenomena you describe (life, mind,

4Marr, a neuroscientist, described three levels for the analysis of human visual processing: the “com-
putational” (what purpose is the system achieving—recognizing faces, say), “algorithmic” (how
does the system break that task into subtasks that fit together? can you write down the psuedocode
of that process?), and “implementation” (how the brain actually gets things done, with Potassium
ions and depolarization waves) [25].
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and society, etc.) do certainly—once they are there—make a difference to the actual
physical behavior of the relevant systems: for example, given a functioning society,
matter will be moved to places it would not be if there were just the individuals acting
without any conception of the larger whole. How should we understand, then, the
actual reality of these features of self-reference and self-organization, at the most
basic physical level? Or does acknowledging them require us to hold that a total
explanation of the world written only in the vocabulary of the basic physical level
(without terminology such as “reference"and “self-"") could never capture all that
goes on there?

SD. I think the Marr account is the correct one. We can get these terrific, efficient
descriptions of how a pile of mail got from one side of the Atlantic to the other by
referring to emergent properties. We could re-write everything in a more fundamental
language, but why? We do so much better if we don’t. You might say that we know
the reality of reference and self from the epistemic resistance we encounter when we
try to get rid of them.

John Bova. Is it possible to take us a little farther into the discussion of renormal-
ization? And how do the considerations about renormalization relate to the simpler
reasons that we might expect the fundamental laws of medium-sized nature (at least)
to work on the order of second derivatives? For instance, it seems as though there
ought to be a connection to how a conservative field can be understood as throwing
away path-dependent information.

SD. There are many different ways things can become ignorable. When we write
down a theory, we encounter quantities that are “truly” irrelevant: for example, in
classical electrodynamics, the zero point of the electric potential. You can move those
quantities around as much as you like, and the predictions of the model don’t change.
We call the gauge invariances. They were never there in the real world in the first
place, but were rather ghosts born of our limitations. The structures in the world that
we want to describe don’t map perfectly onto the mathematical objects we know how
to manipulate. There’s an excess, though sometimes we find better notation that kills
them off once and for all.

In other cases, we have facts about the world that are real, but causally irrelevant.
The motion of a particle in a conservative field, as you note, can be both predicted
and explained without reference to the entire path it took. It’s not that the path doesn’t
have some kind of reality. You and I can watch the Space Shuttle launch, in a way
that we can’t, for example, observe the zero point of the electric potential. It’s just
that the path is irrelevant from the point of view of the physics of the phenomenon
itself. A similar thing happens for jerk, in fundamental physics: it’s not that you can’t
take the third derivative of position, it’s just that it doesn’t matter.

Renormalization is a third, distinct, way of ignoring things. In this case, you
actually end up ignoring things that matter! You pick and choose carefully so that
what you’re ignoring is (for example) the least-damaging, least problematic stuff.
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If you're interested in building a road, you don’t need to have the positions of the
quarks, but they’re really there and they matter causally to what’s going to happen
to your road. Renormalization does a huge number of things in physics, beyond just
the production of efficient descriptions and (as we use it in this paper) the discovery
of higher-order, non-local interactions. One of the first reasons we created it was
to handle some problems with a theory that we thought was fundamental (quantum
electrodynamics, QED) but had all sorts of problems when we tried to treat it that
way. In the end, we had to create the Higgs boson—but we were able to do QED
calculations before we knew what the Higgs was, because we could treat QED as a
theory that came out of some mysterious mystery theory deeper down.

I’d be remiss if I didn’t mention the Santa Fe Institute MOOC we did on this [26];
one of the papers on renormalization in complex, computational systems that we talk
about there comes from Israeli and Goldenfeld [27].

JB. Will a human sorter faced with the Shakespearean task produce a locally sharp
but globally indefinable shape, or will they produce a hopelessly vague shape even
at the level of local decisions? What does the answer tell us about how to apply
theorems on formal systems to human intentional states and acts without conflating
or merely analogizing the two? What does it tell us about where intentional states
are located in conceptual space relative to consistency and completeness?

SD. You're asking a crucial question. Paul asks it from a slightly different angle,
making a distinction between the computation and the subject, while you distinguish
formal system from human reason. How do we, as subjects, differ from our com-
putational states? Or (a more restricted question) where are we located, if we are at
all, on the Marrian levels? The purpose of this essay is to give a story about how a
certain set of objects (memory, self-reference) that are necessary (but not sufficient)
for meaning, come to be, and it’s tempting to punt the rest to biology, tying the inten-
tionality and meaning of human states to evolution. But let’s try a bit harder before
we punt.

What fails when we think that formal systems are identical to human states of mind,
thoughts a subject thinks? An obvious answer is the latter are subject to continuous
revision. I may hold in mind the same object, person, thought, at two different times,
and have them mean, or imply, completely different things. We develop, over time, in
ways that I think can’t be simply reduced down to computational talk about changing
variables, or even LISP-like metaprogramming stories. We’re not substituting, we’re
returning.

Let answer this synthesis of your question and Paul’s with an answer suggested
by Dresden. What if we take seriously the revisability of our our mind’s meanings,
the ways in which we can return to the same states, the same thoughts, and have
them mean completely different things to us? Here let me include our emotional
responses, our feelings, as well as our more conceptual, intellectual states.

We could say, well, it’s just the valence that’s changed, the thing is the same but
it’s stuck in a different place of our affective network. The context is different. But I
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think it’s more than this: there’s something unsatisfying about postulating a world of
atomic thoughts that we combine together like Lego bricks, even if we made those
bricks ourselves. At the very least, we experience a shift in emotional gestalt, where
we might in some way be able to say the object is identical, but not in any way that
actually matters. We feel love for a person, but where this was originally a pleasure,
it has now become a pain, because that person is gone from us in some way. And
it becomes a pleasure or a pain in a very different way from how we perceive food
differently depending on how hungry we are.

Put these pieces together and we have a problem. How can we have a simple
object (love, say—but if you like, one of the components of love) that persists in
time (the love now is the love then), but also changes in some essential quantities
(it was a pleasure, now it’s bittersweet)? One answer is if the coarse-graining of the
fundamental constituents is changing. At the level you’re experiencing love, it’s a
simple object, whose complexity is hidden from you by the coarse-graining process.
Events shock you, knock you about, and that coarse-graining has shifted in scale.
The nature of that shift allows you to track the object over time, as its properties
change, or at least to rediscover it after a shock. Perhaps it zooms out, so that the
difficult parts of that love become invisible; perhaps it zooms in a bit, magnifying
feelings you didn’t know you had; most likely, some combination of the two. The
shapes of our minds, and how they map to some computational or formal-language
account, are not just vague. They’re shifting. That makes formal systems inadequate
not just as descriptions of our actual function (we already knew we weren’t perfect
reasoners), but also as normative accounts of our emotional lives.
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Chapter 6 )
Agent Above, Atom Below: How Agents e
Causally Emerge from Their Underlying
Microphysics

Erik P. Hoel

6.1 Agents Excluded

Marco Polo describes a bridge, stone by stone.

‘But which is the stone that supports the bridge?” Kublai Khan asks.

‘The bridge is not supported by one stone or another,” Marco answers, ‘but by the line of the
arch that they form.’

Kublai Khan remains silent, reflecting. Then he adds: “Why do you speak to me of the stones?
It is only the arch that matters to me.’

Polo answers: ‘Without stones there is no arch.
— Italo Calvino [1]

Agents form part of the ontology of our lives. From our daily interactions with entities
that evince goals, intentions, and purpose, we reasonably conclude that agents both
exist and act as a causal force in the world. And yet there is a dissonance between
our easy belief in the ubiquity of agents and what we know of physics. Down at
the level of the Hamiltonian, the level of the quark, all of reality is describable as
merely lawful changes in the state of incredibly small components. Even if these
many-body systems are hopelessly unpredictable in practice, or exist in unique or
interesting configurations, all the individual components still follow strict and pur-
poseless laws concerning their evolution in time. Down at this level we see no sign
of agents, their intentions, goal-oriented behavior, or their evolved pairing with their
environments.
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I’d like to begin by arguing that this dissonance between purposeful agent-like
behavior at the top, and purposeless and automaton-like behavior at the bottom,
speaks to a larger issue. While many systems lend themselves to descriptions at
higher scales, there is always a base scale that underlies, or fixes, all those above it.
Given just the workings of the base, one could, at least in theory, derive all scales
above it.

In the language of analytic philosophy this relationship is called supervenience:
given the lower-level properties of a system, the higher-level properties necessarily
follow [2]. The base scale is the microphysical scale (the finest possible representation
of the system in space and time). Deriving the scales above it can be conceptualized
as mappings from the base microscale to supervening macroscales, where each map-
ping is over some set of states, elements, functions, mechanisms, or laws. Broadly,
a macroscale is any scale that contains fewer elements or states, or simpler laws or
functions. A well-known example of a macroscale is a coarse-grain, such as tem-
perature versus the individual motion of particles. That is, the astronomical set of
possible microstates constituting all combinations of particle kinetic energy can be
coarse-grained into the single macrostate of temperature. In this case the mapping
from the states of the individual particles to the temperature of the whole is a function
(the average) of the kinetic energy. Not all macroscales are coarse-grains; they might
be a subset of the state-space, like a black box with inputs and outputs (see Appendix
A.1 for technical details). One universal way to think of macroscales is to consider
the runtime of a full simulation of the system: moving up in scale decreases runtime.

Explicitly considering these relationships across scales reveals a fundamen-
tal issue. Given that supervening macroscales can all be derived from the base
microscale, it would seem natural that some form of Occam’s razor applies. That
is, the higher-scale descriptions aren’t necessary. The most aggressive form of the
argument is known as the ‘exclusion argument.’” Given that all systems are describ-
able at the physical microscale, what possible extra causal work is there for any
supervening macroscale [3]? And if those higher scales don’t contribute causal work
then they are by definition epiphenomenal: shadows of what’s really going on. So it
seems that the universe collapses like a house of cards down to just the purposeless
events and causal relationships of the physical microscale.

While this may seem a rather abstract concern, I think it can be framed as a triad of
issues not confined to philosophical ruminations: model choice (microscale models
are always better, at least in principle), causation (all causal influence or work is at
the base microscale, at least in principle), and also information (no new information
can be gained by moving up in scale, at least in principle).

In this broadened scope the issue of whether reduction is always in principle
justified affects all of science, especially the so-called “special sciences,” like biology
and psychology, which seem to comfortably float above physics as their own distinct
domains. The special sciences are a reflection of one of the remarkable but often
unremarked upon aspects of science: its large-scale structure.

Science forms a kind of ladder of ascending spatiotemporal scales (or levels),
wherein each scale supervenes on those below it (Fig. 6.1). Yet even in this hierar-
chical structure all the information and causal work seems to drain away down to the
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Fig. 6.1 The hierarchy of sciences arranged via mapping functions from one science to the next.
Sciences like physics and chemistry are closer to the bottom, while sociology and psychology
occupy the top

microscale [4, 5]. Not only that, but the exclusion of higher scales don’t even require
a final base microscale of physics. Rather, each rung could be causally reducible to
the rung below it.

Agents are somewhere above biological mechanisms but below economics on the
ladder. They are a major part of the slim section that corresponds to the scale of
our everyday experiences. Agents themselves can be described, both mathematically
and not, in agent-based modeling [6], in game theory [7], in behavioral analysis [8],
biology [9], economics [10], and many other fields. While one might use detailed
mechanistic explanations to construct the mapping function from the scale of quarks
up to the scale of agent states or behaviors, this would beg the more perplexing
question: how can something be both an agent at one level and not an agent at
another? How can agents really exist when they are always definable in terms of
goal-free and purposeless dynamics?
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After all, as long as supervenience holds then agents appear to be just one more
reducible higher-level representation of the underlying physics. At some point down
the ladder all agent properties disappear. So while no one questions that some physical
systems can be described in terms of their goals, intentional states, and behavior, the
exclusion argument means that the purposelessness of microscale physics reigns
supreme. And it is these purposeless dynamics which theoretically make up the most
informative model of the system and which are doing all the causal work in the
system.

The reductionist, one might even say nihilistic, answer to this conceptual knot
can be stated clearly using the terminology of information theory: compression.
Macroscales are useful or elegant summarizations. They are, at best, lossless repre-
sentations of the information and causal structure, but are far more likely to be lossy
and thus missing crucial information or causal relationships. Their usefulness stems
from the necessity of compression in communication, because all systems have a lim-
ited bandwidth. Macroscales make the world summarizable and thus understandable.
In this reductionist view, a biologist studying a cell is really referring to some astro-
nomically complex constellation of quarks. It is merely because of the limited data
storage, cognitive ability, and transmission capabilities of the human brain and the
institutions it creates that we naively believe that cells exist as something above and
beyond their underlying microscale. Any abstractions or higher-level explanations
assist our understanding only because our understanding is so limited.

This formulation of the problem in terms of higher and lower scales puts aside the
details and complications of physics. This generality is important because agenthood
seems likely to be a multiply-realizable property: different microscopic scales, laws,
or mechanisms may lead to the same agent behavior. For instance, artificial agents
created in simulations, such as Conway’s the Game of Life [11], may have underlying
drastically different rules. If agents are multiply realizable in this manner, then any
attempts to link the unique properties of agents to some unique property of our
physics is doomed to underdetermination.

Recently, when asked, “What concept should be better known in science?” Max
Tegmark answered: a form of multiple-realizability called substrate-independence.
He gave the example of waves propagating in different mediums, and remarked that
“we physicists can study the equations they obey without even needing to know what
substance they are waves in” [12].

This property of multiple-realizability at first seems itself a good enough reason
to not immediately exclude macroscales as mere epiphenomena [13]. But it’s more
suggestive than it is definitive. Unless, that is, the fact that something is multiply
realizable means it is somehow doing extra causal work, or somehow contains more
information? Recent research has argued exactly this [14, 15] by demonstrating the
possibility of causal emergence: when a macroscale contains more information and
does more causal work than its underlying microscale.

Il first introduce causal emergence and then argue that agents not only causally
emerge, but that significant aspects of their causal structure cannot be captured by
any microphysical model.
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6.2 Causal Emergence

We may regard the present state of the universe as the effect of its past and the cause of its
future.—Pierre-Simon Laplace [16]

Demonstrating causal emergence requires causally analyzing systems across a
multitude of scales. Luckily, causal analysis has recently gone through an efflores-
cence. There is now a causal calculus, primarily developed by Judea Pearl, built
around interventions represented as an operator, do(X = x) [17]. The operator sets a
system into a particular state (at some time ¢) and then one can observe the effect at
some time ¢, ;. This can be used to assess the causal structure of systems at different
scales by applying either a macro or micro intervention. For instance, a micro inter-
vention might be setting the individual kinetic energy of all the particles in a gas,
while a macro intervention would be fixing the average kinetic energy (temperature)
but not specifying what the individual particles are doing (see Appendix A.1 for
further details).

For the following proof-of-principle argument, let’s just assume that all systems
we're talking about are discrete, finite, and have a defined microscopic scale. To
understand the causal structure of such a system, a set of interventions is applied
to reveal the effect of each state. This is represented as an intervention distribution
(Ip) of individual do(X = x) operators, which will also generate a set of effects
(future states), the effect distribution (Ep). The causal structure of a system can be
inferred from the application of /p (and a liberal helping of Bayes’ rule) to derive
the conditional probabilities p(xly) for all state transitions. Notably, the conditional
probabilities can change significantly at the macroscale. For example, consider the
transition matrix of a toy system (or causal model) with a microscale describable as
a Markov chain:

1/31/31/30

Smicroscale = ]/3 1/3 ]/3 0 M Smacroscale = [1 Oj|
1/31/31/30 01
0O 0 01

where a macroscale is constructed of a grouping (coarse-grain) of the first three
microstates (it is multiply realizable). Notice how the conditional probabilities have
changed at the macroscale: transitions are more deterministic and also less degenerate
(less mutual overlap in transitions). This means that interventions at the macroscale
are more sufficient in producing a specific effect and more necessary for those effects
[14].

Quantifying this micro-to-macro change can be done using information theory.
This is possible because causal structure is a matrix that transforms past states into
future states; it thus can be conceived of as an information channel. In this view,
individual states are like messages and interventions are like the act of sending them
over the channel [15]. We can then ask how much each state (or intervention) reduces
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the uncertainty about the future of the system by measuring the mutual information
between some intervention distribution and its resultant effect distribution: /(I p;Ep).
It’s an equation that quantifies Gregory Bateson’s influential definition of information
as “a difference that makes a difference” [18]. The method of intervening on system
states and assessing the mutual information between past and future states has been
called effective information [14, 19] and reflects the determinism and degeneracy of
the system’s causal structure (see Appendix A.2). In the above toy case, over the full
set of possible interventions (all possible states) the microscale has 0.81 bits, while
the macroscale has 1 bit.

Where does this extra information come from? If we consider the original Markov
chain above it’s obviously not a perfect information channel. Rather there is noise and
overlap in the state transitions. This might be irreducible to the channel, or it might
be a function of the measurement device, or the channel might be an open system
and the outside world provides the noise. Notably, in 1948 Claude Shannon showed
that even noisy channels could be used to reliably transmit information via channel
coding [20]. His discovery was that channels have a particular capacity to transmit
information, which in noisy channels can only be approached by using codes that
correct for errors (such as using only a subset of the messages): C = max,x)I(X;Y).

I’ve argued there is an analogous causal capacity of systems to transform sets
of states (such as input states, internal states, or interventions) into future states.
Continuing the analogy, the input p(X) is actually some intervention distribution
p(Ip). Under this view different scales operate exactly like channel codes, and the
creation of macroscales is actually a form of encoding (Appendix A.3). Further-
more, models at different scales capture the causal capacity of a system to different
degrees. This means we can finally specify exactly what makes multiply-realizable
entities (sometimes) do more causal work and generate more information: they pro-
vide error-correction for causal relationships and thus can be more informative than
their underlying microscale, a phenomenon grounded in Shannon’s discovery of
error-correcting codes [15].

If this is true then causal emergence may explain why science has the hierarchal
large-structure that it does. New rungs in the ladder of science causally emerge from
those below them. Different scientific fields are literally encodings by which we
improve our understanding of nature.

6.3 Agents and the Scale of Identity

Ifitisn’t literally true that my wanting is causally responsible for my reaching and my itching
is causally responsible for my scratching... if none of that is literally true, then practically
everything I believe about anything is false and it’s the end of the world.

— Jerry Fodor [21]

Many types of systems can demonstrate causal emergence, meaning that the full
amount of information and causal work can only be captured at a macroscale. Some
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of these macroscales can be classified as agents that operate via purposes, goal-
oriented behavior, intentional states, and exist in intelligent or paired relationships
to their environment. It is actually these unique agential properties that prime agents
to causally emerge from their underlying microscales.

For instance, agents are stable at higher spatiotemporal scales but not lower ones.
They maintain their identity over time while continuously changing out their basic
constituents. While the exact numbers and timescales are unknown, nearly every
component part of you, from atoms to cellular proteins, are replaced over time. Like
Theseus’ ship, agents, such as Von Neumann machines or biological life, show a
form of self-repair and self-replacement that is always ongoing, particularly at lower
scales. This self-maintenance has been called autopoiesis and is thought to be one of
the defining aspects of life and agents [22], a kind of homeostasis but for maintaining
identity. As autopoietic systems, agents need to intake from the world for metabolic
reasons, thus locally increasing the entropy around them [23]. Most importantly,
during this process the supervening macroscale of an agent is much more likely to
remain stable than its underlying physical microscale, precisely because it is multiply
realizable. This is particularly true of the macroscale causal relationships, which may
be stable even as their underlying microscale causal relationships are ephemeral.

Consider the simple system shown in Fig. 6.2, where it is clear that only the
supervening macroscale stays causally relevant over time because of autopoiesis.
Rather than specifying the specific micro-element identities (A, B, C...) at each new
timestep of the microscale, we can just specify the stable macro-elements (o, £, y...)
via some relational mapping. Defining the system in terms of its relations (rather than
the identities of individual elements) seems to fit well the definition of a macroscale:
if we again think about scale in terms of simulation time, relational descriptions
don’t need to be constantly updated as new components replace the identities of old
components; thus their runtime is shorter than the microscale.

Fine, a fervent reductionist might answer, biting the bullet. While we must contin-
uously update our microscale causal model of the system, there is still no information
or causal work to be gained.

Of course, we already know this can be untrue because of causal emergence.
However, there are even cases of causal emergence where there is a causal relation-
ship at a relationally-defined macroscale without any underlying microscale. The
macro-elements still supervene on the micro-elements, but the macroscale causal
relationships don’t directly supervene on any underlying microscale causal relation-
ships.

A thought experiment makes the point. Imagine an agent that’s quite large (many
microscopic components) and these components have a high replacement rate r. Like
some sort of amoeba, it internally communicates by waves spreading across its body;
what matters in this contrivance is that different parts of its body might have a long
lag time in their causal relationships. Now imagine that the lag time (the propagation
timescale ¢) is actually greater than the average turnover rate of the microscopic
building blocks. At the microscale where identity is always being updated (as A is
replaced by Z, and so on), the causal relationships for which ¢ > » wouldn’t even
exist, as the receiver would always drop out of the agent before the intervention on
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Fig. 6.2 A toy autopoietic agent. a The agent engages in ‘feeding’ behavior in which it replaces its
micro-elements with those from the surrounding environment. b The supervening macroscale causal
relationships, compared to those of the underlying microscale. ¢ Pairs of causal relationships either
rapidly decay at the microscale as elements enter and leave the agent (after exiting, an intervention
on one doesn’t affect the other). However, they are stable at the macroscale. The response to sets
of interventions would correspondingly decrease their informativeness over time, but only at the
microscale

the sender could reach it. To give a suggestive example in plain English, a description
like “intervening on the far left element triggers a response in the far right element”
wouldn’t be possible in the less-abstract microscale language of “intervening on
element A always triggers a response in Z” because Z is always replaced before it
can respond.

In general, we can refer to the reductive instinct that ignores this type of prob-
lem as causal overfitting: when a representation restricted to the least-abstract base
microscale fails to capture the causal structure appropriately. This overfitting can
even completely miss causal work and information entirely: there may be causal
relationships that exist solely at the level of agents. It points us to a good (if cloy-
ingly tautological) definition of when something that seems like an agent really is an
agent: it’s when the only way of avoiding causal overfitting it to consider the system
in terms of homeostatic, representational, or intentional states.

6.4 Teleology as Breaks in the Internal Causal Chain

Romeo wants Juliet as the filings want the magnet; and if no obstacles intervene he moves
towards her by as straight a line as they. But Romeo and Juliet, if a wall be built between
them, do not remain idiotically pressing their faces against its opposite sides like the magnet
and the filings... Romeo soon finds a circuitous way, by scaling the wall or otherwise, of
touching Juliet’s lips directly. With the filings the path is fixed; whether it reaches the end
depends on accidents. With the lover it is the end which is fixed, the path may be modified
indefinitely.

— William James [24]
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Fig. 6.3 Teleological causation. (Left) Romeo’s brain and its transition graph while separated from
the environment. There is no possible path of any length from s, to s;. (Right) Shown in red is a
longer transition which eventually connects s4 to s but only operates because the agent is an open
system. It appears merely as if the noise transitions have changed (over some further down/future
transitions) but really a deterministic causal relationship has been outsourced to the environment

The purposeful actions of agents are one of their defining characteristics, but are
these intentions and goals actually causally relevant or are they just carried along by
the causal work of the microscale? As William James is hinting at, the relationships
between intentions and goals seem to have a unique property: their paths can be
modified indefinitely. Following the logic above, they are causally relevant because
as causal relationships they provide for error-correction above and beyond their
underlying microscales. How does this feed into the real, or perhaps merely apparent,
teleology of agents?

One of the defining aspects of agents is that they are open systems. For example,
the most reductive model of an agent would be a self-contained microphysical system,
i.e., some set of microphysical states along with the associated possible state-space
trajectories. But reductively restricting our view to just the internal structure of an
agent can lead to causal underfitting. This in turn gives us a good definition of
teleological causation.

Consider the case of Romeo’s brain. While keeping in mind this is a drastic
simplification, we can still represent it as some finite set of internal states, specifically
as a Markov process: a finite stochastic model made up of states {s,, Sp, S¢,...} and
governed by some transition matrix 7', so it can be represented as a transition graph
(Fig. 6.3).

If Romeo’s brain is cut off from its environment, let’s also assume that as a Markov
process it is reducible, so it’s not always possible to get from one state to any other
state. So if there is a state 54, which is Romeo’s desire to kiss, and a state s, which
is kissing (or the feeling of a kiss), there may be no path between them. Which
further means that some experimenter would conclude there’s no possible causal
relationship between s, and s in Romeo’s brain. So imagine the surprise of the same
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experimenter intervening to set Romeo’s brain into s, in a situation where Romeo is
no longer isolated from his environment (and his Juliet). Struck by Cupid’s arrow,
Romeo will indefinitely pursue his goal of kissing Juliet, and to the experimenter’s
surprise s; will inexorably, almost magically, always lead to s;. It will appear as if
teleology stepped in and ushered the system along a deterministic causal path that
didn’t exist given just the properties of the system itself.

Considering just the internal architecture of Romeo’s brain gives no hint of all
the causal relationships that actually exist within it, because it has outsourced so
much of its causal structure to the environment. Note that for these causal paths to be
reliable despite the vagaries of the environment they must be macro. Furthermore,
we can identity what constitutes a teleological causal relationship: it’s when causal
relationships don’t supervene locally on the system. The causal structure simply
doesn’t inhere to the system itself; it is only when the state of the entire environment
is taken into account does it appear. Regardless of whether this is truly teleology, or
rather just the local appearance of it, the source is the purposeful and goal-oriented
behavior of Romeo as an agent.

6.5 Agents Retained

The fundamental problem of communication is that of reproducing at one point either exactly
or approximately a message selected at another point.

— Claude Shannon [20]

For any given system, the world is a noisy place (see Appendix A.4). If the system’s
causal structure is constructed down at the level of tokens, rather than encoded
into types, it will be unpredictably buffeted by the slightest outside perturbation.
As we’ve seen, changes in scale are a form of channel coding, and by encoding
up at macroscales causal relationships can error-correct, do more work, generate
more information, and offer a better model choice for experimenters. It may be that
scientists en masse implicitly choose certain scales for this reason, and the creation
of a hierarchy of science is truly following Plato’s suggestion to “carve nature at its
joints.”

Agents are exemplars of causal emergence; they are codes in nature that use
to their advantage being open and autopoietic and having goal-oriented behavior,
thus allowing for stable-over-time and teleological causal relationships. Ultimately,
this means that attempting to describe an agent down at the level of atoms will
always be a failure of causal model fitting. Agents really do exist and function,
despite admitting of goal-free and purposeless microscale descriptions. While these
descriptions are technically true, in the framework developed here the purposeless
microscale descriptions are like a low dimensional slice of a high dimensional object
(Appendix A.5).
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Appendix A. Technical Endnotes

A.l Scales and Interventions

To simplify, only discrete systems with a finite number of states and/or elements are
considered in all technical endnotes. The base microscopic scale of such a system is
denoted S,,, which via supervenience fixes a set of possible macroscales {S} where
each macroscale is some Sy, . This is structured by some set of functions (or mappings)
M : S,, — Sy which can be over microstates in space, time, or both.

These mappings often take the form of partitioning S,, into equivalence classes.
Some such macroscales are coarse-grains: all macrostates are projected onto by one or
more microstates [14]. Other macroscales are “black boxes” [25]: some microstates
don’t project onto the macrostate so only a subset of the state-space is represented [15,
26]. Endogenous elements at the microscale (those not projected onto the macroscale)
can either be frozen (fixed in state during causal analysis) or allowed to vary freely.

To causally analyze at different scales requires separating micro-interventions
from macro-interventions. A micro-intervention sets S, into a particular microstate,
do(S,, = s,,). A macro-intervention sets Sy, instead: do(Sy; = sy). If the macrostate
is multiply-realizable then a macro-intervention corresponds to:

1
do (SM = SM) = ; Z do (Sm = Sm,i)

Smiesyy

where 7 is the number of microstates (s;) mapped into Sy,.

A.2 Effective Information and Causal Properties

Effective information (ET) measures the result of applying some Intervention Distri-
bution (Ip), itself comprised of probabilities p(do(s;)) which each set some system
S into a particular state s; at some time z. Applying I leads to some probability
distribution of effects (Ep) over all states in S. For systems with the Markov property
each member of [ is applied at t and E is the distribution of states transitioned into
at 7,;. For such a system S then EI over all states is:
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1
EI(S)=—3 Di(Srldo(S=s) |Ep)

s;i€S

where n is the number of system states, Dgy is the Kullback-Leibler divergence
[27], and (SF Ido(S = s;)) is the transition probability distribution at ¢,; given do(S
= s;). Notably, if we are considering the system at the microscale S,,, EI would
be calculated by applying /p uniformly (H,,,,, maximum entropy), which means
intervening with equal probability (p(do(s;) = 1/n) by setting S into all n possible
initial microstates (do (S = s;) V; € 1...n). However, at a macroscale / , may not be
auniform distribution over microstates, as some microstates may be left out of the I
(in the case of black boxing) or grouped together into a macrostate (coarse-graining).

Notably, ET reflects important causal properties. The first is the determinism of
the transition matrix, or how reliable the state-transitions are, which for each state
(or intervention) is:

Dk (Srldo (S = si) | Hipax )

While the degeneracy of the entire set of states (or interventions) is:
Dk (Ep||Hpay)- Both determinism and degeneracy are [0, 1] values, and if one
takes the average determinism, the degeneracy, and the size of the state-space, then:
El = (determinism—degeneracy) * size.

A.3 Scales as Codes

The capacity of an information channel is: C = max,x)I (X;Y), where I(X;Y) is
the mutual information H(X) — H(X1Y) and p(X) is some probability distribution over
the inputs (X). Shannon recognized that the encoding of information for transmission
over the channel could change p(X): therefore, some codes used the capacity of the
information channel to a greater degree.

According to the theory of causal emergence there is an analogous causal capacity
for any given system: CC = max ) E1 (S).

Notably, for the microscale S,, Ip = H . (€ach member of Ip has probability
1/n where n is the number of microstates). However, a mapping M (described in
Appendix A) changes I (Appendix B) so that it is no longer flat. This means that E
can actually be higher at the macroscale than at the microscale, for the same reason
that the mutual information /(X;Y) can be higher after encoding. Searching across
all possible scales leads to EI,,,,, which reflects the full causal capacity. EI can be
higher from both coarse-graining [14] and black-boxing [15].
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A.4 What Noise?

If the theory of causal emergence is based on thinking of systems as noisy information
channels, one objection is that real systems aren’t actually noisy. First it’s worth
noting that causal emergence can occur in deterministic systems that are degenerate
[14]. Second, in practice nearly all systems in nature are noisy due to things like
Brownian motion. Third, any open system receives some noise from the environment,
like a cell bombarded by cosmic rays. If one can only eliminate noise by refusing to
take any system as that system, this eliminates noise but at the price of eliminating
all notions of boundaries or individuation. Fourth, how to derive a physical causal
microscale is an ongoing research program [28], as is physics itself. However, it
is worth noting that if the causal structure of the microscale of physics is entirely
time-reversible, and the entire universe is taken as a single closed system, then it is
provable that causal emergence for the universe as a whole is impossible. However,
as Judea Pearl has pointed out, if the universe is taken as a single closed system then
causal analysis itself breaks down, for there is no way to intervene on the system from
outside of it [17]. Therefore, causal emergence is in good company with causation
itself in this regard.

A.5 Top-Down Causation, Supersedence, or Layering?

To address similar issues, others have argued for fop-down causation, which takes
the form of contextual effects (like wheels rolling downhill [29]), or how groups of
entities can have different properties than individuals (water is wet but individual H,O
molecules aren’t). Others have argued that causation has four different Aristotelian
aspects and different scales fulfill the different aspects [30]. It’s also been suggested
that the setting of initial states or boundary conditions constitute evidence for top-
down causation [31], although one might question this because those initial states or
boundary conditions can themselves also be described at the microscale.
Comparatively, the theory of causal emergence has so far been relatively meta-
physically neutral. Openly, its goal is to be intellectually useful first and metaphysi-
cal second. However, one ontological possibility is that causal emergence means the
macroscale supersedes (or overrides) the causal work of the microscale, as argued
originally in [14]. A different metaphysical option is that scales can be arranged like
a layer cake, with different scales contributing more or less causal work (the amount
irreducible to the scales below). Under this view, the true causal structure of physical
systems is high dimensional and different scales are mere low dimensional slices.
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Chapter 7 ®)
Bio from Bit G

Sara I. Walker

The known laws of physics are impressive in their explanatory power. They describe
for us the mundane, such as balls rolling down inclined planes, and the extreme such
as what happens under gravitational collapse, or how the nucleus is bound together.
However, so far even our best theories of physics are not yet capable of explaining
why physical systems exist that can and do create theories to describe the world [17].
Arguably this is the most interesting feature of having laws at all.

A theory is a compressed description of the world, which is explanatory of some
of its regularities. In short, theories are information. But this kind of information is
not exactly what we commonly associate with the more widely discussed concept of
information as presented originally by Claude Shannon. Shannon was interested in
communicating information over a noisy channel, and therefore identified ‘informa-
tion’ with reduction in uncertainty (Shannon 1949). The majority of work in infor-
mation theory so far has similarly been focused on the idea of reducing uncertainty,
or stated differently, maximizing the predictability of a given outcome. However,
theories are powerful not only because they describe things, and thereby allow us to
predict properties of the world, but because they also allow us to perform transforma-
tions in the physical world. Once a physical system, such as a living entity, overcomes
the issues of noise and acquires information, that information is only retained if it
is useful, that is if the system can do something because of it. Importantly, different
transformations can occur depending on the information acquired. The capacity for
information to cause transformations is most commonly discussed in the context of
‘downward’ causation, where it is proposed information is an integral part of the
causal structure of some physical systems [4, 8, 9, 22] (here causal structure implies
the collection of what transformations can happen). This capacity to use information
to perform specific transformations is a property not just of humans and our tech-
nology, but is also at the heart of what life does. Understanding how information
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can cause certain transformations to occur is critical to understanding life, and its
goal-directed behavior.

7.1 Knowledge as Information with Causal Power

Base metals can be transmuted into gold by stars, and by intelligent beings who understand
the processes that power stars, and by nothing else in the universe.

—David Deutsch [5]

If this were not the case, technological revolutions would not be coincident with
scientific ones. An example is the launching of artificial satellites into space as an
illustration of the process of “anti-accretion” [11, 23]. We are accustomed to the idea
of the physical process of accretion, whereby planetary bodies acquire mass. Less
often do we consider the inverse process of planets loosing mass, which can happen
by ‘natural’ means, for example in the case of disintegrating planets, or by ‘artificial’
means, for example when objects, such as satellites, are launched purposefully to
space.! Anti-accretion by the latter process requires as a pre-condition the existence
of a technological civilization (e.g., on Earth this is humanity), and therefore hap-
pens on Earth but not on any other planet in our solar system. A further condition
is the technological civilization must include knowledge of the regularities associ-
ated with gravitation. That is, stored somewhere in the physical degrees of freedom
instantiating the civilization must be a theory of gravity. Knowledge in this sense is
a special kind of information that includes the capacity to cause certain transforma-
tions to occur, in this case the launching of satellites to space (see e.g., Deutsch’s
and Marletto’s work on Constructor theory, where a related concept of knowledge is
proposed with the property it remains instantiated in physical systems after causing
a transformation [7]). A physical understanding of knowledge is a necessary pre-
condition for a theory accommodating the appearance of goal-directedness: in order
to achieve a goal, one must have the knowledge to get there.

7.2 Macrostates Matter to Matter

It is often argued the idea of information with causal power is in conflict with our
current understanding of physical reality, which is described in terms of fixed laws
of motion and initial conditions. If deterministic physical laws describe all of reality,
there is no “room at the bottom” for macro systems (such as living entities) to
do causal work. The question of how mindless mathematical laws can give rise

“Natural’ and ‘artificial’ are included in quotations as one primary point of this essay is that the
distinction between natural and artificial (technological) systems may be an artificial one, after all
technology physically exists too so it is reasonable to assume it is a natural outcome of the laws of
physics (by no means proven).
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Fig. 7.1 Trajectories at the physical level (left) and at the emergent level of agents (right). Repro-
duced from [18]

to goal-directed behavior may therefore be recast in the framework of identifying
how it is that macroscopic systems can appear to cause transformations, under the
imposing constraint of deterministic laws. There are two possibilities, either (1)
theories, theorizers and related processes exist at an emergent level of description
and have no bearing on dynamics at the lower levels to which they supervene or (2)
theories and theorizers exist and can potentially influence dynamics at lower levels.

I first address the former, which is how we typically regard emergence in physics
and much of biology. A nice example is illustrated by List [ 18], reproduced in Fig. 7.1.
The macrostate at any given instant in time M(t) is consistent with a set of microstates
P, such that the macrostate is multiply realizable (this is the definition of a macrostate).
Under deterministic evolution, a microstate p € P could lead deterministically to
a new microstate p’ € P’, where P’ is the set of microstates consistent with a
new macrostate M’(t + 1). Macrostates of interest in biology are those that have
agency, that is that have ‘causal power’. Agents can exist among many counterfactual
histories, imbuing them with their seemingly ability to cause different counterfactual
possibilities to occur (see e.g., [3] for discussion).

The left panel of Fig. 7.1 shows examples of macro trajectories that bifurcate in the
future, and trajectories that bifurcate in the past. The possibility of multiple possible
pasts, each equally consistent the same current state, leads to the appearance of goal-
directed behavior in macroscopic systems if we impose assumptions that there is only
one possible real past history (i.e., it is deterministic). Cosmologically, we often will
conceptually rewind the tape of the history of the entire universe all the way back
to its initial state to gain this kind of explanatory power. This leads to problems
associated with fine-tuning the initial state of the universe to explain the world as we
see it. However, if we only care about macroscopic systems, they can have multiple
possible histories. Assuming only one history in a case where there are many leads
to the appearance of design and fine-tuning. Looking at all possible counterfactual
paths to achieve a given target state we should observe that “the goal” (i.e., the current
state of the system, or a specified target state) is a possible outcome arising due to
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Fig. 7.2 The fission yeast cell cycle regulatory network modeled as a Boolean network (left) and
the state-transition diagram generated by the network (right). Figure adopted from [19] (left) and
[6] (right)

the convergence of many different trajectories (e.g., the rightmost trajectories of the
right panel) and does not require a unique initial condition (e.g., does not need to be
“designed”).

Goal-directedness is closely connected to the idea of biological function. In sys-
tems biology, function (and by extension goals) are often modeled within the frame-
work of attractor landscapes (see e.g., [14]), where attractors may be regarded as
“goal-states” and the “function” of a biological network is to drive a given sys-
tem’s dynamics to specified attractors that correspond to viable phenotypes [15]. An
explicit example is the attractor landscape for the Boolean network model of the
fission yeast cell cycle gene regulatory network [6], shown in Fig. 7.2, which models
the function of cellular division by recapitulating the sequence of steps executed for a
subset of genes in living Schizosaccharomyces Pombe cells. The network in Fig. 7.2
is a coarse-grained representation of what we think actually happens inside the cell.
It can be thought of as the product of a mapping, or coarse-graining of cellular func-
tion, much like the coarse-graining of Fig. 7.1 (where the cell cycle model would
represent trajectories in the right panel). Here the Boolean states of nodes correspond
to whether a given gene (node) in the network is expressed (‘1’) or not (‘0’) (often
in Boolean networks individual nodes represent multiple genes and therefore are a
true coarse-graining of the dynamics). The trajectories for all possible initial states
of the network are shown in Fig. 7.2. The sequence of blue arrows corresponds to the
healthy cell cycle trajectory, such that each state along the path corresponds to one of
the phases of cellular division (G1, S, G2, M corresponding to growth, replication,
a resting gap state and mitosis, respectively). The end state is the primary attractor
for a healthy cell, and it is clear from the state transition diagram that this attractor
dominates the landscape. Most stages converge to the primary attractor, and for this
reason the cell cycle is said to have robust function. This is a product of evolutionary
selection, which has encoded in this particular network the function of converging
on this particular state as a viable resting state for the cell (attractor).
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There is a lot more information in the biosphere today than there was at the time
of the last universal common ancestor ~3.5 billion years ago. Presumably, this trend
is driven by evolution encoding more information in biological networks over time
through selection. Observed over long timescales the macrostates that persist are
predictive [10], and were selected for the precise reason they have staying power
(are correlated with future states). But, there seems to be no steadfast rules about
which of the vast set of possible macrostates are physically relevant. Assuming

a state of n elements, the number of possible partitions of the state into sets of
n

elements is given by the nth Bell number B, = ) (Z) This is huge, even for
k=0
small n. Yet, only some macrostates appear to persist in the world (in general, you

are at least somewhat the same person you were yesterday, indicating something
about your macrostate persisted). This can be explained if the relevant macrostates
are good predictors of future dynamics, which is really just a statement that the past
is correlated with the future. In statistical physics for example, we care about the
macrostates that are optimal predictors of their own future evolution in time, and
there is a unique minimal, objective solution for this (Shalizi and Crutchfield 2001).
But, observing macrostates is also subjective and requires introducing an external
‘observer’ (Shalizi and Moore 2003) (implying there is an external system doing
the coarse-graining). Ideally, we should be able to explain the properties of biology
without assuming an external system is generating predictions.

The foregoing discussion of coarse-graining and multiple-histories is unsatisfac-
tory. It falls short of answering our original question: why is it some macroscopic
configurations of matter (i.e., us) can construct theories about their world? Not all
information encoded in the biosphere is necessarily predictive. We can go back to
the satellite example. Certainly, part of the power of knowledge of the laws of gravi-
tation is that we as a species can now predict the path of the Moon and other planets.
But more significant is that we can use this knowledge to launch satellites, build
GPS devices and develop other technological innovations that lead to further inno-
vation. That is, this knowledge allows for multiple counterfactual possibilities to be
realized, which originate at the ‘level’ the knowledge is instantiated (branching in
right of Fig. 7.1). This introduces asymmetries in how we treat different levels in a
hierarchy (here so far, [ have been talking about ‘macro’ and ‘micro’, but this should
always be assumed to include a hierarchy of nested levels across scales). As cur-
rently understood in physics, counterfactuals can matter for the higher levels (e.g.,
via the branching in Fig. 7.1) but not the lower levels, as lower levels follow local
time-reversal invariant laws. We therefore can solve problems regarding fine-tuning
and permitting goal-directedness at some levels (the macro ones) but not all (the
micro ones). It may be that nature is structured this way, but there is also no a priori
reason to assume that we should not treat all levels equally (for example, there may
be no bottom level rendering it impossible to treat a particular level as privileged
[21]). Adopting the view that macrostates can matter, resolves many of this issues
and provides a path for explaining why theories exist in the first place—they enable
more transformations to occur than would be possible otherwise.
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7.3 More Is Not Just Different, It Is Causal

Our second possibility is theories and theorizers can potentially influence dynamics at
lower levels. Macrostates may not just be predictors, viz the informational properties
of emergent agents, but could also play a role in the causal structure of reality.
When studying complex systems it is evident that not all of reality may be reduced
to description solely in terms of those fundamental laws that operate at its most
microscopic layers. In the words of the Nobel Laureate Philip Anderson in his famous
essay More is Different [2]:

The ability to reduce everything to simple fundamental laws does not imply the ability to
start from those laws and reconstruct the universe.

As we move up in scale from subatomic particles, to atoms, to molecules, to life
and mind, the universe appears to become more and more complex, and it seems clear
as complexity increases entirely new properties emerge. The question of interest is
whether these emergent properties can themselves have causal consequences, allow-
ing agents to have an active say in achieving their own goals. A point often discussed
but still under-appreciated is emergence and reductionism are not at odds. In fact,
reductionism is what makes emergence possible: if we could not reduce reality to
the study of a few component building blocks, we would not be able to describe how
those building blocks come together to create more complex ‘higher-levels’.

Hoel et al. explicitly defined a concept of causal emergence by identifying cause
and effect information, quantified by determining how the mechanisms of a system
constrain its past and future states when the system is in a particular state [12].
They show that even though there may exist a complete (causally closed) lower-level
description of a physical system, higher levels can still be causal above and beyond
the causal work of lower levels if higher levels have higher cause-effect information,
that is if they are more deterministic or more specific in their dynamics (see [12, 13]
for description).

Cause-effect information is important in integrated information theory (IIT) as
developed by Tononi and collaborators, where integrated information ¢ provides an
explicit measure of how a whole can be “more than the sum of its parts” [20]. Briefly,
a system is integrated if when cut in parts it looses cause-effect power. Recently, my
collaborators and I performed causal analysis on the fission yeast cell cycle regulatory
network Boolean model in Fig. 7.2 using IIT [19]. The analysis uncovered the cell
cycle in its primary attractor state is an integrated whole, as reproduced in Fig. 7.3,
where local maxima of cause-effect power are shown outlined in blue-dashes. The
most irreducible structure (the global maximum) is the cause-effect structure includ-
ing all nodes of the cell cycle, exclusive of SK (the start node, which has no other
feedback on the network). The analysis also revealed a local maximum of cause-effect
structure, which corresponds to the set of nodes that when individually intervened on
(by setting the state to their value in the primary attractor state at each step) expand
the size of the primary basin of attraction and therefore increase its functional robust-
ness (where in the systems biology of attractor landscapes, robustness is typically
associated with the size of the basin of attraction for a given phenotype). In other
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Fig. 7.3 Local maxima of intrinsic cause-effect power in the primary attractor of the fission yeast
cell cycle network (left). The global maximum corresponds to the full network (with the exception
of the SK which initiates the cycle). A second local maximum corresponds to nodes that individually
enhance the function of the network by expanding the size of the primary basin of attraction (right).
Figure reproduced from [19]

words, these nodes increase the goal-directed behavior of the network. The network
was also shown to be integrated as a whole (all 8 nodes excepting the ‘start’ node
SK) through each state of the biological attractor. This network therefore provides an
example of a system that maintains causal borders as an integrated entity in executing
a goal-directed function (converging to an attractor).

The causal analysis of the Boolean fission yeast cell cycle network was also com-
pared to the ‘backbone motif” of the network [24]. The backbone motif is defined
as the minimal subgraph of the network in the left panel of Fig. 7.2 that still reca-
pitulates the sequence of states along the blue path in the right panel of the figure.
In short it is a smaller network that has the same function as the full cell cycle net-
work. Causal analysis reveals this network does not form an integrated whole, and
looses integration at various stages of the cell cycle process. This is important for
understanding how biological systems can wander towards a goal—it is not a goal if
it is not internally “programmed”. For the backbone motif it is almost coincidence
(but for the fact that it was designed from a biological circuit) the desired target state
is achieved. The basin of attraction for the primary attractor of the backbone motif
network is much smaller than it is for the original fission yeast cell cycle network.
For the full cell cycle network, integration is critically important as it sets the causal
boundaries of “self”. There are subsets of nodes within the network (those corre-
sponding to the local maxima in the right panel of Fig. 7.3) regulating its function to
achieve the targeted state. This underlies its robustness.

The forgoing example of the cell cycle network highlights an important fea-
ture of the causal structure of biological systems—they are integrated containing
many ‘“higher-order” (meaning sets of nodes here, rather than just individual nodes)
cause-effect structures that control their own function. One way to think about
living structures is as a nexus of counterfactual possibilities, such that a liv-
ing organism not only exists across multiple trajectories, but is an embedded
causal structure that itself regulates which paths are taken. Agency and goal-
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directed behavior are an emergent property arising due to the dynamics of these highly
embedded structures through state space, arising because they define their own
trajectory through regulatory feedback. One final example will help illustrate this
point.

7.4 Life as ‘Non-trivial’ Trajectories

To illustrate how ‘life’ can alter the causal structure of dynamical systems it is embed-
ded via coarse-graining, I will use as an example Elementary Cellular Automata
(ECA). ECA are 1-dimensional with nearest-neighbor interactions operating on a
two-bit alphabet, here represented as {0, 1}. The topology of the state transition dia-
gram for ECA Rule 150 with width w = 6 and open boundaries (‘0’ on the boundary)
is shown in the left panel of Fig. 7.4. Here I focus on Rule 150 as it is reversible,
such that the state-transition diagram on the left of Fig. 7.4 looks like what we would
expect in a physical system (that is if it were local, deterministic and time-reversible,
which is a standard assumption for most of physics). To introduce coarse-graining
as an endogenous property of the CA, it is partitioned into two parts, each with size
w = 3. Each partition receives as an input only the coarse-grained state of the other.
All possible transitions arising from all possible partitionings of the state space into
two ‘coarse-grained’ bins are calculated, subject to the constraints that ‘000’ and
‘111 do not appear in the same partition and each partition includes at least two
states. There are 62 possible partitions satisfying this constraint, meaning there are
62 possible ways for each CA to ‘coarse-grain’ the other. Shown on the right, is the
resulting state transition diagram with this kind of explicit ‘downward’ causation
introduced. Different edges in the graph correspond to different transitions the sys-
tem can take depending on how the two CA are coarse-graining one another. Such
a mechanism could operate in the real-world if physical systems really can interact
with the external world via a reduced number of degrees of freedom (a not unreason-
able assumption). One example of where coarse graining is apparent in biochemistry
is the mapping of the genetic code, which includes a reduction in information of 3
bits to 1bit in mapping from nucleic acids to protein. Physical systems can have a
fixed partitioning of the state-space of their environment that sets their interactions
for all time, or coarse-grainings can evolve in time as has occurred through biological
evolution.

More is different: the dynamics you get for the same local rule under partitioning is
much richer than to what you get without it. The path-lengths of all trajectories for the
state transition diagrams in Fig. 7.4 are shown in Fig. 7.5. In blue are the trajectory
lengths for all w = 6 ECA (not just rule 150). In red are shown the trajectory lengths
for all partitioned CAs interacting via coarse-graining, where the only rule used is
rule 150. By adopting an explicit framework whereby systems have borders and are
coupled to the external world via macrostates (information channels) richer dynamics
are possible. In fact, simpler rules sharing properties consistent with the physical
world (local, deterministic and reversible) can become explanatory of much more
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Fig. 7.4 State transition diagram for ECA rule 150 (left) and for rule 150 under all state bipartions
as described in the text (right) for CA of width w = 6 and open boundary conditions
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Fig. 7.5 The frequency distribution of all possible trajectory lengths taken over all state-transition
diagrams for the 256 ECA rules (blue), compared to the frequency distribution of trajectories for
Rule 150 for all partitioned CAs interacting via coarse-graining

complex emergent dynamics if interactions via macroscopic states, as introduced
here, are possible.

The main goal of this essay is to suggest life has an underlying state-transition
diagram much more like the right of Fig. 7.4 than the left (and is not merely a
coarse-grained macrostate of the left, see also Adams et al. [1]). Living systems are
information processing hierarchies [10], that through nested levels coupled by “in-
formation” can achieve trajectories impossible to describe with a fixed law and initial
state only (where the latter are a subset of the former). A biological system constructs
its path through these high dimensional spaces, highly integrated structures are more
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adept at this, and goal-directed behavior emerges because each state containing ‘life’
(coupling interactions across scales) has multiple possible futures and pasts.
Explicitly introducing something as odd as macro-level causal effects may seem
to some to be premature. We may perhaps find a more conventional description of
living matter without having to uncover new principles to explain how macro can
interact with micro (again, here I talk of two levels but there is always a hierarchy of
many scales corresponding to all the ways a system’s state space can be partitioned).
My goal is not to make claims one way or the other, but instead to explicitly study the
consequence of taking the idea of downward causation as a physical effect seriously
and study its dynamical consequences. However, it should be noted that the models
presented need not be interpreted as a mysterious or ‘action-at-a-distance’ to explain
downward causal effects or embedded causal structures. There can exist consistent
micro-narratives for the dynamics that do not include explicit downward causation
per se, but instead require adopting a state-dependent topology for the CA (which can
be defined entirely locally), rather than the fixed lattice topology of traditional ECA.
This requires the rules of interaction change with time in a manner dependent on the
state of the system. Since the laws of physics appear to be immutable the freedom
to do this must come from the interaction topology. State-dependent dynamics are
frequently cited as a potential hallmark feature of life (being self-referential) ([1];
Goldenfeld and Woese 2011), and it has been proposed elsewhere that life might
implement state-dependent topology in its dynamics (Rosen 1981). A consequence
is that when we describe networks in biology, we are really gaining a window into
the complex network that is itself the causal structure reality. There is no underlying
local, fixed dynamical law narrative that will describe fully the longterm dynamics
of biological or technological systems even if every step is consistent with the laws
individually (hence even though Rule 150 is used for all transitions in Fig. 7.4,
the two diagrams look different). Here we see a new interpretation of Wheeler’s
famous dictum “it from bit”. The participatory universe exists due to modifications
to the causal structure of reality in the vicinity of observers: it is how information
restructures the physical world that enables the “bio to emerge from the bit”.
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Chapter 8 ®)
I Think, Therefore I Think You Think I Grectie
Am

Sophia Magnisdoéttir

Conceptual clarity is the foundation of scientific discourse. Therefore, I wish to
propose a new way to speak about and quantify consciousness. This new definition
is based on the ability of a system to accurately monitor and predict its environment
and itself. While I am at it, I will also explain philosophical zombies, free will, and
the purpose of life.

8.1 The Big, Bad Question

“What is consciousness?” isn’t only a big question, it’s also a bad question. That’s
because any consistent definition would answer it. Here is one: “Consciousness is
a lemon tree.” That, you might complain, is not what you mean by consciousness.
Too bad, then, that you cannot tell me what you mean because you don’t know what
consciousness is. What a mess.

8.2 The Goal

To make headway on this big, bad question, I therefore first have to make the question
more concrete. I am looking for a definition that captures what most of us (humans,
presumably) mean by consciousness, a definition according to which (a) rocks
aren’t conscious but (b) most animals are, (c) animals can be conscious to varying
degrees, and (d) even be temporarily unconscious. Besides fulfilling the requirements

S. Magntsdoéttir (D<)
University of Gothenburg, Gothenburg, Sweden
e-mail: sabine.hossenfelder @ gmail.com

© Springer International Publishing AG, part of Springer Nature 2018 89
A. Aguirre et al. (eds.), Wandering Towards a Goal, The Frontiers Collection,
https://doi.org/10.1007/978-3-319-75726-1_8


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-75726-1_8&domain=pdf

90 S. Magnisdéttir

(a)—(d), the definition should also enable us to answer following three representative
questions:

(Q1) Is an anesthetized person safely out so that they do not experience pain?

(Q2) Is a person with locked-in syndrome self-aware and/or aware of their situation?
(Q3) Has an artificial intelligence developed consciousness comparable to that of
animals?

Finding a definition that fulfils requirements (a)—(d) and allows answering ques-
tions Q1-Q3 is surprisingly difficult. The most common way to test for consciousness
is to seek a reaction, for example by prodding a patient or checking pupil contrac-
tions. But this probes for more than just consciousness because it moreover requires
visible output.

We might want to assert that certain reactions are, if not necessary, then at least
sufficient indicators for consciousness. This assertion is questioned by the concept
of a “philosophical zombie,” an imaginary being that reacts like a human yet does
not have experience.! But is it even possible for someone (some thing?) to behave
like a human without also having human-like experiences? This is another question
which a good definition of consciousness should be able to settle.

A somewhat more advanced test for consciousness might scan brain activity. But
this does not help us much either because we don’t know which type of brain activity
demonstrates experience or consciousness. Again, we might want to search for a
reaction to stimulus, but any computer with an input/output (hereafter I/O) interface,
such as a camera or simply a keyboard, does—in some sense—‘react’ to input. Most
of us, however, do not ascribe consciousness to present-day computers.

Previously proposed output-independent measures for consciousness have
focused on a system’s capability for and type of information processing, like Tononi’s
Integrated Information Theory? or Tegmark’s Consciousness as a State of Matter.?
These approaches suffer from two problems. First, it isn’t clear whether they actually
capture what we mean by consciousness, but—in all fairness—these are early days
for consciousness models and settling the issue might just take more time. More
importantly, however, approaches that aim to quantify consciousness based on a
system’s structure leave us wondering what the system is supposedly conscious of.

So, yes, it’s a hard problem, but if it was easy then what would be the point of
this contest? The goal of this essay is hence to answer the above questions. Since I
am not a neurologist, however, the reader be warned that I only offer an answer ‘in
principle,” not an answer ‘in practice.’ I believe, however, that with further refinement
the approach I want to propose can become practically useful (see Appendix).

8.3 Clues from Evolution

Let us begin by asking how we even got to the point of asking “What is conscious-
ness?” We are products of Darwinian evolution. ‘Survival of the fittest’ is commonly
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interpreted as an adaptive selection of actions beneficial for reproduction. But this
pays too little attention to the question what it takes to develop these reactions.

Take, for example, a rabbit. A rabbit which runs or hides when it sees a tiger has an
evolutionary advantage over a rabbit that mistakes the tiger for a carrot—that much
is clear. Less clear is what the rabbit brain must do to recognize the threat. (I"'m not
sure there are many rabbits in the natural habitat of tigers, but you get the point.)

To begin with, the rabbit brain must be able to obtain sufficiently accurate informa-
tion about its environment, which means it needs an input channel. More importantly
for our purposes, it must be able to identify patterns matching the threat ‘tiger.” This
means the rabbit brain must be able to create a reasonably accurate model of its envi-
ronment: It must have an internal representation that faithfully encodes information
about the environment, and further a way to process this representation to arrive at a
reaction.

This internal representation allows for reliable if-then reactions, which is a good
starting point. But the rabbit can become even ‘fitter’ when it uses more sophisticated
models, which take into account not only the present state of the tiger but extrapolate
the tiger’s behavior, possibly including also the reaction of the environment. Does
the tiger look like it has seen the rabbit and is about to jump? If it jumps, where
will it likely land? What’s the tiger-ground friction coefficient? If the rabbit has a
predictive model that computes faster than the environmental story unfolds, it will
allow the rabbit to get out of the way. Accurate predictions, therefore, are plausibly
a survival advantage and hence a likely product of evolution.

Indeed, there is much evidence that the brain is good at exactly these tasks. Our
ability to extrapolate trajectories seems at least partly genetic. Mouse brains are
known to have ‘place cells’ corresponding to their location in a maze* and various
species have been found to have brain structures encoding small integers.> All these
are examples of environmental models. Consequently, pattern recognition is what
neural networks are now trained to perform at, in mimicry of human development.

8.3.1 Terminology

Let us be precise with the terminology by employing the language of mathematics.
One may debate whether consciousness can be entirely captured by mathematics, but
this need not worry us here. We merely note that mathematics has been successfully
applied to categorize and understand many natural systems, and it therefore seems
reasonable to also use it to better classify consciousness.

By system we will simply mean a set with distinct elements that have proper-
ties and relations among each other. A subsystem is a subset of the system. We’ll
refer to the largest possible system as universe. If the system under consideration
is not identical to the universe, we call its complement environment. Remaining
connections between a system and the environment represent input/output channels.

Note that in these definitions we have not made any assumptions about the spatial
relations between the elements or their compactness. We will come back to this later.
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The reductionists among the readers may want to think of the system’s elements
as elementary particles and the relations as interactions, but there is no need for this
particular interpretation. The system’s elements can as well be emergent objects in a
higher-level theory. However, I wish to emphasize that it is not necessary to identify
the elements of the system with synapses connected by axons, they could as well be
circuits or qubits.

We will use the word model to mean a morphism, that is a map between elements
which preserves the relation between the elements and the assignment of properties.
Ie, two elements that have the same property (relation) P in the origin have the same
property (relation) P’ in the image, though two elements that had different properties
(relations) P and Q might end up having the same property (relation) P’. In other
words, the morphism is not, in general, an isomorphism.

Since nothing real is ever perfect, the morphisms we will deal with here generally
have a limited fidelity. By this we mean that the image of the morphism doesn’t
preserve the relations or properties of all elements correctly. We will hence speak of
imperfect morphisms.

The fidelity of the morphism quantifies the model’s accuracy. There are various
ways to quantify fidelity—we could for example just count the number of mistakes
in the properties and elements, and divide them by the number of properties and
elements. There is no unique definition for fidelity but for our purpose we only need
to know that it is a property which can be quantified. That such a quantification isn’t
unique means that the absolute value of a model’s accuracy isn’t meaningful, but
we can still make relative comparisons. (Similar to the case with the utility function
employed in equilibrium economics.)

The system and the environment will further in general be dynamical, meaning
they will change over time. If the morphism is also time-dependent but achieves to
model a time-sequence of states of the environment faster than the change in the
environment occurs, we will refer to it as a predictive morphism. Again we could
quantify how good the model’s prediction is by measuring the mistakes that occur
over some time.®

8.4 Four Levels of Awareness

Armed with this terminology, let us return to the rabbit. We have seen that a system
has better chances of survival when it has an accurate model of the environment,
better still if the model is moreover predictive. The rabbit only benefits from this if
it is able to do anything in reaction, like run away, but the model is a prerequisite for
this.

The prediction of unfolding events, however, will be even better if the rabbit takes
into account also its own actions and their likely consequences. Therefore, the rabbit
increase its evolutionary advantage if it understands its likely reaction to a certain
input. In other words, the rabbit will perform better if its brain has a model of itself
modeling.
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This brain self-model can, again, either merely monitor the rabbit’s modeling—a
non-predictive morphism—or it may be predictive. The former case we will refer to as
‘experience,’ the latter as ‘cognition.’ Finally arriving at the concept of consciousness,
we will refer to the two cases which include a self-model as ‘conscious awareness,’
whereas the predictive and non-predictive models without self-monitoring represent
‘unconscious awareness.’

This leads us to the following four-level classification of consciousness (see Figure
left):

The 4 Levels of Awareness

Unconscious Conscious
Perception Experience
Unmonitored, Monitored,
non-predictive non-predictive
morphism morphism

P ——
Projection Cognition
Unmaonitored, Monitored,
predictive predictive
morphism morphism

S B

1. Perception

The system receives input and produces a model of its environment. This model will
in general have a limited fidelity. The better the fidelity the higher the awareness of
the environment.

2. Projection

The system has a predictive model of its environment. Predictive models are only
useful if the prediction of an event can be made before the event happens.

3. Experience

The system contains a subsystem with a self-similar model of itself that monitors
the integration of input and its internal connectivity possibly including the monitor
itself. This is akin the task-manager of an operating system.

4. Cognition

A system has cognition if it contains a subsystem with a self-similar predictive model
of itself, again possibly including the monitor itself. (See Figure below.) The self-
model, importantly, not merely again images the environmental model, but must also
model the connections between the subsystems that models (a certain part of) the
environment and other subsystems (dotted).
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The ability of the human brain to model its own self-modeling is presently poor.
This is the very reason we’re having this essay contest.

8.5 Learning from that

An immediate consequence of the above proposed definition is that a system isn’t
either conscious or not, but it can be conscious to varying degrees. Consciousness,
hence isn’t binary but continuous. How conscious a subsystem is of its environment
or other subsystems, depends on how good a model it has, how predictive the model
is and how well it is monitored. The fidelity of the morphisms therefore quantify
conscious and unconscious awareness.

A more important lesson, however, is that consciousness is not in and by itself a
property of a system. Instead, consciousness is relational: Its origin lies in the relation
between a system, its environment, and its subsystems.

Consciousness, hence, is a noun that is shorthand for a verb much like, for exam-
ple, the word “leadership”. Leadership too isn’t a thing and it isn’t a property, it’s a
relation. You can’t just lead, you can only lead somebody or something. Conscious-
ness, likewise, isn’t a thing, it’s a relation. You’re not just conscious, you are always
conscious of somebody or something.

It is well possible that the structurally-based models of consciousness like the
ones proposed by Tononi and Tegmark identify exactly the kind of systems which
can achieve exactly the model-building discussed above here. I believe, however, that
focusing on self-similar maps is a more minimalistic way to think of consciousness.

A further lesson from the above is that consciousness is extendable: Since con-
sciousness is the ability of a system to comprehend another system, consciousness
can be expanded by supporting this comprehension externally. Moreover, as antici-
pated above, there’s no particular reason why a conscious system needs to by com-
pact or consist of components close by each other to create a predictive model.
The components should be connected so as to exchange information, but other than
that consciousness could extend over long distances. However, we may suspect that
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information-processing in very extended systems will be too slow and inefficient so
that the evolution of consciousness is unlikely.

A point which we have not addressed above is the irreducibility of the conscious
system. According to the above, any system that contains a conscious subsystem
is also conscious, which is clearly not the way that we think about consciousness.
Therefore, we should complete our definition by requiring that removing any ele-
ments or connections from the system will significantly decrease the system’s level
of consciousness (fidelity of the model).

To be more concrete on this point we would first have to distinguish connec-
tions between elements which carry information from those which carry supply (say,
blood). At present, however, it isn’t possible to clarify this definition because nobody
knows how much of cognition may be ‘embodied.” Indeed the definition proposed
here could aid in identifying embodied cognition.

In summary, we have learned that consciousness is continuous, relative, extend-
able, and distributable.

8.6 Self-check

Let us now see whether we met the goal we set for ourselves.

(a) Rocks rarely change internal states, hence cannot create models of their
environment, at least not in the typical lifetime of solar systems. A simple self-
similar system can, to some extent, be said to have an experience of itself, but so
long as it’s not an experience of anything in particular, we probably wouldn’t ascribe it
much meaning. Having said that, it’s interesting to note that self-similarity and scale-
invariance are indeed hallmarks of complex systems and a relation to consciousness
has been suggested previously.’

(b) Animals can, to varying degree, model their environment as evidenced by their
ability to react and can therefore safely be said to be aware of their environment. The
typical test for self-awareness—that an animal is able to recognize its reflection in a
mirror—also beautifully fits into our definition. Recognizing one’s reflection means
that one has been able to identify part of the environment with internal processes,
which requires self-monitoring and integration of one’s own environmental modeling
with the monitor.

(c) Moreover, animals can lose consciousness to a certain degree if their brains
work in different ways, either because of malfunction or sleep, in which case their
ability to model the environment and/or themselves is reduced.

We have hence fulfilled requirements (a)—(c).

Present-day robots have low levels of consciousness, if any. They are able to
perceive parts of their environment, and may be programmed to react to it, but
their models are primitive and, so-far, mostly unpredictive. The same can be said
about the present status of artificial intelligences. Deep learning, however, holds
much promise because it allows a system to anticipate what is going to happen. Our
definition implies that that to advance artificial intelligence, neural networks should
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preferably be fed with time-ordered sequences of events for only this will enable
them to develop predictive models and, thereby, consciousness.

Based on the definition proposed above, we could, on principle attempt to scan
all possible subsystems of a human brain, animals, or computers, and compute the
fidelity of the subsystems with parts of the environment or other subsystems. This
means, in principle we can answer Q1-Q3. However, even if it was possible to
monitor a brain with sufficient accuracy this task would presently be computationally
infeasible. In the Appendix, I therefore propose how a presently possible practical
test of the definition proposed here could look like.

What about the philosophical zombies? Can a system without experiences behave
asifit was human? Yes, it can. The zombie’s head could be empty except for arandom
generator that outputs arbitrary actions. By pure coincidence, the zombie might then
behave exactly like a human and yet not have anything resembling experience accord-
ing to our definition. This isn’t impossible—but it is extremely unlikely. Indeed, as
we have argued above, experience is hugely beneficial for the evolution of complex
behavior that signals the system’s ability to predict itself and its environment. Expe-
rience, hence, isn’t necessary but likely to be found in any system able to behave
even remotely human-like and philosophical zombies extremely rare.

In conclusion, we see that the trademark of consciousness is not that we think,
but that we think about ourselves, about what others think, and what they think about
what we may be thinking. We also, increasingly think about our own thinking, which
might well be the path to higher consciousness.

8.7 Goals, Purpose, and Free Will

Let us then move towards derived concepts.

As previously noted, the ability of a system to predict the time-evolution of itself
and the environment is limited because the more accurate a model, the more com-
putationally intensive it becomes. This also means that generically a system can’t
predict its own reactions with absolute accuracy. This is why we have the impression
of free will: Regardless of whether or not the future is indeed pre-determined, our
inability to be sure about what we ourselves will do implies our self-models will
project different possible future evolutions.

The trade-off between computational speed and accuracy also means that a sys-
tem’s ability in developing models will evolve towards a sweet spot where added
computational effort for more accurate predictions is disfavored because the sys-
tem’s reaction would come too late to still bring more benefits.

Particularly valuable are hence models that have a low computational effort and
yet are highly predictive. This is what goals are. We say that a system has a certain
state (of itself and/or the subsystem) as “goal” if the optimization of actions to obtain
the goal is predictive of the dynamics of the system.
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Note that it isn’t necessary for the system to actually reach the goal for it to
be predictive! The goal of winning this essay content, for example, predicts that I
agonize over every single word, regardless of whether I win.

We do not normally speak of ‘goals’ when referring to non-conscious systems,
so to better match the common use of the word we could restricted this notion to
conscious systems. Otherwise the moon could be said to have the goal of falling onto
Earth, just that its initial velocity prevents it from ever reaching this goal. I leave it
up to you whether or not you might want to add this restriction to the definition.

The existence of humans demonstrates that, given enough time, systems can
develop remarkable predictive abilities and complicated reactions which in return
are difficult to predict. Survival and reproduction, therefore, which once were highly
predictive, might cease to be predictive in the long run. And so, when we start with
assuming a goal to predict what happens in the course of evolution, we have it exactly
the wrong way round: It is instead the possibility to make predictions with it that
defines what we mean by goal.

Having come so far, it is straight-forward to also define what we mean by ‘pur-
pose.” We say an object or action has a certain ‘purpose’ if it increases the likelihood
of a system reaching a goal. The word is also sometimes used to mean what we
might call more descriptively ‘intended purpose.” This is to mean a system might
have computationally arrived at the conclusion that an action serves the purpose of
reaching a goal, but the conclusion might be an inaccurate.

Humans are guilty of applying terms out of context, thus we often speak in exten-
sion of the purpose of abstract concepts other than objects or actions, for example the
purpose of life. This is another big, bad question, to begin with because life, too, is
not presently a well-defined notion. But even assuming that we had a good definition
for life, speaking of its purpose would require us to first identify a goal that life might
contribute to reaching.

Hydrogenating carbon dioxide, then, is not such a bad guess® for a goal that we
could attribute to the universe, though it doesn’t seem hugely predictive for the finer
details. Based on the above we could instead conjecture that a more predictive goal
for the evolution of the universe is becoming an accurate and predictive model of
itself. The purpose of life, then, would be to develop these models. In other words,
the purpose of our existence might be understanding the universe, but I admit that at
this point I have succumbed to insubstantial speculation.

But we can now also ask what is the purpose of a specific life, yours or mine or
the rabbit’s. Let’s take my life as example because it’s the one I can speak about most
confidently. To find the purpose of my life I must first ask which goal I am contributing
to. Again, hydrogenating carbon dioxide rings true but is not very descriptive of me
in particular. More predictive of my actions is that I try to increase the collective
human understanding of the universe. The purpose of my life, hence, is to make
others think. I hope I reached my goal.
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Appendix

A simple way to probe the consciousness-level of an anesthetized patient or a patient
with locked-in syndrome might look as follows.

Level one: Testing for level one awareness is straight-forward. Play the patient a
sound that repeats in regular intervals, or apply any other regular sensory stimulus,
such as touch or, if necessary, direct brain stimulation. If the brain shows any reaction
in the same regular sequence as the stimulus that constitutes a simple morphism. (Yes,
it’s hard to not at least be unconsciously aware of direct brain stimulation.)

Level two: If the patient is able to generate a predictive model, the brain signal
should show additional activity if the sequential stimulus—after some period of
repetition—changes or suddenly stops. We would be looking, essentially, for a sign
of surprise which would demonstrate forecasting ability.
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Testing awareness level three and four is much more difficult for it requires finding
evidence for the integration of subsystems.

Level three: One way to demonstrate experience, according to our definition,
would be to demonstrate that the patient is able to model not only the input signal
but the connection between various types of input signals. This would show that the
patient is—to some extent—aware of the way their own brain is connected internally
and with the environment. This could be done for example by probing whether the
patient’s reaction to two different kinds of stimulus is the same whether or not the
input is synchronized, or where it is coming from.

Level four: Probing cognition isn’t all that difficult because we are used to doing
it. It can be done by looking for the ability of the patient to learn and react, for
example by adding a feedback look to the input signal. A practical way to achieve
this may be to continue a signal as long as the patient is displaying a certain brain
activity. Over time, the patient should learn of this connection, meaning when the
feedback is suddenly discontinued, there should again be a surprise reaction. The
presently used tests, such as asking patients to imagine performing a certain action
and measuring their response, are much more complex ways to test for level four
awareness.



Chapter 9 )
World Without World: oo
Observer-Dependent Physics

Dean Rickles

‘We have found a strange footprint on the shores of the unknown. We have devised profound
theories, one after another, to account for its origins. At last, we have succeeded in recon-
structing the creature that made the footprint. And lo! It is our own.

Arthur Eddington, 1921.

Physics is to be regarded not so much as the study of something a priori given, but as the
development of methods for ordering and surveying human experience.
Niels Bohr, 1961.
The brain is small. The universe is large. In what way, if any, is it, the observed, affected
by man, the observer? Is the universe deprived of all meaningful existence in the absence
of mind? Is it governed in its structure by the requirement that it gives birth to life and
consciousness? Or is man merely an unimportant speck of dust in a remote corner of space?
In brief, are life and mind irrelevant to the structure of the universe - or are they central to it?
John Wheeler, 1975.
No element in the description of physics shows itself as closer to primordial than the ele-
mentary quantum phenomenon, that is, the elementary device-intermediated act of posing a
yes-no physical question and eliciting an answer or, in brief, the elementary act of observer-
participancy. Otherwise stated, every physical quantity, every it, derives its ultimate signifi-
cance from bits, binary yes-or-no indications, a conclusion which we epitomize in the phrase,
‘it from bit’.
John Wheeler, 1990.

How can mindless mathematical laws give rise to aims and intention? How can
purpose in the universe emerge when there is no purpose at a fundamental level:
what do quarks know about it? How is it that the (free) mind can exist in a purely
material universe governed by rigid laws of nature? The mind and its goals and
purposes are surely subjective while the world is objective. The inanimate world
surely has no such thing as goals...

Our question contains two very obvious assumptions: (1) the idea that mathe-
matical laws are indeed mindless; (2) the idea that there are indeed such things in

D. Rickles ()
University of Sydney, Sydney, NSW, Australia
e-mail: dean.rickles @sydney.edu.au

© Springer International Publishing AG, part of Springer Nature 2018 101
A. Aguirre et al. (eds.), Wandering Towards a Goal, The Frontiers Collection,
https://doi.org/10.1007/978-3-319-75726-1_9


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-75726-1_9&domain=pdf

102 D. Rickles

the world as ‘aims’ and ‘intentions’. This essay focuses on assumption (1). There
is a long and venerable history, going back at least to Kant, of the view that the
regularities and structure we find in the world of physics (laws) correspond to what
the mind has itself imposed: we are engaged (to some extent: the degree leading to
varying strengths of idealism) in a form of self-study when we study the laws of
nature. There have been several subsequent versions of this idea with their roots in
physics. What each involves is the view that the laws of physics (and possibly many
other features of our scientific representations of the world) are heavily laden with
materials from the humans devising such representations and laws. The structure of
the universe, on such views, is intimately connected with our own existence.

Our answer to the question, then, is to deny assumption (1): mathematical laws
are not mindless but are instead infused with features of our cognitive framework.!
This seems initially shocking. But on closer inspection the shock should be done
away with: unless we suppose some kind of mind/matter dualism, we should fully
expect the mind to be bound up with worldly things, just as much as worldly things
find themselves bound up with the mind. As Schrédinger puts it, to suppose that there
is a division between mind and world such that there exists an interaction between
them smells of something “magical” or “ghostly” ([5], p. 63). The initial question
puts the explanatory cart before the horse. We should be asking how can the mind
generate and/or be implicated in laws that appear on the surface to be so mindless.

One can readily speculate about evolutionary accounts involving pattern-finding
and the abstraction of invariances from a jumble of data so as to minimize energy
and stay alive: it is a very useful thing to be able to predict events that have yet to take
place, but we only need to keep track and predict some features of the environment.
Indeed, we don’t need to be scientists to engage in this kind of behaviour. Even rats
do it quite naturally: by training, a rat can predict that some stimulus will lead to
a reward and so will have discovered a primitive ‘law of nature’ in its own limited
universe. Of course, the question remains: how is it that this is possible in the first
place? Ernst Cassirer suggests a way:

The fleeting, unique observation is more and more forced to the back-ground; only the
“typical” experiences are to be retained, such as recur in a permanent manner, and under
conditions that can be universally formulated and established. When science undertakes to
shape the given and deduce it from definite principles, it must set aside the original relation
of coordination of all the data of experience, and substitute a relation of superordination and
subordination ([2], p. 272).

And later: “We finally call objective those elements of experience, which persist
through all change in the here and now, and on which rests the unchangeable charac-
ter of experience” (ibid., p. 273). Hence, the division into ‘objective’ and ‘subjective’
is central to why the question of ‘mindless mathematical laws giving rise to mindful
behaviour’ feels so natural. This division basically bundles a whole bunch of prop-
erties thought to be on the side of science (permanence, reality, concrete, physical,

TAs regards assumption (2), I think Carroll ([1], pp. 294-295) rather effectively shows that the
notion of ‘wants’ and ‘intention’ is really just as facon de parler: there are simply situations in
which it is more useful than not to describe things in terms of something wanting another thing.



9  World Without World: Observer-Dependent Physics 103

etc.) with ‘the objective’, and a whole bunch thought to be anti-scientific (spiritual,
mental, varying, abstract, etc.) with ‘the subjective’.

The problem is, with every scientific experiment there is always a pair of poles,
the observer and the observed; the experiencer and the experienced. To cut out one
or the other, by saying that laws are only ever ‘objective, leaves an incomplete
world. Moreover, the bundling up of the previous properties into objectivity pushes
us almost by necessity to feel as if we must eradicate subjects (agents, observers,
experiencers) from science and laws. Schrodinger again:

The scientist subconsciously, almost inadvertently, simplifies his problem of understanding
Nature by disregarding or cutting out of the picture to be considered, himself, his own
personality, the subject of cognizance. Inadvertently the thinker steps back into the role of
an external observer. This facilitates the task [of science] very much. But it leaves gaps,
enormous lacunae, leads to paradoxes and antinomies whenever, unaware of this initial
renunciation, one tries to find oneself in the picture or to put oneself, one’s own thinking and
sensing mind, back into the picture. This momentous step—cutting out oneself, stepping
back into the position of an observer who has nothing to do with the whole performance—
has received other names, making it appear quite harmless, natural, inevitable. It might be
called objectivation, looking upon the world as an object. The moment you do that, you have
virtually ruled yourself out ([4], pp. 92-93).

Hence, physical reality is deemed tantamount to independence from some arbitrary
observer. Inasmuch as one can relate these arbitrary observers to the objective realm,
one must ‘average over’ them in some sense, or take the equivalence class of their
perspectives (as one does to get the notion of a ‘geometry’ from metrics related by
diffeomorphisms in general relativity). However, the presence of the observer makes
its presence felt at some level since it is still the frames of reference that are being
bundled into the equivalence class.

Arthur Eddington famously developed a quasi-idealist worldview in which much
of what we might naturally think of as ‘the stuff of the world’ is ‘spiritual’ (what
we would now call ‘mental’). The physical universe, as described by the physical
sciences and running according to physical laws, is not equivalent to objective real-
ity. Instead, Eddington argued for what he called ‘subjective realism,” a position that
enabled him (in his mind) to deduce the laws of nature and the values of the fun-
damental constants they involve purely from his armchair (through the study of the
basic principles of observation and measurement). In other words, the laws that we
often suppose to be entirely mindless and free from any kind of human influence
(e.g. subjectivity), are in fact products of the mind:

An intelligence, unacquainted with our universe, but acquainted with the system of thought
by which the human mind interprets to itself the content of its sensory experience, should be
able to attain all the knowledge of physics that we have attained by experiment ([2], p. 3).

At this simplistic level, the position sounds rather absurd, and it certainly received
its share (often justified) of criticism.? To modern ears any denial of the primacy of

2The main thrust of the criticisms were directed at Eddington’s claims to have deduced the funda-
mental constants (the fine structure constant in particular) by examining the methods of observation
rather than the world being observed.
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empirical methods for learning about the construction of the world is met with an
incredulous stare—it precisely contravenes the objectivity mentioned earlier. How-
ever, it is important to note that this is not idealism in the orthodox sense of, e.g.,
Bishop Berkeley: there are particular facts about the world too, and these must be
derived from experience.> More importantly, the subjectivism is not taken too far:
there are overlapping aspects of the world in multiple subject’s consciousness that are
grounded in an external world that itself is not part of the content of any observer’s
mind. Facts about the distance to Mars cannot be deduced from pure reason. But
claims about possibility and necessity (e.g. of what processes can and cannot occur)
are the stuff of minds.

Eddington had his own criticism of current science which he thought was far more
‘mystical’ than his own ideas. For example, unlike in earlier times where clockwork
and engineering with the dominant paradigms for scientific credibility (‘the tyranny
of the engineer’), modern physics is beholden to more abstract ideals (‘the tyranny
of the mathematician’). It is possible that this use of mathematics imposes ‘blinkers’
on the view of the world more so than those earlier physicalistic models. The success
of the mathematical approach according to Eddington stems primarily from the fact
that this approach gets to set the terms of its own success: a numerical test.* There’s
objectivity in numbers for sure, but the kinds of mathematics we choose to use is
still a reflection of features of observers.

If this stretches incredulity too far, let us consider a modern version of what is
in many respects a similar position: Wheeler’s ‘It From Bit’ and the related notion
of existence as a ‘self-excited circuit’. Whereas Eddington was inspired to his more
subjectivist physics by general relativity, Wheeler was pushed there by quantum
mechanics, especially his own delayed-choice experiment which shows that experi-
menters (agents) can decide, after the event, whether a photon was in two places or
one in the context of a double-slit type experiment.’

‘It from bit’ symbolizes the idea that every item of the physical world has at bottom—at a
very deep bottom, in most instances—an immaterial source and explanation; that what we
call reality arises in the last analysis from the posing of yes-no questions and the registering
of equipment-evoked responses; in short, that all things physical are information-theoretic
in origin and this is a participatory universe ([6], p. 5).

3The position he espoused is known as ‘Selective subjectivism’. As he puts it, this “the modern
scientific philosophy, has little affinity with Berkeleian subjectivism, which, if I understand it cor-
rectly, denies all objectivity to the external world. In our view the physical universe is neither
wholly subjective nor wholly objective—nor a simple mixture of subjective and objective entities
or attributes” (The Philosophy of Physical Science, 1938, Cambridge University Press, p. 27).
“Eddington was pushed to this viewpoint by the changes brought about by general relativity. His
final work, Fundamental Theory, explicitly distinguished between observables and unobservables,
with the former being those quantities that can be ascertained by a measurement procedure, and
the latter not thus capable because they contain mathematical baggage (they include an auxiliary
mathematical component that cannot be observed).

SWheeler called himself a “radical conservative’. It’s no surprise that Wheeler’s longterm student
and friend Peter Putnam was obsessively interested in Eddington’s philosophical scheme. I don’t
doubt that Putnam influenced Wheeler’s it from bit through his discussions of Eddington.
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PARTICIPATOR

OBSERVER

Fig. 9.1 A Wheelerian participant: active in the universe, unlike a classical observer. Source
J. Wheeler, “Beyond the Black Hole”, in H. Wolf. (ed.), Some Strangeness in Proportion, 1980,
Reading, MA: Addison-Wesley, p. 355

The observer participates in the defining of reality (see Fig.9.1). In many ways this
inclusion of the observer as an active player in the development of the universe is
somewhat like the inclusion of spacetime geometry. It extends background indepen-
dence.

Wheeler takes this observer involvement to extremes as can be seen in another
neat little picture (a ‘self-excited circuit’, Fig.9.2). This picture refers to the fact
that, in quantum theory at least, our observations determine the very reality we are
studying (by choosing which experimental questions to put to nature), so that we are
in effect studying aspects ourselves when we examine the quantum world. This can
even be extended to observations way into our own past (before there were observers:
very delayed choice experiments). In this case, we bring about our universe, lifting it
into existence by its bootstraps. Not only are laws not mindless, minds (or observers)
are at the root of their very existence and the arena in which they operate.

Like Eddington’s selective subjectivism, this is an epistemological theory that
explicitly incorporates ‘observer-selection effects’ (the idea that in some sense our
presence as observers influences what we observe). It is thus deeply anthropic. But
it is also intended to be ontological: what there is (the world itself) is built up from
the specific yes/no questions observers put to Nature. What is is what happened.
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Fig. 9.2 The self-excited
circuit of John Wheeler,
representing the idea that the
universe ‘bootstraps’ itself
into existence by observing
itself, thus creating
‘phenomena’. Source J.
Wheeler, “Beyond the Black
Hole”, in H. Wolf. (ed.),
Some Strangeness in
Proportion, 1980, Reading,
MA: Addison-Wesley, p. 362

And what happened is guided to a certain extent by the experimenter.® This general
participatory scheme has been fleshed out in the form of a novel interpretation of
quantum mechanics: QBism.

QBism says that when an agent reaches out and touches a quantum system—when he per-

forms a quantum measurement—that process gives rise to birth in a nearly literal sense. With

the action of the agent upon the system, something new comes into the world that wasn’t

there previously: It is the “outcome,” the unpredictable consequence for the very agent who
took the action ([3], p. 8).

As the architects of QBism make clear, Wheelerian participatory principles are at
the root of this approach. It introduces subjectivist elements by simply treating prob-
ability via a Bayesian framework rather than some objectivist framework.

SWheeler envisages a scaled-up version involving photons having travelled a billion light years
from a quasar, separated by a grating of two galaxies (to act as lenses offering two possible paths
for the light), to be detected at the Earth using a half-silvered mirror at which the twin beams can be
made to interfere. For Wheeler, this means that the act of measurement (our free choice) determines
the history of that entire system: actions by us NOW determine past history THEN (even billions of
years ago, back to the earliest detectable phenomena, so long as we can have them exhibit quantum
interference). It is from this kind of generalization of the delayed-choice experiment that his notion
of the Universe as a self-excited circuit comes: the Universes very existence as a concrete process
with well-defined properties is determined by measurement. Measurement here is understood as
the elicitation of answers to ‘Yes/No’ questions (e.g. did the photons travel along path A or B?):
bit-generation (gathering answers to the yes/no questions) determines it-generation (the universe
and everything in it). However, Wheelers notion does not privilege human observers, but rather
simply refers to an irreversible process taking uncertainty to certainty.
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The orthodoxy amongst scientists (especially physicists) is that the universe is
a purposeless block. It just is. The goal of the scientist is to uncover its invariant
features, its laws. But where does the scientist’s goal come from if the very universe
they are studying, in which they are also embedded, is supposed to possess nothing
of the sort? The scientist will quickly respond that it (their very own goal) is merely
illusory: their aims and dreams are simply the stuff of physics too, and as such
are determined by the very same laws they study. Any choice the scientist might
appear to make was in accord with the laws of nature and was determined by them.
These observer-dependent (or, less strongly: observer-inclusive) approaches do not
involve a ‘ready-made world.” In a letter to Godel from 1974 Wheeler wrote, in
apparent consternation, that he had just learned at a party that Godel “believes in
the existence of what is sometimes called ‘an objective universe out there’. Whether
through general relativity or quantum theory, our best theories allow interpretations
that put observation center stage.

Let us end with a few selections from Wheeler’s final blackboard:

e 8. Physics has to give up its impossible ideal of a proud unbending immutability
and adopt the more modest mutability of its sister sciences, biology and geology.

e O. If the kingdom of life and the highest mountain ranges are brought into being
by the accumulation of multitudes of small individual processes, it is difficult to
see what else can give rise to the universe itself.

e 10. What other possibility is there for “law without law” except the statistics of
large numbers of lawless events?

e 11. No elementary process is as attractive for this statistics as the elementary act
of observer-participatorship.

e 15. No working picture that can be offered today is so attractive as this: the universe
brought into being by acts of observer-participatorship; the observer-participator
brought into being by the universe (“self-excited circuit”).

And so we see again the idea that the world is in some sense mind-stuff (world without
world), or at least infused with some kind of mind stuff, through observations and
so on. The viewpoint expressed in this essay is that a pressing problem of physics is
to recognize that our role as observers is more deeply embedded in our theories and
laws than is often realised. Whether we wish to go to the extremes of Eddington and
Wheeler is another matter...
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Chapter 10 ®)
The Role of the Observer Geda

in Goal-Directed Behavior

Inés Samengo

A bunch of nucleic acids swim among many other organic compounds forming a
cytoplasmatic soup, and somehow, manage to arrange themselves into precisely the
sequence required for DNA replication. Carbon dioxide molecules steadily stick to
one another materializing a solid tree trunk out of a tiny seed. Owls eat the young
bats with poor navigation ability, thereby improving the eco-location proficiency
of the species. The neurons in a dog’s brain fire precisely in the required sequence
to have the dog bury its bone, hiding it from other dogs. The wheels, break, and
clutch of a self-driving car coordinate their actions in order to reach the parking
area of a soccer field, no matter the initial location of the car, nor the traffic along
the way. The limbs of the Argentine soccer players display a complex pattern of
movements that carry the ball, through kicks and headers, at Messi’s feet in front
of the keeper... kick... goal! This essay is about goals. In all the above examples,
a collection of basic elements, following local and apparently purpose-less laws,
manage to steer the value of certain variables into some desired regime. The initial
state is rather arbitrary, and yet, the agents manage to adaptively select, out of many
possible actions, the maneuvers that are suited to conduct the system to the desired
goal. Throughout these seemingly intelligent choices, order appears to raise from
disorder. Scattered nucleotides become DNA. Air and dust become trees. Owl hunger
becomes sophisticated eco-location organs. Neural activity becomes a buried bone.
A car anywhere in the city becomes a car at a specific location. A football anywhere
in the stadium becomes a football in the goal. How do the components of each system
know what to do, and what not to do, in order to reach the goal? This is the question
that will entertain us here.
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One crucial characteristic of goal-directed agents is that they are flexible: They
reach the goal from multiple initial conditions, and are able to circumvent obstacles.
For example, in DNA replication, the initial state is one out of many configurations in
which nucleotides can be spatially distributed in a solution of organic compounds. The
final state, the goal, is the precise spatial arrangement of those same nucleotides within
the newly constructed DNA strand. In the soccer stadium, the ball may be initially
in any location, the final state is the ball at the goal. Multiple initial states are hence
mapped onto a single final state, as in Fig. 10.1. In physical terms, the non-injective
nature of this mapping implies a reduction in entropy. Here, entropy is understood as
the quantity obtained by calculating S = — ), p; log p;, where the sum ranges over
all the states of the system, and p; is the corresponding probability [16].

Admittedly, the final state need not be strictly unique. In DNA replication, per-
mutations of equal nucleotides are still allowed in the final state, and occasionally,
there might also be a few errors in the replication process. Dogs may consider more
than a single location for the concealed bounty, and Messi may choose to shoot the
ball anywhere inside the 24 ft wide by 8 ft high of the goal. The restricted amounts of
freedom in the final state, or even the occasional failures to reach the desired objec-
tive in individual trials (shooting an own goal, for example), does not compensate
the reduction of entropy that takes place in multiple trials, not at least if the system
is to be understood as steered towards a goal. If entropy does not decrease, evolution
is either a few-to-many random mapping, or a one-to-one deterministic rule, but not
a many-to-few directed process. Goals can only be arrogated to the latter, because
only the latter are based on versatile strategies that craftily avoid obstacles to target
the objective.

In physics, we often associate entropy increments with information losses, and
entropy reductions with information gains. Here I am taking the opposite view:
Entropy reductions are associated with information losses. The two views are not
incompatible, they simply refer to different points of view. When physicists claim
that information is lost because entropy increases, they are typically dealing with a

Fig. 10.1 In DNA
replication, many initial
states are mapped onto a
single final state. The entropy
is therefore high at the
beginning and low at the end
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closed system described by macroscopic variables. The final macroscopic state does
not allow one to deduce the initial macroscopic state, since the mapping between the
two is non-injective. Were we to know the detailed final micro-state, however, we
would be able to deduce the initial micro-state, due to the reversibility of physical
laws. This ability, however, is lost when only keeping the coarse scale. In this essay,
taking a different point of view, I associate entropy reductions with information
losses. When a goal-oriented system evolves in the direction of decreasing entropy,
the final microscopic state does not allow one to deduce the initial microscopic state,
even if evolution is governed by reversible physical laws. The clue lies in the fact
that goal-oriented systems are open, and they interact with degrees of freedom we
are not keeping track of.

So far I have argued that goal-oriented behavior always brings about an entropy
reduction. I now want to demonstrate the reciprocal statement: If a system reduces
its entropy, a goal can be ascribed to the process. Therefore, entropy reduction and
goal-oriented behavior are in a one-to-one correspondence. In an entropy-reducing
system, a goal can always be defined by the restricted set of values that the variables
acquire in the final state: the target DNA sequence, the buried bone, the ball at the
goal. Of course, the reduction in entropy must first be verified: multiple trials tested
with a broad set of initial states must evolve into a small final set. A car that in a
single trial travels from one location to another is not guaranteed to be a self-driving
car. Only if the initial location has proven to be arbitrary, and the traffic conditions
variable, can goal-directed behavior be arrogated.

The notion of entropy is subtle, since its value not only characterizes the state of
a physical system, but also, the way it is described. When the universe is described
at its utmost basic level (assuming there is one such level), all we have is a collection
of fundamental particles evolving from some initial state, classical or quantum. If
the state of all particles is specified, the total entropy of the universe vanishes. Time
reversibility of the laws of physics dictates entropy to remain zero for all past and
future times. Therefore, there is no way to attain neither an increase nor a reduction
in entropy. Energy dissipation and goal-directed behavior, hence, are absent from the
complete description. We need to blur our point of view to give them a chance, either
by restricting the description to macroscopic variables, or to subsystems. In fact, the
main conclusion of this essay is that an observer with a very special point of view is
required for agency to exist.

If the information about the initial conditions is apparently lost in goal-oriented
behavior, then such information must be somehow concealed in degrees of freedom
we are not keeping track of. It may be carried by variables that are too microscopic
to be monitored, or by fluid degrees of freedom that, by the time the goal is reached,
have already exited the subsystem under study. What we track, and what we ignore,
hence, plays a crucial role in agency [13].

To be consistent with the second law of thermodynamics, processes where entropy
decreases are only possible in open systems that somehow interact with the external
world. Originally, they were supposed to require an energy influx. This is, however,
not a necessary condition: Sometimes, the sole exchange of information suffices.
A good example is Maxwell’s Demon [11]. Suppose we have a gas enclosed in
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two adjacent chambers communicated by a small hole in the wall between them
(Fig. 10.2). The hole may or may not be covered by a sliding door controlled by a
demon. Initially, both chambers have equal pressure and density. The demon then
opens or closes the hole selectively, depending on whether a molecule approaches
from one side, or the other. Molecules coming from the right are allowed to pass
into the left chamber, but not the other way round. As time goes by, molecules
accumulate on the left side, eventually leaving the right side empty. The collection
of all gas molecules can be interpreted as performing goal-directed behavior: No
matter the initial state, gas is gradually compressed into the left chamber. This final
state can be conceived as a goal, and it comprises a reduction in entropy: initially
each particle can be anywhere in the two chambers, and in the final state, they are
all in the left side. Arrogating purpose, in this case, is to assume that the gas—who
takes the role of the agent—wants to shrink. Other verbs may be used (tends to, is
inclined to, etc.), but the phrasing is irrelevant. As uncanny as it may seem, arrogating
purpose to the gas is a rather accurate description of the gas’ phenomenology.

The gas 4+ demon is a toy model of a closed system, so no interaction with the
outside world is allowed. To perform the task, the demon needs to acquire informa-
tion on the location of each molecule approaching the hole, to then decide whether
to let it pass or not. In a slightly modified version of this system, Bennett [1] demon-
strated that the storage of information in the demon’s memory can be done with no
energy expenditure, as long as the memory is initially blank, and there is plenty of
storage capacity. The work required to move and stop the door, as well as the energy
needed to measure the position of particles and to maintain the demon alive, can
also be made as small as desired, simply diminishing mechanical friction, and mov-
ing slowly. The demon is however not allowed to delete the acquired information,
because information erasure requires energy consumption, at a minimal cost of kg T
per erased bit [9]. Therefore, as time goes by, the information of the initial location
of each gas molecule is erased from the gas, and copied onto the demon’s memory.
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The gas gradually reduces its entropy only if we are careful to exclude the demon
from what we define as the system. If we include the demon (and its memory),
entropy simply remains constant, since all the details of the initial state are still
stored. Depending on the observer’s choices, then, entropy may or may not decrease,
meaning that arrogating agency may or may not be possible.

A subsystem can only decrease its entropy if it somehow gets rid of initial condi-
tions. In DNA replication, after the addition of each new nucleotide to the developing
strand, the initial location of the free nucleotide determines the final configuration
of the mediating enzymes. The information of the initial spatial arrangement of
nucleotides is thereby transferred to the 3-dimensional configuration of nearby pro-
teins. If enzymes are not restored to their functional state, the process cannot be
iterated. So enzymes, in turn, must pass the information on somewhere else. This
transfer is actually the important point in the emergence of goal-directed behavior.
Energy consumption is only helpful if energy is degraded in the process: ordered
energy sources must be transformed into disordered products. In animal cells, order
arrives as glucose and oxygen molecules. Disorder exits as carbon dioxide, water
and faster molecular motion (heat). The input degrees of freedom, specifically in
the case of glucose, are conformed of atoms tidily organized into large molecules.
The output degrees of freedom are transported by smaller molecules, amenable to
be arranged in many more configurations.

The laws of physics are ultimately reversible, so initial conditions cannot be truly
erased, they can only be shuffled around. As an example, Edward Fredkin studied
how non-dissipative systems, such as our universe, may perform the usual logical
computations (AND, OR, etc.), which are themselves non-invertible [6]. We know
that 0 AND 1 = 0. However, knowing that the result of the operation is 0 does
not suffice to identify the two input variables. If the computation is performed by
an ultimately non-dissipative system, the information of the initial input variables
must be somehow moved into some other variable, albeit perhaps not in a manner
that is easily accessible. Fredkin’s solution was to prove that computing required
some extra input variables, not needed for the computation per se, but mandatory
for the information balance. When performing a single logical operation (say, for
example, AND), the additional variables are in a well defined state (no uncertainty),
and throughout the computation, they acquire so-called garbage values (garbage
because they are not required to perform the computation), that represent those input
degrees of freedom that cannot be deduced from the output. Copying part of the
input into garbage variables at the output ensures that no information is lost, and the
computation becomes feasible in a non-dissipative physical substrate.

Ascribing agency is all about ignoring who really did the job (the Universe, to
put it grandly), and arrogating intentionality to an entropy-reducing subsystem. The
task of the observer is to design the borders of the subsystem so as to allow ordered
degrees of freedom to be progressively incorporated, and/or disordered ones to be
eliminated. If the goal is to be achieved repeatedly, a steady flow of order is required,
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Fig. 10.3 Goal-directed ‘ '
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as well as aregular garbage collection service. Purposeful agents, hence, only emerge
from sub systems that eat up order (Fig. 10.3). Broadly speaking, they can be said
to breathe, or to be endowed with metabolism, even if they need not be alive in the
biological sense.

Maxwell’s demon hid the initial conditions of the gas in its memory. The dog, the
self-driving car, and the soccer players, all hide their own initial state and that of the
environment inside their memories. Memories can of course be erased, but erasures
consume energy, and they are ultimately no more than flushing initial conditions into
the high-entropy products of energy degradation. For a long time, scientists failed
to include memories as part of the systems under study, so goal-directed behavior
sometimes appeared paradoxical. Here I argue that observers attribute agency by
disregarding initial conditions. Of course, observers are free to delineate the borders
of the subsystem under study as they wish. They can always shape the limits of what
they define as the agent in such a way as to have it do all sorts of wonderful things,
as achieve goals, and reduce entropy. The agent must be fed with order, and the mess
must be cleaned up, but still, it can be done. The natural question is therefore: What
is interesting in goal-directed behavior if the observer is allowed to engineer the very
definition of the agent, in order to get the desired result? The main conclusion of
this essay is that the interesting part is the observer, who decides what to describe
and what to ignore. Plants grow because what we define as a plant is the stuff that
grows every spring, and not the dirt left on the ground every autumn. Species improve
because we restrict the definition of a species to the material that a posteriori is seen
as successful, and exclude the corpses left behind of those who failed. Cell division
seems to be a productive business because the waste products are not defined to be
part of cells. Returning to the question posed above “How do the components of the
system know what to do, and what not to do, in order to reach the goal?”, we can now
provide an answer. Components know nothing, observers do. Just as photographers
select an arbitrary plane in the visual world where to focus an image and engender a
sharp object (Fig. 10.4), so do observers choose which variables compose the system,
and which do not, so that a goal emerges.

The point of view of the observer may have striking consequences. A system that
reduces entropy can be used to produce work. Once Maxwell’s demon has collected
all particles in the left chamber, the pressure that they make on the middle wall can
be used to move a piston. This is an example of an information-to-energy conversion.
Initially, the demon’s memory was empty, so it was ordered. As time goes by, the
demon’s memory becomes full (disordered), and the gas becomes ordered. If the
ordered gas is used to move a piston, then the initial order in the demon’s memory
has been converted to physical energy. Therefore, work can be extracted from order
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Fig. 10.4 Observers, just as
photographers, selectively
focus on an aspect of reality,
to satisfy their cognitive
appetite. Potograph kindly
supplied by Lucia Samengo

inasmuch as it can be extracted from a potential, or from heat. These transformations
are ruled by the laws of thermodynamics of information [14], and have been verified
experimentally [18]. In a closed system, however, conversions cannot be iterated
indefinitely, since they always involve the production of garbage variables, that can
only be restored to their ordered initial state with the expenditure of an amount of
energy that is at least as large as the one obtained through the produced work. In other
words, if the demon’s memory is not wiped, the poor devil’s head turns boiling hot,
and useless. This effect is also evident in students and workaholics around the globe,
providing a performance-based justification of holidays and crappy TV shows.

Should we be amazed that the world we live in allows observers to create agents?
Could we not live in a universe where assigning agency were downright impossible? I
would be very much surprised if it were so. The impossibility to define goal-directed
behavior would mean that no subsystems exist where entropy decreases. The global
entropy growth that takes place in the whole universe should develop uniformly and
monotonously, allowing for no local departures from the global trend. That would be
ordered indeed! I do not expect disorder to arise in such an orderly manner. In fact, a
branch of physics is now devoted to determining the conditions in which spontaneous
development of order is to be expected [8, 15].

In the picture presented so far, all the interesting events seem to take place in the
observer’s creative act. Any decrement of entropy, no matter how trivial, appears to
suffice for an observer to ascribe agency. We are demanding little of the world, and
a lot of the observer. But does the evolving world not have organizational merits of
its own? Throughout the eons, profuse RNA replication in free solutions gave rise
to prokaryote cells, who in turn evolved into eukaryotes, from which multi-cellular
organisms appeared, all the way up to the ever growing branches of the tree of life.
In the way, conscious humans, civilization, and artificial intelligence emerged. As
well as a lot of garbage, as environmentalists wisely remind us.

In this spiralling progression, evolution seems to be striving towards a runaway
escalation of sophistication and design [5]. In particular, agents seem to become
increasingly selective. Compare the strategy of a replicating DNA molecule in a
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bacterium with the one of Menelaus of Sparta to recover Helen of Troy, and thereby,
ultimately manage bisexual reproduction. Both construct a new DNA strand, but their
strategies are not equally elaborate. The efforts, the tactical planning, and the mess
left on the ground by Menelaus are hardly comparable to those of the bacterium.
Highly evolved agents pursue goals that are clearly more complex than those their
distant forefathers—for the sake of the argument, I am here conceiving Menelaus
as an evolved bacterium. Is the development of refined tactics something that only
depends on the observer’s creativity, or is it something actually taking place in the
world, independently of observers? In the end, evolution seems to be an objective
process, governed by laws and principles that are not related to whom may observe
them.

The fact that observers play a protagonic role in goal-oriented behavior does not
mean that they are the only characters in play. Observers are indispensible to produce
agents. In the absence of agents, no subsystems are cut out of the wholeness of the
cosmos, and complexity cannot be measured. So in this respect, the evolving world
and the increase in its complexity are the result of the act of observation. Yet, observers
are not wizards that cook up their images out of thin air. Their involvement extends
as far as to decide what to observe and what to ignore, but not beyond. The fact
that observers spot goal-oriented agents within the unity of reality does not preclude
the observed agents to have a dynamics of their own, a dynamics not controlled
by observers, and which on our planet, happened to generate order and intelligence
through evolution. Starting with Darwin, many have studied the laws governing the
emergence of order, and I am not here denying those laws. My point is that during
evolutionary development, the increasing sophistication is evenly balanced by an
equally large amount of garbage. Only biased observers focus on the constructive
side alone, concluding that evolution is striving towards perfection. And only biased
observers focus on the destructive side alone, concluding that disorder inevitably
grows. Increases or decreases in entropy are a matter of point of view. At least,
inasmuch as we hold to reversible physical laws.

In fact, the very gift that observers possess, the ability to spot intentionality, can be
itself understood as the result of evolution. If we look at the world with unbiased eyes,
we see many things changing, some relevant and some irrelevant to our fate. To have
achance to survive and pass on our genes, it is important for us to identify subsystems
from which predictions can be made, focusing particularly on those prediction that
modify our fitness. As a consequence, brain-guided observers ascribe agency and
make predictions. They do so because the role of a brain is to model the world
around its carrier, so that effective survival strategies can be implemented. Mental
models must capture the regularities of the world, and discard the noise. Here, noise
is defined as the degrees of freedom that are irrelevant to predicting those features of
the environment that affect the observer’s fitness. It would be a waste of resources,
if not impossible, for us to represent in our brains all what happens in a dog’s brain.
Much more efficient is to ascribe agency, and conclude that the dog wants to bury
the bone. We cannot follow the evolution of all the bats that were eaten by owls, we
therefore conclude that the predation of owls sharpens the eco-location capacity of
bats. We do not care for the details with which self-driving cars are programmed, we
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just think of them as goal-directed. We need an economic description, so we assign
agency [3].

Reduced models make predictions in terms of heuristic laws that are naturally less
accurate than the completely detailed description. The laws of psychology, to put an
example, are not as reliable as the laws of chemistry. Yet, given the limited resources
of the observer, the arrogation of agency is convenient if predictions can be made, even
if somehow inaccurate, at a sufficiently low computational cost. Actually, observers
do not assign agency to all the entropy-reducing systems they meet. Purpose is only
arrogated to subsystems for which there is no evident source of order, or for sources
that are too costly to represent. The balance between costs and benefits depends on
each case. If we only look at the gas controlled by Maxwell’s demon, ignoring the
demon itself, we conclude that the gas wants to shrink. If, however, the demon takes
weekends off, the purposeful model of the gas loses accuracy. A more expensive
representation discerning between week days and weekends is needed. Assigning
agency may or may not be a convenient strategy, depending on the trade-off between
the economy of the representation and the prediction errors it induces. Arrogating
agency in excess, for example by believing that all what happens is maneuvered by
some obscure intentionality, yields a poor prediction strategy.

Observation is the result of development: Observers learn how to observe, and
they do so within the framework of learning theory [10]. They are first exposed to
multiple examples of the process, that act as the training set. Before learning, the
final state can only be predicted from the initial one if all degrees of freedom are
tracked—a representation capacity that observers typically lack. Making the best use
of their resources, observers explore the power set of the system (the set of all subsets
of the system) and search for some entropy-reducing subset from which an agent and
a goal can be defined. They then discard the superfluous degrees of freedom, thereby
compressing information. Yet, if the subsystem does indeed reduce entropy, they are
still able to make predictions. With successful predictions the world begins to makes
sense, so ascribing agency is in a way equivalent to constructing knowledge. In fact,
the construction of knowledge can be argued to be the essence of a mind.

In the last paragraphs, we have been observing observers. In doing so, we have
climbed one step higher on the hierarchical ladder of observation. We have concluded
that purposeful agents do not exist per se, they are a mental construct of observers.
This view may be easily accepted when regarding the agents around us, but becomes
more problematic when it applies to ourselves. We feel our own desires, and experi-
ence a vivid sensation of accomplishing our objectives out of our own free will. The
idea that we exist as agents and we reach our goals only because some alien observer
defined our boundaries, sounds outlandish at the very least. In this context, we face
two alternatives. Either we try to understand ourselves as agents in the same terms
we conceive other agents, human or not, or we believe our own individual agency
is a unique process that follows different rules from those of all other agents around
us. What follows is an effort to ascribe to the first option.

The difficulty arises because it is not easy to conceive ourselves as simultaneously
the subject and the object of observation. The usual understanding of the act of
observation implies the existence of a subject and an object that are different. And
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the usual understanding of the concept of self implies a unit entity, not divisible in
subparts. And yet, within a physicalist’s point of view, the observer that creates the
agent in us cannot be situated in any other place than in the same brain where the
self emerges. Whether the observer coincides with the self, whether it only partially
overlaps with it, whether it contains it, or is contained by it, I do not dare to assert. I
conjecture, however, that each brain creates its own self following the same principles
with which it ascribes agency to external factors. We can much better predict the
movements of our own limbs than the movements of distant objects. So it makes
sense to define ourselves as an agent whose spatial limits coincide with the surface
where predictability drops: our skin. We can also predict some of our thoughts,
and sensations, and such thoughts and sensations are intimately related with the
predictions of the state of our body. It therefore makes sense to include our thoughts
in the notion of self. Moreover, past events are a crucial ingredient in the ability to
predict the future, so our memory is also included as a part of our self. In this view,
our self is the set of highly connected processes from which intimate predictions can
be made.

One huge difference between creating external agents and creating our own self is
that the latter involves a vastly larger number of degrees of freedom. Those degrees of
freedom, moreover, are typically only accessible to the local subsystem. They include
the mental processes to which we have conscious access, encompassing external
sensory input, and the detailed state of our body. The latter has been proposed as the
base for emotion, and the higher-level neural patterns triggered by such a state, the
base of feeling [2].

Douglas Hofstadter has suggested that the circular nature of the mind observing
itself is the essence of the self [7]. I am not sure, however, whether the strangeness
of this loop constitutes an actual explanation of the self, or simply a way to bind the
two loose ends together and worry no more. It could also be the case that what we
perceive as a unitary self is in fact a whole collection of disperse mental processes
[12], inside which multiple observers coexist, although separately unaccessible. In
the end, consciousness has been equated with complex and indivisible information
processing [17], so accessing subprocesses may not be possible. Dennett however
very strongly argues that if such mental subprocesses can be considered multiple
observers, there is no such thing as a hierarchy, and even less, an ultimate observer [4].

I am afraid I am unable to provide a finished picture of agency when going all
the way up to the self. I hope, however, to have built a sensible image of other less
intimate agents. The main conclusion of this essay is that the interesting part of
agency is the observer. Physics does not make sense, observers make sense of it. Life
does not have a meaning, we give it a meaning. Life may not even be fundamentally
different from non-life, it may just be a collection of subsystems that appear to have
goals. Goal-directed behavior does not exist if we do not define our variables in such
a way as to bring goals into existence. Bringing goals into existence is a task that
brains perform naturally, because they have evolved to model the world and predict
the future. One fundamental agent that has emerged inside each one of us is the self.
Although the mechanisms behind the emergence remain unclear, the uprise of a self
might have produced an evolutionary advantage. [ conjecture the self may have arised
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as a compressed representation of intimate events, from which accurate predictions
can be made. By distinguishing ourselves as a special part of the cosmos we produce
meaning. We acquire a sense of self-preservation that gives rise to a sense of identity.
The self is a point of view from which to enunciate even the most basic statements,
all the way up from cogito ergo sum.
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Chapter 11 ®)
Wandering Towards Physics: oo
Participatory Realism and the

Co-Emergence of Lawfulness

Marc Séguin

No way is evident how physics can bottom out in a smallest object or most basic field or
continue on to forever greater depths (...) [the] possibility presents itself that the observer
himself closes up full circle the links of interdependence between the successive levels of
structure.

John Archibald Wheeler, Genesis and Observership2

In his 1979 essay “Frontiers of Time”,> John Archibald Wheeler imagined a
peculiar version of the game of twenty questions:

About the game of twenty questions. You recall how it goes—one of the after-dinner party
sent out of the living room, the others agreeing on a word, the one fated to be questioner
returning and starting his questions. “Is it a living object?” “No.” “Is it here on earth?” “Yes.”
So the questions go from respondent to respondent around the room until at length the word
emerges: victory if in twenty tries or less; otherwise, defeat. Then comes the moment when
we are fourth to be sent from the room. We are locked out unbelievably long. On finally
being readmitted, we find a smile on everyone’s face, sign of a joke or a plot. We innocently
start our questions. At first the answers come quickly. Then each question begins to take
longer in the answering—strange, when the answer itself is only a simple “yes” or “no”. At
length, feeling hot on the trail, we ask, “Is the word ‘cloud’?” “Yes,” comes the reply, and
everyone bursts out laughing. When we were out of the room, they explain, they had agreed
not to agree in advance on any word at all. Each one around the circle could respond “yes”
or “no” as he pleased to whatever question we put to him. But however he replied he had
to have a word in mind compatible with his own reply—and with all the replies that went
before. No wonder some of those decisions between “yes” and “no” proved so hard!

In the regular version of the game, some word is selected before the questioner
starts to ask questions. But in this version, the final word “emerges” from the interplay
of all the participants. Of course, Wheeler envisioned this story as an allegory for
the strange world of the quantum. As he goes on to explain,
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There was a “rule of the game” that required of every participant that his choice of yes
or no should be compatible with some word. Similarly, there is a consistency about the
observations made in physics. One person must be able to tell another in plain language
what he finds and the second person must be able to verify the observation.

Can we read in this story even more than Wheeler intended, and suppose that the
physical world itself emerges from the interplay of the participants in the “game of
life”? It doesn’t seem possible: if the participants owe their existence to the physical
world that they inhabit, they cannot exist prior to it and cannot bring it into existence. ..
unless one allows for a strange loop, like in those Esher drawings where two hands
mutually draw each other, or where an ever-ascending staircase arranged in a loop
comes back to its starting height. Strange loops are fun to contemplate in art and
in playful philosophy, but surely, one cannot seriously consider using the idea as a
solution to the riddle of existence?

And yet, the alternative is to satisfy yourself with a straight chain of explanations,
starting with some principles that are taken as axioms. That’s what standard “theories
of the Universe” do. What kind of “tower of explanations” you wind up with depends
on the axiomatic foundations you choose. If you are so inclined, you can take some
God (or gods) as your foundation. Or you can be introspective, realize that everything
you really know for sure about anything is what exists in your consciousness, and
take “mind” as your foundation. If you put your faith in the objectivity of physics,
you may take the laws of physics as your foundation. Even though these laws are
not in their final form, they are sturdy enough, from a practical and pragmatic point
of view, to build on them a very impressive tower. Our modern world of satellites,
computers and cell phones is a testimony to the success of this approach.

Yet, from a deep conceptual and philosophical point of view, all these foundations
suffer from a fundamental weakness: they do not seem simple and “self-evident”
enough to serve as an ultimate, “rock-bottom” foundation—some deeper level seems
required to explain them. God, at least in his more traditional incarnations, is a being
more complex than the Universe: if you take Him as your foundation, you only bury
the problem one level deeper, because now, you must explain where He comes from
and why He exists. Mind (or consciousness) also seems to be a complex, sophisticated
concept that might require some deeper level to justify its existence. As for the laws
of physics as we know them today, they are clearly not truly fundamental (they
are not even mutually compatible), although we can hope that a simpler unified
law will eventually be discovered. Even then, this law would have some arbitrary
characteristics, unless somehow it turns out to be the only logically possible physical
law, which is an outcome that almost no one still believes possible. Since this law
would not be a necessary, “self-evident” truth, its existence would need to be justified
by some deeper level of explanation.

As we can see, finding a fundamental “ground of being” that is truly worthy of
the name is quite a problem—we could call this the hard problem of foundations.
If only “nothing” could be taken as the foundation of everything*... what could
be simpler and more elegant, not to mention so, so Zen? Well, there might be a
way to make “nothing” into a suitable foundation, by considering something that
is equivalent to nothing: the infinite ensemble of all abstractions. An abstraction is
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something, like a circle or the number 42, that exists without having to be embodied
in a concrete way. Mathematics is the study of abstract structures, so we could speak
instead of the infinite ensemble of all mathematical structures, or, more simply, “all-
of-math”. For those that have a difficult personal relationship with math that goes
back to their school days, it might be strange (yet somehow comforting) to learn
that all-of-math is equivalent to nothing. But it’s true in a very real sense, because
all-of-math contains, overall, zero information.’ If you want to specify some subset
of mathematics, you have to do it explicitly, and this description contains information
(the bigger the subset, the more information you need to specify); but if you want to
talk about the infinite ensemble of all abstractions (most of them never contemplated
by any mathematician in history, of course), you can just say “all-of-math”, which
takes almost no time and contains essentially zero information! For me, the fact that
abstractions are the most fundamental thing you can possibly imagine, and that the
ensemble of all of them contains no information, makes them the ideal foundation
for a theory of the Universe. I agree with science-fiction author Greg Egan when he
says, “I suspect that a single 0 and a single 1 are all you need to create all universes.
You just re-use them”.

The idea that our universe is nothing more than a mathematical structure “seen
from the inside” has been called the Mathematical Universe Hypothesis (MUH) by
Max Tegmark.” If the basic level of reality is an abstract mathematical structure, our
universe just has to exist, since among all possible mathematical structures, there
has to be at least one that corresponds to our world. Moreover, all mathematical
structures that contain substructures that have the right properties to correspond to
self-aware observers exist physically: it is the very fact that they are “perceived from
within” by those self-aware substructures that makes them physical. Consequently,
the MUH implies an infinite multiverse that contains every possible physical reality
and generates every possible conscious experience: the Maxiverse.?

Several philosophers have argued that all possible worlds exist. For David Lewis,
to make sense of logical statements about what could have happened in our world
but did not, every possible world must be as real as ours.? For Robert Nozick, all
possible worlds must exist on logical “egalitarian” grounds.'® Peter Unger argues
that an extreme rationalist should believe in the existence of all possible worlds,
because in this case the whole of reality is less arbitrary than if only some worlds
exist and others don’t. !

To qualify the MUH more precisely, Tegmark often uses the name Computational
Universe Hypothesis (CUH). A computation is a sequential abstract structure. Since
the flow of time seems to be an inescapable aspect of conscious experiences, one can
make an interesting parallel between the sequential nature of computations and the
apparent flow of physical time. Physicists have a fondness for whimsical acronyms,
so I cannot help but propose the Infinite Set of All Abstract Computations (ISAAC)
as a name for the basis of the CUH. To respect rigorous mathematical nomenclature,
this infinite ensemble should be called a class instead of a set, but it would spoil the
acronym!

Suppose that the ISAAC is the basis of all existence, and that it generates the Max-
iverse. The hard problem of foundations is solved, but we now run into another one:
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Fig. 11.1 The co-emergence hypothesis: abstract structures that correspond to stable, regular physi-
cal environments (¢) and those that correspond to the experiences of conscious agents () “resonate”
with each other and co-emerge within the infinite set of all abstract computations (X C)
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Fig. 11.2 A symbolic representation of Wheeler’s Participatory Universe: “The universe viewed
as a self-excited circuit. Starting small (thin U at upper right), it grows (loop of U) and in time
gives rise (upper left) to observer-participancy—which in turn imparts ‘tangible reality’ to even the
earliest days of the universe” (J. A. Wheeler, “Law without Law”, in P. Medawar, J. H. Shelley
(eds.), Structure in Science and Art (Elsevier, Amsterdam, 1980))

the hard problem of lawfulness (HPL). If every possibility exists within the Maxi-
verse, irregular and chaotic worlds should greatly outnumber regular and predictable
worlds like ours. Our type of universe would then be highly unlikely, which would
make the Maxiverse hypothesis somewhat problematic—although David Lewis has
argued that if you believe that every possible world exists, the lawfulness that we
observe in our world is no more mysterious that if only one or some worlds exist.'?
Of course, one can try to solve the HPL by invoking the anthropic principle, the
logical necessity that we observe a world regular enough to sustain our continuing
existence. Somehow, this does not seem to be enough: our world is just foo regular.
Alexey and Lev Burov have argued that the observed extreme constancy of the fun-
damental constants of physics is hard to reconcile with the idea that our universe is a
random sample within all the possible universes that could support our existence.'?

To address the HPL, I propose to supplement the Maxiverse hypothesis with
the Co-Emergence Hypothesis (Fig. 11.1): within the ISAAC, abstract structures
that correspond to conscious agents “resonate” with each other and with abstract
structures that correspond to stable, regular physical environments. This process
delimitates coherent, lawful domains within the abstract space of all possibilities,
the regular world that we observe being one of them. By “resonate”, I have in mind
something similar to Wheeler’s famous analogy of the Universe as a “self-excited cir-
cuit” (Fig. 11.2). As an abstract principle that operates within the ISAAC (Fig. 11.3),
co-emergence is atemporal: it is not a process that takes place in time, since there is
no “meta-time” with respect to which the ISAAC could change or evolve.
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Fig. 11.3 Co-emergence operates between several individual conscious agents (CA) and their
shared physical environment, delimiting a “lawful patch” within the mostly chaotic space of all
possibilities

Co-emergentism has affinities with many ideas that have been proposed over the
past decades as ground work towards the goal of building a physically and philo-
sophically satisfying “theory of everything” (Fig. 11.4). The term co-emergence
itself has been used by Bernard d’Espagnat to describe the relationship between
states of consciousness and physical empirical reality. However, for d’Espagnat,
consciousness and physical reality do not co-emerge from the set of all abstractions,
but from a “veiled reality” that “lies beyond our subjective abilities at describing”. 13
Co-emergence has also some similarities to what Ian Stewart and Jack Cohen call
complicity, the process by which “two separate phase spaces join forces to ‘grow’ a
joint phase space that feeds back into both components™.'®

Even though the ISAAC is atemporal, in the physical universes that exist within it,
conscious observers perceive the flow of time: the concepts of causation and causality
can be applied. For co-emergence to make sense, it is beneficial to extend the notion
of causality to include both directions of time, hence the relevance of the ideas of Huw
Price about retrocausality.'” As noted by Ken Wharton,'® the Lagrangian formulation
of physics, in terms of path integrals and stationary action, can offer valuable insights
about the deep logical structure of our world: in a “Lagrangian Schema Universe”,
explanations need not always be in the Newtonian form “from ¢ to ¢ + df”, which
leaves room for two-way causality and co-emergence.

Emergence is usually understood in terms of properties of a system that exist at
a higher level of description and have no equivalent at a lower level: one classic
example is the fluidity of water, which has no meaning at the level of the individual
molecules. In the co-emergence of a physical lawful environment and the community
of conscious agents that observes it, emergence works both ways. Consciousness,
with its power of agency and volition, emerges out of a physical level of description
where interactions take place according to “mindless” laws, while the rigid laws that
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obey the physical interactions are, in some real sense, an emerging consequence of
the existence of a community of conscious observers that share between themselves
a coherent story about a lawful and stable world. Current and future research on the
topic of top-down causation (or “realisation”), by George Ellis'® and others, can help
in understanding the details of how co-emergence operates within the ISAAC.

My conception of co-emergence has been greatly influenced by the ideas of
Russell Standish, himself elaborating on the work of Bruno Marchal®® and Jiirgen
Schmidhuber.?! In his book “Theory of Nothing”,?*> Standish writes:

Consciousness (...) exists entirely in the first-person perspective, yet by the Anthropic Prin-
ciple, it supervenes on (or emerges out of) first person plural phenomena. (...) However, we
also have the third-person world emerging out of consciousness (...) The Anthropic Principle
cuts both ways—reality must be compatible with the conscious observer, and the conscious
observer must supervene on reality.

The tension between an objective, third-person description of the world, and a
subjective, first-person description, is of course at the heart of the difficulties physi-
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cists have been having, for almost a century now, to give a satisfying interpretation to
quantum mechanics—especially to the “projection postulate” that links the quantum
world, evolving unitarily according to the Schrodinger equation, and the classical
world where we always observe a single outcome for a particular experiment. Of all
the interpretations of quantum mechanics, QBism, a relative newcomer, “resonates”
particularly well with co-emergentism. In QBism, every observer has his own wave-
function, which is a description of his own knowledge or belief about the system.
According to QBism, quantum mechanics is a theory of the relationship between
each observer and the physical world. In the words of Christopher Fuchs, one of the
main proponents of QBism,

Quantum mechanics is a single-user theory, but by dissecting it, you can learn something
about the world that all of us are immersed in. (...) it’s not that the world is built up from
stuff on “the outside” as the Greeks would have it. Nor is it built up from stuff on “the inside”
as the idealists (...) would have it. Rather, the stuff of the world is in the character of what
each of us encounters every living moment—stuff that is neither inside nor outside, but prior
to the very notion of a cut between the two at all.??

According to Fuchs, QBism, as well as related interpretations of quantum mechan-
ics like Relational Quantum Mechanics, developed by Carlo Rovelli,** should be
labeled participatory realism, an homage to the “participatory universe” idea of
John Archibald Wheeler.

InTable 11.1,Iconsider six more-or-less “hard” problems of physics/metaphysics,
and I contrast how co-emergentism addresses them with the way they can be
addressed by general theories of the Universe based on other foundations. Unfortu-
nately, within the scope of this article, there is not enough space to discuss in detail
all the entries in the table. I have already mentioned the hard problems of founda-
tions, lawfulness, and of the interpretation of the projection postulate in quantum
mechanics. The problem of free will and effective intention is an interesting one.
In every day life, we experience the first-person perspective of being a conscious
agent: we have goals, act with intention and have an impression of free will. We
believe that our goals, intentions and willful actions have an effective causal impact
on what happens in the world. Of course, in most theories of the Universe, if we
consider the whole of reality and we do not allow for a “meta-time” with respect to
which this “whole” can change or evolve, our goals, intentions and free will can-
not be globally meaningful, even if they locally mean something to us. However,
in co-emergentism, the properties of the local lawful physical patch that conscious
agents find themselves in is co-determined by the actions of the agents, so one can
argue that goals, intentions and free will, even if they are still globally meaningless,
somehow acquire more significance.

The problem of delusion would deserve an article of its own. The possibility that
“deluded” observers (simulated beings within the computers of advanced civiliza-
tions, or freakish “Boltzmann brains” fluctuations) outnumber “non-deluded” ones
has recently kept some physicists awake at night. In the Maxiverse spanned by the
ISAAC, there are of course an infinite number of deluded observers, and an infinite
number of non-deluded ones. But if co-emergentism is true, what really matters is
the immediate, local relationship between the community of conscious observers
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Table 11.1 Hard problems and where to find them
Problem of God first Mind first Physics first | Math first Co-
emergentism
Foundations Moves the “Mind” Why these Easy! Math is | The infinite
What is the problem one | might be too | laws? Why abstract, set of all
fundamental level deeper: | complex to these initial abstractions | abstract
level of what explains | be the conditions? | simply are computations
existence? God’s fundamental
existence? level
Lawfulness God: “I am If you start Easy... if you | Hard Lawfulness is
Can we explain | the law!” with sane take for problem! If | a local
why our world mind(s), you | granted the every “resonance”
obeys laws with get a lawful | laws of possible defined by
such implacable world... but | physics world and the interplay
regularity? what about conscious of conscious
insane experience agents and
minds? exists within | their physical
“all-of- environment
math”,
shouldn’t
most be
chaotic?
Free will and God allows it | For all we In any real No, because | Might be
effective if He so know, free sense, no matter locally
intention pleases will and the | probably not | what, significant
Do our goals, ability to act | (and quantum | everything within our
intentions and intentionally |randomness | happens to co-emergent
impression of towards goals | does not some version | “lawful
free will have an might be a help), but you | of you in the | patch”, even
effective causal basic attribute | can console | Maxiverse if globally,
effect on what of conscious- | yourself with | anyway everything
happens? ness compatibil- still happens
ism anyway
Interpretation | Maybe God | The It’s been Same The
of the made problematic | almost a problem as problematic
projection quantum “intrusion” of | century and | “physics “intrusion” of
postulate mechanics to | the observer | we still don’t | first” the observer
How does the annoy in quantum know! in quantum
quantum physicists, or | mechanics mechanics
wave-function | keep them makes “mind might be a
“transition” to | occupied first” more sign that co-
the observed forever believable emergentism

is on the right
track

(continued)
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Table 11.1 (continued)
Problem of God first Mind first Physics first | Math first Co-
emergentism
Delusion A “fair-play” | A conscious | Simulation Same If you try to
Can we know God would experience and problem as push your
that the world not allow his | can never be | Boltzmann “physics reasoning too
we observe in creatures to | wrong in brain first”, far away from
our waking lives | be deceived | itself problems exacerbated | your
is not a charade | (Descartes’ by the observed
or a prank? argument) intractable reality, it may
measure no longer
problem in apply
the infinite
Maxiverse
Solipsism If God does | Always a If we are not | In The
Can I be not deceive possibility... | deluded, all-of-math, | lawfulness of
reasonably sure | us, there are | maybe we are | other there are the physical
that I share a other all one mind | humans, isolated environment
world with other | conscious anyway being structures co-emerges
conscious beings in the physically that are via the
beings? world identical to effectively relationship
me, should “solipsistic between
equally be minds”, but | conscious
conscious their agents, even
proportion is | if each
hard to conscious
evaluate agent has his
(measure own
problem) irreducible
viewpoint

and the physical reality they observe. In Fig. 11.3, if you move too far out, the cloud
that symbolizes our lawful patch dissolves into the relative chaos that characterises
most of the ISAAC: physics becomes indeterminate, or most likely simply irrelevant.
Could it be that, when we worry about the proliferation of deluded observers, we try
to push our reasoning too far away from our observed reality, into a realm where it
no longer applies? In the same way, could the dead-ends we have been encountering
over the past decades in fundamental physics (the failure to unify quantum mechan-
ics and general relativity, the proliferation of solutions in the landscape of M-theory)
be interpreted as signs that we are nearing the edge of our patch of lawfulness in the
space of all possibilities?

The problem of solipsism would also deserve an article of its own—in a form
given “new life” by the recent developments in physics, like QBism and the black
hole firewall paradox.?> No sane physicist actually argues that he is the only conscious
being in the universe. It’s just that some fundamental coherence problems arise when
we try to combine the first-person viewpoints of different observers into a single third-
person “truly objective” reality. It is as if physics is trying to tell us that the world
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Fig. 11.5 You drive alone,
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arises out of the point of view of single observers, even if they do in the end form a
community that observes a single unified reality (Fig. 11.5). Of course, elucidating
the relationship between first-person singular, first person plural and third-person
point of views is of crucial importance if we hope to clearly articulate the meaning
of co-emergentism.

For now, co-emergentism is only a working hypothesis. Like many speculative
hypotheses concerning the foundational questions of existence, it hasn’t yet reached
the point where it can claim to have strong results or to make detailed predictions.
In other words, it does not have a “shut-up and calculate” aspect that can provide
reasonably comfortable day jobs for physicists. But research continues, and things
might change. Donald Hoffman has been exploring a working hypothesis he calls
conscious realism: he takes consciousness as the ground of existence, and is trying to
make physics emerge out of the interaction between conscious agents, by applying
a generalized abstract form of the principles of natural selection.?® It is an ambitious
enterprise, but if it succeeds, it could provide a starting point for developing a fully-
fledged theory of how conscious agents can co-emerge alongside their environment,
and make their little corner of the Maxiverse a safe, cozy place to call home.
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Chapter 12 ®)
God’s Dice and Einstein’s Solids Chack or

Ian T. Durham

What does chance ever do for us?
—William Paley (1743-1805)

What role does chance play in the universe? Quantum theory suggests that ran-
domness is a fundamental part of how the universe works and yet we live mostly
intentional, ordered lives. We make decisions with the expectation that our decisions
matter. How is it possible for this directed and seemingly deterministic world to
arise from mere randomness? In this essay I show that simple combinatorial systems
behave in precisely this manner and I discuss the implications of this for theories
that include notions of free will.

12.1 Process and Chance

What role does chance play in the evolution of the universe? Until the development of
quantum mechanics, the general consensus was that what we perceived as chance was
really just a manifestation of our lack of complete knowledge of a situation. In a letter
to Max Born in December of 1926, Einstein wrote of the new quantum mechanics,
“The theory says a lot, but does not really bring us any closer to the secret of the ‘old
one.’ I, at any rate, am convinced that He does not throw dice.” [6]. Yet all attempts
to develop a deterministic alternative to quantum mechanics have thus far failed.
At the most fundamental level, the universe appears to be decidedly random. How
is it, then, that the ordered and intentional world of our daily lives arises from this
randomness? Intuitively, we tend to think of randomness as being synonymous with
unpredictability. Of course the very nature of the term ‘unpredictable’ implies agency
since it implies that an agent is actively making a prediction. I am not interested here
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in whether or not the universe requires an agent to make sense of it. I'm interested
in understanding if it is possible for intentionality to arise naturally from something
more fundamental and less ordered regardless of whether that process requires an
agent.

While we typically think of the universe as being a collection of ‘things’—
particles, fields, baseballs, elephants—it is the processes that these things participate
in that make the universe interesting. A process need not require an active agent.
A process is simply a change in the state of something where by ‘state’ we simply
mean a set of properties and (possibly) correlations about the system. This definition
of process is similar to the concept of a fest from operational probabilistic theories
(see [2] for a discussion of such theories). Similar to such theories, then, we can
define a deterministic process as being one for which the outcome can be predicted
with certainty. To put it another way, a deterministic process is one for which there
is only a single possible outcome. A random process must then be an unpredictable
change. That is, a process for which there is more than one possible outcome is said
to be random if all possible outcomes are equally likely to occur. It’s important to
note that there is a difference between the likelihood of making an accurate predic-
tion of the outcome of a process and one’s confidence in that prediction. Confidence
can be quantified as a number between 0 (no confidence) and 1 (perfect confidence).
Likelihood is just the probability that a given outcome will occur for a given process.
The outcomes of random processes are all equally likely to occur and, in such cases,
one’s confidence in accurately predicting the correct outcome should be zero.

The definition of determinism given here differentiates it from the concept of
causality. D’ Ariano, Manessi, and Perinotti have argued that confusing the two
ideas—determinism and causality—has led to misinterpretations of the nature of
EPR correlations [4]. Determinism and randomness represent the extremes of pre-
dictability. A fully causal theory can have both. Just because a process is random does
not mean the outcome of the process doesn’t have a cause. Conversely, as D’ Ariano,
Manessi, and Perinotti have shown, it is possible to have deterministic processes
without causality. The point is that determinism is associated with the likelihood of
outcomes for a given process whereas causality is associated with the fact that each
process has an input state and an output state.

Of course, many real processes are neither random nor deterministic. There may
be more than one possible outcome for a process, but those outcomes may not be
equally likely to occur. What do we call such processes? For a two-outcome process
whose outcomes have a 51% and 49% likelihood of occurrence respectively, one
might be tempted to refer to it as ‘nearly random.” On the other hand, if those same
likelihoods were 99% and 1% respectively, one might be tempted to say the process
was ‘nearly deterministic.” But what if they were 80 and 20% or 60 and 40%? At
what point do we stop referring to a process as ‘nearly deterministic’ or ‘nearly
random’? We need less arbitrary language. One suggestion would be to refer to such
in-between cases as ‘probabilistic.” But this is misleading since we can still assign
probabilities to the outcomes of both random and deterministic processes; they are
no less probabilistic than any other process.
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A solution presents itself if we consider the aggregate, long-term behavior of such
processes. As an example, consider that casinos set the odds on games of craps—
a game that is neither random nor deterministic—under the assumption that they
will make money on these games in the long run and (crucially) that the amount of
money they will make is reliably predictable within some acceptable margin of error.
So the process of rolling a pair of dice (which is all that craps is) is at least partially
deterministic to a casino. But now consider a game with two outcomes, A and B,
whose respective probabilities of occurring are 50.5 and 49.5%. Could a casino set
up a system by which they could, within some margin of error, make a long-term
profit on this game, even if that profit is very small? Suppose it costs $100 to play this
game and that a player receives $102 if outcome B occurs but nothing if outcome
A occurs. Suppose also that, on average, the casino expects 10,000 people to play
this game each year. That means that, on average, they will pay out $504,900 a year
in winnings but keep $505,000 a year in fees leaving them with $100 in profit (on
average). Though this is ridiculously low, the crucial point is that it is not zero. As
low as it is, the casinos can still budget for it and, in the long run, can expect to make
a profit on it. The fact is that something like this can be done for any process that is
not fully random and yet not fully deterministic, but the proof is physical rather than
mathematical.

This is an important point that is sometimes misunderstood. Suppose that we
have a process with two outcomes, O; and O,, whose probabilities are p; and p,
respectively. This process could be fully random, fully deterministic, or something
in between. According to the law of large numbers, if this process occurs n times,
as n — oo we will find that the probability of occurrence for O, is p; while for O,
it is py. Crucially, this does not mean that we are guaranteed to find exactly np,
occurrences of O;. The law of large numbers—and, indeed, any probabilistic law
or theory—merely makes exact predictions about probabilities. Whether or not the
universe obeys those laws and to what degree, is a physical matter. As it so happens,
no statistically significant physical violation of the law of large numbers is known to
exist. But this applies equally well to both fully random as well as fully deterministic
processes. Just because a particular outcome for a given process has a probability
equal to unity (a mathematical statement) does not mean it is guaranteed to occur (a
physical result). Likewise just because all possible outcomes of a process are equally
likely (a mathematical statement) does not mean that, in the aggregate, a large number
of these processes will evenly distribute the outcomes (a physical result). In short,
the physical universe is not required to obey any particular mathematical laws. The
fact that it does is technically unexplained by either mathematics or physics, as of
now.

In lieu of this, I propose to call the processes in between fully random and fully
deterministic, partially deterministic since we fully expect, as casinos do, that
physical systems obey the law of large numbers (though our only proof is that no
meaningful violation has ever been observed) and thus that such in-between processes
are predictable in the aggregate.
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12.2 God’s Dice

The aforementioned game of craps simply involves betting on the outcome of a roll
of a pair of dice. The game is as old as dice themselves and serves as a useful example
of how some level of partial determinism can arise from randomness. It also provides
a straightforward method for introducing a few additional terms. Those wishing to
delve more deeply into this subject are encouraged to dive into Refs. [1, 9, 10].

Consider a fair, six-sided die. As a fair die, it is assumed that upon rolling this
die, all of the six outcomes are equally likely. In fact casinos paint the dots on their
dice, rather than use the usual divots because the divots are not equally distributed
and thus throw off the center-of-mass which changes the long-term probabilities. '
While real dice are never truly random, a so-called ‘fair die’ is considered to be a
theoretical ideal and is thus random.

Now consider a roll of two fair dice as in a game of craps. Since they are both fair
dice, each outcome on each individual die is equally likely. We are also assuming
that we can easily distinguish the dice from one another e.g. perhaps one is blue
and one is red. Considered together, then, there are thirty-six possible outcomes—
configurations—to a single, simultaneous roll of both. Since we can distinguish
between the two dice, if the roll produces a four on the blue die and a three on the
red die, this is an entirely different outcome from a three on the blue die and a four
on the red one. Each of these configurations is referred to as a microstate.

But in craps, as in other games that use a pair of dice, we are often interested in the
sum of the numbers on the faces. Thus we typically consider the roll of a pair of dice
as giving us a number between two and twelve. We call this number the macrostate.
If we look at each of the thirty-six microstates, we’ll see that they can be grouped
according to which macrostate they produce. The number of microstates that will
produce a given macrostate is known as the multiplicity and is given the symbol €2.
But note that the multiplicities of the macrostates for the roll of a pair of fair dice
are not all equal. There are, for instance, six different combinations that can produce
a roll of seven. On the other hand, there is one and only one way to roll a two or a
twelve.

The probability of a given roll (i.e. macrostate) is given by the multiplicity of
that roll divided by the fotal multiplicity. So, for example, the probability of rolling a
seven is six divided by thirty-six or one-sixth. Conversely, the probability of rolling a
two or a twelve is one-thirty-sixth. Table 12.1 lists the microstates for each macrostate
of the pair of dice, giving the multiplicity and probability of each. Though we think
of this as a single roll of a pair of dice, it is really two simultaneous rolls of individual
dice. Each of these individual rolls is a random process in that the probability of an
individual die yielding any one of its six possible outcomes is precisely the same.
Yet when the pair are considered simultaneously, the combined outcome is partially
deterministic. As should be clear from Table 12.1 this behavior is not physical in the
sense that the probabilities of the individual macrostates are due to the combinatorics
of the problem or what one might call ‘mindless’ mathematics. So a pithy counter

IThey also routinely replace their dice since the sides of dice can wear unevenly. See Ref. [7].
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Table 12.1 This table lists the microstates for each macrostate for a roll of a pair of six-sided dice.
The multiplicity, €2, is the total number of microstates

Macrostate Microstates Q Probability
> O] 1 1/36
3 0. NN - 2 2/36 = 1/18
4 (&, 8, 8 3 3/36 = 1/12
5 (e, 8, (8, ()8 4 436 = 1/9
6 ()83, (88, (I8, (I8, e 5 5/36
- (B, (I8, (8B, )M, M, 2l | 6/36 = 1/6
3 (8, (188, (I8, U8, GIE 5 5/36
9 (78, (I8, (8, (18 4 436 = 1/9
10 (38, 88, G388 3 3/36 = 1/12
1 (8, 38 2 2/36 = 1/18
12 H: ] 1 1/36
Total: 36 1

to Einstein’s objection might be that a dice-throwing God still produces partially
predictable results.

There is one objection to this example that is worth considering. The numbers on
the dice are entirely arbitrary. That is, we could have instead painted six different
animals on the faces of each die. In this case we might find it hard-pressed to identify
any distinctive macrostates other than pairs and we could eliminate the pairs by
painting different animals on each die. Thus it seems as if the macrostates used in
typical die rolls are entirely arbitrary in the sense that their relative import is based
on a meaning that we assign to them. The labelling of the sides of the dice is not a
fundamental property of the dice themselves. We can get around this problem and
improve on our odds by perhaps ironically considering a model proposed by Einstein
nineteen years before his comment to Born.

12.3 Einstein’s Solids

In 1907 Einstein proposed a model of solids as sets of quantum oscillators. That is,
each atom in such a solid is modeled in such a way that it is allowed to oscillate in
any one of three independent directions. Thus a solid having N oscillators would
consist of N/3 atoms. Crucially, since the oscillators are quantum, they can only
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hold discrete amounts of energy. So, for instance, suppose that we have an overly
simplified Einstein solid containing just a single atom and thus three oscillators. If
we supply that solid with a single discrete unit of energy, that energy unit could be
absorbed by any one of the three oscillators, but cannot be further subdivided and
shared among them. It is assumed that the process of absorption is random. In other
words, for a macrostate consisting of a single unit of energy, there are three equally
likely microstates, i.e. 2 = 3. In general, for an Einstein solid with N oscillators and
q units of energy, the multiplicity is

(12.1)

- N —1)!
Q(N’q)z(CI+N 1>=(q+ )

q g!(N — 1!~

Now consider two Einstein solids that are weakly thermally coupled and approx-
imately isolated from the rest of the universe. By weakly thermally coupled, I mean
that the exchange of thermal energy between them is much slower than the exchange
of thermal energy among the atoms within each solid. This means that over suffi-
ciently short time scales the energies of the individual solids remain essentially fixed.
Thus we can refer to the macrostate of the isolated two-solid system as being spec-
ified by the individual fixed values of internal energy. (For a further discussion, see
Ref. [10].) Let’s begin by considering a simple (albeit unrealistic) system. Suppose
each of our two solids has three oscillators, i.e. Ny = Np = 3, and the system has a
total of six units of energy that can be divvied up between the oscillators. Suppose
that we put all six of these units of energy into solid B. That means that there is
only one possible configuration for the oscillators in solid A—they all contain zero
energy. Conversely, there are twenty-eight configurations for the oscillators in solid
B according to (12.1).> The total number of configurations for the system as a whole
is just the product of the two and thus is also twenty-eight.

Suppose that we instead put a single unit of energy into solid A with the rest going
to solid B. In this case, there are three possible configurations for solid A since the
single unit of energy we’ve supplied to it could be in any one of the three oscillators.
The five remaining units of energy can be distributed in any one of twenty-one
ways within solid B. But now the fofal number of configurations for the system
is 3-21 = 63. Table 12.2 summarizes the energy distribution and corresponding
multiplicity for this simple system and Fig. 12.1 shows a smoothed plot of the total
multiplicity, € as a function of the energy g4 contained in solid A. This tells us that
the states for which the energy is more evenly balanced between the two solids are
more likely to occur because there are more possible ways to distribute the energy in
such cases. This is analogous to the example given in the previous section involving
a pair of fair dice. There is no intentionality on the part of the system. In addition,
the system is considered to be isolated from the rest of the universe and thus there
is no environment driving these results. They are simply due to combinatorics. This
does not guarantee that our results will follow these predictions precisely, but as
I mentioned previously, there is no known violation of such mathematical laws by

2Note that (12.1) holds for solid A as well since 0! := 1.
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Table 12.2 This table shows the distribution of six units of energy among two Einstein solids, each
with three oscillators

qa Q4 qs Qp Qiot = QaQp

0 1 6 28 28

1 3 5 21 63

2 6 4 15 90

3 10 3 10 100

4 15 2 90

5 21 1 3 63

6 28 0 1 28
Fig. 12.1 This shows a Qo 4 Ni=Ng=3
smoothed plot of Q2 as a .
function of ¢4 for the data AT 6
from Table I { .

qa

any physical system. Each individual microstate of the combined system is assumed
to be equally probable and thus the process of reaching one of these microstates
from any other is completely random. It just happens that more of those microstates
correspond to configurations in which the energy is more evenly divided between
the two solids. Thus the system can undergo random fluctuations about the mean
and still be more likely to be found in a microstate in which the energy is roughly
equally divided between the two solids.

But consider now what happens when we begin to scale the system up to more
realistic sizes. Figure 12.2a shows a plot of the total multiplicity of the system as
a function of the energy in solid A when the total number of oscillators and the
total number of energy units is a few hundred. Figure 12.2b shows a plot of the same
function when the number of oscillators and energy units is a few thousand. The larger
our Einstein solids become, the narrower the peak of the multiplicity function. For
realistic Einstein solids, the peak is so narrow that only a tiny fraction of microstates
have a reasonable probability of occurring. That is, random fluctuations away from
equilibrium are entirely unmeasurable.

It is important to keep in mind that all we have done in Fig. 12.2 is to scale up the
Einstein solids. Each individual microstate remains equally probable and thus the
underlying process of moving from one microstate to another is entirely random. Yet,
as the system grows larger and larger, it is increasingly likely to be found in only one
of a very small number of macrostates. This means that we can make highly accurate
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(@) (b)

Y 4
Qtot Qtot

N, q =~ a few hundred N,q =~ a few thousand

qA aa

Fig. 12.2 a This shows a plot of Q as a function of g4 for a pair of Einstein solids when N, g ~
a few hundred. b This is the resultant plot for the solids when N, g & a few thousand

predictions of which macrostates will occur given some initial input data. This is a
dramatically scaled up analogy to a game of craps. Though the fluctuations taking
the system from one microstate to another are entirely random, the macrostate is very
nearly deterministic. Thus we have a situation in which a nearly deterministic process
can arise from a collection of random processes. Due to the fact that no statistically
significant violation of the law of large numbers has ever been observed, we are
justified in assuming that this mathematical prediction should hold for all physical
systems. In addition, unlike the situation with the dice, we are not arbitrarily assigning
meaning to the microstates and macrostates.

An obvious question is whether or not it is possible to achieve perfect deter-
minism with a pair of Einstein solids. Certainly in the limit that N, g — oo the
narrowness of the multiplicity peak in our example becomes asymptotically thin.
The limit in which a system becomes large enough that random fluctuations away
from equilibrium become unmeasurable is known as the thermodynamic limit. In
other words, at some point our partially deterministic system becomes indistinguish-
able from a fully deterministic one. Where that transition occurs may depend on a
host of factors, but the reason it is referred to as the thermodynamic limit is precisely
because it is where conventional thermodynamic methods of analysis—which are
deterministic!—become the most useful way to understand the behavior of a pair of
solids that are in thermal contact with one another.

Of course, this is just a single example from one area of physics but it serves to
show that near-perfectly deterministic macroscopic processes can arise from a very
large number of random microscopic processes.

12.4 Process and Free Will

Let us consider a toy universe in which all microscopic processes are random and
thus equally probable. The only physical constraints that we will place on this toy
universe are to (1) limit the outcomes of each microscopic process to being finite
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in number, (2) require that these outcomes be distinguishable from one another, and
(3) require that the physical outcomes match the mathematical predictions to a high
degree of accuracy, i.e. there will be no statistically significant physical deviations
from mathematical predictions, at least in the realm of combinatorics and proba-
bility. Macroscopic processes in such a toy universe would have varying levels of
determinism based on the combinatorics and the nature of the processes themselves.
For example, the microstates and macrostates of a pair of six-sided dice are different
from the microstates and macrostates of the combination of one six-sided die with
one eight-sided die. Thus the nature of the dice dictate which processes are allowed
in each case (e.g. a roll of fourteen is not possible with a pair of six-sided dice).
For our toy universe, we can think of any constraints as being dictated by the initial
(physical) conditions of the universe itself.

It is worth asking, then, what it would mean for a hypothetical ‘being’ in such
a universe to have free will. Free will is generally viewed as one’s ability to freely
choose between different courses of action.? This requires, however, that when pre-
sented with a choice, an agent can reliably predict the outcome of some process. If I
am, for instance, faced with the choice of carrots or broccoli as a vegetable side for
my dinner, the essence of free will is that, free of unpredictable external factors, if
I choose to have carrots I can have confidence that I will actually have carrots with
my dinner, i.e. the carrots won’t randomly and inexplicably turn into a potato the
moment they touch my plate. The crucial but subtle difference here is that my choice
in this example is between two different processes—the process of physically taking
carrots from my refrigerator or the process of physically taking broccoli from my
refrigerator—rather than two different outcomes of a single process. So once I have
chosen to carry out one or the other of these processes, I can have confidence that
the multiplicity of one outcome of my chosen process is so much greater than the
multiplicity of any other outcome that my desired result will actually occur, i.e. the
probability of the most likely macrostate not occurring is utterly unmeasurable.

Of course, any beings in our hypothetical toy universe are unequivocally part of
that universe and thus an amalgam of random processes themselves. If the deter-
ministic macroscopic processes arise from microscopic random ones solely due to
the combinatorics of a large number of such microscopic processes, then it is worth
asking if free will really does exist. This is certainly a fair question, but misses the
broader point. Regardless of what happens at the most fundamental level, the concept
of free will is meant to be applied to sentient beings (which are inherently not fun-
damental) making conscious choices about the macrostates of large-scale systems.
As sentient beings we expect that free will entails our ability to freely make a choice
with the confidence that a specific outcome of our chosen process really does occur
with a high degree of probability. For that to happen certain processes must be at
least partially deterministic if not fully so.

This brings up an important distinction. There are really different levels of pro-
cesses. We can refer to a process associated with a macrostate as a macroprocess.

3 recognize that there are many, often divergent notions of free will. T am focusing on theories that
include a generally colloquial notion of the concept.
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The constituent processes of a macroprocess would then be microprocesses. The
macroprocess of simultaneously rolling a single pair of dice is composed of two
microprocesses—the independent rolls of two individual dice.* So the terminology
refers to the level of the system and not necessarily the size of the system or its
constituents. The act of me pulling carrots out of a bin in my refrigerator is a macro-
process that actually consists of trillions of microprocesses involving the neurons in
my brain, the electrical signals in my neurological system, the mechanical motion
of the refrigerator parts, etc. These in turn are all made up of further constituent
processes all the way down to the processes involving the fundamental particles and
fields that constitute the material foundation of the entire system.

Free will thus generally involves choices about macroprocesses with varying
degrees of confidence.’ I may be highly confident that the carrots in my refrigerator
won’t spontaneously turn into potatoes, but I’m a tad less confident that inserting the
key into the ignition of my car will turn the car on. Certainly I expect it to turn on
most of the time, but it is entirely plausible that something could go wrong and it
won’t turn on. I’'m even less confident when I approach an unfamiliar intersection and
don’t know which way to go. Depending on the situation, my choice could essentially
be entirely random. The key point here is that if all macroprocesses were entirely
random, we wouldn’t even have the illusion of free will because our choices would be
meaningless since they would be based entirely on guesses. So any concept of free will
requires that most macroprocesses be at least partially deterministic. But, crucially,
microprocesses can still be random since their combinatorial behavior can lead to
partially deterministic macroprocesses like the rolling of dice or the equilibrium state
of two solids in thermal contact.

12.5 Boundary Conditions

There’s one final objection to this line of argument that should be addressed. It’s clear
that the emergence of determinism and free will in this model is not solely due to the
combinatorics alone. As I have said, we are assuming that the physical systems of
interest will obey the mathematical rules we are employing. We make this assumption
in good faith given the fact that no violations have ever been observed. Likewise,
at the most fundamental level there has to be something non-mathematical in order
to distinguish, for example, a quark from a lepton or even the number one from the
number two. But it is worth asking if the combinatorics itself can produce additional
boundary conditions on the system that then further constrain its evolution. In other

“Itis worth mentioning here that if the rolls are not independent (i..e. they are in some way correlated),
this merely alters the number of possible outcomes of any given process. It doesn’t change the
definitions or the conclusion of this analysis in any way.

SThis is even true in quantum settings. Free will in a quantum setting is typically interpreted as
having to do with a choice of measurement basis which is usually tied to a physically macroscopic
measuring device. It has nothing whatsoever to do with the microscopic quantum processes that
produce the outcome of those measurements.
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words, is it possible for a system’s own internal combinatorics, i.e. pure mathematics
(assuming the physical system hews to the mathematics) to change the probabilities
of future macrostates?

In the simple example using dice, no matter how many times we roll them, the
combinatorics alone will not change the probabilities of the macrostates. Certainly
the dice could wear down unevenly over time, but this is a physical effect. But con-
sider a pair of Einstein solids in thermal contact as I described in the previous section.
A microprocess for such a system is the shifting of an energy unit from one oscillator
to another. This microprocess is fundamentally random. If we introduce a large num-
ber of energy units to such a system and assume it has a large number of oscillators,
regardless of how those energy units are initially distributed, over time the system
will find itself limited to just a few possible macrostates. Crucially, these random
microprocesses don’t suddenly cease to occur when the system reaches equilibrium.
Energy continues to be passed around while the underlying microprocesses remain
random, yet fluctuations away from equilibrium eventually become unmeasurable.
This is simply because a few macrostates near equilibrium have a much higher
probability of occurring than all the other macrostates. In this sense, the macrostate
corresponding to equilibrium has imposed a boundary condition on future macropro-
cesses purely through combinatorics (and the assumption that the physical system
will obey the combinatorial prediction). So while the evolution toward equilibrium
has no effect on a system’s underlying microprocesses, which are presumably fixed
by the inescapable laws of physics, it can have an effect on the future evolution of
the macroprocesses due to the system’s own internal combinatorics.

12.6 Conclusion

There is little in this essay that is actually speculative. Admittedly I am considering
highly simplified systems here, but they at least demonstrate that it is possible for
something ordered and intentional to arise from the aggregate behavior of a collection
of random processes with no external forcing, i.e. due solely to combinatorics and
assuming that physical systems obey the mathematical rules that are applied. The
behavior of such systems also suggests that it is entirely possible for free will, at least
as it is colloquially understood, to emerge from something far less ordered. In fact
both Eddington and Compton argued that the randomness of quantum mechanics
was a necessary condition for free will [3, 5]. On the other hand, Lloyd has argued
that even deterministic systems can’t predict the results of their decision-making
process ahead of time [8]. Is free will just an illusion? Does it require randomness
or does it require determinism? The answers to these questions undoubtedly lie in
a deeper understanding of the transition from quantum systems to classical ones. In
this essay I have shown that the seeds of such an understanding might be found in
simple combinatorics. The mindless laws of mathematics might be just what allows
the universe to evolve intentionality. At the very least, it is worth a deeper look.



144 1. T. Durham

Acknowledgements I would like to thank Irene Antonenko for pressing me on the language of
partial determinism. I stand by my use of the term, but Irene’s comments helped me to clarify why
I prefer it. Plus it made for a great after-dinner discussion that was enhanced by good dessert and
good wine. I additionally thank our spouses and children who cleaned up around us.

References

1. Ben-Naim, A.: A Farewell to Entropy: Statistical Thermodynamics Based on Information.
World Scientific, Singapore (2008)

2. Chiribella, G., D’ Ariano, G.M., Perinotti, P.: Probabilistic theories with purification. Phys. Rev.
A 81(6), 062348 (2010)

3. Compton, A.H.: The Freedom of Man. Yale University Press, New Haven (1935)

4. D’Ariano, G.M., Manessi, F., Perinotti, P.: Determinism without causality. Physica Scripta,
2014(T163):014013 (2014)

5. Eddington, A.S.: The Nature of the Physical World. Cambridge University Press, Cambridge
(1928)

6. Einstein, A.: Letter to Max Born, 4 December 1926. In: Born, I. (ed.) The Born-Einstein Letters.
Walker and Company, New York (1971)

7. Jaynes, E.T.: Where do we stand on maximum entropy? In: Levine, R.D., Tribus, M. (eds.) The
Maximum Entropy Formalism. MIT Press, Cambridge (1978)

8. Lloyd, S.: A Turing test for free will. Philos. Trans. R. Soc. A 28, 3597-3610 (2012)

9. Moore, T.A., Schroeder, D.V.: A different approach to introducing statistical mechanics. Am.
J. Phys. 65, 25-36 (1997)

10. Schroeder, D.V.: An Introduction to Thermal Physics. Addison Wesley Longman, Reading

(2000)



Chapter 13 ®)
Finding Structure in Science e
and Mathematics

Noson S. Yanofsky

One can view the laws of nature as having goals and intentions to produce the complex
structures that we see. But there is another, deeper, way of seeing our world. The
universe is full of many chaotic phenomena devoid of any goals and intents. The
structure that we see comes from the amazing ability that scientists have to act like a
sieve and isolate those phenomena that have certain regularities. By examining such
phenomena, scientists formulate laws of nature. There is an analogous situation in
mathematics in which researchers choose a subset of structures that satisfy certain
axioms. In this paper, we examine the way these two processes work in tandem and
show how science and mathematics progress in this way. The paper ends with a
speculative note on what might be the logical conclusion of these ideas.

13.1 The Laws of Nature that We Find

Scientists look around the universe and see amazing structure. There are objects and
processes of fantastic complexity. Every action in our universe follows exact laws
of nature which are perfectly expressed in a mathematical language. These laws of
nature are fine-tuned to bring about life, and in particular, intelligent life. It seems
that the final goal of all these laws of nature is to create a creature that is in awe of
the universe that created him. What exactly are these laws of nature and how do we
find them?

The universe is so structured and orderly that we compare it to the most compli-
cated and exact contraptions of the age. In the 18th and 19th century, the universe
was compared to a perfectly working clock or watch. Philosophers then discussed
the Watchmaker. In the 20th and 21st century, the most complicated object is a com-
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puter. The universe is compared to a perfectly working supercomputer. Researchers
ask who programed this computer. The analogy is taken even further with scientists
wondering if we are like characters in The Matrix and actually a simulation.

How does one explain all this structure? What are the goals of these laws? Why
do the laws seem so perfect for producing life and why are they expressed in an exact
mathematical language?

One answer to these questions is Platonism (or its cousin Realism). This is the
belief that the laws of nature are objective and have always existed. They possess an
exact ideal form that exists in Plato’s realm. These laws are in perfect condition and
they have formed the universe that we see around us. Not only do the laws of nature
exist in this realm but it lives alongside all perfectly formed mathematics. This is
supposed to help explain why the laws are written in the language of mathematics.
Platonism leaves a lot to be desired. The main problem is that Platonism is meta-
physics, not science. However, even if we were to accept it as true, many questions
remain. How was this Platonic attic set up? Why does our physical universe follow
these ethereal rules? How do scientists and mathematicians get access to Plato’s little
treasure chest of exact ideals?

The multiverse is another answer that has recently become quite fashionable (e.g.
see [8, 10]). This is the belief that our universe is just one of many universes called the
multiverse. Each universe has its own set of rules and its own possible structures that
come along with those rules. Physicists who push the multiverse theory, believe that
the laws in each universe is somewhat arbitrary. The reason why we see structure in
our universe is that we happen to live in one of very few universes that have laws that
can produce intelligent life. While the multiverse explains some of the structure that
we see, there are questions that are left open. Rather than asking why the universe
has any structure at all, we can push the question back and ask why the multiverse
has any structure at all. Another problem is that while the multiverse would answer
some of the questions we posed if it existed, who says it actually exists? Since we
have no contact with other possible universes, the question of the existence of the
multiverse is essentially metaphysics.

There is another, more interesting, explanation for the structure that is the focus
of this paper. Rather than saying that the universe is very structured, say that the
universe is chaotic and lacks structure. The reason why we see so much structure is
that scientists act like a sieve and pull out only those phenomena that are predictable.
They do not take into account all phenomena; rather, they select those phenomena
they can deal with.

Some people say that science studies physical phenomena. This is simply not
true. The exact shape of a cloud is a physical question that no scientist would try to
describe. Who will win the next election is a physical question but no hard scientists
would venture to give an absolute prediction. Whether or not a computer will halt
for a given input can be seen as a physical question and yet we learned from Alan
Turing that this question cannot be answered. Science does not study all physical
phenomena. Rather, science studies predictable physical phenomena. It is almost a
tautology: science predicts predictable phenomena.
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Scientists have described the criteria for which phenomena they select: it is called
symmetry. Symmetry is the property that despite something changing, there is some
part of it that still remains the same. When you say that a face has symmetry, you
mean that if the left side is swapped with the right side, it will still look the same.
When physicists use the word symmetry they are discussing collections of physical
phenomena. A set of phenomena has symmetry if it is the same after some change.
The most obvious example is symmetry of location. This means that if one performs
an experiment in two different places, the results should be the same. Symmetry
of time means that the outcomes of experiments should not depend on when the
experiment took place. There are many other types of symmetry [6, 9].

If phenomena are to be selected by scientists, then they must have many different
types of symmetry. When a physicist sees a lot of phenomena, she must first determine
if these phenomena have symmetry. She performs experiments in different places
and at different times. If she achieves the same results, she then studies them to find
the underlying cause. In contrast, if it failed to be symmetric, it would be ignored by
the scientist.

The power of symmetry was first truly exploited by Albert Einstein. He postulated
that the laws of physics should be the same even if the experimenter is moving close to
the speed of light. With this symmetry requirement in mind, he was able to compose
the laws of special relativity. Einstein was the first to understand that symmetry was
the defining characteristic of physics. Whatever has symmetry will have a law of
nature. The rest is not part of science.

A little after Einstein showed the importance of symmetry for the scientific
endeavor, Emmy Noether proved an important theorem that established a connection
between symmetry and conservation laws. Again, if there is symmetry, then there
will be conservation laws. The physicists must be a sieve and allow the phenomena
that do not possess symmetry to slip through her fingers.

There is actually something deeper going on here. The laws of physics cannot be
found without “bracketing out” different phenomena. Consider the way the laws of
physics are given as they are taught in any physics class. While they are not exactly
false, they are totally useless! (See [1, 2, 7]). Ponder the simple law that Newton
taught us about gravity. The force between two objects is given by the product of the
two masses divided by the square of the distance. That is,

miniy

F=G—j

This is only useful when the two bodies are spherically symmetric. The bodies
also have to be totally homogenous (the mass must be evenly distributed). There
cannot be any third body or gravitational forces affecting either of the bodies. Both
bodies must be magnetically and electrically neutral. They cannot be traveling near
the speed of light (lest the theory of special relativity take over). The bodies also
cannot be too small (lest quantum effects come into play). And the list goes on. In
summation, it is safe to say that there were probably never two bodies that exactly
satisfied the requirements for Newton’s laws to be exactly true. Rather, the physicists
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must make controlled experiments and ignore all these other effects. By selecting the
phenomena, he idealizes the actual world to find the ideal laws of nature. Without
selecting the phenomena, no such laws can be found.

No one is asserting that selecting subsets of phenomena is the only way of finding
laws of nature. There are other methods for finding such laws. For example, in statis-
tical mechanics and in quantum theory, one considers large ensembles of phenomena
to be one phenomenon (a quotient set of phenomena, rather than a subset). While
we acknowledge the existence of other methods, in this paper we will focus on our
selection method.

There are a few problems with this explanation of the structure found in the
universe. For one, it seems that phenomena that we do select and that have laws of
nature are exactly the phenomena that generate all the phenomena. So, while the
shape of a cloud or the winner of an election are too complicated for the scientist to
worry about, they are generated by laws of water molecules and brain synapses that
are part of science. Where is the boundary between science and non-science?

Despite these failings of our explanation for the structure, we believe it is the best
candidate for being the solution. It is one of the only solutions that does not invoke
any metaphysical principle or the existence of a multitude of unseen universes. We
do not have to look outside the universe to find a cause for the structure that we find
in the universe. Rather, we look at how we are looking at phenomena.

Before we move on, we should point out that our solution has a property in
common with the multiverse solution. We postulated that, for the most part, the
universe is chaotic and there is not so much structure in it. We, however, focus
only on the small amount of structure that there is. Similarly, one who believes
in the multiverse believes that most of the multiverse lacks structure [8, 10]. It is
only in a select few universes that we do find any structure. And we inhabitants of
this structured universe are focused on that rare structure. Both solutions are about
focusing on the small amount of structure in a chaotic whole.

13.2 A Hierarchy of Number Systems

This idea that we only see structure because we are focusing on a subset of phenomena
is novel and hard to wrap one’s head around. There is an analogous situation in
mathematics that is much easier to understand. We will focus on one important
example where this selection process is seen very clearly. First we need to take a
little tour of several number systems and their properties.

Consider the real numbers. In the beginning of high school, the teacher draws the
real number line on the board and says that these are all the numbers one will ever
need. Given two real numbers, we know how to add, subtract, multiply and divide
them. They comprise a number system that is used in every aspect of science. The
real numbers also have an important property: they are totally ordered. That means
that given any two different real numbers, one is less than the other. Just think of the
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real number line: given any two different points on the line, one will be to the right
of the other. This property is so obvious that it is barely mentioned.

While the real numbers seem like a complete picture, the story does not end there.
Already in the 16th century, mathematicians started looking at more complicated
number systems. They began working with an “imaginary” number i which has the
property that when it is squared it is —1. This is in stark contrast to any real number
whose square is never negative. They defined an imaginary number as the product
of a real number and i. Mathematicians went on to define a complex number that is
the sum of a real number and an imaginary number. If r; and r, are real numbers,
then r; + 1,i is a complex number. Since a complex number is built from two real
numbers and we usually draw them in a two-dimensional plane. The real number
line sits in the complex plane. This corresponds to the fact that every real number,
r1, can be seen as the complex number r; + Oi.

We know how to add, subtract, multiply, and divide complex numbers. However,
there is one property that is different about the complex numbers. In contrast to
the real numbers, the complex numbers are not totally ordered. Given two complex
numbers, say 3 + 7.2i and 6 — 4i, can we tell which one is more and which one is
less? There is no obvious answer. (In fact, one can totally order the complex numbers
but the ordering will not respect the multiplication of complex numbers). The fact
that the complex numbers are not totally ordered means that we lose structure when
we go from the real numbers to the complex numbers.

The story is not over with the complex numbers. Just as one can construct the
complex numbers from pairs of real numbers, so too, one can construct the quater-
nions from pairs of complex numbers. Let ¢c; = r; + ;i and ¢, = r3 + r4i be complex
numbers; then we can construct a quaternion as q = ¢ + c,j where j is a special
number. It turns out that every quaternion can be written as

T+ I'zi + I'3j + I'4k,

where i, j, and k are special numbers. So while the complex numbers are comprised
of two real numbers, the quaternions are comprised of four real numbers. Every
complex number r; +1,i can be seen as a special type of quaternion: ry + i+ 0j + Ok.
We can think of the quaternions as a four-dimensional space which has the complex
numbers as a two-dimensional subset of it. We humans have a hard time visualizing
such higher-dimensional spaces.

The quaternions are a full-fledged number system. They can be added, subtracted,
multiplied and divided with ease. Like the complex numbers, they fail to be totally
ordered. But they have even less structure than the complex numbers. While the
multiplication of complex numbers is commutative, that is, for all complex numbers
¢y and c, we have that cjc, = c,cy, this is not true for all quaternions. This means
there are quaternions q; and q, such that q; q is different than q, q; .

This process of doubling a number system is called the “Cayley—Dickson construc-
tion,” named after the mathematicians Arthur Cayley and Leonard Eugene Dickson.
Given a certain type of number system, one gets another number system that is twice
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the dimension of the original system. The new system that one develops has less
structure (i.e. fewer axioms) than the starting system.

If we apply the Cayley—Dickson construction to the quaternions, we get the num-
ber system called the octonions. (See e.g. [4]). This is an eight-dimensional number
system. That means that each of the octonions can be written with eight real numbers
as

r1 + i + 13§ + 14K + 151 + rgm + 70 + rgp

Although it is slightly complicated, we know how to add, subtract, multiply, and
divide octonions. Every quaternion can be written as a special type of octonion in
which the last four coefficients are zero.

Like the quaternions, the octonions are neither totally ordered nor commutative.
However, the octonions also fail to be associative. In detail, all the number systems
that we have so far discussed possess the associative property. This means that for
any three elements, a, b, and c, the two ways of multiplying them, a(bc) and (ab)c,
are equal. However, associativity does not always work with the octonions. That is,
there exists octonions 01, 0, and o3 such that 0; (0,03) # (0;02) 03.

We can go on with this doubling and get an even larger, sixteen-dimensional
number system called the sedenions. In order to describe a sedonian, one would have
to give sixteen real numbers. Octonions are a special type of sedonian: their last eight
coefficients are all zero. But researchers steer clear of sedenions because they lose
an important property. While one can add, subtract, and multiply sedenions, there is
no way to divide them nicely. Most physicists think this is beyond the pale and “just”
mathematics. Even mathematicians find sedenions hard to deal with. One can go on
to formulate 32-dimensional number systems and 64-dimensional number systems,
etc. But they are usually not discussed because, as of now, they do not have many
applications. We will concentrate on the octonions.

Here is a diagram of all these different number systems and the properties they
have:

Number Systems

sedenions

division 1l octonions
quaternion
: —_— complex e
commutative B associlative

real

| associaive
[
| oered

ordered

Let us discuss the applicability of these number systems. The real numbers are
used in every aspect of physics. All quantities, measurements, durations, and lengths
of physical objects are given as real numbers. Although complex numbers were



13 Finding Structure in Science and Mathematics 151

formulated by mathematicians to help solve equations (i is the solution to the equation
x? = —1),in the middle of the 19th century, physicists started using complex numbers
to discuss waves. In the 20th century, complex numbers became fundamental for the
study of quantum mechanics. By now, the role of complex numbers is very important
in many different branches of physics. The quaternions show up in physics but are
not a major player. The octonions, the sedenions, and the larger number systems

rarely arise in the physics literature.

13.3 The Laws of Mathematics that We Find

The usual view of these number systems is to think that the real numbers are fun-
damental while the complex, quaternions, and octonions are strange larger sets that
keep mathematicians and some physicists busy. The larger number systems seem
unimportant and less interesting.

Let us turn this view on its head. Rather than looking at the real numbers as
central and the octonions as strange larger number systems, think of the octonions as
fundamental and all the other number systems as just special subsets of octonions.
The only number system that really exists is the octonions. To paraphrase Leopold
Kronecker, “God made the octonions, all else is the work of man.” The octonions
contain every number that we will ever need. (And, as we stated earlier, we can do
the same trick with the sedenions and even the 64-dimensional number system. We
shall fix our ideas with the octonions).

Let us explore how we can derive all the properties of the number systems that
we are familiar with. Although the multiplication in the octonions is not associative,
if one wants an associative multiplication, one can look at a special subset of the
octonions. (We are using the word “subset” but we need a special type of subset that
respects the operations of the number system. Such subsets are called “subgroups,”
“subfields,” or “sub-normed-division-algebras,” etc. For the reader’s benefit, we use
“subset”). So if one selects the subset of all octonions of the form

11 + 121 + 13§ + 14k + Ol + Om + On + Op,

then the multiplication will be associative (like the quaternions). If one further looks
at all the octonions of the form

r; +12i + 0j + Ok + Ol + Om + On + Op,

then the multiplication will be commutative (like the complex numbers). If one
further selects all the octonions of the form

r; +0i + 0j + Ok + 01 + Om + On + Op,
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then they will have a totally ordered number system. All the axioms that one wants
satisfied are found “sitting inside” the octonions.

This is not strange. Whenever we have a structure, we can focus on a subset of
special elements that satisfies certain properties. Take, for example, any group. We
can go through the elements of the group and pick out those X such that, for all
elements Y, we have that XY = YX. This subset is a commutative (abelian) group.
That is, it is a fact that in any group there is a subset which is a commutative group.
We simply select those parts that satisfy the axiom and ignore (“bracket out”) those
that do not. The point we are making is that if a system has a certain structure, special
subsets of that system will satisfy more axioms than the starting system.

This is similar to what we are doing in physics. We do not look at all phenomena.
Rather, we pick out those phenomena that satisfy the requirements of symmetry and
predictability. In mathematics, we describe the subset with the axiom that describes
it. In physics, we describe the selected subset of phenomena with a law of nature.

13.4 Working in Tandem and Moving Forward

‘We have shown that there is an important analogy between physics and mathematics.
In both fields, if we do not look at the entirety of a system, but rather look at special
subsets of the system, we see more structure. In physics we select certain phenomena
(the ones that have a type of symmetry) and ignore the rest. In mathematics we are
looking at certain subsets of structures and ignore the rest. These two bracketing
operations work hand in hand.

The job of physics is to describe a function from the collection of observed physical
phenomena to mathematical structure:

observed physical phenomena — mathematical structure.

Thatis, we have to give mathematical structure to the world we observe. As physics
advances and we try to understand more and more observed physical phenomena,
we need larger and larger classes of mathematics. In terms of this function, if we are
to enlarge the input of the function, we need to enlarge the output of the function.

Some examples of this broadening of physics and mathematics are needed. (i)
When physicists started working with quantum mechanics they realized that the
totally ordered real numbers are too restrictive for their needs. They required a number
system with fewer axioms. They found the complex numbers. (ii)) When Albert
Einstein wanted to describe general relativity, he realized that the mathematical
structure of Euclidean space with its axiom of flatness (Euclid’s fifth axiom) was
too restrictive. He needed curved, non-Euclidian space to describe the space-time of
general relativity. (iii) In quantum mechanics it is known that for some systems, if we
first measure X and then Y, we will get different results than first measuring Y and then
measuring X. In order to describe this situation mathematically, one needed to leave
the nice world of commutativity. They required the larger class of structures where
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commutativity is not assumed. (iv) When Boltzmann and Gibbs started talking about
statistical mechanics, they realized that the laws they were coming up with were no
longer deterministic. Outcomes of experiments no longer either happen (p (X) = 1)
ordonothappen (p (X) = 0).Rather, with statistical mechanics one needs probability
theory. The chance of a certain outcome of an experiment is a probability (p(X)) is
an element of the infinite set [0, 1] rather than the restrictive finite subset {0, 1}). (v)
When scientists started talking about the logic of quantum events, they realized that
the usual logic, which is distributive, is too restrictive. They needed to formulate the
larger class of logics in which the distributive axiom does not necessarily hold true.
This is now called quantum logic. Many other examples exist.

Paul A.M. Dirac understood this loosening of axioms about 85 years ago when
he wrote the following:

The steady progress of physics requires for its theoretical formulation a mathematics which
get continually more advanced. This is only natural and to be expected. What however was
not expected by the scientific workers of the last century was the particular form that the
line of advancement of mathematics would take, namely it was expected that mathematics
would get more and more complicated, but would rest on a permanent basis of axioms and
definitions, while actually the modern physical developments have required a mathematics
that continually shifts its foundation and gets more abstract. Non- euclidean geometry and
noncommutative algebra, which were at one time were considered to be purely fictions
of the mind and pastimes of logical thinkers, have now been found to be very necessary
for the description of general facts of the physical world. It seems likely that this process of
increasing abstraction will continue in the future and the advance in physics is to be associated
with continual modification and generalisation of the axioms at the base of mathematics rather
than with a logical development of any one mathematical scheme on a fixed foundation [3].

As physics progresses and we become aware of more and more physical phenom-
ena, larger and larger classes of mathematical structures are needed and we get them
by looking at fewer and fewer axioms. There is no doubt that if Dirac lived now,
he would talk about the rise of octonions and even the sedenions within the needed
number systems.

In order to describe more phenomena, we will need larger and larger classes
of mathematical structures and hence fewer and fewer axioms. What is the logical
conclusion to this trend? How far can this go? Physics wants to describe more and
more phenomena in our universe. Let us say we were interested in describing all
phenomena in our universe. That is, we don’t “bracket out” any phenomena. What
type of mathematics would we need? How many axioms would be needed for the
mathematical structure to describe all the phenomena? Of course, it is hard to predict
butitis even harder not to speculate. One possible conclusion would be that if we look
at the universe in totality and not bracket any subset of phenomena, the mathematics
we would need would have no axioms at all. That is, the universe in totality is devoid
of structure and needs no axioms. Total Lawlessness! This would finally eliminate
all metaphysics when dealing with the laws of nature and mathematical structure. It
is only the way that we look at the universe that gives us the illusion of structure.

With this view of physics, we come to even more profound questions. These are
the future projects of science. If the structure that we see is only an illusion, then why
do we see this illusion? Instead of looking at the laws of nature that are formulated



154 N. S. Yanofsky

by scientists, we have to look at scientists and the way they pick out subsets of
phenomena and their concomitant laws of nature. What is it about human beings that
renders us so good at being sieves? Rather than looking at the universe, we should
look at the way we look at the universe [5, 11].
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Chapter 14 )
From Athena to AI: The Past and Future Geda
of Intention in Nature

Rick Searle

The fault, dear Brutus, is not in our stars, But in ourselves, that we are underlings.

William Shakespeare, Julius Caesar

14.1 Prologue: Gods, Water, Fire

So it was that Aristagoras of Miletus the great defender of the gods conspired to bring
together all those Milesians and near Hellenes who were in those days beginning to
spread doubts regarding the power and providence of the gods to control the fates of
mortals and the happenings of the world.

Inspired by the goddess Athena, and paid for by his enormous wealth, Aristagoras
called a for a great banquet of all the nobles of Miletus and the surrounding lands
where the philosophers would engage in a sort of wrestling match of intellects over
the question of how mindless matter could ever give rise to intention and aims. The
hope of Aristagoras being not that one philosopher would emerge the clear victor
from such a contest, but that each would so contradict and exhaust the others that in
the end he could close the banquet with the affirmation that the ancient faith was in
fact correct, that matter lacking mind could do nothing, and that all that happened
ever was and ever will be a reflection of the intention of either gods or mortals.

The thinkers who attended Aristagoras’ banquet were among the most prominent
of the day. There was Thales the water worshiper, Parmenides and his guard dog
Zeno, the senile Pythagoras and his noble heir Philocrates. In addition there was
the laughing philosopher Democritus and Heraclitus the never- wet. Never before or
since has there been such a meeting of the world’s greatest minds.
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For dramatic effect Aristagoras had arranged it that his questions were spoken by
three women dressed in black veils like the goddesses of fate seen in plays. It was
Thales to whom Aristagoras put the first question.

“Thales son of Asherah”, the chorus sang, “you say all the world is made of water,
but is not the world full of gods, suffused with intention and will? How then can
mindless matter act so?”” Thales rose, raised his cup of wine to his host Aristagoras,
took a sip to wet his throat and began.

“Surely many of you think that each great river is under the sovereignty of a god.
Some think similarly of even small streams of which they are intimate and that their
every ebb and eddy is under the providence of some lesser spirit. Imagine now that
one were an ant standing on the table before me” Thales gently placed his finger on
the table in front of him. He poured a small trickle of wine from his cup onto the
table and smiling continued “would one not conclude, if positing that all bodies of
water had their own gods that such a trickle as this had its own god assigned to it?
Are all things, even the very smallest, thus full of gods? Would these gods be more
than gnats to Lord Poseidon ruling over the oceans? And even the largest bodies of
water on earth would be but droplets to the great God looking over all the cosmos.
Are not our own bodies made out of this same water? So if the water of which our
bodies is made is without mind, then water can give rise to mind and its aims and
intentions, even if I cannot say how this is so.” At this Thales sat back down. The
chorus then turned to Parmenides and sang:

“Arise, wisest of Elea, to answer our question and respond to song of Thales.”
Parmenides arose while his loyal Zeno sat beside him twiddling with a ball of yarn
like Daedalus and began:

“I believe that nature is ruled by Thales’ great God much more so than the fiction
of poets like Hesiod and Homer. If there are gods, they are above the passions of
men. And if the god’s are subject to reason is there not one reason to rule them all?
If all that exists is made of one substance, as Thales claims, then all the distinctions
between one thing and another, between the world and ourselves must be a mirage.
It is in light of this that I maintain, despite our senses, that all change is an illusion.
That what will happen has been established from eternity in such a way that we can
understand it to have already happened. To an ant Thales might be thought a god
controlling a river of red wine, but Thales himself had been fated to create his river
in such a way since eternity.”

At this there was a great murmuring of disbelief and even laughter from the crowd
upon which Zeno stood up and began speaking in one of his riddles.

“If what we call the past is the cause of the present, and our current present is
the past of what we call the future, then everything has not only been determined for
us, in our time, it has been determined for the future as well. One with a complete
knowledge of the conditions in which an arrow was shot from a bow would also have
complete knowledge of its entire flight and know for certain, and beforehand, where
it would ultimately strike. One who had complete knowledge of how an arrow had
struck its target would likewise know everything about its flight back to the time it
left the bow. Yet why privilege beginnings and endings? Complete knowledge of any
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point gives complete knowledge of past and future. We mortals are the arrows shot
from the bow of God.”

The chorus heckled: “Then to our hearts what you say be well. Puppets you claim
us to be, and yet not to fate but to some greater power greater still?” At which
Parmenides stood up and responded.

“As with your namesake fate what is... is... what is not... is not- but with this
difference- no gods inspiring the lechery of Paris lie behind the destruction of Troy,
nor even the will of the justice seeking Achaeans, but the logos of the kosmos itself
made it so. Mortals believe themselves free but are no freer to choose what will be
or what will not than characters in the mind of Homer. Aims and intentions are mere
words, an illusion.”

“And the gods?”” The chorus asked?

“In a universe where nothing happens no gods are needed,” Parmenides answered.
We call God all that exists in such an eternity. Everything that is exists as an eternal
unchanging thought in the mind of the great and only God.”

Accusations of impiety rolled through the crowd.

“Free us then, oh wise Pythagoras, from the Elean’s impiety that melds all the great
gods of Olympus and mortals into a single mind” sang the chorus. At their words
Pythagoras did not stand or speak, but pulled out from behind where he sat a golden
lyre with a single string. He plucked the string which made a sort of low bellow and
then moved his finger to the halfway point and plucked it again. He continued along
like this dividing the string of the lyre at various points and plucking the string. After
sometime Aristagoras became annoyed at Pythagoras’ wordless performance and
stood up ready to dismiss the old crow whose mind had clearly rotted with age when
his loyal friend the young Philocrates stood up and spoke for his friend and teacher.

“Can you not hear? Are you not amazed that a string cut in half plays the same
note only higher? Can you not hear that some divisions of the string played one
after the other sound beautiful to the ear while others induce pain? This is the great
discovery which our Pythian Apollo has brought into the world. That the logos of
which Parmenides speaks is composed in the language of music and number which
we can hear and understand.”

Philocrates looked down at Pythagoras who remained seated, and the latter nodded
in agreement at which Philocrates continued. “This is the mind of God of which
mortals can partake. Do you not see this order when you look to the night darkened
heavens and see its glory and regular motions, or when you stare intently at the beauty
of your lover? All living things that possess a nous, a mind, can see this kosmos, this
order and beauty of the world, but among mortals only humans can understand this
order by grasping its logos.”

Carried away by the force of his logic Philocrates went on. “This knowledge is
not for contemplation alone, for understanding the logos leads to enormous power.
Once a player on the lyre of the kosmos knows its rules he can use them to achieve
his ends, to imagine and play a tune of his own. Minds then are not fated as the gloom
laden Parmenides claims, and mind, comprehending the logos itself makes this so.”

At this the chorus sang “So Thales says the world is water and that mind arises
from such, though he cannot say not how or when. And Parmenides and his guard
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dog think there is just one mind that never changes, and in thinking otherwise our
minds themselves are fooled, whereas Pythagoras and Philocrates think all are notes
and number and that that while nature is ordered in knowing its rules we can direct
the play. Now to you, the most notorious of atheists”, the chorus said turning to
Democritus. “Tell us how aims and intention can arise from mindless matter, and
answer those who have spoken.”

Democritus arose from his seat clearly amused and let out a belch. It appeared he
may have already been a little drunk.

“See here how my noble friends are only half correct, for such is the danger of not
drinking enough when the wine is free. Thales claims all the world is made of one
substance and that this substance is water. Right he is to look for one such element
from which the world is built, but surely water is merely a metaphor. For how can
one make fire out of water? We must go below.”

“Parmenides agrees that all is composed of one underlying substance, but then
imagines a blob larger than his bulbous head. And this is the problem as well with
Zeno and his arrow, not the size of his noggin but what is in it and comes out of
its mouth, for as I have heard elsewhere with his tale of Achilles and the Tortoise,
Zeno believes that number is infinitely divisible. Yet numbers are just playthings of
the mind with which we can do things impossible in reality. No real matter can be
divided so. Take a grain of sand and divide it and eventually one will reach the prime
element. I call these elements aroms.” Democritus chugged down his goblet of wine
and gestured to a servant that it be refilled. He continued:

“My friends, Pythagoras and Philocrates are obsessed with the toys of geometry
and though they are right see the order which mathematical arrangements of matter
can bring, they fail to see that most arrangements are meaningless except to those
who claim to interpret them. Chaos rules the world and if we find some arrangement
of atoms beautiful it is only because they accidentally match our own like a flower
that reminds one of the face of his beloved. Aims and intentions emerge because some
accidental ordered arrangements- minds- require other accidental arrangements- like
good food and wine- to live and thrive. There are no gods or great God required, only
atoms and the eternal flux of time.”

The crowd gasped at which Democritus let out another belch. Aristagoras gestured
that the laughing philosopher should be seated and the chorus sang pleadingly to the
only philosopher yet to speak:

“Itis up to you, oh bedeviling Heraclitus, to save the gods and the freedom of mor-
tals from the philosophers’ impiety” the chorus plaintively sang. At this Heraclitus
stood up and began:

“Save you I cannot, for I agree with much of what my friends have said, and hope
here only to help buttress the ship of their thought so that it is more worthy of the
rough seas the future will inevitably bring. I mostly agree with the interpretation
of laughing Democritus and even his views on the words of our friends. What I
would add is that those things which preserve their identity in the midst of his sea
of randomness must do so by preserving their patterns much more so than retaining
their individual elements which he calls atoms.”
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“A stream is such a pattern of ever changing atoms which preserve its shape, as a
fire can if tended well. And what are minds but the tending of a fire by itself, making
sure it is fed neither too much nor too little?”

“Minds are patterns meant to uncover other patterns in the world around them.
Yet such patterns exists not merely in the mind but are born out of our encounter
with nature, the same nature other creatures encounter and in which they can discover
patterns similar to our own. It has been said by one of our geometers that the honeybee
has discovered the best way to divide an area into equal sections with the least possible
perimeter?' Minds are nature’s way of discovering its own patterns.

“Humans share this trait with all of the living, though there is a distinction. Animals
discover and act on patterns mostly without thinking, but humans reason, we think
and plan, which saves us almost uniquely from being frozen in the block of time
Parmenides imagined and frees us, as Philocrates said, to understand the logos of
nature so as to compose realities of our own making.”

“For now, we have no need of gods. Aims and intentions can arise from mindless
matter which is the consequence of atoms driven to preserve, comprehend, and even
create, their own patterns. Where human power in such regard ends who can say?
Perhaps someday far into the future mortals will manage to infuse the pattern of mind
into matter itself like the automata of Hephaestus imagined by Homer. In that case
the world full of gods which our ancestors believed, and most of you still believe in,
will actually be our own.” At this Heraclitus bowed to the crowd and sat down.

Aristagoras felt himself dumbfounded by Heraclitus’ words, and unanchored by
what had transpired. Instead of ending the banquet with a ringing defense of the gods
as he had intended, he ordered the customary libations for a voyage, the sacrifice
of a bull to Athena goddess of wisdom, pouring wine as an offering, and intoning
a prayer for future safety. Aristagoras could not understand where the philosophers
were taking us, only that all mortals had been impressed into the journey.’

14.2 How Aims and Intention Arise from Mindless Matter

It may seem strange to have started an essay which hopes to address the question
of how mindless mathematical laws can give rise to aims and intentions with an
imagined dialogue of philosophers from over 2,500 years ago, but I had very good
reasons for doing so. It was from these pre-Socratic philosophers that we can trace our
own scientific worldview. For despite the apparent naiveté of their various theories,
what the pre-Socratics were the first to do was to seek out explanations for the
behavior and order of nature that were independent of the will of the gods. As the
former soldier and author Roy Scranton writes of civilization before this first ancient
enlightenment in his dark meditation on civilization’s fate, Learning to die in the
Anthropocene:
Yet as humans evolved complex social networks, language, consciousness, and then culture,

we came to organize ourselves through systems that saw not merely agency in the world,
but will.
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‘When Homer’s Greeks stalked the battlefield, Ares drove them in frenzies to kill and Athena
stayed their hands. For those ancients, the will of men was subject to the will of the gods
and all were ruled by fate. Causality was comprehended by seeing the universe as a web
of personified forces. It was only later, after the rise of literacy that Greek poets and sages
began to articulate a difference we take as fundamental today, the distinction between human
will and natural force. The independent persistence of written language-logos- became the
structuring metaphor for the independent persistence of the human mind. We began to believe
in the freedom of thought.

In closing the door to the gods, the pre-Socratics not only managed to free us from
the mistaken belief that even lifeless matter acted with aims and intentions towards
us- but- and in the opposite direction- opened up a realm of freedom by dispensing
with fate and the ill intent of the natural world itself. If we could only understand the
rules by which nature operated we could leverage and adjust to those rules to obtain
our own ends, or at the very least, obtain some degree of safety.

In an admittedly very simplified reading, the whole history of science, along with
the technology that flows from science, has been the story of the discovery, loss, and
recovery of the idea that the world is not ruled by will. In the 1600’s thinkers finally
started to move away from a model of the world where every flower was opened via
the will of God. Yet this move away from will came to be dependent on an image of
God as clockmaker with all of time unfolding along the kind of deterministic course
that could be seen in thinkers as diverse as Spinoza, Leibniz, and Calvin reaching
a peak of elegance and unprecedented scientific importance with the publication of
Newton’s Principia Mathematica.*

The deterministic worldview present in these thinkers would have warmed Par-
menides’ heart and modern physics’ interpretation of God as the world’s mathemati-
cian would have seemed the most noble of legacies to Pythagoras and his followers,
as in some sense they actually are.

Yet such laws have their explanatory limits in that it is in the very noise they
compress and smooth away (the diversity and granularity of experience) that some
of the most essential information for action, the field of aims and intentions, lies.
Darwin, with clear echoes of Democritus, gave us a way in which a single input
could result in multiple possible outcomes. In the smallest of changes lie innumerable
possibilities.’

It has taken a very long time since Darwin published his Origin of Species for
evolutionary thinking to become sophisticated enough to inform the deterministic
branches of science, and to gain the quantitative depth necessary to be able to borrow
from, and engage in a dialogue of equals with, more mathematically based sciences
such as physics. Though in its early days, what this conversation has shown so far is
something close to that of the view of my imagined Heraclitus.

As we all known from the Second Law of Thermodynamics, all large scale struc-
tures in the universe can survive overtime only if as a consequence of their order
they displace an equal amount of disorder in the form of heat. What Heraclitus had
over Democritus was his recognition that every ordered system is in a race between
its own efforts to preserve its structure and those forces aiming to pull it apart. And
Heraclitus didn’t just think this struggle against chaos was something done by living
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things alone. He thought a river, and especially a phenomenon like fire, shared these
features as well.

Nowadays, biophysicists, most notably Jeremy England of MIT, have pointed
out how adaptation- meaning the efficient absorption of energy from a fluctuating
environment- arises in any (even non-living) system able to displace excess entropy
into a surrounding bath. Structure and organized behavior flow almost inevitably
from physics itself. What life adds to this equation isn’t so much adaptation as the
extensions of lessons from such adaptations into the future through reproduction.®
This move towards greater complexity (not to be confused with 19th century notions
of “progress”) isn’t just an accidental byproduct of natural selection but is built into
the very nature of both biological’ and human-made systems.®

This kind of erosion of the philosophical boundaries between the living and the
nonliving when it comes to lifelike behaviors which England represents is taking
place at the level of cognition as well. While something like Giulio Tonoi’s concept
of Integrated Information Theory may ultimately prove wanting as a theory of con-
sciousness, it does point us in the direction of a reality where consciousness, and
therefore the aims and intentions that come with consciousness, emerges as a natural
consequence of systems integrated in a peculiar way independent of the substrate in
which those processes occur. Mind has its origins not just in matter, but in matter
organized in a very specific way.’

‘We now know that a network of complex interactions gives rise to mind (what the
ancient Greeks called nous) in the brain. We also now know that both intelligence
along with the aims and intentions of agency, not only arise from different forms of
brains such as the distributed nervous system of cephalopods, ' or using a completely
different form of neuro-physiology, such as ctenophores,!! but as is suggested in the
work of Tonoi, something like mind and intention arise in systems that do not possess
a brain or nervous system at all.

Much of the natural world is filled with these non-brain based minds that were for-
merly hidden from us. What are perhaps commonly perceived to be largely mindless,
individualistic organisms, namely trees, are now known to be deeply interconnected
via mycorrhizal fungi'? to create the so-called “wood-wide web” a system through
which trees perform such apparently mindful and intentional activities as warning
of danger and sharing resources.'?

Nature abounds with phenomenon such as swarms where the action of individuals
tied together into some mutually reinforcing systems seems to give rise to collective
behavior that appears mindful (at least in the sense of being able to perceive the
world around them) and intentional.

The beginnings of complexity would thus seem to have an easy entry way, given
the laws of physics. However, what allows the complexity of such adaptive systems to
grow across time is the fact that they are the product of very unique histories. The vast
majority of human aims and intentions have their roots in either evolutionary history
(conveyed by genes and epigenetic changes), or the accumulated past of our cultures,
and, of course, grown out of our own memory of deeply personal experiences.

In a sense the fact that we have aims and intentions at all is a consequence of the fact
that anything like Parmenides’ view of a timeless block-like universe remains out of
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reach for us in anything more than an imaginative or abstract sense. Our intelligence
and decision making, indeed our very experience of freedom itself, emerges in this
tension between thought and action, the gap between our internal models of the world
and reality itself. We are tuned by the outside world and tune ourselves to the world
we are enmeshed in like a Pythagorean lyre. As the technologist Jaron Lanier has
put it:

The cybernetic structure of a person has been refined by a very large, very long, and very
deep encounter with physical reality.'*

Even our most intelligent machines are nowhere near us in this form of evolved
complexity of their mental structures and consequent behaviors, and perhaps they
never will be. Yet those who have made the greatest contributions to artificial intelli-
gence so far are those who have embraced evolutionary techniques, which at the very
least gives us a cartoon like replay of how human intelligence must have emerged. '

Indeed it has been shown that even simple computer programs can exhibit com-
plex structure and behavior through having to adapt to a world of simple rules, as
if Pythagoras’s lyre could discover its own tune by being rewarded every time it
stumbled across combinations of notes that were pleasing to the ear.'® This leaves us
with a question: if such programs could be asked why they took the action they did
they might respond as if they had some choice in the matter rather than being driven,
as they certainly are, by their underlying algorithm and its history, which leads us
to wonder whether our own aims and intentions might likewise be illusions, mere
white- noise emanating from an underlying program?

Philosophers have given us a way to avoid this conclusion and in ways that dovetail
nicely with arguments for the natural emergence of complex systems in a universe
moving in the direction of increased entropy.

What sets complex adaptive systems apart from other types of systems is their
ability to respond not just too external cues from their environment, but to signals
emanating from within the system itself. The philosopher Daniel Dennett has shown
how real freedom, or as he calls it “freedom worth wanting”, could evolve even in a
completely deterministic universe because the very point of evolving consciousness
in the first place is for organisms to decide between alternative aims and intentions,
and that it is this ability to decide between options that constitutes our freedom.
Consciousness is thus tied to freedom even if its possession is unnecessary for simple
agency, that is, for an entity to be able to act.

Higher animals therefore possess some degree of freedom, yet human beings are
uniquely free because only we among them can use our imagination and language
to constrain or guide our behavior against the impact of our immediate environment
or even our evolutionary history to expand our range of choices. Until the forms of
artificial intelligence we create can likewise reason about their decisions and leverage
their internal states (their equivalents of imagination and emotion) they will remain
mere tools.!”
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14.3 Conclusion: Hyperobjects and the Retreat of Logos

Until machines sharing similar features with life and the human mind are created, or
until we discover similar forms of intelligence beyond the earth, our cosmological
status in terms of our freedom and therefore moral responsibility will remain unique.
This freedom is a consequence of our acquired knowledge as much as biology and
therefore is the gift of our history, which, beginning with the pre-Socratics, has
given us a more extensive capacity for action than has ever been experienced before,
perhaps anywhere in the universe. Strangely, this very history seems to be leading
us into a world where not only our newly achieved freedom but our understanding,
what the Greeks called logos, are in danger of being lost.

The way in which we have arrived at our unprecedented degree of freedom,
over and above Dennett’s sense of it, and even while continuing to assume we live
in a largely deterministic universe, has been pointed out by the philosopher Jenna
Ishmael. Understanding causality allows us to conceptually extract elements from
nature subjectable to our influence in order to change them and therefore bring some
sort of deterministic outcome closer to our desired end.'® Action at the causal level
is an attempt to tip the scales in favor of some possibility we find desirable, which
takes advantage of the fact that in nature, as William James put it, “The parts have a
certain loose play upon one another...”"”

It is this degree of freedom over nature that has been the backdrop in which our
political freedom was won. Whereas what we see in nature may, as Scranton wrote,
have agency but not will, human beings, in the eyes of Dennett, Ishmael, and James
really do have will, and even a very real type of freedom. We can intend for some
future to occur, even one quite far off in the future, and to a limited extent at least,
can cause it to happen. We possess this freedom to some extent as individuals, but
to a much greater degree, and more importantly, collectively.

This collective aspect to our freedom is too often missed.?’ From its very begin-
nings science has been a collaborative project, and this is the case even when indi-
vidual scientists are driven by intense rivalries. The astounding progress of science
and technology in the modern era has been largely driven by the improved ability
of people to communicate with one another all of whom were driven by a common
project.”! That shared end was to better understand nature and more effectively act
upon it. In terms the ancient Greeks might understand the goal was to discover the
logos (the reason) behind the intuitively perceived kosmos (the order and beauty) of
the world.

Yet if such a knowledge of the world’s order was achieved collectively this under-
standing itself was still the possession of the individual, and, in its early days, it
seemed that every educated individual might someday too be able to fully grasp this
order. In the 18th and 19th centuries it seemed reasonable to assume that not only
would humanity as a species possess a complete knowledge of nature’s laws, but that
such knowledge would be understood by individuals and shared by an ever larger
portion of the non-scientist public as well.??
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What is disorienting is that in the 21st century we have come to a place where
both mind and its agency are understood to emerge from the “bottom up”, from
complex interactions between distinct elements which are then combined with often
externalized forms of memory, but simultaneously seemed to have lost any place in
which individual human agency and logos- meaning freedom and comprehension-
might permanently stand.

Human made systems, themselves enabled by the scientific revolution, have taken
on complex features formerly reserved for biology. Such systems possess a compli-
cated structure interacting internally via its parts and with its environment. These
systems are evolved or historical in the sense that their organization has not been pri-
marily designed, but has emerged gradually through accreted solutions to particular
problems. They are thus extremely difficult to re-engineer given that what may now
be undesirable elements support essential ones.”?

In some sense these historically extremely recent human-made systems can even
be said to possess the types of agency found in natural systems such as forests or
swarms. At the moment it is still the decisions of individual human beings who sit
at the root of these systems, but we are gradually being accompanied by artificial
agents, and in some domains, such as financial markets, humans are being supplanted
by AL*

Perhaps most importantly, complex systems, both of the biological and the human
created sort appear to be far too dynamic and reliant on networks of internal and exter-
nal feedback to be manageable via centralized control. Instead it is the interaction
of the parts themselves in coordination and competition that gives rise to a complex
system’s order and behavior.

The recognition that the technological transformation brought about by science
was creating a type of society where top-down control was no longer tenable is by
no means new. Here we see the root of 20th century economists such as Fredrick
Hayek who argued for the wisdom of “the market” as a source of solutions to social
problems over deliberate interventions by the state.”> This move from deliberate
action in the face of problems “from above” to one favoring solutions emerging
from the actions of individuals, “from below” was not one that emanated from 20th
century conservatives such as Hayek alone. Instead it has had articulate advocates
from progressives, such as Jane Jacobs,?® who have seen in such emergent solutions
not just a more humane way of organizing society than its alternative, but a way of
finding better answers to problems than anything likely in solutions derived from the
top down. The process of rising complexity, however, has perhaps now far outgrown
these earlier prescriptions.

It might be the case however those who in the 20th century were drawn to such
bottom up systems were blinded by a vision of society thatis ceasing to exist, the small
market of independent merchants, or the neighborhood. This was a society where the
decisions of individuals remained the key source of the collective knowledge about
the society itself and remained the most reliable source for decision making. The
multitude of globe straddling interacting systems found in our own time are much
different.
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They are examples of what the philosopher Timothy Morton has called “hyper-
objects”, systems that we cannot hope to fully understand or control even though we
are completely enmeshed and dependent upon them.?’

In the emergence alongside natural hyperobjects of human made systems that rival
their scale Morton thinks we can witness the birth of the Anthropocene. When human
civilization has reached such a capacity to reshape the earth that it now resembles
a geological force. Our energy system would be one such hyperobject, as would
our food system, along with internet. Such systems do indeed embody a kind of
collective intelligence, a mind, even when that system is leading to self-destructive
outcomes, such as climate change. Besides such destructive environmental outcomes
the negative impact of such hyperobjects is to both severely constrain individual
freedom, at least when it comes to the system itself, and, above all, make universal
understanding (logos) an increasingly impossible goal.

If the scientific and democratic revolutions can be said to share a mutual world-
view it is that with increasing knowledge would come increasing freedom. Scientists
would by coming to know the world be better able to affect it, just as citizens with
a better knowledge of the world would be able to choose the best course for their
societies.

What, since at least the industrial revolution, we’ve experienced is a world where
an increase in individual freedom, the ability of an individual to pursue self-selected
ends, has been bought in exchange for loss of control over the systems via, and
in light of which, the individual pursues her goals. Systems have become distant
and abstract, and control over them, to the extent that it exists and doesn’t merely
emerge from interacting individuals, has become highly concentrated, asymmetric
and sharply delineated.?®

We already legally treat such entities, the corporations which serve as the core of
the modern economy as persons, and they often far outlive the distributed network
of individuals who now direct their operations. At some point, however, it might
become possible to automate this human direction entirely so that Al becomes in the
words of science writer Alexis Madrigal “the avatar of corporate persons”.?’

At the same time Al is becoming a tool of human management many corporations
seem bent on fully injecting intricately calibrated levels of control into whatever area
comprises their domain. Communications and retail companies pursue the creation
of and deployment of intelligent devices that can intimately monitor, respond and
influence customers,*® while biologically centered firms seek to engineer life to make
it conform to human wishes.?! Having achieved the extraction of the idea of will from
the rest of nature we are on the verge of restoring it as nature itself becomes infused
with human will or reified into the form of Al that, at least for now, is a reflection
of human will. Such agency will be encountered everywhere from the genetically
engineered life that will surround us, the atmosphere we will have shaped through
dereliction or design, and the intelligence that will be woven into even the smallest
corners of the built environment.>? It will even be confronted in those spaces of
wilderness we now consider an escape from civilization.*’
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Our experience of an earth suffused with agency may even accelerate the reintro-
duction of the idea of will into the universe itself, and especially unto those questions
in which traditional science has, so far, been unable to answer. We might be con-
fronted with an increasing number of situations in which the line between some nat-
ural phenomenon we cannot explain and the possibility of that phenomenon being an
artifact of some alien intelligence, perhaps artificial and far more advanced than our
own, cannot be definitively drawn.>* This projection of agency upon phenomenon
whose origin we are unable to explain using current scientific theory might even lead
cosmology itself down a rabbit hole in which even the laws of physics themselves
are explained in reference to some form of mind and agency beyond human ken.*’

Thus the world might become infused with agency, though in the sense that the
individual is surrounded by it rather than experiencing it as a world shapeable by her
unique will. There are steps we can take to avoid the worst aspects of such a fate,
especially when it comes to the question of artificial intelligence, which is likely to
increasingly be tasked with controlling the systems upon which we depend yet are
unable to control.

If society continues to fail to educate citizens in how these artificially intelligent
systems work, or fails to empower them with the ability to influence their program-
ming, or even just inform the non-programming public that there is a human interest
behind every bot, the world might again be perceived as being under the suzerainty
of capricious and cruel gods or perhaps be understood as the mere tool of some imag-
ined human conspiracy.*® Freedom as we currently understand it will only survive
in such a world if citizens are granted enhanced abilities to steer, shape, and even
redesign the complex systems upon which we have come to depend.

What makes such a preservation of freedom even more daunting is that the erosion
of this freedom, when it comes to systems, proceeds at the same time the individual
is losing the capacity for logos. As long as we remain human we will possess mind
or nous, but logos, the ability to rationally and comprehensively understand the
kosmos is much more vulnerable. A greater commitment to wide-ranging science
education might address some of this, but not all, for in a sense, the problem of
incomprehensibility emerges from the success of science as a social endeavor itself.

The more we learn of the world the less a comprehensive view of it seems possible
given the limitations of the individual human mind.?” We should hope that our seem-
ing possession of logos may has not been a unique historical interregnum that began
when the pre-Socrates set out to explain the world using rational theories graspable
by the individual. For should we end up with a world infused with agency, much of it
hidden and incomprehensible to even the most educated individuals, where much of
what happens can only be explained by the conflict between non-human rival forces
(the state, corporations, Al), or some form of intelligence beyond our capacity to
understand, then we will have in some sense come full circle. It would be a less
enlightened and less free world, though perhaps not without its wonders, a world
that would be instantly recognizable to my imagined Aristagoras.
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Chapter 15 ®)
No Ghost in the Machine Geda

Alan M. Kadin

The prevalent pre-scientific paradigm for understanding nature focused on design or
intention, even for inanimate objects. This approach was debunked by Newton for
physics, and by Darwin for biology. But belief in the unique supernatural nature of
human intelligence is still widespread. I argue that biological intelligence is due to
simple evolved structures based on neural networks, without the need for any new
physical mechanisms (quantum or classical) or a “ghost in the machine”. Humans
see agency and intent everywhere, because we are programmed to do so. The con-
scious mind may turn out to be a virtual reality simulation that is largely illusory.
Furthermore, these structures may be emulated in artificial neural networks, to create
true artificial intelligence.

Everything should be made as simple as possible, but not simpler.
Attributed to Albert Einstein [4]

15.1 Introduction

This year’s essay contest for the Foundational Questions Institute on “Wandering
Towards a Goal” contrasts “mindless mathematical laws” with “aims and intentions”,
and asks how this apparent paradox can be resolved. This is just a restatement in
modern scientific language of the classic philosophical question about the origin of
life and human intelligence. Or in religious terms, is the human soul special and
distinct from the inanimate physical universe? Does this question really belong in a
physics-based essay contest?

I argue below that if one properly understands the scientific basis for physics,
biology, psychology, and computer science, there is no paradox. But the superficial
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philosophical implications of each of these may be misleading. For example, the
mathematical equations of simple physical systems lead to causality and determin-
ism, but real physical systems have noise, and complex physical systems tend to be
chaotic and unpredictable. The paradigm of causal control in complex systems is an
illusion, and reality is more subtle.

Similarly, biological evolution is predicated on random mutations, but leads to
complex structures and organisms that appear to be “intelligently designed”. So
biological design, too, is an illusion, which is explainable in terms of blind adaptation
to complex environments. This biological tendency toward complexity may seem
incompatible with the thermodynamic tendency toward increasing entropy in a closed
physical system near equilibrium, but biological systems are neither closed nor in
equilibrium.

Regarding human intelligence, people feel that they are independent rational
agents, but in reality, most of human behavior is subconscious and irrational. In
classical computer science, a computer is an arithmetic engine with external mem-
ory, but most modern computational problems related to “artificial intelligence” are
more akin to matching patterns than to arithmetic calculations, and the same is true
for natural intelligence.

Further, I argue that consciousness itself reflects an evolved brain structure that
is not uniquely human, and provides an adaptive system capable of making rapid
decisions based on simplified models and incomplete data. An analogy may be with a
dynamic virtual reality environment that integrates and synthesizes data from diverse
sensor inputs and generates motor outputs that are reflected within the same virtual
environment. I further suggest that a similar consciousness engine may be emulated
artificially.

The title of this essay comes from the 1967 book by Arthur Koestler, “The Ghost
in the Machine” [14], which in turn came from a phrase used by philosopher Gilbert
Ryle to describe mind-body dualism. My view is that the subjective experience of
consciousness reflects the brain activity associated not with the entire brain, but only
that small portion that is projected into this self-conscious virtual reality construct.
In the following sections, the prevailing scientific and philosophical paradigms are
reviewed, and the illusions and paradoxes resolved. The guiding principles through-
out will be simplicity and unity, as informed by Occam’s Razor, as well as Einstein’s
dictum above [4].

15.2 Physics, Mathematical Determinism, and the Illusion
of Control

In pre-modern physics, as exemplified by the work of Aristotle, the behavior of an
object, animate or inanimate, was believed to be driven by its natural tendencies,
in a qualitative rather than a mathematical sense. This general doctrine is known as
teleology, from the Greek for end, i.e., goal. Fire tends to rise, while massive objects
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fall because that is their nature. This approach was a partial attempt to get away from
the anthropomorphic tendency of pre-scientific peoples that all objects in nature are
driven by spirits.

A further general principle in pre-modern physics was that humans are the center of
the universe, with the earth and the heavens having fundamentally different laws. For
example, objects on earth tend to move in straight lines, while objects in the heavens
tend to move in perfect circles. But in order to get this geocentric model to work,
Ptolemy modeled the motion of planets using epicycles, i.e., circles within circles.
When this was done properly, it worked quite well, but it was both complicated and
arbitrary. In fact, the Ptolemaic epicycles worked better than the Copernican model
of circular orbits around the sun (because the actual orbits are elliptical). As Steven
Weinberg has pointed out in his recent book [24], the Copernican model was accepted
not because it was more accurate, but rather because it was simpler and more unified.

Isaac Newton took simplification and unification much further, by developing a
quantitative theory of universal gravitation on both the earth and the heavens, and by
developing the mathematics (differential equations) needed to do the calculations.
The conventional paradigm for classical Newtonian physics is the “Clockwork Uni-
verse”, where everything in the universe follows mathematical trajectories that are
fully deterministic and completely predictable. This was very influential in the sci-
ences and beyond, including with the doctrine of philosophical determinism, that the
future is completely defined and can never be altered.

It is widely believed that this clockwork paradigm held until quantum mechanics
introduced indeterminacy in the early 20th century, but this is incorrect. The entire
fields of statistical mechanics and thermodynamics were developed in the 19th cen-
tury to deal with uncontrolled thermal noise in classical many-body systems, which
are microscopically deterministic but macroscopically random. This led to the con-
cept of entropy, which is a measure of the probability of a given physical many-body
configuration. For a closed system in equilibrium, entropy must always increase,
leading to more probable configurations. While the microscopic equations of clas-
sical physics are time-reversible, irreversibility associated with increasing entropy
enables one to define the arrow of time. Adaptive biological systems may lead to
increased complexity, but this is not in conflict with increasing entropy overall (see
below).

More recently in the 20th century, classical nonlinear dynamical systems were
shown to be highly sensitive to initial conditions in a way that is practically unpre-
dictable (the “butterfly effect”). The mathematical theory of deterministic chaos was
developed to describe the dynamics of some of these classical nonlinear systems. Fur-
thermore, macroscopic systems often include complex feedback loops that largely
decouple the macroscopic behavior from microscopic degrees of freedom. While
textbooks emphasize the mathematical certainty of simple dynamical systems, the
behavior of real classical systems is more subtle and much less predictable.

This is illustrated in the block diagrams shown in Fig. 15.1. Figure 15.1L shows
a classical causal sequence of A causing B causing C. In contrast, Fig. 15.1R shows
a more complex set of interactions: each component affects the others, but also is
affected by them via back-action. Furthermore, each component also acts on itself



174 A. M. Kadin

Fig. 15.1 Comparison of
simple causal sequence to
more complex set of
interacting systems. (Left)
Causal sequence of A
causing B causing C. (Right)
Interacting systems A, B, C,
and N, where N represents
uncontrolled factors such as
noise

o=

(recursion), and is affected by noise sources N. For example, consider Fig. 15.1R in
the context of global warming. The atmosphere might be system A, the biosphere
might be system B, and the carbon reservoir in fossils fuels might be system C.
The noise N represents those factors, local and global, which are not controlled. The
interactions between these systems can provide the basis for a complex model, which
is still oversimplified—there is also radiation input/output and the influence of the
oceans. While the near-term trends are clear, the accumulation of uncertainties and
model inadequacies make long-term predictions less reliable.

Philosophical determinism is frequently applied to human interactions, where
there are not even good mathematical models. It makes little sense to derive human-
level determinism from the mathematical trajectories of planets or atoms. The philo-
sophical doctrine of free will is often contrasted with determinism, on the level
of individual humans. Where determinism suggests that the future is completely
predictable, free will suggests that one’s future is undetermined until one makes a
decision. But both determinism and free will are really straw men; as individuals, we
are under varying degrees of external and internal constraints. You are free to choose
your breakfast, but the climate of the earth is beyond your control. Furthermore, we
tend to see ourselves as free agents, but we actually have much less control than we
think we do. Control is just another illusion. The issue of agency will be addressed
further in Sect. 15.4.

Quantum mechanics incorporates indeterminacy even on the microscopic level,
which is different from classical uncertainty. However, the major effect of quantum
uncertainty on the macroscopic level is simply to introduce another source of noise
(quantum noise), in addition to thermal noise. There are other more exotic effects of
quantum uncertainty, such as quantum entanglement, but it is unclear whether these
have any significant impact on macroscopic systems at ambient temperatures. A fur-
ther exotic aspect is quantum measurement theory, which focuses on the role of the
observer in changing the quantum state. It has been suggested that these poorly under-
stood paradoxical aspects may provide a basis for aspects of the human mind and
consciousness, but this would seem to be yet another example of anthropocentrism.
In contrast, I have proposed [8, 10] an alternative picture of quantum mechanics that
avoids the paradoxes of entanglement and measurement. This is addressed briefly in
the End Notes.
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15.3 Biology, Evolution, and the Illusion of Design

Living organisms have long been regarded as different from the rest of nature. Indeed,
it was widely believed that biology did not follow the same physical laws; this is the
basis for the discredited doctrine of Vitalism. In fact, biological systems appear to
be intricately designed machines, without a self-evident set of instructions. It was
not until the middle of the 20th century that the DNA genetic code was discov-
ered, providing a digital program of instructions for growing an animal, plant, or
microorganism.

But the greatest breakthrough in biology occurred in the 19th century with Dar-
win’s Theory of Natural Selection, commonly known as evolution. Evolution is both
the simplest and the most profound concept in all of science; all it requires are expo-
nential reproduction and genetic noise, interacting with an environment. But prior to
Darwin, this was hidden for centuries, because of the illusion of intelligent design.

AsshowninFig. 15.2, a guided design (Fig. 15.2T) follows a specific plan towards
a goal, whereas in natural selection (Fig. 15.2B), all possible changes to the current
design are generated automatically, but only those that provide improved adaptation
to the environment and reproductive success are preserved for future generations.
These diagrams appear somewhat similar, but have critical differences. In particular,
only a guided design can produce a radical redesign in a single step. In contrast,
the unguided design of natural selection can only make minor modifications per
generation, each of which must be adaptive. But evolution can often be quite fast,
since it is both massively parallel (all organisms) and serial (once per generation).
Although biological systems may initially appear to be well designed, they are locally
rather than globally optimized. Their design limitations follow from their earlier
history. This point was emphasized by Gould [5] in “The Panda’s Thumb”. The
thumb of the panda is not a thumb at all, but rather a modified wrist bone. The thumb
bones had been eliminated in the earlier evolution of the panda’s ancestors.

Random mutations produce the variation needed to generate environmental adap-
tation. In addition, random “genetic drift” in small populations may sometimes play
arole in evolution. But in most cases, evolution is deterministic and can be modeled
mathematically, although real natural environments tend to be much more complex
and dynamic than simple models. There is no underlying goal or intent, apart from
survival. The primary feature that distinguishes biological systems from physical
systems is exponential reproduction, based on the digital code of DNA. All life on
earth has the same genetic code, and the initial origin of DNA-based life is one of the
remaining questions in the theory of evolution. It has been suggested that an RNA
World based on the catalytic properties of RNA might provide a precursor to the
genetic code, thus enabling the origin of life on earth.

Evolution is driven by random variation and guided only by the environment for
a given organism, where the environment includes a multiplicity of other organisms.
There has been a move toward increasing complexity in evolution, but this is not
complexity for its own sake. Indeed, excessive complexity is not favored by natural
selection; like theories of physics, following Einstein’s dictum, life should be as
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Fig. 15.2 Comparison of IMPROVE DESIGN
guided and unguided design ¢
pathways. (Top) Guided
design pathway, whereby a
product is designed for a GOAL DESIGN
functionality or market.
(Bottom) Unguided design
pathway, as in biological
evolution of an organism

REDESIGN
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simple as possible, but no simpler. Complex organisms developed only because they
are better adapted to compete successfully in complex environments.

If animal bodies have evolved complexity to compete more successfully, the same
should be true for animal brains. We are accustomed to comparing the sizes of brains,
but brain organization is arguably more critical. Brain structures evolved because
they improved environmental fitness and survival of progeny. These include not only
those structures associated with sensor input or muscular coordination, but also those
associated with intelligence and consciousness. Brain structures involved with intel-
ligence (adaptive learning in complex environments) may be quite widespread in
the animal kingdom, particularly among vertebrates. Peter Godfrey-Smith recently
argued [6] that cephalopods (octopi and squids), mollusks unrelated to vertebrates,
may also have complex brains capable of adaptive learning. This may provide an
example of convergent evolution. Finally, while human consciousness involves lan-
guage and abstraction, it may not be qualitatively different from that in “lower”
organisms.

15.4 Psychology, Cognition, and the Illusion of Agency

We all feel that we can understand the human mind based on our own thinking.
We identify ourselves as individual agents who perceive the world around us and
are in control of our own actions. Indeed, Rene Descartes took this as the basis for
his philosophy: “Cogito, ergo sum”, or in English, “I think, therefore I am.” But
this makes the mind a distinct object separate from the body and from the physical
world, i.e., mind-body dualism. This outlook is embedded in our sense of self and
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C <N
U «N
E <N

Fig. 15.3 Block diagram of control in corporation or human mind. In the corporate example, C
may represents the Chairman of the Board, U the underlings, and E everyone else. In a model of
the mind, C may represent the conscious mind, U the unconscious mind, and E the environment.
(N represents random noise.) In both cases, top-down control and agency may be illusory

in our language for describing it, but there are good reasons to believe that this is
mostly an illusion. Research in psychology and cognitive science has shown that our
self-perceptions can be quite deceptive.

Historically, one response to this dualism was to go to the other extreme and deny
the existence of an internal mind. This is the basis for behaviorism, of which B.F.
Skinner was a leading 20th century proponent. This deals with an animal or even
a human as a “black box” with inputs and responses. More recent approaches in
cognitive science have recognized that there are internal cognitive structures (both
conscious and unconscious), and have identified fallacies of thinking that reflect
aspects of these internal structures.

This was explored in the psychological research of Daniel Kahneman, as sum-
marized in “Thinking, Fast and Slow” [13]. This showed by careful experiments
that people are not really the rational free agents they think they are. This has been
particularly influential in providing the basis for behavior economics. Kahneman
identified two distinct systems at work in the human mind: System 1 and System 2.
System 1 is the unconscious mind that does things automatically without us having
to think about them. System 2 is the conscious mind, which requires deliberate atten-
tion and thought. Most of our actions are actually done by System 1, even though
we firmly believe that they were rational decisions made by our conscious mind.
System 2 operates with a simplified model and a coherent narrative, and when the
model appears inconsistent (“‘cognitive dissonance”), the perceptions may be altered
to maintain a consistent picture.

Kahneman uses the analogy with a Chairman of the Board of a corporation, who
thinks that he runs the entire operation. Most of the work is actually done by his
underlings, generally without even asking the chairman. The underlings give the
chairman credit for successful operation, building up his ego, and he believes it. In
this context, the chairman represents the conscious mind, which has an inflated sense
of its own importance, and is largely unaware of the existence of the unconscious
mind. This is summarized in the block diagram in Fig. 15.3.
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It seems that the human mind is preprogrammed to identify agency, both in our-
selves and in others (and even in inanimate objects!). These agents are central to
a simplified model of the world, which filters all our perceptions. Further, events
do not just happen in isolation, but represent a causal sequence, a coherent story
in progress, with heroes, villains, and value judgements. The conscious mind oper-
ates on this simplified model, although we are conditioned to believe that this is the
real world. Simple goals are identified which promote basic urges such as survival,
pursuit of pleasure, and avoidance of pain. The brain organization that supports this
evolved to enable rapid decisions in complex dynamic environments, with incom-
plete information. In a fight-or-flight situation, indecisiveness is not adaptive. I am
not suggesting that we are living in “The Matrix”, but perhaps we are each living in
our own Matrix, with only a partial mapping to those of other people and to the real
world.

15.5 Computation, Neural Nets, and the Illusion of
Intelligence

Ever since digital computers were first developed in the 1950s, they were commonly
thought of as “electronic brains”. But traditional computers are actually quite dif-
ferent from brains, both in structure and capabilities. However, recent research in
alternative computer architectures, combined with research on the brain, has shown
that “neuromorphic” computer architectures may finally be emulating brains more
closely (see also [19]).

This difference can be seen in Fig. 15.4, which compares a traditional von Neu-
mann computer architecture to a neural network. The von Neumann architecture
in Fig. 15.4T extended a simple mathematical model of a computer proposed by
Alan Turing, and was brought to practical fruition under the direction of John von
Neumann at the Institute for Advanced Study in Princeton (see [3]). This architec-
ture consists basically of an arithmetic engine with a control program and memory.
Virtually all practical computers since then have had the same basic structure. Even
modern supercomputers with multiple processors and memory hierarchies are based
on this original design.

Compare this to a basic design of an artificial neural network (or neural net) shown
in Fig. 15.4B. This represents an array of artificial neurons (which may be electronic
elements) organized into layers and connected with “synapses”. The strength of a
given synapse may be changed according to a procedure of iterative training or learn-
ing, rather than an imposed program. The collection of synapse strengths correspond
to memory, but are distributed throughout the system, rather than localized in a single
module. Furthermore, there is no central processing unit; the processing is also dis-
tributed. This structure is similar in several respects to the interconnections between
biological neurons, although it is much simpler.
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Fig. 15.4 Computer architectures for (Top) classic von Neumann computer and (Bottom) artificial
neural network (from Wikipedia)

The von Neumann architecture represents a universal computer, so that it can be
used to simulate any other computer architecture, including a neural net. But such a
simulation may be inefficient and slow. In fact, a traditional processor works very well
in doing mathematical calculations, whereas brains do mathematics rather poorly. On
the other hand, brains have evolved to match patterns, and do this very well. Pattern
matching is not limited to image recognition, but occurs in all sensory processing,
memory retrieval, language translation, and a host of correlation and optimization
problems. Recent research has shown that neural nets with many “hidden layers”
between the input and output can be trained to be particularly efficient in learning to
match patterns; this is known as “deep learning”. More hidden layers enable more
abstract correlations among inputs, which in turn enables more flexible recognition
of a wider variety of complex patterns. The learning process itself is adaptive in a
way that is similar to evolution. The environment selects those variations that are
most effective in matching the training patterns.

Another important aspect of brains is that they are composed of basic elements (the
neurons) that are slow, noisy, and unreliable. But despite this, brains have evolved
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to respond quickly in complex environments, by taking advantage of distributed
computing with massive parallelism, and neural nets are uniquely capable to taking
full advantage of this. It is remarkable that transistors, the basic elements of modern
computers, are now a million times faster than biological neurons (characteristic
times of nanoseconds rather than milliseconds), but brains are still far faster and more
energy-efficient than traditional supercomputers in the types of pattern matching
tasks for which brains have evolved. A computer with a brain-like organization but
electronic speed would represent a major technological breakthrough.

The field of “artificial intelligence” is almost as old as computers themselves, but it
has long fallen far short of its goals. The traditional method of artificial intelligence is
to devise a list of rules about a particular topic, and program them into a conventional
computer. But knowledge of a fixed set of rigid rules is not what we generally mean
by intelligence. Indeed, biological organisms with very simple nervous systems, such
as worms or insects, behave as if they are “hard-wired” with rule-driven behavior,
and are not regarded as intelligent at all. Furthermore, sophisticated responses to
dynamic environments cannot be fully programmed in advance; there must be a strong
element of learning involved. In contrast, neural nets can learn how to recognize a
cat [18], for example, without being told explicitly what defines a cat. The newer
“deep learning” approach to artificial intelligence is starting to have a major impact
on technology (see, for example, a recent article [16] on the use of deep learning
for Google Translate). In traditional computers, the greatest difficulty is found in
writing and debugging the software. In contrast, in both natural intelligence and the
newer approaches to machine learning, the software is generated automatically via
learning. No programmer is necessary; as with evolution, this is unguided.

15.6 Minds, Dreams, and the Illusion of Consciousness

The most persistent illusion associated with human consciousness is that there must
be an immaterial spirit. But this is clearly a remnant of pre-modern religious thinking,
where everything is driven by immaterial spirits. Efforts to assert that somehow
consciousness emerges from brains of a certain scale or complexity (see e.g., Teilhard
de Chardin) are misdirected. Biological vision did not arise simply from scale or
complexity; it required evolution of structures with specific functionalities. Why
should we expect consciousness to be different? Several philosophers, such as Daniel
Dennett [1], have been arguing for some time that consciousness is an illusion, but
they have been less clear as to the actual structure behind the illusion. There have
also been various proposals, mostly not very specific, for machine consciousness
[17].

Consider a preliminary outline of the structure of a consciousness organ, which
might be based on neural networks. While many aspects responsible for conscious-
ness are hidden from view (either external or internal), some key functional require-
ments should be clear. Consciousness involves a self-identified agent following a
continuous, causal narrative in a dynamic environment. The environment must inte-
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Fig. 15.5 Suggested organization of autonomous natural or artificial intelligence. (Top) Uncon-
scious mind integrates pre-filtered senses, emotions, and memories, and generates VR environment
with active agent. (Bottom) Present VR frame is time-stamped and shifted into the past, and a future
VR is selected to overlay the present

grate various sensory modalities with relevant emotions and memories. This is shown
in Fig. 15.5T, which shows consciousness as a “virtual reality” (VR) construct cre-
ated from filtered input data, and representing a simplified dynamic model of the
reality presented to an individual. In addition, this must also be linked to a short-
term dynamic memory module, containing the recent past, and a predictive model of
one or more near futures, as shown in Fig. 15.5B. A clock time-stamps the present
frame and shifts it to the past, while selecting a possible future. This ensures that
perceived time is a central element in consciousness.

For example, a conscious visual representation of a rose is not just a portion
of a larger two-dimensional image. Rather, it is an object embedded in a three-
dimensional space, which represents the concept of a rose and links to abstract
attributes and memories of images and aromas. This may be analogous to a PDF file
of a scanned document which is subjected to optical character recognition (OCR).
Such a file contains an image of a given page, but the image of each character is also
associated with the functional representation of the character. Now imagine that the
document also contains embedded links to definitions of words and other relevant
documents, and one starts to have the richness necessary for consciousness. This
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would require that the consciousness organ represent the central nexus of a network
linking the filtered inputs and the control outputs. Indeed, recent research [15] has
found direct evidence for a network of this type in the cerebral cortex, which may
represent such a conscious nexus. In contrast to a static environment of a document,
the conscious environment is highly dynamic, and is rapidly updated in time. We
have the sense that time is continuous, but the actually memory elements are probably
discrete. That is the case with virtually all technological video representations, which
are perceived as continuous if they are fast enough.

But the most critical aspect to explain is the subjective sense of agency. [ would
suggest that this is due to an adaptive neural net, primed from infancy to recog-
nize self-agency and causality, and also to recognize external agents. The dynamic
environmental model is built around such actors. As Shakespeare said [21], “All
the world’s a stage, and all the men and women merely players...” The sense of
self is merely the internal sensation of activation of brain circuits in the conscious-
ness nexus. Note that recognition of agency is really a form of temporal pattern
recognition. We live in a world that is continuous and causal, so that construction
of simplified causal models based on observed temporal correlations may often be
highly adaptive. Furthermore, this is a case of dynamic learning; the mind learns to
generate and refine a simplified model which maintains effective interaction with the
environment.

Perhaps the strongest evidence for a dynamic VR generator occurs during dreams,
when input and output are isolated from the real world. Dreams include self-agency
and coherent narratives in complex environments. Allan Hobson [7] has recently
suggested that dreams may represent adaptive training and optimization of the con-
sciousness engine, whereby memories are consolidated or forgotten, as appropriate.
This may be in accord with other recent research that has shown that brain intercon-
nections grow dramatically during daytime activity but are selectively pruned back
at night [23].

An important aspect of investigating consciousness is how we can identify it
in either artificial or biological systems. Consciousness may be an evolved adap-
tive structure that is widespread among animals, even without language and other
abstractions. Such a conscious structure may never have been present in any artificial
intelligence system to date, but it could be constructed in the near future. How can
we tell? Alan Turing proposed the “Turing Test” [22] for artificial intelligence based
on asking a series of questions. However, given the human tendency to see agency,
this may be deceptive. Many years ago, Joseph Weizenbaum of MIT developed
the ELIZA system to simulate natural human conversation without any underlying
understanding. So a non-verbal method of exploring consciousness might be prefer-
able. Science fiction writer Philip K. Dick wrote “Do Androids Dream of Electric
Sheep?” [2], which later became the basis for the film “Blade Runner.” Perhaps we
will know that we have made conscious machines when we can observe them dream.
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15.7 Conclusions

The stated question in this essay contest, “How can mindless mathematical laws
give rise to aims and intention?,” implicitly assumes that human behavior should be
ultimately derivable from particle physics. This is entirely wrong, on several levels.
The problem is that there are several illusions implicit in our thinking that impede our
understanding, illusions of control, design, agency, intelligence, and consciousness.
The conscious mind is an evolved, adaptive brain structure that hides more than it
reveals.

A second point is that the paradigm of natural selection is central not only to
biology, but to psychology as well. Neural networks are capable of learning and
adaptation to complex environments, and the conscious mind represents a simplified
dynamic model of the environment. Goals and intentions are abstract representations
of adaptive programs that can promote individual well-being and success. Human
behavior can be predictable and causal, subject to statistical variation. There is no
ghost in the machine, and no paradox.

Third, true artificial intelligence and consciousness can be emulated in a properly
designed electronic system, probably within about 20 years. Such an autonomous
system can distinguish self, other agents, and objects, and can create a simple causal
narrative of changes in its environment. Further, it is likely that most of our food
animals (except perhaps shellfish) may also be conscious. Together, these will pro-
foundly impact our sense of what it means to be human. We evolved in small family
bands of hunter-gatherers; our conscious minds may be too simple to deal with acom-
plex modern world. Some sort of augmented artificial intelligence may be required
for humans to survive to the next century. Let us hope that this can incorporate more
of the positive human attributes of rationality and cooperation, rather than the nega-
tive human attributes of war and xenophobia. Notwithstanding micro-determinism,
the future of humanity is still undetermined. Only time will tell.

End Notes

I have argued here that direction and intelligence in nature follow from adaptation in
a complex dynamic world based on the foundations of classical physics, without the
need for anything either quantum or supernatural. Elsewhere, I have argued that the
foundations of quantum mechanics have been profoundly misunderstood, and that
quantum mechanics properly provides a unified foundation for all of physics. The
comments below describe some implications of this for the nature of time and for
the future of computing.

A. Quantum Waves and the Nature of Time
Time is central to physics, biology, psychology, and computation. But is it the rel-
ativistic spacetime of Einstein, or the subjective time of our internal chronometers?
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I have suggested [12], and in an earlier FQXi essay [9], that time is defined on the
microscopic level by quantum waves, and everything else follows from that.

In the Newtonian clockwork universe, time is abstract and universal. In Einstein’s
universe, time becomes part of abstract spacetime, which is non-universal and inho-
mogeneous. Einstein focused on light waves, any one of which has a frequency f and
a wavelength X, and a universal speed of light ¢ = fi\. But taken collectively, light
waves (electromagnetic or EM waves) can have any value of f; there is no character-
istic frequency for EM waves. But consider a quantum wave (or de Broglie wave) for
an electron of mass m,. This has a minimum frequency f = m.c?/h, which represents
a characteristic frequency f. (h = Planck’s constant). Similarly, an electron has a
characteristic length, the Compton wavelength A, = c/f. = h/m.c. So an electron is
a natural clock and ruler which defines the local calibration of time and space. These
change in a gravitational field, giving rise to the trajectories of general relativity.
These trajectories may be computed using classical formalisms, without reference
to abstract spacetime metrics.

Any system of physical units has three independent units (plus the fundamental
electric charge e); for the standard metric system (SI) these are MKS, for meter,
kilogram, and second. In the universal system described above, the natural units are
fc, h¢, and h. Quantized spin provides the basis for h, and is Lorentz-invariant. Other
parameters are defined in terms of these: ¢ = f. )\, and m, = hf,/c?.

Within this picture, an electron is areal extended wave in real space, with quantized
total spin. There is no intrinsic uncertainty, and no entanglement. Composites such as
a proton or an atom are not quantum waves at all; they are bags of confined quantum
waves, which inherit quantization from their constituents. Such a picture provides
a simple, unified system with local reality all the way from atoms to galaxies and
beyond.

Time is not a physical dimension; rather, it is simply a parameter that governs
motion and change. Our most accurate clocks are atomic clocks, which inherit their
properties from the fundamental electron clock. This defines the time of classical
physics, which in turn defines our macroscopic clocks, as well as our biological and
psychological clocks. Not all of these are quite so accurate, but they derive from
the same physics. The direction of time follows simply from increasing microscopic
entropy and macroscopic adaptation.

B. Quantum Computing is not the Future of Computing
There has recently been much attention to the potential of quantum computing, which
promises the ability to perform computational tasks that are virtually impossible for
any classical computer, regardless of the architecture. It has even been suggested
that modern classical supercomputers will soon become obsolete due to “quantum
supremacy”’. This essay proposes that classical computers with non-classical (neu-
romorphic) architectures may enable true artificial intelligence and even conscious-
ness—why not quantum computers for this role? The reason is that I do not believe
that the promised quantum computing is possible, on fundamental grounds (see [11]).
The key point is that the promised exponential enhancement in performance is
based on the presence of quantum superposition and entanglement among N coupled



15 No Ghost in the Machine 185

quantum bits (or qubits), as implied by the orthodox Hilbert-space mathematical for-
malism for quantum states. I have questioned whether this mathematical formalism
is correct [8, 10], and suggested some new experiments that can address this question.
One can see the essential role of entanglement from the following simple argument.
In any classical computing architecture, one enhances performance by the use of
parallelism in hardware bits. If the hardware consists of N parallel bit slices, it can
operate (ideally) N times as fast. In sharp contrast, for a quantum computing system,
if there are N entangled qubits, this enables an effective computational parallelism by
afactor of 2 N, which increases exponentially. For example, if N = 300, 2 N is greater
than the number of atoms in the known universe. Clearly, no classical supercomputer
with merely billions of bit slices can compete. The ability to obtain exponentially
scaled equivalent performance from linear growth in hardware provides the entire
motivation for quantum computing.

Such a claim of exponential performance is fantastic, in both senses of the word.
Carl Sagan once said [20] that “Extraordinary claims require extraordinary evi-
dence”. In fact, no such evidence exists, and people should be extremely skeptical.
The primary reason why this has been accepted is that the orthodox theory of quantum
mechanics, obscure and confusing though it may be, has been defended by most of
the smartest minds in physics for decades. But early in the 20th century, both Albert
Einstein and Erwin Schrodinger questioned the foundations of quantum mechanics.
Recently, Weinberg [25] has also questioned these foundations.

Given the billions of dollars that are now being invested in quantum computing
research by governments and corporations, I expect that this question will be settled
within 20 years. I am not suggesting that quantum computing research is useless; on
the contrary, it provides important insights into the isolation of nanoscale systems
from environmental noise, which will be essential in the continued evolution of
“classical” computer technology toward the atomic scale. But if I am correct, this
will radically disrupt the orthodox understanding of quantum mechanics, leading to
the adoption of a new quantum paradigm, with major long-term implications for the
future of physics.
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Chapter 16 ®)
The Man in a Tailcoat Geda

Tommaso Bolognesi

As a practical matter we often end up describing what systems do in terms of purpose when
this seems to us simpler than describing it in terms of mechanisms.
Stephen Wolfram

16.1 Prologue

Yesterday around midnight I had an interesting conversation with an elegant man.
With a top hat and a curious glass walking cane, he was standing on the parapet of a
bridge, looking down at the dark river below his feet (Fig. 16.1).!

“What are your doing up there, Sir?”, I politely asked. No answer. “Are you going
to give up keeping your entropy low and far from thermodynamic equilibrium with
the environment? Do you feel that your life has no purpose?” He turned his head and
stared at me with a mix of surprise and irritation. “Well”, I continued, “that’s a bad
idea. Purposes are overestimated concepts and an illusory business, both in life and
elsewhere. Would you let me expand a little?”

I took his protracted silence as a consent, and proceeded.

“L’uomo in Frack’ (The Man in a Tailcoat), also known as ‘Vecchio Frack’, is a poignant
song by the italian singer and composer Domenico Modugno (1928-1994). Written in 1955, it
describes the last hours of a mysterious character and is inspired by the true story of Raimondo
Lanza di Trabia.
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Fig. 16.1 ‘L’uomo in Frack’
(painting by Dina Mosca)

16.2 Mechanisms and Goals

Garey and Johnson [4] define a problem as:

a general question to be answered, usually possessing several parameters, or free variables,
whose values are left unspecified. A problem is described by giving: (1) a general description
of all its parameters, and (2) a statement of what properties the answer, or solution, is required
to satisfy. An instance of a problem is obtained by specifying particular values for all the
problem parameters.

Garey and Johnson are computer scientists. From their viewpoint (which may
appear restrictive but is indeed fully general, as I'll clarify shortly) the solution of
a problem is provided by an algorithm, which defines a step-by-step procedure, or
computation, or process, or mechanism, for deriving from the problem instance (the
input, or initial state) something (an output, or final state) that satisfies those required
properties.

Terms like purpose and goal, that I use interchangeably, immediately fit into this
picture: the goal of the mechanism is to satisfy the properties mentioned in point (2):
you specify a goal by specifying those properties.
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Here’s an example of a mechanism m whose input is a tuple in of numbers, and
whose details you don’t need to grasp:

m[in_] := in //.

{x_ _ _, a_?NumericQ, b_?NumericQ, y_ _ _} :> {x, b, a, vy}

/; b < a

And here is m’s goal g whose details might look more familiar (for simplicity I
assume the numbers of tuple in to be all different):

g(in, out) =g (set(in) = set(out)) N (Vj € [1,n — 1l.out(j) < out(j + 1))
(16.1)

Mechanism m is written in the Mathematica programming language, and operates
by swapping a pair of elements a and b whenever a precedes b in the tuple and b < a,
until no such pair can be found. It is a rather naive sorting algorithm.

Goal g is written in first-order predicate calculus: it establishes that tuples in and
out have the same elements and that the elements of out are sorted.

The equations that summarise Garey and Johnson’s quote are then:

m(in) = out (16.2)
g(in,out) = True (16.3)

Both m and g define an input-output relation R. Mechanism m does it in a con-
structive way, ‘by addition’: given an in, it creates an associated out and adds pair
(in, out) to R. Goal g does it in a declarative way and, in a sense, ‘by subtraction’:
it puts all potential pairs in R, and then removes those that do not verify the require-
ment. Note that both construction and verification involve a computation, and in both
cases the computation may diverge, since it is undecidable whether a generic m ter-
minates on a generic in, and it is undecidable whether a generic predicate g (in, out)
is provable by the rules of first-order predicate calculus.

In principle, then, code m is as good as logic formula g for characterising an
input-output relation. In practice, however, as the mechanisms become more and
more complicated, a compact logic formula (whenever available!) is much more
preferable for concisely characterising the process at hand, and for referring to it in
human-to-human communication.

(In the darkness it is hard to decipher my interlocutor’s expression. Puzzled?)

I guess you are tempted to criticise my approach as being too restrictive, since:
(1) it illustrates artificial processes, like computer programs, but ignores natural
processes; (ii) it focuses on mechanisms of a computational type, leaving out all the
others. Fine! This gives me the opportunity to clarify why the computer scientist’s
viewpoint about mechanisms and goals is fully general and universal. That’s because
the whole physical world is itself algorithmic and carries out a gigantic computation,
a relentless information processing activity that started with the Big Bang.

(At this point the Man in a Tailcoat gives a discreet cough.)
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Thus, the correct way to look at a collision between two subatomic particles, a
lightning, a biochemical reaction, the appearance of a new species, is in terms of
a computing process. In this respect, the distinction between natural mechanisms,
like these, and artificial mechanisms, like the computation of a sorting algorithm,
is blurred. All we have is mechanisms—interacting, computational mechanisms all
over the place!

“And goals? Do all mechanisms have a goal?” you may ask. (This seems to be a
question of vital importance for The Man in a Tailcoat, tonight.)

For artificial systems, finding the correct (1, g) mechanism-goal pairing is usually
trivial, since g is defined a priori by humans and the matching process m is designed
by humans too, afterwards, and in a short time. This is the engineer’s business.

But try to reverse the scenario and figure out g a posteriori, by just looking at the
program code! This is the case with natural mechanisms. In nature no goal seems to
be established a priori, by some Grand Architect, and we know today that the design
of the various mechanisms, at least for the complex processes associated with life, is
carried out by blind darwinian evolution, taking evolutionary times up to hundred-
million years. Still the question remains: is it possible to find a concise formulation
of a goal g(in, out) for any natural mechanism m we observe, in the computation-
oriented setting discussed above? This is the scientist’s business, and for doing it our
reasoning in terms of (in, out) pairs needs to be revised.

16.3 Compact Goals, Compressible Mechanisms,
Decreasing Entropies

Many of the artificial mechanisms we build, e.g. sorting algorithms, are adequately
characterised by their input-output behaviour, and by the compact g (in, out) logical
formulae conceived for defining their goals. When dealing with natural mechanisms
this approach may become less effective, since the precise output of these processes is
often hard to define. Rather, the mechanisms tend to run forever, so the m (in) = out
scenario must be revised in favour of a potentially endless m (in) computation. For
example, what is the final state of a planet orbiting around a star? On one hand, each
individual step of the process is relevant and potentially eligible as an intermediate
output of the computation, and we might ask what is the goal of the process up fo that
point.? On the other hand, when the output becomes a moving target, a reasonable
alternative is to focus on the internal features of m in all its span, and replace the
requirement of a clear and concise logical formulation of the (dynamic) input-output
relation g (in, out) by alternative ‘lightness’ requirements for the computation itself.

2In the context of the computational universe conjecture, the usual answer to the question “What is
the goal of the universal computation?” is: “To compute the universe’s own evolution” [6]. For each
initial segment of the computation the ‘goal’ has been... just to push the universe up to that point.
Tautological as it may sound, the answer has a genuine message: there is no shortcut to describing
the evolution of the universe, other than going through it step-by-step.
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For investigating alternative definitions of purposefulness, let us consider an exam-
ple. In Fig. 16.2 we compare three mechanisms: the already introduced naive sorting
algorithm and two elementary cellular automata (ECA)—ECA 110 and ECA 30.
For ease of comparison we sampled the computations: the diagram for the sorting
algorithm shows only every 100th row, while for the ECA’s the sampling period is
8. Furthermore, rows are bit tuples of length 400 in all three cases. ECA’s do process
bit tuples. For the sorting algorithm, intermediate configurations would be tuples of
integers: (ny, ..., n401). We turn them into bit-tuples (by, ..., bsoo) by comparing
adjacent numbers: b; = 0 (resp. 1) when n; > n; ;| (resp. n; < n;4p).

Which of these mechanisms would we happily regard as purposeful?

A concisely expressed goal for the sorting mechanism (Fig. 16.2-1eft) was estab-
lished a-priori by Eq.(16.1). Having turned numbers into bits, the goal component
dealing with the comparisons of adjacent elements turns into the requirement for the
output tuple to contain only 1’s (black cells).

What about the computations of ECAs 110 and 30?7 As observed in [9] (p. 830),
the first automaton gives the impression of being purposeful, the second does not.
How can we substantiate these impressions?

When started from a random bit tuple, ECA 110 quickly develops digital particles,
still perfectly visible with our periodic sampling (Fig. 16.2-center), that appear to
interact and carry out themselves a computation. Indeed this automaton is Turing
universal [2] and the motions of its particles can be exploited for simulating any
(purposeful) algorithm, including sorting. Furthermore, with ECA 110 one can still
somehow preserve the g(in, out)-oriented view. If in is some input bit tuple where
a particle is already formed, and ¢ is a predefined number of computation steps,
one can predict the form of the output row out, due to the rectilinear motion of
the particle: roughly, out will consist of the periodic background with the particle
positioned at a distance s from its initial position, defined by a s = vt type of formula.
A careful study of particle collisions would allow to extend the approach to more
complex scenarios. And we could again express the input-output relation g (in, out)
concisely.

Naive sort ECA 110 ECA 30

5-block entropy

4
3
2
1

0 100 200

Fig. 16.2 5-block entropies for the naive sorting algorithm, ECA 110 and ECA 30 (sampled)
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With ECA 30 (Fig. 16.2-right) the noise-like behaviour seems to prevent the iden-
tification of any meaningful goal.

Both for sorting and (to some extent) for ECA 110 we can find concise logical
formulations of input-output relations. And both computations can be compressed.
In the original sorting algorithm a pair of numbers (a, b) is considered at each
step, and possibly swapped: one can compress the computation by considering, say,
two appropriate pairs at a time. The compressibility of the ECA 110 computation
is apparent from the sampled diagram, where particle interactions are preserved.
Compressibility also derives from the highly regular structure of the background.

On the other hand, we could not associate a goal to ECA 30, and its computation
is not compressible: to know the n-th row requires to compute all the preceding
rows, one after the other. This circumstance may suggest to see compressibility as a
necessary and sufficient condition for purposefulness. Would you agree?

(The Man in a Tailcoat remains silent and stares off into the distance. No, he does
not seem to agree. Why?)

Oh, you are right! This would be a badly circular definition. We want to define
purposefulness in terms of compressibility, but compressibility means reducing the
length of the computation without affecting its functionality, that is, while preserving
its original purpose! How can we safely compress a computation without knowing its
purpose? How would we tell apart redundant from essential bits? Put it differently,
if a purposeful mechanism must be compressible by definition, I could compress it
until it becomes incompressible, without affecting its purpose: the result would be
an incompressible, purposeful mechanism. A contradiction!

We can conclude that we cannot take compressibility as an indication of purpose-
Sfulness. Well, thank you, my friend, you had a good point there! (but the Man in a
Tailcoat, still standing on the parapet, does not react visibly to my gratifying remark.)

Let’s now take a step forward (I mean... only metaforically!). There is another rig-
orously measurable quantity whose fluctuations might reveal the presence or absence
of a goal: entropy.

The very peculiar entities that appear to manifest goals in this world—and
intentions, consciousness, agency—have developed a great ability to maintain their
entropy low, and lower than that of their environment. In a universe otherwise dom-
inated by the 2nd principle of thermodynamics, this is indeed the mother of all
goals—a tough job whose pursuit has been carved by darwinian evolution into the
conscious and unconscious habits of living creatures, and one of the defining features
of the emergent phenomenon of life. But just how early does this attitude emerge in
the physical world? How much earlier than the appearance of the biosphere? What
is the simplest mechanism, or system of open, interacting mechanisms in which
localised entropy reduction may take place? (I extract a candle from my pocket,
place it near the man’s feet on the parapet, and light it up for illuminating the next
figure.)

Let’s consider the entropy fluctuations for the three processes of Fig. 16.2 (inset
diagrams). For the two mechanisms that we recognise as purposeful—the sorting
algorithm and ECA 110—entropy decreases; for the purposeless ECA 30, entropy
remains stable to its maximum possible value 5.
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The notion of entropy we have adopted here is Shannon entropy — > . p; Logz p;,
relative to bit-blocks of length 5. For each 400-bit row of the computations, the p;’s
were obtained by counting the number of occurrences of the different bit-tuples of
length 5—an arbitrarily chosen length. (Then, the 5-block entropy of a completely
random bit row is 5 because the 32 distinct 5-blocks are equiprobable, with p; = 275.)

Expectedly, the decrease of entropy in the first two examples of Fig. 16.2 corre-
sponds to a growth of perceived order and regularity. In a computational universe
consisting of all conceivable mechanisms—random algorithms operating on random
inputs, or monkeys typing at random on computer keyboards—it is well known that
the outputs follow the universal a priori probability, or Solomonoff—Levin algorith-
mic probability [5], with a more pronounced bias towards regularity (Fig. 16.3-lower)
than in a truly random universe—monkeys typing on plain old typewriters (Fig. 16.3-
upper). Thus, if the conceptual equation linking goals to local entropy reduction is
correct, we could say that the existence of mechanisms with a goal in the computa-
tional universe does not come as a complete surprise...

(In fact, my interlocutor does not look surprised at all, at the moment. Bored?)

Ok, I grant you that this may sound too abstract. In particular, the eight patterns in
the lower part of Fig. 16.3 are the outputs of eight mechanisms that have proceeded
in complete independence from one another for 80,000 steps. We could do better by
letting mechanisms cooperate.

A closed physical system—one unable to interact with its environment—cannot
hope to invert the natural tendency of its entropy to grow. An open system can. Our
Earth, for example, is an open system that interacts with outer space. As observed
in [7], the energy it receives from the sun during the day is roughly the same it
returns to dark space at night, but, due to the large temperature gap between the
sun and dark space, the incoming photons are individually more energetic, thus less
numerous, than the outgoing, less energetic photons. Less incoming than outgoing
photons implies less incoming than outgoing entropy. This is the way our planet
manages to keep order—Ilow entropy—in the biosphere.

Consider now a toy computational universe consisting of the seven ECA’s
{41, 48, 54, 98, 102, 158, 206} acting independently from one another, like the eight
Turing machines of Fig.16.3-lower row. The entropy levels attained by these

Fig. 16.3 Upper: random typing on eight paper sheets, using a three-character (three-color) typing
machine. Lower: results of 80,000-step computations of eight randomly chosen 2-dimensional, 3-
state, 3-color Turing machines, each running with the corresponding sheet above as input. (From [1])
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Independent ECAs: Cooperating ECAs:
{41, 48, 54, 98, 102, 158, 206} 41->206->54->98->158->48->102->41

5-block entropy
5-block entropy

0
0 200 400 600 800 1000 0 200 400 600 800 1000
Iterations Iterations

Fig. 16.4 Entropies of seven ECAs acting independently (left) and in cooperation (right)

automata are shown in the left diagram of Fig.16.4. In the simulations we have
run each ECA for 1 million steps, starting from a random 600-bit array, and have
computed the 5-block entropies of every 1000-th step, obtaining a plot of 1000
entropy values for each automaton. In spite of the wider oscillations of ECA’s 54 and
102, each ECA settles quickly to its own peculiar level, ranging between value 3.3
achieved by ECA 98 and a value a little below 5 achieved by ECA 102.

What happens if we let the ECA’s cooperate? In this slightly less naive universe
we have arranged the automata in a cycle: 41 — 206 — 54 — 98 — 158 — 48 —
102 — 41, so that the output of one is fed into the next. Each automaton runs for 1000
steps before offering its output, and a total of 1000 such iterations are performed, as
in the previous simulation.

The interesting effect of cooperation is to spread entropy values in a wider range.
In particular: the values of ECA’s 102 and 41 are not affected; those of ECA’s 54 and
98 slightly increase; those of ECA’s 48, 158 and 206 decrease. The entropy decrease
of ECA 48 is remarkably close to one unit!

In ‘real’ living organisms one can in principle establish an entropy threshold above
which the organism is dead (an idea which is also central in Carlo Rovelli’s essay,
found in the present collection [8]). Assume we decided: (i) to attribute an alive/dead
status to the seven inhabitants of our toy universe, (ii) to do it just in terms of their
entropies, and (ii) to set their life-to-death entropy threshold at value 3. Under these
assumptions, we should conclude that none of the automata is alive in the scenario
of independent systems, while one of them—ECA 48—would come to life when
they cooperate. You may certainly dismiss these bizarre assumptions as a blatant
over-simplification of the multiple requirements behind the complex phenomenon
of life. I would agree. This is meant to be just a proof of concept. But the concept
it proves is interesting: the game of local entropy reduction, that we recognise as a
crucial ability of living organisms, may well be played also among formal, abstract
algorithms that are normally considered as totally extraneous to the mechanisms of
biology.
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(The starry night must have reached its coldest peak. As dawn approaches, my
silent interlocutor keeps staring at the river below us, as if dangerously attracted by
the highly entropic flow of low-frequency photons that keep escaping the planet.)

Ok, my friend, you are right: I started our conversation by mentioning the illusory
nature of goals and purposes, but have not yet justified that claim. Let me do it now.

16.4 Goals, Emergence and Abstraction

Simply stated, my point is that mechanisms exist in nature as the fundamental build-
ing blocks of External Reality: they enjoy the most respected ontological status.
Goals don’t. Goals are only a convenient product of human knowledge, an epis-
temological device, a mental construction meant to offer practical representations
of the mechanisms we observe in the upper levels of the universal architecture of
emergence, those that we inhabit ourselves. Understanding those mechanisms in
terms of compactly expressible goals has indeed given a formidable evolutionary
advantage to our species, much as the development of human languages did, and this
explains why goal-oriented reasoning is so widely spread and why we attribute so
much importance to it.

I doinsist that the formulation of concise goals starts to become possible as we pro-
ceed upward in the hierarchy of emergence. Up in the highest levels, in the biosphere,
the illusory nature of goals is well understood and accepted: they are just a powerful
narrative trick for describing, a-posteriori, features of mechanisms that darwinian
evolution developed without any a-priori blueprint. We are so much accustomed to
goal-oriented storytelling that we sometimes attribute intentions even to computers,
cars, vacuum cleaners, when we describe their behaviours in anthropomorphic terms!

But what about the existence of goals as we proceed downward and look at
very simple computational mechanisms? Recall the formulation of mechanisms and
goals in terms of, respectively, an algorithm m (in) and a logic formula g(in, out),
and the requirement that g be a compact logical predicate that can be more readily
understood and communicated than the description of mechanism m (the tradeoff
being, in general, that g defines the input-output relation in a non-constructive way).

Let us again consider ECA 110. What made us think that this elementary cellular
automaton has a goal is, ultimately, the emergence of particles. As already mentioned,
atleast in the case of a single particle we can conceive compact formulations of input-
output relations—involving the initial and final position of the particle—essentially in
terms of the laws of rectilinear motion, while completely ignoring the corresponding
mechanism. The mechanism, of course, consists in the interplay of the multitude of
cells that make up the automaton, all characterised by the boolean function fjo:
{0, 1}* — {0, 1}. This function defines the next value b’ of a cell in terms of the
current value b of the cell itself and of the values a and c of its left and right neighbors:
b’ = fiio(a, b, ¢). Thus, when we focus on particles, at the viewpoint of emergent
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Level 1, we can successfully distinguish between goal (say, a particle’s target) and
mechanism (collective, iterated applications of function fj,¢), as in many biological
processes.

Can we do the same when moving down to Level 07 In other words, can we distin-
guish between a goal and a mechanism when looking at a single step of an individual
ECA 110 cell—a single application of the defining function of that automaton?

Function f¢ is defined as follows:

fiola, b, c) =4or Xor[Orla, b], And|a, b, c]] (16.4)

You may suggest that Eq. (16.4) describes a mechanism since it is expressed in terms
of more elementary boolean functions (Xor, Or, And) whose ‘execution’ can be
carried out in a sequence of computational steps, as in a program.

How about a corresponding goal? How can we concisely characterise the input-
output relation implemented by a boolean function such as f}10? In general, this is
done by a truth table, which consists in the enumeration of all input-output pairs—in
this case, of form (a, b, ¢) — b':

{1, 1,1) - 0,(1,1,00 - 1,(1,0,1) - 1,(1,0,0) — 0,

©,1,1) - 1,(0,1,0) = 1,(0,0,1) = 1, (0,0, 0) — 0}. (165)
But this brute-force solution—which is anything but compact—is not what we need,
since we are looking for a concise logical formula as the one in Eq. (16.1).

To summarize: at Level 1 (particles), I can conceive independent descriptions
for the goal—dealing with the properties of the emergent particle dynamics—and
the mechanism—dealing with the cooperative behaviour of a multitude of cells, each
behaving according to function fj;¢. At Level O (individual cell performing one step)
I can’t. A single step of a single cell turns out to be too simple a phenomenon for
admitting a double characterisation in terms of a mechanism and a goal: no such
distinction seems possible.

So, the lesson from cellular automata is that goals prosper only when emergent,
collective phenomena start to manifest themselves: at the fundamental, ground level,
they completely loose grip! Therefore, if you are into foundational questions (as you
seem to be), a lack of goals is no big deal.

(Too much of a stretch? Indeed, there’s no sign of agreement on the face of my
silent interlocutor... But no disagreement either! This encourages me to elaborate my
last claim, trying to widen its span.)

With cellular automata—at least with some of them—the formulation of a
goal is made possible by the existence of a certain degree of complexity in their
mechanism—a mechanism involving a whole collection of interacting agents. How
general is this observation about goals?

For seeing this, let me first introduce a new keyword, one that allows us to look at
goals under a new perspective: abstraction. We may say that a goal abstracts away
the complexity of the mechanism to which it is paired. Let’s now move from CA’s
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to generic algorithms. The goal expressed in Eq.(16.1) for sorting algorithms can
be certainly seen as an abstraction of the specific sorting mechanism I provided at
the beginning of our conversation, since it does not specify the details of how the
algorithm should operate. As a consequence, the goal-mechanism relation appears as
a one-to-many relation: several different mechanisms—e.g. BubbleSort, QuickSort,
MergeSort, HeapSort, etc.—can implement the same goal—e.g. sorting.

Abstraction is certainly relevant also w.r.t. the other topic we discussed earlier,
when we related goals with entropy decrease. There is no way to talk about entropy
without invoking emergence and a one-to-many relation of abstraction. Indeed, for
entropy to be definable you need: (i) a collection W of entities—e.g. gas molecules, (ii)
ausually huge space of micro-states of W, ranged over by variable x, each describing
in detail (i.e., entity by entity) a configuration of W, and (iii) a set of macro-states
of W, ranged over by variable X, each characterising a different equivalence class
C(X) = {x1,x2,..., Xy, ...} of micro-states. A macro-state X abstracts away the
details of the micro-states in its equivalence class C (X): one-(macro-state)-to-many-
(micro-states). Then, the entropy S(X) of macro-state X is proportional to the log of
the size W (X) = |C(X)]| (counting micro-states) of the corresponding class:

S(X) « log(W(X)) (16.6)

(You see the importance of the collective—of the global picture? How could we talk
about the entropy of a single particle in an empty volume of space?)

Now, a mechanism is concerned with micro-states, a goal with macro-states.
Macro-states, thus goals, are, again, emergent: they appear only under a global per-
spective, when our observational apparatus is not good enough to discriminate among
equivalent micro-states, but is only sensitive to macro-states, e.g. it only detects tem-
perature, volume, pressure. In conclusion: goals are the illusory consequence of the
weakness of our sight!

“Temperature, volume, pressure? None of these macro-variables was mentioned
when you discussed entropy decrease in cellular automata! You only monitored the
fluctuations of a somewhat obscure ‘5-block entropy’ for some seven automata. That
does not seem to be the entropy defined in Eq.(16.6). What is macro-state X in
that context, what is equivalence class C(X), and what its size W, so that one can
consider its log?”. (Not that the Man in a Tailcoat asked all this, but he may be silently
wondering... So in these last minutes before dawn I set to clarify this final point.)

16.5 Shannon Block-Entropy Versus Boltzmann Entropy

For fixing ideas, and for simplicity, let us start with blocks of length 1, while still
considering ECA rows of length 600, as adopted for the experiment documented in
Fig. 16.4. For computing the 1-block entropy of some ECA row r—a tuple of 600
bits—we start by counting the number of occurrences in r of the different blocks
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of length 1, namely blocks (0) and (1)—meaning that we plainly count the 0’s and
1’s. We keep the count as a pair of integers (ng, n1), with the obvious meaning of the
two variables.

The block entropy is based on Shannon’s definition, which is indeed given in
terms of a probability distribution d for the 1-blocks, thus a pair of probabilities for
bits 0 and 1: d = (pog, p1). But we are not given such a distribution in advance, we
only have the bit count. The most probable distribution that reflects bit count (¢, n1)
is d = (no/600, n;/600): these are the probabilities that we use in Eq. (16.8) below
for obtaining the 1-block entropy.

H(X) = H((no,n1)) = — Y (1;/600)logs(n;/600) (16.7)
i€{0,1}

Note that this is the expected amount of information carried by a generic 1-block,
i.e. obtained from reading a generic cell. Since there are 600 1-blocks, we can also
express the 1-block entropy of the whole row as follows:

H((ng, ny)) = 600 * H((ng, n1)) (16.8)

The above definition of block-entropy reflects an intensional approach, since it
focuses on the internals of the 600-bit row. How about the extensional approach that
seems to inspire the definition of S in Eq.(16.6)? How about micro-states, equiv-
alence classes, macro-states, class sizes? Well, they are all here! A micro-state x
is a specific 600-tuple of bits. A macro-state X is the bit-count pair (ng, n;): we
assume that our limited sight only allows us to detect the proportion of 0’s and 1’s
of a micro-state, not the way bits are arranged in the tuple. The equivalence class
C(X), for X = (ng, n1), is then the set of all 600-tuples of bits that share that same
count of 0’s and 1’s. The size of this set is easily determined:

(no +ny)! 600!

W(X) = W((no, n)) = = (16.9)
l’lo!l’ll! nolnl!
We have now all ingredients for applying Eq. (16.6):
600!
S(X) = S((no, n1)) xlog (16.10)
I’lo!l’ll!

Note that Eq. (16.6) is valid when all the equivalent micro-states of class C (X) have
equal probability.? This is indeed the case, no matter which distributiond = (po, p1)
we consider, since the probability of any (ny + n)-tuple with fixed bit count (ng, ny)
is py° p}', where p; is derived from n; as explained above.

Let us now compare numerically the two 1-block entropies—the intensional

H%(X) and the extensional S(X). This is done in Fig. 16.5-left. The values of the

3When each micro-state ¢; in C(X) has its own probability p;, the entropy is S &« — Y, pilog(p;).
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Fig. 16.5 Left: H%%0 entropy and S entropy for 600-bit rows with all possible 1-block distributions,
corresponding to all possible bit counts (ngp, n1) = (k, 600 — k), with k ranging in 0-600. Right:
H'8 entropy and S entropy (the latter is computed with base-2 logarithm, and amplified by an
arbitrary factor 3) for all possible 2-block distributions d, corresponding to all possible 2-block
counts (n(o’o), 10,1y 1(1,0) n(l,l)), with n0,0) + 10,1 + 11,00 + (1,1 = 18

two entropies have been computed for all possible bit counts (ng, n1), represented
along the x-axis as pairs (k, 600 — k), with k =0, 1, ..., 600. Note that formula
(16.10) for the S entropy involves an unspecified proportionality factor: for the plot
in Fig. 16.5-left we have used the base-2 logarithm, and proportionality factor 1. With
this setting the two entropies are almost identical, although their difference becomes
more appreciable for smaller row lengths. An analytic account for the closeness of
these two measures is given in the appendix.

In Fig. 16.5-right we plot the two entropies H and S relative to the counts of
2-blocks in bit rows of length 18. When dealing with 2-blocks, each row instance
is characterised by a quadruple d = (n(,0y, 0.1y, 1(1,0), (1,1y) of integers, sloppily
called itself a ‘distribution’, indicating the counts of the four types of 2-blocks occur-
ring in the row. While with 1-blocks the number of different rows matching a given
count pair (ng, n;) is readily computed by Eq. (16.9), with 2-blocks a similar count
is less trivial, and as a workaround one can explicitly enumerate all the 2 rows
of length L, each time detecting the associated distribution d and keeping a global
count of the occurrences of the latter. The drastic reduction in row length is due to
this computational bottleneck of explicit row enumeration.

In Fig. 16.5-right, for the S entropy we have used the base-2 logarithm and an
arbitrary proportionality factor 3, for a convenient visual comparison. We still detect
a strong correspondence between the Shannon block-entropy H'® and entropy S,
which—I may have forgotten to mention—is due to Boltzmann...

16.6 Epilogue

For reasons that are still obscure to me, pronouncing the famous physicist’s name
must have triggered a deadly flow of neural micro-state changes in the head of
the man, with visible consequences on the macro-variables characterising both his
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facial expression and his precarious equilibrium on the parapet. “Are you perhaps
a theoretical physicist yourself?” I asked, while abruptly grabbing and pulling the
lower end of his walking stick in an attempt to stop an unwholesome action. Smooth
and slippery as it was, the crystal cane remained firm in my hand, not in his. The
end of this story of local entropy growth—too sad to be reported here—is told by
the final verses of the song “The Man in a Tailcoat’.

Appendix—H Versus S via Log-Factorial Approximation

In general, we can rewrite the 1-block entropy H "0+ of Eq.(16.8) (where ng +
n; = 600) as:

no no nj nj
H™ ™™ ((ng, ny)) = (ng +n (— lo - lo )
((no,n1)) = (ng +ny) oL 45’2”0_|_n1 - g2n0+n1
= (no + n1)logz(ng +n1) — nologa(no) — niloga(ny)  (16.11)

Using base-2 logarithms and proportionality factor 1, the Boltzmann entropy of
Eq. (16.10), relative to tuples with bit count (¢, n;), becomes:

S((no.m)) = log, W)
no:nq!
= logre x (log((ng + ny)!) —log(ng!) —log(n!)) (16.12)

where log() denotes the base e natural logarithm. By using the following approxi-
mation of the log-factorial function [3]:

1 1 1
log(n!) ~ <n + E)log(n +1H)—m+1)+ Elog(Zn) + m (16.13)

we further develop Eq. (16.12) as follows:
1 1
S((ng,n1)) ~ (no+ni + 3 loga(ng +n1+1) — { no + 7 logz(ng + 1)

1
—(i’l[ + E)logz(fll + 1) + SS(n(), nl) (1614)
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where:
1 loga(e) 1 1 1
SS(no, = — =1 2 —_ _
(ng, n1) = loga(e) > 0g2(2m) + B <n0+n1 ey 1)
1 1 1
=0.117+0.120 — — (16.15)
no+n; +1 no+1 n+1

Clearly the contribution of SS(ng, n;) is negligible, while the first three terms of
the approximated S((ng, n1)) of Eq.(16.14) parallel closely the three terms in the
expansion of H"™1 provided by Eq. (16.11). This explains the closeness of the two
plots in Fig. 16.5-left.
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Chapter 17
The Tablet of the Metalaw

Cristinel Stoica

I don’t believe in empirical science. I only believe in a priori truths.
Kurt Godel

17.1 The Tablet of the Law

Many physicists share the dream that sooner or later we will know the fundamental
physical laws, the equations describing them, and that they will be unified in a single
theory which fits on a t-shirt, or perhaps on a stone tablet—the tablet of the law.

Maybe it is just a dream, at least this is still a matter of belief. There is no known
reason to be true—why would the universe be fundamentally simple, completely
describable by a finite set of laws? Why would we be capable to understand them
all? Maybe there are truths that simply cannot be discovered, or tested, or are too
complex to be understood by our minds, even if we evolve indefinitely. And I don’t
mean that there are magical, supernatural phenomena that science can’t explain,
I simply mean that there is no reason to believe that a subset of the universe is
able to test through experiments all aspects of the universe, neither to imagine a
rigorous and precise model of everything. By contrary, I think that the idea that we
are able to understand and test everything is based on magic, as if the universe would
intentionally allow its code to be comprehensible and testable by human beings.

Einstein said

I believe in Spinoza’s God, Who reveals Himself in the lawful harmony of the world, not in

a God Who concerns Himself with the fate and the doings of mankind.

Einstein to Rabbi Herbert Goldstein, 1929.
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Fig. 17.1 The tablet of the
law, as known today

Why would Spinoza’s and Einstein’s God, while not being concerned with us,
choose to reveal to us His most intimate thoughts?

This optimism is fueled by the foundation of the entire physics on a few laws we
know, of general relativity, quantum theory, and the Standard Model of particles,
which indeed fit on a tablet (Fig.17.1). This makes us hope that the solutions of
puzzles like dark matter, dark energy, and quantum gravity, will still fit on the tablet.
I share this dream too—I even try to solve some problems of these theories, to make
them compatible for a future unification: the singularities of general relativity [1],
the problem of the wavefunction collapse in quantum mechanics [2, 3], and a unified
model of the Standard Model particles and gauge symmetries [4].!

Although our theories describe so concisely so much about the universe, the puzzle
is not completely solved. The known matter seems to account for less than 5% of
the mass-energy in the universe. The discrepancies between the predicted and the
observed rotational patterns of the galaxies suggest that either there are more particles
than we know, with strange new properties which make them not directly observable
(dark matter), or that gravity as described by general relativity should be modified. If
the Lagrangian of general relativity is not the Ricci curvature R, but a function f (R),
it may be possible that we can never know that function f. Maybe we can determine
good estimates of the first terms of its power series, but what if the series is infinite
and doesn’t follow a rule? Another missing piece of the puzzle is the compatibility
between quantum theory and gravity, which may require infinitely many coupling
constants. And take into account that what we know is based on observations made
in an infinitesimal zone of the universe, for a very brief period of time compared with
the age of the universe, so we can never exclude the possibility of new surprises. But

The model proposed in [4] unifies into a simple algebra leptons and quarks of a generation, as
well as the gauge symmetries, in a minimal way, without predicting new particles, forces, or proton
decay.
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at least we can hope that there is a small number of laws to add to the list of those
we know so far, and even if they depend on an infinite number of parameters, that a
finite number of them are relevant.

However, no matter how much we would bet on the unification, we have to take
into account the possibility that simply there are pieces of the puzzle that we will
never even find, let alone to fit them properly into the big picture. But this should
never stop us trying at least to solve it as much as possible.

17.2 An Abstract Painting of the Universe

A useful picture of how a theory of the universe works is given by dynamical systems.
All possible states of a system are parametrized by some values, and are collected into
a space whose dimensions are those parameters. For example, in classical mechanics,
to represent the state of a system of n point particles and how will it evolve, we need
to know the position and the velocity of each particle, so (3 + 3)n parameters, giving
6n dimensions. For classical fields, which can take distinct values at each point in
space, like the electromagnetic field, we need an infinite number of parameters, and
the same is true for continuum mechanics. The resulting space is called phase space.
In quantum mechanics the number of dimensions is infinite even for a single particle,
and the state space is a complex vector space. Then, we need a rule to specify how
the system changes from one state to the next—usually an equation of motion. The
evolution of such a system, no matter how many parameters define it, is a trajectory
in the phase or state space.

Quantum mechanics can be obtained from classical mechanics by quantization,
which basically consists in replacing the points in the phase space with complex
functions defined on the entire phase space, followed by some more abstract steps
[5]. But this picture can also be made into a dynamical system, by collecting into a
space all these complex functions. The resulting space gains a structure of Hilbert
space, and the dynamical law is the Schrodinger equation, or some of its relativistic
versions.

Even if the rule is not deterministic, the dynamical system picture still works, if
we describe the potential evolution of the system as forking into more possibilities
(Fig.17.2).

What'’s beautiful about dynamical systems is that it seems that any kind of theory
attempting to describe the universe fits the pattern. Even the theory of relativity,
where time is relative, can be described as a dynamical system, after slicing the
spacetime into slices of equal time [6]. Even computation is described like this,
including cellular automata [7]. Deterministic and indeterministic, continuous or
discrete systems or theories, they all follow the pattern. So even if we don’t know
completely the fundamental laws, at least we know that they behave like dynamical
systems. Maybe the task of physics is to find the complete description of the world
as a dynamical system, and of science to explain all phenomena by reducing them
to this.
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Fig. 17.2 Deterministic versus indeterministic dynamical systems

The abstract painting of the universe is a single point, but the canvas is likely
infinite-dimensional. Its laws are curvy strokes on that canvas. The tablet of the law
may very well contain just the equations of these lines.

17.3 The Structure of the Point

In the picture given by dynamical systems, how can a point contain complete infor-
mation about the entire state of the system, in particular of the universe? All this
information is not encoded in the point, but in its location in the state space. The
state space is not a structureless collection of points, each place represents a different
state.

Often we need to know more details about the state of the system, for example if
we are interested in subsystems, or in the universality of laws—their independence
of position and time, or in invariance. We may want to describe interactions and
causal relations between parts, entanglement, self-organization etc. To do this, we
have to go back from the representation of the state as a point to its description as a
collection of particles or fields, or whatever structure the state has. In [8] I proposed a
mathematical structure that is as general or even more general than that of dynamical
systems, and at the same time deals more directly with the detailed structure of the
state, with invariance of the laws, causality, emergence, metaphysical problems etc.
But for the present discussion, dynamical systems are enough.

17.4 Zoom-Dependent Reality

Our direct experience seems to conform to the laws of Newtonian mechanics. But
if we experiment with small distances, quantum theory becomes manifest through
strange phenomena like quantum superposition, complementarity, uncertainty, and
entanglement. At the most fundamental level we know there are quantum fluctua-
tions, and as we zoom out we encounter particles, atoms, molecules, cells, tissues,
biological organisms, societies, planets, galaxies and so on. For higher levels the
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Fig. 17.3 Multiple levels of
a dynamical system

governing laws seem to be completely different from those at the lowest level. It
seems that reality depends on the zoom level (Fig. 17.3).

Even at the higher levels, the picture can be understood using dynamical systems.
Take for example molecules, they take part in chemical reactions, and the laws of
chemistry describe how a system of molecules changes in time. Or think at the
human-size level, where Newtonian mechanics is accurate enough. We can describe
this classical level as a dynamical system too, which is nothing like the one used for
the microscopic level. On the same canvas there is a classical painting, and if we
zoom in, at each zoom level there is a completely different painting. Eventually we
find a quantum painting.

There is a connection between all paintings visible on the same canvas—what
appears structureless at one level, has a rich structure at the lower levels, as if each
level is nested inside the next higher level. The highest levels result from the lowest
level by ignoring details, resulting in a coarse graining of the state space. This is
a process of abstraction, captured mathematically as follows. Two states of a low
level system or subsystem are considered equivalent at a higher level if they cannot
be distinguished at that level. This relation of equivalence partitions the low level
phase space into equivalence classes, or coarse graining regions. Mathematically
speaking, the inability to distinguish, the “confusion”, is the equivalence relation on
the phase space. The higher level may be described as a dynamical system, which is
related to the lower level by a forgetful functor. Then, we identify each such region
to a point and construct the phase space of the higher level.

In general the evolution law of the lowest level leads at a higher level to an
approximate or statistical law, because the details of the lower level which we ignored
can become relevant at the higher level. An example of statistical laws resulting
from a deterministic lower level is the emergence of thermodynamics from classical
mechanics. An example when the higher level’s law is approximate is the emergence
of the classical level of reality from the underlying quantum level.
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17.5 From the Bottom to the Top of the Pyramid

Finding the complete fundamental laws is not easy, and even if we find a description
that explains everything we know so far, we can never be sure that new experimental
data will not require us to change it.

Suppose anyway that at some point we will find them. Suppose that the God of
Spinoza and Einstein decides to handle to us the tablet of the law. Then what? Is this
the end of science? Is this the Theory of Everything? By knowing the fundamental
laws of nature, will we be able to deduce everything from them?

If a set of fundamental laws governs the world at the subatomic level, then it
must govern it at all levels. It is natural to assume that higher levels of organization
of matter reduce to the lower ones, from social behavior to psychology to biology
to chemistry to atomic physics to the fundamental laws. The reductionist point of
view works so well in constructing explanations and offering predictions. Maybe we
don’t always feel comfortable with the idea that all we are is just a bunch of mindless
interacting particles. But let’s forget about what makes us feel comfortable, or of the
ethical implications of reductionism. Let’s ask science itself if it’s possible to reduce
everything to a set of fundamental principles or matter constituents.

Science is a human activity, and humans are limited. We can only process finite
amounts of information, and make only deductions or mathematical proofs of finite
length. But the laws of the universe may not have this limitation. The universe knows
how to build atoms, but we only know how to describe without approximations
the simplest one (well, actually even to calculate the electron wavefunction for the
Hydrogen atom we approximate the proton with a point). The universe knows how
to evolve, but we can only know a finite amount of information even about the state
of a small subsystem. And out of this, we can only calculate the evolution of the
system with approximation. We would have the same limitations even if it would
turn out that the phase space of the universe is discrete. Number theory is discrete, but
Godel’s incompleteness theorem prevents us to know everything about it—Godel’s
incompleteness theorem limits our possibility to deduce every consequence of a set
of axioms by finite proofs, but it doesn’t prevent us from finding the mathematical
structure isomorphic to the universe [9]. Even computers have limitations—computer
algorithms are finite, but Turing proved that there is no algorithm able to decide
whether an arbitrary algorithm will halt or run forever.

Note that the way no-go results like Godel’s and Turing’s limit the power of
reductionism is purely about computability and the possibility to give finite-length
proofs. In fact, the fundamental laws never cease to be true at the higher levels, and
the high-level behavior is determined by the low-level detail, but it cannot be deduced
from it. The higher levels have their own rules, emergent from the fundamental laws,
implemented on top of them, but the opposite is to some extent also true, as we will
see that it is the case for the relation between the quantum and the classical levels of
reality.
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Fig. 17.4 Incompleteness
versus reductionism. The
possibility to reduce the
higher levels to the lower
level is bounded by our
limits, but also the limits of
computation and
mathematical proof

Because of these limitations we have, it is possible that some phenomena are
not comprehensible to us (Fig. 17.4). But I think that one should choose, whenever
possible, the reductionist explanation.

However, there is a bigger limitation of reductionism, manifest in quantum
mechanics (see Sect. 17.8).

17.6 Floating Levels of the Pyramid

If we can never be sure what is written on the tablet of the law, how is science
even possible? How can we understand a complex process, if we don’t know its
fundamental constituents and what they do?

This is possible to a surprising degree, and we are doing it for long time. Through
observations and experiment, along centuries, we identified objects—relatively stable
structures—and we guessed some approximate rules describing their behavior. We
did this by ignoring the details, through abstraction.

Abstraction came naturally, because there are patterns that we could observe, and
we didn’t have access to the details, or we ignored them because they are too complex.
If Galileo used to throw rocks to study gravity, he could only ignore the detailed shape
and the constituents of the rocks, approximating them as points. Such idealizations
allowed the discovery of mechanics by him, Newton, and others. And even now,
when we know better what makes those rocks, we are still using abstraction, both
because our limited knowledge and understanding, and because this allows us to still
get useful results.

We can think of a rock, or of the laws of thermodynamics, as things that emerge
from the fundamental laws. But what’s beautiful is that we can ignore the details, and
derive conclusions which remain true even if we change the detailed explanation.
Heat is motion of the molecules composing a large system, no matter what those
molecules are—they may be classical balls, or quantum systems (and by quantum we
can mean anything that our theory and its interpretation says it is). What’s important
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Fig. 17.5 Dynamical
systems and entropy

is that we have access to laws of nature which are to an important extent independent
of the particular details of implementation.

Entropy is well described in terms of the coarse graining of the phase space—as
the logarithm of the number of possible microstates that appear indistinguishable
at macroscopic level (Fig. 17.5). This allows us to speak about entropy in any pos-
sible dynamical system, as long as there is such a coarse graining. For long time I
considered that this makes thermodynamics completely reducible to the dynamical
system, but this picture also shows that thermodynamics is shared by many dynam-
ical systems, by its generality it goes far beyond any particular set of fundamental
laws.

Thermodynamics is an example of a theory that, although a consequence of the
fundamental laws, at the same time is independent of them. We can know it without
knowing the low level laws, and as our ideas about the fundamental laws changed,
it still made sense to talk about thermodynamics without much change. And if there
are other universes with completely different fundamental laws, thermodynamics
may still be there. Similarly, classical mechanics can be seen both as emergent from
quantum mechanics, or as a stand-alone theory. To understand and describe a higher
level not only we don’t need to know the underlying lower level, but the laws of the
higher level can be seen as fundamental as those of the lower level. They may be
reducible to them, or built on top of them, but they have their own logic.

These examples show that, while we can think the hierarchy of the levels of reality
to be a pyramid built on top of the most fundamental laws, these levels may float
independently, and we can interchange levels from distinct pyramids. This is what
allows us to try different theories of the microscopic level, without risking to destroy
the achievements obtained so far in mechanics, chemistry, biology etc.
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17.7 Negative Knowledge

While the bottom-up approach of building the pyramid of knowledge proved to be
very fruitful and able to explain many high level observations by reducing them to
low level principles, sometimes this can make us wander blindly in the search of an
explanation which simply can’t exist.

A paradigmatic example is the search of a causal and realistic theory which was
expected by many to exist, and which would produce the same results, in particular
the same probabilities, as those of quantum mechanics. The idea was to find a theory
relying on variables which are well-defined at each instant, and which can give the
quantum probabilities in a way similar to how classical mechanics combined with
statistics can explain the emergence of thermodynamics. This program was proved to
fail by Bell’s theorem [10], unless we give up other cherished principles. In particular,
such theory can exist, but only as long as the variables are nonlocal and hidden—
which means, in the context of relativity, that they are somewhat contrary to the idea
of causality. The alternative seems to be to give up the very hope of having a realistic
description, and admit as real only the probabilities.

Bell’s theorem and other impossibility results like the Kochen-Specker(-Bell)
theorem [11, 12] don’t rely on a particular table of laws. They are universal, they are
a priori truths. And combined with the experimental data, Bell’s theorem rules out
local hidden-variables theories [13].

These theorems made almost all physicists give up local hidden-variables theo-
ries and the non-contextual ones. They could give up this hope because quantum
mechanics works perfectly well in practice, and to some is satisfactory enough to
refrain on asking foundational questions and focus instead on the results.

Other no-go results are known to exist in classical general relativity, which was
proven to lead to the occurrence of singularities [14—18]. A widespread view is that
by predicting singularities, general relativity predicts its own breakdown, and one
should replace it with something else, or maybe a quantum theory of gravity would
remove the singularities. However, there is no clear evidence that singularities lead
to the inconsistency or the breakdown of the theory. In fact, general relativity can be
formulated in an invariant and meaningful form both geometrically and physically,
without leading to infinities—hence the singularities, while still present, pose no
insurmountable problems (see [1] and references therein).

A quite different position is taken for quantum field theory. Its foundations were
seriously shaken by Haag’s theorem, which showed that the interaction picture is
inconsistent [19, 20]. Moreover, the theory leads to infinities too, proving that one
should not trust the reductionism of fields to particles. So it seems that quantum
field theory has problems of the same size as those of general relativity and local
hidden variables in quantum mechanics combined, yet we don’t rush to reject it.
This is because the overwhelming empirical evidence led physicists to ignore Haag’s
theorem, and to discover methods of renormalization which make the infinities more
digestible. Quantum field theory is an example where empirical success made us
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ignore a priori truths. The lowest-level of the pyramid of physics seems to be rooted
in a not so perfect way in the ground of mathematics.

In religion, apophatism or negative theology is an old approach stating that we
can’t know what God is, we can only know what attributes God doesn’t have. Science
takes a similar position regarding our knowledge of the laws of nature: we can’t
know for sure what those laws are, we can only know how to reject them. We don’t
know the Tablet of the Law, and we can never be certain we know it. Similar to
apophatic theology, in science we can only find out what the laws are not, through
the no-go theorems and through experiment and observation, whose main role is to
refute theories. Other no-go results like Godel’s incompleteness theorem and Turing’s
theorem on the halting problem limit the power of reductionism. All these are part
of the metatheory, rather than of the tablet of the law.

17.8 Bottom Versus Top—Koantum Mechanics

Quantum mechanics is incredibly successful in describing the lowest levels of reality
accessible to our experiments and in revolutionizing our technology, and since its
discovery little was added to its formulation. Yet, not everyone feels satisfied with
our understanding of its foundations, particularly of some apparent paradoxes, each
of which reminding us of a kéan (zen paradox). This part of quantum mechanics
should be a subfield in its own rights, and I think it deserves the name koantum
mechanics.

One of the most important and puzzling features is the fact that the world appears
classical to our direct experience, rather than being populated by Schrodinger cats.
One should expect to see a world full of superpositions of classical objects, a world
of Schrodinger cats, but instead we see a classical prosaic reality. The classical level
of reality seems to defeat the quantum level.

This is paradoxical, since the Schrodinger equation, governing the quantum, seems
to be violated. A quantum measurement device is a classical apparatus which extracts
information from the quantum level. When the observed quantum system is in a super-
position of states which the apparatus is able to distinguish, Schrodinger’s equation
predicts a superposition of states of the apparatus, corresponding to each of the pos-
sible states of the observed system. However, we never see such a superposition,
which shows that something happens to select only one possible result. This conflict
between the classical apparatus an the observed quantum system led physicists to
postulate that the evolution of the quantum system breaks down during the measure-
ment, resulting in the wavefunction collapse—this ensuring the detection of only one
of the states the apparatus can distinguish, rather than a superposition which seems
to be predicted.

It is true that if we don’t ignore the quantum degrees of freedom of the apparatus,
which in fact is not really a classical system, we can advance in solving this puz-
zle. According to the theory of decoherence, the quantum interactions between the
environment (which includes the apparatus) and the observed system turn quantum
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probabilities into classical ones. Unfortunately, this only solves the problem partially,
since the choice among the possible results, while being now governed by classical
probabilities, still requires a collapse—to reduce the statistical ensemble obeying
classical probabilities to a single outcome. Alternatively, we can consider that all
possible results are realized in different worlds that appeared due to the measure-
ment. But even in this case, each such world includes its own collapse. And this
is a problem, because it is very strange to claim that we have a universal law like
Schrodinger’s equation, which can be broken from time to time, apparently with no
understood cause.

Moreover, the wavefunction collapse has some other serious problems, in partic-
ular it leads to violations of the conservation laws [3].

The universe seems to live in a very small subset of the Hilbert space consisting of
the states that look almost classical. There is no apparent reason for this. Why would
the quantum level be restricted to ensure the emergence of the classical level? It looks
like not only the quantum level determines the classical level, but also that the classical
level, by its mere existence, determines in its turn the more fundamental quantum
level (Fig.17.6). And the classical level always seems to win at the macroscopic
scale. And since humans are the ones performing the experiments, it seems that we
are either able to break the Schrodinger equation, or that there is no reality beyond
the quantum probabilities.

Therefore, the relation between the classical level and the quantum one is of mutual
determination [21]. The most fundamental level we know, the wavefunction whose
dynamics is described by the Schrodinger equation, is not directly accessible. We
can only measure properties of the wavefunction, but not its complete state. The true
state of the wavefunction is constrained by our choice of the properties to measure.
This interdependence and the limits of observability are summarized in Fig. 17.7.

However, it is possible for the dynamics to always happen according to the
Schrodinger equation, even when measurements are performed, and at the same
time to obtain definite outcomes [2, 3, 22, 23]. But the only way to do this is if we
see measurements as partially deciding the initial conditions of the universe, or that
the classical level imposes some constraints on the quantum level, which have to
apply to the entire history [24]. In other words, the measurements impose a sort of
initial conditions, which apply to the entire history of the universe, but are imposed
at the moment of measurement—delayed initial conditions.

Fig. 17.6 The
interdependence of the
classical and the quantum
levels
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This retrocausality only happens at the unobserved level of the quantum dynam-
ics. It doesn’t change the observed past, but it refines what could be the state of
the wavefunction that resulted in those observations. The wavefunction itself is not
observable, only the outcomes of the measurements—the quantum observables. And
the measurements don’t determine completely the state of the wavefunction, its exact
“shape”, they only determine a set of wavefunction that could possibly give those
outcomes. And future observations refine this information, each of them reduces the
set of admissible wavefunction to a subset (Fig. 17.8). Another useful way to under-
stand this as not being contrary to causality is to think at the universe as a block world,
a timeless structure which includes the time dimension within, for example the rela-
tivistic spacetime. This picture allows us to think the initial conditions of the hidden
wavefunction as not being fully specified at the big bang, but are events related to
the measurements distributed in spacetime. The always incompletely known wave-
function has to satisfy all these conditions in a globally consistent way [21, 23].

Quantum mechanics is based on a wavefunction which can’t be completely known,
which may seem contrary to our usual view of science as being based only on
testable theories. This may be a reason why many quantum theorists consider as
fundamental the level of observables, and see the Schrodinger equation only as a tool
to calculate the probabilities. Any attempt to find a deeper explanation is therefore
called interpretation, even if such attempts may come with different ontologies.

But what kind of interactions count as measurements and lead to this reduction
of the Hilbert space to a much smaller subset that gives the appearance of the clas-
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sical world? I proposed a program to identify such interactions, along with some
experiments to test the simplest one, in [25]. But even in the case we will resolve
this problem, if the wavefunction is real rather than mere probability, causality as we
know it has to be reconsidered [24].

17.9 Wandering Towards a Goal

A computer program is a good example of a dynamical system which is independent
of its implementation on the particular lower level system on top of which it is built.
You can create a computer program, compile it on a computer, and use copies of it on
other computers without having to create it again. The computer’s hardware may be
seen as a fundamental level, and the programs running on that computer as a higher
level, to which the hardware is simply irrelevant, being only a support, a physical
implementation.

A computer is a machine functioning according to the physical laws. The program
running on it tells it what to do, and it does, but at the same time, the physical laws
tell the circuits of the hardware what to do, and they do. The fundamental physical
laws governing the computer are not conflicting with the instructions of the program.
For all purposes, the software controls the hardware, in a striking similarity to how
the human mind controls the body. The computer follows the physical laws, and at
the same time it seems to follow the goals of the program. One may say that these
are not the goals of the program, but rather the goals of the programmer, or those of
the employer of the programmer, or of the customers. This is also true, but couldn’t
it be possible for a program to just arise out of randomness, together with its goals?

It is possible that a blind dynamical system, like our universe seems to be, to
contain higher level systems apparently having their own goals, and that these goals
arise from the dynamics itself, without requiring a consciousness.

In an unstable world where the higher level systems are at the mercy of the low
level immutable laws, no such system is eternal. It follows that the most likely goal-
oriented systems are those having as goal the creation of systems similar systems
to them—precisely the self-reproducing systems. Such systems are studied for long
time, one of the pioneering works being von Neumann’s theory of self-reproducing
machines [26], and tremendous progress has been made since them. This seems to
be the attribute of every living being, while most of the other goals it may have serve
to the purpose of survival and reproduction. And even if self-reproduction is not
perfect, leading to mutations, this imperfection is magnificently exploited to obtain
more complex self-replicating systems. The theory of evolution is based on the fact
that the mutations leading to behaviors more adapted to the environment are most
likely to survive and replicate.

Some objections that are usually brought against even the most recent forms of
Darwin’s theory of evolution include the practical impossibility of giving a low level
description of organisms and the process of evolution, the apparent impossibility to
falsify things that already happened on very long periods of time, and the apparent
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improbability that blind chance can explain it [27]. I think that it is not necessary to
give a low level description and to travel back in time to see that it really happened
like this, it is enough to prove its likeliness in principle, and to show that our universe
satisfies the conditions in the hypothesis of the proof. But still, one may say that it is
very improbable for such system to appear simply out of blind chance.

A brilliant attempt to prove Darwin mathematically is due to Chaitin, who devel-
oped a model based on computer programs subject to random mutations. His result
is amazing: exhaustive search requires an exponential time ~2", while cumulative
evolution a time between &N and &~ N3, very close to the time required by choosing
the next mutation by intelligent design, which is &N [28]. But while I think Chaitin’s
idea is really smart, I am not entirely satisfied with his model, because in finding the
mutations and selecting the fittest program, it relies on oracles, which would require
too much computation if implemented as programs, so they seem just a placeholder
for divine intervention or intelligent design.

If the universe is a dynamical system, to find out the probability it contains life one
should find out the states containing life, and count the possible histories leading to
these states. If the laws are deterministic, then the possibility of life has to be already
encoded in the initial conditions. If the laws are non-deterministic, involving random
jumps, then the initial conditions combined with the random jumps must include the
complete information regarding the future emergence of life. In both cases, it seems
very unlikely and circular—all living beings that exist, existed, or will exist at some
time, must already exist encoded in the initial conditions combined with the updates
of initial conditions included in the jumps. It is understandable that some find more
likely that the initial conditions are fine tuned or designed, and that further jumps
actually are divine interventions with the purpose of leading to life as we know it.
But is this necessarily the case?

What is certain is that there are histories of the universe— trajectories in the phase
space—which at some points contain life, and even human-like intelligent beings.
After all we would are here. No matter how small is the set of trajectories containing
life, it is definitely not an empty set.

Then, one solution is to assume that all possible trajectories in the phase space
represent histories of different universes, which are not only possible, but actual, and
we can only live in such a history containing beings like us.

One may think that the hypothesis that all possible states of the universe are
realized somewhere as exceedingly uneconomical. In fact one needs much more
resources to define a point in the phase space, than to define the entire phase space—
even if the phase space or state space is infinite-dimensional, its definition may fit
on the tablet of the law. Another possibility is that the universe is very vast, perhaps
infinite. Then we can see it as being made of an infinite number of dynamical systems
combined together, and by this, from point to point, the lucky trajectories containing
life are realized. In particular, considering the huge number of planets in the known
universe, it is not so surprising that some of them are favorable to life. So it is also
understandable that for others this hypothesis is more economical than postulating a
God to explain the occurrence of life and consciousness.
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Evolution by random mutation and selection is another example of processes that
can emerge in a large class of dynamical systems resembling our universe—just like
entropy, or like how a computer program can work on different types of computers.

17.10 Sentient Observers

The most directly accessible phenomenon to our mind, yet one of the least understood,
is our consciousness—in fact, our entire experience takes place in our consciousness.
Even what we call objective reality, is different for each of us. The only reason we
have the feeling that we all share the same world is because there are persistent
phenomena which we experience together with the others, about which we are able
to discuss because we developed and shared various conventions. But even when we
discuss about the simplest objects in nature, we actually discuss about our internal,
subjective representations. At the bottom of our understanding doesn’t lie reality, but
consciousness, subjectivity, even when we talk about about things we call objective.
Even if everything is built on the top of a real word, our representations are subjective,
and what we call objectivity is just consensus between different conscious subjects. In
spite of the ubiquity of consciousness in our representations of reality, consciousness
is one of the greatest mysteries, and by far the most important for humans.

There is something about consciousness that some, including myself, find most
mysterious. Is it about intelligence, imagination, creativity, or other features we
usually assume are the prerogatives of humans? While very complex and important,
it is conceivable that all these processes are eventually completely reducible to neural
activity, and we already know that they have neural correlates— that is, they are
mirrored by physical, chemical, and biological processes taking place in the brain. Is
it the qualia—the unique way each of us experiences the qualities of colors, sounds,
feelings? These differences can be due to the unique way the brain of each individual
is wired. Is it the impression that there is a permanent center of our thoughts? This may
very well be an illusion, during our lives we change so much that sometimes we are
unable to recognize ourselves. And if our brain hemispheres are separated surgically,
observations revealed that consciousness is split too. This identity is not permanent,
is always changing, although it feels invariant, and it may be an illusion too, a trick
by which Mother Nature convinces us to take care of ourselves. Is self-awareness
then the essence of consciousness? If self-awareness can be reduced to having a
representation of ourselves, which helps us monitor how close we are to attaining
one goal or another or to endanger ourselves, then a refrigerator is self-aware, by
having a representation of its temperature and acting towards maintaining it. Are
we less conscious when we are aware about external objects, ignoring ourselves? If
someone would have no possibility to act on the world, and will only be able to watch
others’ actions, would this mean she is less conscious? Is consciousness just matter
organized in a very complex way, which we will be able to completely decode in
time? Can more complex patterns of information hold the answer, as in the integrated
information theory of consciousness [29, 30]?
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Many features of consciousness are understood in terms of physical processes
taking place in the brain, or of neural activity. It is plausible that eventually nearly
all of them will be understood like this, so Chalmers calls them the easy problems
of consciousness, reserving the term hard problem [31] for the most irreducible part
of our subjective experiences—the sense of a self experiencing all these.

I have the same feeling, that what is most mysterious and irreducible about con-
sciousness is the subjective experience itself, or sentience. One can imagine amachine
talking and behaving just like us, even displaying feelings like us, yet all these being
justexternal, with no subjective experience really taking place inside that machine—a
philosophical zombie.

I think the main mystery is indeed the hard problem of consciousness. Many seem
to understand what the hard problem is, while others seem to see no problem at all,
and believe that once we will understand in detail how the mind works, the hard
problem will turn out to be just an illusion, or the question itself to be meaningless.
And on top of this problem is another one: there is no rigorous and objective definition
of subjective experience. Perhaps whenever we try to define it in objective terms, we
make it trivial and irrelevant. Science is by definition objective—all definitions have
to be objective, all inferences are objective, the experiments have to be reproducible
by anyone who follows the specifications, the logical or mathematical proofs have
to be verifiable by other researchers. All easy problems of consciousness, those
pertaining to functionality, which we can assume we will someday be able to monitor
at the level of neurons, if not of atoms, fall within the objective scope of science. But
the very notion of subjective experience seems to escape any objective definition.

Is this impossibility to give an objective definition of subjectivity a proof that the
hard problem actually is a nonproblem? Is the very existence of the hard problem a
matter of personal belief, which can and will eventually be deemed as nonscientific?
Or rather we need a science of the subjective itself? A subjective science can’t be
objective—even personal experiences that admit descriptions will be reproduced by
others subjectively, and there will be no assurance that we are talking about the same
experiences. To some extent, this is true even for the objective science, since even
objective experiences are interpreted inside the consciousness of each of us. I think
the only framework in which one can define the hard problem is subjective, outside
the realm of objective science.

Let us take the position that subjective experience emerges from the organization
of matter, or as a property of information, like integration, and see where it leads us.
We know that matter is always structured and always processes information, even
if not in a way that would mean something to us. Obviously something as complex
as the human mind has to be associated with a complex structure like the human
brain. But what is the simplest structure or entity endowed with sentience? Does this
structure need to deal with memory, creativity, representation of itself or of other
structures, etc, to explain subjective experience? Does it need to be associated with
a biological support?

But what is experience? Objectively speaking, the experience of a system is what-
ever happens to that system, its changes, its processes. But subjectively speaking, it
can’t be any of these, unless somehow sentience is attached to the system. But what
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does this even mean? Is there a type of particle or fundamental structure, physical or
informational, which is the building block of consciousness, especially of sentience?
Or is sentience just a ubiquitous feature of any kind of structure that processes infor-
mation?

If subjective experience is separated from the material or informational structures,
as in Descartes’s dualism, then the other world of consciousness that shadows ours
still has laws. If so, how can we prove dualism, given that the physical world doesn’t
seem to be influenced from the outside? Even if by some completely not yet known
process we are able to detach ourselves from the physical world and have immaterial
experiences, when we return our brain will “download” the information about these
experiences and it will be impossible to say that they took place outside the physical
world, or were just created by our brain by natural processes that happen instead of
what we think is the “download”.

Whether or not sentience is irreducible, it still must be associated to structure and
information in an inseparable way, so that the physical correlates perfectly mirror the
corresponding aspects of conscious experience. We arrive at a sort of panpsychism,
with sentience intrinsically associated to the physical substance, whether it is just
a property of physical objects or not. And there is no objective way to tell whether
sentience is reducible or not to physics.

But what is the physical structure to which sentience is attached? Is it attached to
matter, to spacetime, to quantum fields, to the wavefunction, to a particular type of
structure in which matter is organized, or to everything?

Maybe sentience is attached to goals, or at least we are more aware of it in the
presence of goals. We have a wide diversity of goals, most of them not being directly
concerned with survival or reproduction, but maybe they were initially means to thes
basic goals, and in time they became standalone goals. Various subjective experiences
can be attached to attaining, anticipating, fear of missing or losing a goal. Of course,
the term “goal” may lead us to the idea of intention and agency, which may suppose
already consciousness. But here by “goal” I mean the objective of a task of an
automaton, being it designed by man or resulted from natural evolution.

A possible way to test subjectively whether sentience is attached to goals is by
mindfulness or meditation. If in meditation you change the goal from attaining your
goals to simply being and observing with no attachment, then the emotions related
to attaining or failing to attain it are short-circuited. You can have an ecstatic state of
consciousness with no apparent relation to your goals, just from attaining the goal of
not having goals that you can’t control, or having as goal just observing the natural
flow of events.

But our spectrum of experiences is far richer than those we can consciously
identify as being related to goals, for instance the qualia of colors, sounds, feelings
induced by words and memories, all these are subjective experiences which can
hardly be tracked back to goals. What if each cell of our bodies has its own experiences
related to its own “minigoals”, and our larger experiences emerge by their integration?

If sentience is either reducible to physical structure and information, or if it is
irreducible, but attached to these, then one should expect it to be present in primitive
forms at each level of reality, since structure and information are also present there.
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Even a photon or an electron can be said to be associated to information processing,
and if there are structures that have goals, we can say even that particles have a
goal—the goal of propagating according to the physical laws. This goal is always to
propagate an infinitesimal step, and it is always attained in an infinitesimal time, in
accord to the equations of motion. If sentience is to be associated to this goal, then
would the corresponding experience be the pure bliss of always attaining it instantly?

Can subjective experiments like meditation allow us to verify the kind of structure
or the level where subjective experience emerges, or if sentience is reducible or not
to physical structure or information?

17.11 Why Is There Something Rather Than Nothing?

While this question is often considered meaningless or rhetorical, I think it is impor-
tant and fundamental, and deserves serious consideration.

A possible answer is that by “nothing” one should understand vacuum, the universe
being just a fluctuation of the vacuum [32], or the string landscape [33, 34]. But let’s
see if we can make sense of “nothing” without redefining it to something.

To answer this question, let’s try to see what constituents or features of the universe
could very well not exist. We can imagine that a universe identical to ours, but with
different initial conditions, hence different history, is possible. Its history is just
another path in the phase space. Even a universe in which the fundamental particles
or laws are different seems equally possible. If our universe exists, there is no reason
to assume that another universe, completely different from ours, can’t exist too. It
seems that no object, structure, or physical law from our universe, is bound to exist,
or to exist in the form we know.

But there are things that exist with necessity. Consider Euclidean geometry, which
exists in its abstract, mathematical form in our universe, despite the fact that space-
time itself is not Euclidean. Euclidean geometry exists because we can imagine it
consistently, not because it is realized by the physical laws. It can exist in any pos-
sible universe containing substructures that can imagine it. I am talking of course
about mathematical existence, which is usually considered different from physical
existence. Mathematical existence simply means logical consistency. When we say
“between any two points on a line there is a third point”, here “there is” refers to
mathematical existence—in the sense that the existence of that point is consistent
with the existence of the first two points, not that there is an actual physical realiza-
tion of any of the three points or of the line. The usual view is that only physical
existence is real, while mathematical existence is imaginary. However, mathematical
objects exist, in mathematical sense, while physical existence, known to us only by
empirical evidence, is unnecessary, in the sense that another universe is possible, in
which that particular physical structure or law doesn’t exist physically. Moreover, if
consciousness is just structured information, wouldn’t such a substructure contained
in a mathematical structure validate the mathematical structure as existent?
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Is mathematical existence the only necessary existence? Physical universes don’t
seem to exist with necessity, so itis legitimate to ask why they exist. But mathematical
structures exist with necessity, in mathematical sense, and they are a priori truths.

If mathematical structures exist anyway, and if the universe is isomorphic to a
mathematical structure [9, 21], do we need something more to explain why there
is something rather than nothing? This leads us straight to Tegmark’s mathematical
universe hypothesis [35-37], which posits that physical existence equals mathemat-
ical existence —in other words, logical possibility equals reality. Accordingly, we
are just substructures of such a mathematical structure, we observe the structure as
it appears to us, and ask questions like the one in the title.

Alternatively, one can say that all there is is digital information [7, 28, 38-42].
I find the idea of mathematical structures more appealing than digital philosophy,
because information seems to require decoding, translation into a meaning, while
mathematical structures just are.

We all know that in order to run a computer program, one needs a computer. But
both the program and the computer are just dynamical systems. The hardware itself
changes from one state to another, just like a program. What is the support on which
the hardware runs? The universe? Then what is the support on which the universe
runs? We have to stop somewhere, and I think the only way to stop is to admit that the
universe is a dynamical system which runs by itself. It is pure information processing,
pure mathematical deduction, pure computation.

Information is finite, while mathematical structures, even if they can be seen as
processing information, can encode unlimited information. Attempts to reduce to dig-
ital information the mathematical structure describing the universe, or actually being
the universe, seems to be at odds with what we know about the limits of computations
and with Godel’s theorem. They may appear as encoding and processing information,
and for a subsystem, the interaction with other subsystems encodes information. But
mathematical structures are not limited to digital information, which is a good thing,
since our most successful theories of physics, quantum mechanics, general relativity,
and the Standard Model, all seem to require the continuum, or at least we don’t know
yet how to reduce any of them to a discrete or digital theory. This doesn’t exclude
the possibility that the underlying mathematical structure of the universe is discrete
or even finite, or that it is pure computation as in the digital philosophy of the above
cited authors. But I would avoid making such limiting assumptions yet.

One can object to the identification of physical existence with mathematical exis-
tence by claiming that the latter is imaginary. But I think this is a different kind of
imaginary, since it is consistent. If one would dream his entire life, and the dream
would be consistent, then wouldn’t that person experience imaginary as real?

The question “why is there something rather than nothing?” can receive thus the
following answer:

“because there are structures that can’t not exist—mathematical structures”.
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17.12 What Breathes Fire into the Equations?

Few are satisfied with proposals like Tegmark’s that mathematical existence is
enough. Hawking asks [43]

Even if there is only one possible unified theory, it is just a set of rules and equations. What is
it that breathes fire into the equations and makes a universe for them to describe? The usual
approach of science of constructing a mathematical model cannot answer the questions of
why there should be a universe for the model to describe. Why does the universe go to all
the bother of existing?

Perhaps the main reason why we find the idea of a mathematical universe uneasy
is that we consider mathematics a creation of our minds, even a fantasy. Because we
can imagine it, it seems that in order to be true, it has to be realized physically, we
think that anything can only exist if it is made of matter. But what is matter made
of? Quantum mechanics tells us that either there is no matter at all, or if there is, it is
completely different from what we used to think it is. The quantum metatheorems by
Bell and Kochen-Specker force us to choose between the complete nonexistence of
matter or any kind of reality, and the existence of a reality which depends on distant
places or on future choices. And while most scientists seem to agree that materialism
won, this victory came with the price of redefining the very notion of matter, by
replacing it even with its very absence: quantum mechanics says that what we used
to call matter is either pure probabilities and information, or some stuff whose state
depends on what measurements are made far away or in the future.

I think what worries us about the idea of a mathematical universe is in fact con-
sistency, but mathematical structures, unlike dreams and fantasies, are logically con-
sistent.

In addition to this, one may feel that physics and mathematics are not enough
to build consciousness. But almost all features of consciousness are conceivably
reducible to information processing of one sort or another. If something resists, this
is subjective experience.

In the absence of an absolute ground to rely on, I think what we really know is
that we are, and that there are mathematical truths. And whatever reality is, we know
that it is like a mathematical structure with its equations, which has the ability of
experiencing itself. Are there other ingredients needed?

17.13 The Tablet of the Metalaw

There is a fundamental level of reality, but there are also higher levels, each with its
own life, and not so rooted in the lower levels and reducible to them as one may want
to think. At the top of the pyramid are life and consciousness, and they should be the
center of science too. A bottom-up approach may never lead to the understanding of
the higher levels, and there are also top-down constraints. While it is desirable that
eventually natural sciences will be founded on fundamental physics, and to apply
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Fig. 17.9 The tablet of the law and the tablet of the metalaw

reductionism whenever possible, each science has its own empirical domain, from
which it draws its laws, and against which it is tested. One should take into account the
explanatory power and utility of each hypothesis within its own field at its own level
of reality. In addition, one should not forget that natural sciences rely on testing the
hypotheses through observation and experiment, but the source of the hypotheses is
not and should never be regulated. Any activity that helps you come up with scientific
hypotheses is useful, from philosophy to arts and even to myths. Hypotheses have
the first word, but logical consistency and experiments have the last word.

We saw that, despite the tremendous success of science to find the tablet of the
physical law and to provide a reductionist view of other disciplines to fundamental
physics, there is more to be said. I think it is justified to consider a second tablet,
the tablet of the metalaw (Fig. 17.9). This tablet includes emergence, metatheorems,
the relative interdependence and independence of various levels of reality. It takes
into account both the bottom-up and the top-down constraints. It may even include
a subjective science of the subjective experience.
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Chapter 18
Wandering Towards a Goal: The Key Role
of Biomolecules

George F. R. Ellis and Jonathan Kopel

18.1 Physics Versus Biology

How can a universe that is ruled by natural laws give rise to aims and intentions?
Whether or not a human observer exists, the natural laws would continue to operate as
they are indefinitely. The key difference between physics and biology is function or
purpose. There is, in the standard scientific interpretation, no purpose in the existence
of the Moon' or an electron or in a collision of two gas particles. By contrast, there
is purpose and function in all life [21]:
Although living systems obey the laws of physics and chemistry, the notion of function or
purpose differentiates biology from other natural sciences. Organisms exist to reproduce,
whereas, outside religious belief, rocks and stars have no purpose. Selection for function has
produced the living cell, with a unique set of properties that distinguish it from inanimate sys-
tems of interacting molecules. Cells exist far from thermal equilibrium by harvesting energy

from their environment. They are composed of thousands of different types of molecule.
They contain information for their survival and reproduction, in the form of their DNA.

How does purpose or function emerge from physics? At the macro level, in higher
animals and human beings, via adaptive neural networks [25] and physiological
systems [38]. At the micro level, through epigenetic effects in cell development [17]
via gene regulatory networks [17] and through adaptive effects in signal transduction
networks [24] and synapses [25]. Although many have argued that these are all
based only on the lower levels through interactions of specific molecules, particularly
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proteins [36] and nucleic acids [51] , in fact biological systems are as much shaped
by contextual effects as by bottom-up emergence [32]. These molecules are key, but
they get their effectiveness because of the context in which they exist. As Denis
Noble argued,

Genes, as DNA sequences, do not of course form selves in any ordinary sense. The DNA
molecule on its own does absolutely nothing since it reacts biochemically only to triggering
signals. It cannot even initiate its own transcription or replication. It cannot therefore be
characterised as selfish in any plausible sense of the word. If we extract DNA and put it in
a Petri dish with nutrients, it will do nothing. The cell from which we extracted it would,
however, continue to function until it needs to make more proteins, just as red cells function
for a hundred days or more without a nucleus. It would therefore be more correct to say
that genes are not active causes; they are, rather, caused to give their information by and to
the system that activates them. The only kind of causation that can be attributed to them is
passive, much in the way a computer program reads and uses databases? [30].

To be clear and concise, this paper will focus on voltage gated ion channels. We
will first look at the difference between the logic of physics and biology, then at the
molecules that make this difference possible, and finally at the way such molecules
have come into being and allowed physical processes to generate biological activity.
We take for granted that living systems are open non-equilibrium systems. That alone
does not characterise life: famously, even a burning candle satisfies those conditions.
Something more is required.

18.2 Logic of Physics

Physical laws determine evolution of a physical system in a purposeless inevitable
way. Let the relevant variables be X and the evolution dynamics be given by
H(C, X, t) where the context C is set by initial and boundary conditions, then that
dynamical law determines later states from earlier states:

If at time t;, X =X(#), then at time t,, X = H(C, X(#1),1). (18.1)

They may often be represented by suitable phase planes. Here are some examples:

Example 1: The dynamics of classical systems such as a pendulum [3].

Example 2: The dynamics of celestial objects governed by gravity [8, 45].
Example 3: Gases and kinetic theory: gas molecule motion leads to predictable
macroscopic behaviour [35].

e Example 4: Electron flows in transistors [42] and computers [46].

The key point is that in physics there are fixed interactions that cannot be altered,
although we can to some extent decide what they act on and so what their outcome
will be (as in the case of the pendulum and the computer). In the end, daily life is
governed by Newton’s laws of motion and Galileo’s equations for a falling body,
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together with Maxwell’s equations’:

V.-E =47p, VxE=-138 (18.2)
1 OE
V-B=0, VxB=- 471J+§ (18.3)
C

relating the electric field E, magnetic field B, charge p, and current J, and nothing
can change those interactions. The equation of motion for a particle with charge e
and mass m, and velocity v due to the electromagnetic field E, B and gravitational
field g is given by

d
F:md—::e{E+va}+mg. (18.4)

Equation (18.1) represents the solutions that necessarily follow from (18.2-18.4),
proceeding purposelessly on the basis of the context C and initial data X(;).

18.3 Logic of Life

Life collects and analyses information in order to use it to plan and execute purposeful
actions in the light of memory (stored information) [12, 21]. This is true from amoeba
[2] to all animals [12] to humans [25]. Even plants do something like this, for example
in the case of heliotropism (tracking the sun’s motion across the sky) through cell
elongation due to the phytohormone auxin [41].

18.3.1 Information Usage

Information use is based on contextually informed logical choices of the form
Given context C, IF T(X) THEN F1(Y), ELSE F2(Z), (18.5)

where X, Y, and Z may be the same or different variables and 7 (X), F1(Y) and
F2(Z) are arbitrary functions that can include any logical operations (AND, OR,
NOT, NOR, and so on) and mathematical operations. Thus they might be “If the cat
is in, turn the light out, else call the cat in” or “If the calculated future temperature T
will be too high and there is no automatic control system, then reduce the fuel flow F
manually” (a default unstated “ELSE” is always to leave the status quo). In the case
of flowering plants it might be “if the sun is shining, open; if not, close”.

2] am avoiding discussing the extra complications introduced by quantum mechanics at this point.
This will be important below.
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The key point is that the functions 7' (X), F1(Y) and F2(Z) are not determined
by the underlying physical laws; they can be shaped jointly by evolutionary and
developmental processes [16, 17] to give highly complex outcomes (ranging from
phenotype-genotype maps [50] to the citric acid cycle [2, 26] to physiological sys-
tems [12, 38]), or can be planned by human thought to produce any desired outcome
[11, 20]. Unlike the case of physical laws, where the relevant interactions cannot be
changed or chosen because they are given by Nature and are invariable, these inter-
actions can fulfil widely varying biological or social or mental purposes. It is their
arbitrary nature, essentially similar to Turing’s discovery that a digital computer can
carry out arbitrary computations, that allows this flexibility.

Biological examples of logical processes are

e Chemotaxis: bacteria detect gradients and move away from poisons and towards
nutrition [1].

e Bee dances: If food is found, bees signal its location to the rest of the hive by a
waggle dance [39]. No dance implies no food has been found.

e epigenetics: gene expression at lower levels is controlled at lower levels by gene
regulatory networks to meet higher level needs [17, 31, 32] (as illustrated in
Figs. 18.1 and 18.2).

e Human planning of future actions on the basis of expected outcomes based on
logical choices [20], for example computer aided design and manufacture of an
aircraft on the basis of chosen design criteria [15].

18.3.2 Phase Transitions

A physicist might suggest that what is proposed here is in fact a part of physics through
the idea of phase transitions, such as solid/liquid/gas transitions for a substance S [9].
These generically have a form like

GIVEN pressure P andtemperatureT, IF {P,T}€ Spy THEN S is solid,
ELSE IF {P,T}eLpy THENS is liquid, ELSE S is gaseous. (18.6)

Here the context is represented by the pressure P and temperature 7', and Sp. v, Lp v
and G p v are subsets of the (P, V) plane. At first glance this looks like it has the form
(18.5). However there is a crucial difference. The regions Sp v, Lp,y and Gp y are
completely fixed by the physics of the substance S independent of the environment,
and cannot be altered, whereas in (18.5), 7(X), F1(Y) and F2(Z) are contextually
set and in some way adapted to the environment. As shown by the above examples,
they have a flexibility that is completely missing in (18.6). This is physical rather
than logical determination.
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18.3.3 Physical Realisation

The hierarchy of structure that underlies existence of life [ 15] is indicated in Fig. 18.1.
The kind of branching logic indicated in (18.5) occurs at each level in this hierarchy.
It occurs at the lower levels via mechanisms such as voltage and ligand gated ion
channels, molecular recognition via lock-and-key mechanisms, and synaptic thresh-
olds, as discussed below.

When builtinto gene regulatory networks, signal transduction networks, metabolic
networks, and neural networks, logic gates realised in one of these ways at the lower
levels then lead to higher order logical operations such as occur in epigenetic circuits
and the functioning of the brain. Within these circuits exists a unique interaction
of constraints and interactions between higher and lower levels within any given
system. As Denis Noble described,

Where do the restraints come from in biological systems? Clearly, the immediate environment
of the system is one source of restraint. Proteins are restrained by the cellular architecture
(where they are found in or between the membrane and filament systems), cells are restrained
by the tissues and organs they find themselves in (by the structure of the tissues and organs
and by the intercellular signalling) and all levels are restrained by the external environment.
Even these restraints though would not exhaust the list. Organisms are also a product of their
evolutionary history, i.e. the interactions with past environments. These restraints are stored
in two forms of inheritance—DNA and cellular. The DNA sequences restrict which amino
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Fig. 18.1 Epigenetic and physiological control of lower level processes by higher level contexts,
which control which logic will operate at lower levels by switching genes on and off. From [31]
(with permission)
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acid sequences can be present in proteins, while the inherited cellular architecture restricts
their locations, movements and reactions [30]

Figure 18.2 shows how logical operations of a lower level module in a metabolic
pathway can be regulated by higher order circuits through transcription factors that
initiate and regulate the transcription of genes. They can be “on” (able to bind to DNA)
or “oft”, thereby controlling the transcription of genetic information from DNA to
messenger RNA. The local transcription factor T F, is sensitive to an intermediate
metabolite X, and modulates the synthesis of enzymes (powerful biological catalysts
that control the rate of reactions) in the pathway. Thus they embody logic of the form

IFTF, on, THEN E, - X3, ELSE NOT (18.7)

which is logic of the form (18.5) operating locally inside the module. However the
global regulator T Fj, sensitive to higher level variables such as heart rate or blood
pressure, can modulate (i) the synthesis of intermediate enzymes, (ii) the synthesis of
the local transcription factor T F5, or (iii) both. Thus overall the internal logic of the
module acts to produce a “black box whereby conversion of X; to X, is controlled
by T Fi:

IF TFyon, THEN X, —» X,, ELSE NOT (18.8)

This is again a relation of the form (18.5), but at a higher level (T F; is a higher
level variable). Thus lower level logic circuits such as (18.7) can be used to build
up higher level logic such as (18.8). This is the process of abstraction in a mod-
ular hierarchy [10], whereby internal workings are hidden from the external view
(T F», E;», X5, and X3 are local variables whose values are not known to the exter-
nal world and do not occur in (18.8)). All that matters from the system view is the
logic (18.8) whereby T F'1 controls conversion of X to X,. This process of black
boxing ([4]:Sect.6) of lower level logic to produce higher level logic in biology
contrasts strongly with the process of coarse graining [35] to produce higher level
variables and effective laws out of lower level variables and effective laws in physics.

This kind of regulation of lower levels due to higher level conditions can occur
between any adjacent level in the hierarchy of structure and function.® All these
logical operations are based in physics, but are quite different than the logic of
physical laws per se. How are they realised through the underlying physical stratum?

3This is like the way there is a tower of virtual machines in a digital computer, with a different
formal logic operational at each level [15].
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I Physiological conditions |

Global regulation

Module

Fig. 18.2 Global and local regulation of a metabolic pathway. Logical structure of a simple
metabolic pathway module converting food to energy and protein building blocks, showing the
many proteins involved, as well as the top-down effect of the large-scale physiological environ-
ment. Binding of various factors serves as logic switches. TF’s are transcription factors, E’s are
enzyme pools, and X’s are metabolic pools. From [19] (open access)

18.4 The Physical Basis: Linking the Two

To give the discussion a specific context, I will now focus on the brain.

18.4.1 The Nervous System

Brains are based in the underlying physics through the operation of neurons linked
by synapses and structured in neural networks, in particular forming layered columns
in the neocortex [25].

Neurons receive spike trains via axons, which flow to the nucleus where a sum-
mation operation is performed, and resulting spike trains then flow down axons
to synapses where a further summations process takes place; signals are passed
to other neurons if the outcome is above a threshold [25]. The behaviour of cur-
rents in dendrites and axons is governed by the underlying physics (described by
Eqgs. (18.2-18.4)). Quantum mechanical interactions based on these forces underlies
the existence of the structures of neurons and their component parts. The Hodgkin-
Huxley equations [22] charactize ion and electron flows that underlie existence of
action potential spike trains in neurons. These equations follow from the structure
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of axons and dendrites, and in particular from the the existence of ion channels [13]
that allow ions to selectively flow in and out of the cell membranes. The constants
in these equations are not universal constants, but are constants characterising the
axon structure and environment. They cannot be deduced from the laws of physics
alone [43].

18.4.2 The Link of Physics to Logic: The Molecular Basis

The logic of what happens is enabled by voltage gated ion channels in axon and
dendrite membranes [13, 27]. They lead to controlled flow of sodium, potassium and
chlorine ions into and out of the axons and dendrites. The ion channels implement
logical operations with the following logic*:

If voltage V > V) then let ions flow, else not (18.9)

which is of the form (18.5). It is the structural form of the ion channels—the detailed
three-dimensional molecular configurations characterised as tertiary and quaternary
structures—that enables this logic to emerge out of physics in the brain at the lower
levels, and so underlie emerging logic at higher level [25]. The relevant structure is
that of incredibly complex proteins imbedded in the cell wall.

Given the existence of the ion channels, Maxwell’s equations (18.2, 18.3) together
with the equations of motion for particles (18.4) underlie what happens. The flow of
ions through ion channels is governed by these physical laws and so has the physics
form (18.1).

The implication is that, at least in the brain,

Molecular basis of “IF ... THEN ... ELSE ....” logic in biology: Biomolecules perform
logical operations because of their tertiary and quaternary structure.

This applies equally in many other biological contexts (see below), where they can
be combined to give the basic operations AND, OR, NOT. These basic logical units
are then combined via the specific neuronal connections and weights, in an almost
incomprehensible way with with thousands of synaptic inputs on each neuron, leading
to the coordinated actions involved in learning, memory, and higher level cognitive
function. More complex logical operations occur, for example N-methyl-D-aspartate
(NMDA ) receptors are one class of receptors capable of responding to the high density
of synaptic inputs on a single neuron. These receptors have a characteristic heterote-
tramer between two NR1 and NR2 subunits that mediate numerous biological effects
within neurons [29]. Most notable of these effects relate to learning and memory,
particularly with respect to long-term potentiation (LTP) and synaptic plasticity in

“In practice, the response function is not discontinuous as in this representation, but is a smoother
curve such as a logistic curve linking ‘on’ and ‘oft” states. The principle remains the same.
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the hippocampus. Unlike typical voltage-gated ion channels previously mentioned,
NMDA receptors respond to the coordinated input from many synapses, leading
to global depolarization across the cell membrane before activating and allowing
calcium entry into the cell [29]. Thus, NMDA receptors are linked to higher level
functions in humans. The integrative nature of NMDA receptors illustrates the holis-
tic nature of biological systems expressed by the late developmental biologist, Paul
A. Weiss. In his book, The Science of Life, Weiss wrote [52],

The complex [biological organism] is a system if the variance of the features of the whole
collective is significantly less than the sum of variances of its constituents; or, written in a
formula:

Vi< Vag+Vp+ ...+ V) (18.10)

In short, the basic characteristic of a system is its essential invariance beyond the much more
variant flux and fluctuations of its elements or constituents... This is exactly the opposite
of a machine, in which the pattern of the product is simply the terminal end of a chain of
rigorously predefined sequential operations of parts. In a system, the structure of the whole
coordinates the play of the parts; in the machine, the operation of the parts determines the
outcome. Of course, even the machine owes the coordinated functional arrangement of its
parts, in last analysis, to a systems operation—that of the brain of its designer.

Similarly, there exists a dynamic interplay between single voltage-channel receptors
and receptors responding to the global interplay of all synaptic inputs on postsynap-
tic neurons. Thus, the brain exists as a dynamic entity of intertwining top-down and
bottom-up processes.

Energy is of course used in carrying out these logical processes, and local energy
minimisation will occur as part of what is going on (e.g. in the protein folding that
converts one-dimensional strings of amino acids to the very complex tertiary and
quaternary structures of proteins [36]). But energy or entropy considerations will not
by themselves produce the desired logical operations that enable the function and
purpose characteristic of life [21] to emerge. Indeed the necessary energy usage for
cellular function is controlled by complex metabolic regulatory networks [51] that
determine what energy transactions will take place on the basis of logical operations;
Fig. 18.2 gives a simple example, showing how they rely on basic logical operations
(18.5) mediated by transcription factors that can be “on” or “of”. Thermodynamics
and statistical mechanics are not by themselves enough to capture what is going on.

In summary, biomolecules such as ion channels [13, 27] can be used to make logic
gates, and the higher level physiological systems in which they are imbedded [12,
19, 25, 38] enable emergence of complex life logic and processes.
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18.5 The Existence of the Ion Channels

Two issues arise here: the possibility of existence of the molecules that comprise ion
channels, and how they come into being.

18.5.1 Their Possible Existence

The possible existence of biomolecules, and particularly the proteins that govern
biological activity [36], results from quantum interactions mediated by the electro-
magnetic force [51]. Indeed both the existence of atomic nuclei and of molecular
binding forces cannot be explained classically. But given the nature of physics as we
know it, with the nature of everyday scale structures controlled by electromagnetism
together with quantum physics, there is a resulting space of possible proteins of vast
dimensions: a kind of Platonic space of possible structures [50]. Such a platonic
space has been proposed to explain the common structural motifs found within all
proteins in biological systems ([14]).

18.5.2 Their Coming into Being

Given this possibility space, how have the specific proteins that exist and control bio-
logical function come into being? This has developmental and evolutionary aspects.

Developmental aspects The relevant proteins exist because of the reading of the
genetic information written into our DNA [2, 51] through developmental processes
[16, 34, 53], resulting in amino acid chains that fold to form biologically active
proteins. This reading of the genotype takes place in a contextual way [31] because
of epigenetic processes [17].

Evolutionary aspects How did that genetic information came to exist? Equiva-
lently, how did the specific proteins that actually exist [36] come be selected from
all of those that might possibly have existed, as characterised by the vast space of
protein possibilities [50]? These extraordinary complex molecules with specific bio-
logical functions (for example, hemoglobin exists in order to transport oxygen in
our blood stream) cannot possibly have come into being simply through bottom-up
self assembly. They have to have been selected for through the process of adaptive
selection [12] acting on a pool of genes that have been varied due to mutations,
random genetic drift, and horizontal gene transfer, with massive degeneracy in the
genotype-phenotype map playing a crucial role in enabling new genotypes to come
into being in the time available [49]. This selection process in essence results in new
information being embodied in the sequences of base pairs in the DNA [51] that was
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not there before: in effect, this is writes information about the environment into genes
[44]. Then reading out that information by cellular processes [51] creates the string
of amino acids that forms proteins such as haemoglobin. It then has to fold to give its
biologically active form. In principle that step is an energy minimisation operation;
in practice it requires molecular chaperones to achieve the required folding. These
are a further set of proteins have to be coded for in DNA and whose existence has
to be explained on the basis of natural selection. Additional energy is also used for
post-translational modification to produce the final protein structure.

18.5.3 The Basic Selection Process

The basic generic selection process is that a random input ensemble of entities is fil-
tered to produce an ordered output ensemble, adapted to the environment via specific
selection criteria. The logic of the process is a special case of that given in Eq. (18.5):

Ms(X) : {IF X ¢ S(C, £) THENDELETE X} (18.11)

where S is the subset of elements selected to survive if C is the selection criterion
and & the environmental context. The effect on the ensemble { £ (X)} is a projection
operation:

IMg : {E(X)} —> {E(X) : X e S(C, E)}. (18.12)

So now projecting again, I1g leaves the new ensemble { E(X)} invariant:
Ms : {E(X)} — {E(X)). (18.13)

A simple example in the logical case is deleting emails or files on a computer;
the basic physics case is Maxwell’s Demon [48]. It takes place in biology through
Darwinian selection [12], where the input ensemble at time 7, is the output of the
previous process at time 71, randomised to some degree:

LECO} () = REEX) (1)} (18.14)

where R is a randomisation operation based in mutations and genetic drift. It is
the remorseless continual repetition of the process of variation (restricted by phys-
iological, and development possibilities [30]) and subsequent selection that gives
evolution its extraordinary creative power, underlying the emergence of complex life
forms [12]. While much of this happens by alterations in DNA, additionally, growing
evidence suggests that epigenetic mechanisms, such as DNA methylation, may also
be involved in rapid adaptation to new environments [28, 37]. This is all constrained
by physics: in essence, physical laws themselves provide an important contribution
for direction and function of living systems. The overall process results in an increase
of mutual information [44] between the system and the environment; equivalently,
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the organism has adapted so as to reduce surprisal [44] as it moves through its envi-
ronment. This takes place either by the organism adapting its structure and behaviour
to the environment, or by the organism altering that environment to suit its needs
(niche construction). In the human case, that reshaping is achieved by technological
means derived from the creative activity of the human mind [20].

18.5.4 A Multilevel Process

In biology, this process of adaptation takes place in a contextual way through evo-
lutionary emergence of developmental systems at the lower levels [34] that require
existence of specific proteins for their function. At the higher levels it leads to devel-
opment of robust physiological systems [38] (protected by homeostasis) and a plastic
brain that can adapt effectively to the physical, ecological, and social environment.
An example is that vision gives great survival advantage to individuals. Develop-
ment of vision is a multi-level process, with higher level needs driving lower level
selection of structure and function:

e The top level need is for a visual system that will enhance survival;

e The next level need is for eyes, an optic tract, thalamus (a relay station for signals
on the way to the cortex), and neocortex to analyse incoming data;

e The next level is a need for photo receptor cells within the retina, and neurons and
synapses to constitute neural networks to analyse the data;

e One then needs specific kinds of proteins to make this all work [50], for example
rhodopsins in Light Harvesting Complexes and voltage gated ion channel proteins
in the neuronal axons;

e So one needs to select for developmental systems [34] to make this all happen,

comprised of Gene Regulatory Networks, Signal Transductions networks, and

Metabolic Regulatory Networks, together with the proteins needed to make them

work [50];

Thus one needs whatever genome will do the job of providing all the above [50].

This is all guided by high level needs, as made clear in this example. The envi-
ronmental niches £ might be that the animal lives on land, or in the air, or in shallow
water, or in deep water. The selection criterion C might be a need to mazimise inten-
sity sensitivity, or edge detection, or motion detection, or angular resolution, or colour
sensitivity; which is most important will depend on the ecological environment. Thus
natural selection is a top down process [15] adapting animals to their environment
in suitable ways, thereby altering the details base-pair sequence in DNA. As stated
by Stone ([44]:188):

Evolution is essentially a process in which natural selection acts as a mechanism for trans-
ferring information from the environment to the collective genome of the species.

Actually it is doubly a top down process, through the environment creating niches
& (opportunities for life) on the one hand, and through the selection criteria C on



18 Wandering Towards a Goal: The Key Role of Biomolecules 239

the other. Altering either of them alters the micro (genotype) and macro (phenotype)
outcomes. The reliability of the resulting systems is because, as discussed above,
biological systems consisting of hierarchically nested, complex networks that are
extremely robust to extrinsic perturbations, which are the context within which these
adaptive processes take place [47].

18.5.5 What is the Role of Chance?

There is a great deal of noise and randomness in biological processes, particularly
at the lower levels where molecules live in what has been labelled a ‘molecular
storm’ [23]. The occurrence of this noise does not mean the outcome is random:
rather, it provides an ensemble of variants that is the basis for selection of outcomes
according to higher level selection criteria, thus creating order out of disorder, as in
(18.12). Indeed, microbiology thrives on randomness [23] as does brain function [18,
40]. Statistical randomness between levels provides the material on which selection
processes can operate. Quantum uncertainty might also play a role (this is unclear
until we understand the nature of the quantum measurement problem).

18.6 Conclusion

How do goal-oriented systems arise out of the goal-free underlying physics? The
main conclusion reached here is that

Protein structure forms the link between physics and biology at the micro scale, as
discussed above, underlying emergence of macro-scale purposive entities when incor-
porated in complex networks. The proteins and the network must both be selected for
through processes of adaptive selection.

We have used ion channels as our main example, because they underlie signal pro-
cessing in the brain, but there are many other biomolecules that are used in interaction
networks to carry out logical operations. In particular transcription factors binding
to specific DNA sequences operating by the lock and key molecular recognition
mechanism enable logical operations such as AND and NOT (Fig. 18.2), as do the
operation of synaptic thresholds associated with excitatory or inhibitory receptors in
neurons.

18.6.1 Adaptation and Plasticity

Life depends on adaptation to its environment. Adaptation takes place at all levels
and timescales: evolutionary, developmental, and functional. Brain operations such
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as learning are context dependent and adaptive [5, 15]; so are operations of all
physiological systems [31], and all molecular biology processes [17]. The brain
plasticity at macrolevels that underlies our adaptive behaviour is enabled at micro
levels by biomolecules acting as logical devices (18.5) choosing alternative outcomes
on the basis of local and global variables. This is where the key difference from purely
physically based interactions occurs. In biology, structure and function go hand in
hand [12]; and this is in particular true in the relation between macro systems and their
underlying molecular and cellular structure, which is a two-way process: influences
are both bottom-up and top-down [15].

18.6.2 The Nature of Adaptation

The underlying physics enables adaptive selection processes to happen, but the
physics does not by itself decide what will happen; this is driven by higher level
needs (e.g. development of eyes, as discussed above). Adaptive selection is an emer-
gent biological process. It acts at all levels: on groups, organisms, systems, cells,
interaction networks, genes, and molecules [12]. It is based in physical processes,
but is not itself a physical law: it is an essentially biological effect. It is not directly
implied by or deducible from the equations of the standard model of particle physics.
In summary,

Physics underlies adaptive selection in that it allows the relevant biological mechanisms
to work; but adaptive selection is not a physical law. It is an emergent biological process.

Adaptive selection could not take place without physics, but unlike physics is a
purposeful process in that it has the logic of increasing fitness. It is irreversible,
because species die out in order that others succeed; logically this is because it
follows from (18.12) that

{E(X)}does notdetermine {E(X)}, (18.15)

so information AE(X) :={E(X)} — {E"(X)} is lost in the selection process, unless
{E(X)} = {E (X)}. This process is influenced at higher levels of development by
social and psychological influences that crucially shape outcomes [20], for example
through the development of the language capacity that distinguishes us from the great
apes: a symbolic capacity enhances survival because it enables the development of
technology [11].

Adaptive selection is not the same as energy minimisation, although that will play
an important part in determining what can happen, nor is it entropy maximisation.
It cannot be deduced by statistical physics methods [35], nor by a consideration of
force laws such as (18.2-18.4), or from the standard model of particle physics. It is
not implied by physics, which has no concept of survival of a living being (or for
that matter, of a living being), but is enabled by it.
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The key thing that enabled this all to happen was the origin of life, when adaptive

evolutionary processes came into being. We still do not know how that happened.

Appendix: Technical notes

1.

2.

This essay is a companion to a paper with Philippe Binder on the relation between
computation and physical laws [7].

In parallel to the discussion here, digital computers also show a high degree of
logical complexity based in the logical capacities built into low level devices
(transistors) that are combined so as to create logic gates underlying a tower of
virual machines (see [15]). It is these specific physical micro-structures, in this
case products of logical analysis by the human mind, that enable the underlying
physical laws to generate logical behaviour. Given this physical structure, com-
puter programs specify the abstract logic that will be carried out in a particular
application, e.g. word processing or image editing. The same physically based
microstructure can carry out any logical operations specified [15].

. The existence of bio-molecules is enabled by covalent bonds, hydrogen bonds,

and van der Waals forces [51]. All are based in quantum physics and the elec-
tromagnetic interaction (18.2—18.4).

. Multiple realisation of higher level functions and processes at lower levels is akey

feature in the emergence of complexity such as life. The key analytic idea is that
of identifying functional equivalence classes [2, 15]: each equivalence class is a
set of lower level properties that all correspond to the same higher level structure
or function. This degeneracy occurs in the way developmental systems are related
to the genome: a vast number of different genomes (a genotype network) can
create the same phenotype [50]; any one of them can be selected for and will do
the job needed. This huge degeneracy solves the problem of how biologically
effective alternatives can be explored in the time available since the start of life, as
explained by Wagner [50] in his important book. These are what get selected for
when adaptation takes place; and it is the huge size of these equivalence classes
that enables adaptive selection to search out the needed biomolecules in the time
available since the origin of life [5S0]. Whenever you can identify existence of
such functional equivalence classes, that is an indication that top-down causation
is taking place: see Auletta et al. [6].

. Inthe case of a complex logical system, you do not get the higher level behaviour

by coarse graining, as in the case of statistical physics [35]. You get it by black
boxing and logical combination, involving information hiding and abstraction
to characterize the exterior behaviour of a module, see Ross Ashby’s book An
Introduction to Cybernetics [5], and Giulio Tononi et al’s work on Integrated
Information Theory [33]. This is particularly clear in the case of digital computer
systems, with their explicit apparatus of abstraction, information hiding, and
carefully specified module interfaces, see Grady Booch’s book Object Oriented
Analysis [10].
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