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Preface

This book is both apparently ambitious and modest in its aims. Ambitious, as it
attempts to achieve something that has been declared impossible by some of the
greatest physicists since the 1920s: making sense of what quantum mechanics really
means. But modest, because that goal was actually already attained many years ago
in the work of Louis de Broglie, David Bohm, and John Bell. I will simply try to
explain what they achieved.

This book is written especially for all those students who feel that they have not
understood the subject of quantum mechanics, not because they fail to master the
mathematics or because they cannot do the exercises, but because they do not see
what the theory means.

However, no prior knowledge of quantum mechanics is required. Most of the
technical parts have been put in appendices, which can be skipped if one is willing
to take certain results for granted.

Hopefully this book should also interest philosophers and historians of science,
in particular Chaps. 1, 3, 7, and 8.

The analysis presented here has benefited from such a large number of discus-
sions, seminars, and exchanges with so many people that thanking them all by name
would scarcely be possible.

However, I must stress that I learned most of what I know about the subject
through discussions with Detlef Dürr, Tim Maudlin, Nino Zanghì, and especially
with Sheldon Goldstein.

Many readers of parts of this book have made useful comments and corrections
and I wish to thank them: Xavier Bekaert, Serge Dendas, Lajos Diósi, Michel
Ghins, Michel Hellas, Dominique Lambert, Vincent Mathieu, Alexis Merlaud,
Amaury Mouchet, and Alan Sokal. My special thanks to Ward Struyve for helping
me with his great scientific expertise on the topic of this book. I thank also Stephen
Lyle for his careful reading of the manuscript and many clarifying exchanges.
Needless to say, all remaining errors are mine.
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I wish to thank Cathy Brichard warmly for her indispensable secretarial
help. And finally, heartfelt thanks to my editor Angela Lahee, without whom this
book would not have seen the light of day, for her encouragement and her patience.
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Chapter 1
Physicists in Wonderland

1.1 What This Book Is About

According to the French newspaper Le Monde, a famous English rugby player,
Jonny Wilkinson, claims to have been “saved from depression” by studying quan-
tum physics [308]. The player even held a public conference with two well known
French physicists, Jean Iliopoulos and Étienne Klein, attended by 500 people, and
the conference was published (in French) under the title “Quantum Rugby” [519].
Interviewed by Le Monde, Étienne Klein says that the player did not really know
quantum physics, andmostly relied onmetaphors, linked to his interest in Buddhism.

If what Wilkinson understood of quantum mechanics is uncertain, one can be
reasonably sure that nobody would claim to have been saved from a depression by
studying any physical theory other than quantum theory.

Since its beginnings in 1900, the quantum theory1 has led to themost spectacularly
well confirmed predictions ever made in science (some experimental results agree
with the theoretical predictions up to one part in a billion), and it underpins allmodern
electronics and telecommunications. It explains the stability of atoms and of stars,
and lies at the foundation of the whole of particle physics, but also solid state physics,
chemistry, and thus, in principle, biology. It is truly our most fundamental theory of
the world. Yet, to quote the famous American physicist Richard Feynman,2 “nobody
understands quantum mechanics” [185].

1Since this book deals mostly with non-relativistic quantum physics, we will use the expressions
“quantum mechanics”, “quantum physics”, or “quantum theory” interchangeably.
2Feynman was comparing the situation in quantum mechanics with the one in the theory of
relativity [185]: “There was a time when the newspapers said that only twelve men understood
the theory of relativity. I do not believe there ever was such a time. There might have been a time
when only one man did, because he was the only guy who caught on, before he wrote his paper.
But after people read the paper a lot of people understood the theory of relativity in some way or
other, certainlymore than twelve. On the other hand, I think I can safely say that nobody understands
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2 1 Physicists in Wonderland

In a nutshell, the goal of this book is to explain, in the simplest possible terms,
what is so bizarre about quantum mechanics and, nevertheless, to try to show that
one can to some extent understand its mysteries in rational terms.3 This is not a book
that will teach quantum mechanics in its technical aspects (there are plenty of good
books doing that4). It will deal only with the conceptual problems associated with
quantum mechanics.

“In the simplest possible terms” means with a minimum of mathematics, but
a minimum that is not zero: this is not a “popular” book. However, the level of
mathematics required is only what is typically taught in first or second year courses
of mathematics for scientists and engineers: elementary linear algebra, including
vector spaces and matrices, complex numbers, Fourier transforms, basic differential
equations and some classical mechanics; but even that will be largely discussed in
the appendices. Some technical aspects will be put in the footnotes (hoping that the
experts will not be too irritated by the simplifications introduced in the text), where
one will also find references to the more advanced literature.

In this introduction, we will discuss the mysteries of quantum mechanics, or at
least the way they are often presented to the public, in non-technical terms. It will
give a feel for what is so strange in quantum mechanics.

Let us start with excerpts from an article on the “queerness of quanta” in The
Economist [157] (quoted by Jeremy Bernstein in [56, p. 6]):

1. There are no such things as ‘things.’ Objects are ghostly, with no definite properties
(such as position or mass) until they are measured. The properties exist in a twilight
state of ‘superposition’ until then.

2. All particles arewaves, andwaves are particles, appearing as one sort or another depend-
ing on what sort of measurement is being performed.

3. A particle moving between two points travels all possible paths between them simulta-
neously.

4. Particles that are millions of miles apart can affect each other instantaneously.

The queerness of quanta [157]

These sentences express the two main “mysteries” of quantum mechanics, as they
are usually presented, and which can be formulated as follows:

(Footnote 2 continued)
quantum mechanics.” Many people, including some famous physicists, claim that the difficulty
in understanding quantum mechanics is similar to that in understanding relativity, but this is just
not so.
3There is an enormous amount of pseudo-scientific literature claiming to base itself on quantum
mechanics. But we will not be concerned with that; given the way respectable scientists talk about
quantum mechanics, as we will see in this book, its exploitation by the pseudo-sciences, while
perfectly unfounded, may not be so surprising.
4In his critique of the standard discussions of the conceptual problems of quantum mechanics [46],
Bell mentions three good books: those by Dirac [137], Landau and Lifshitz [302], and Gottfried
[236], as well as an article by van Kampen [494]. These are classics and so is the one by Bohm
[61]. One might add to that list the more recent one by Shankar [447]. However, Bell shows in [46]
that even the good books do not deal in a satisfactory way with the conceptual problems.
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a. Quantum objects can possess mutually exclusive properties, like traveling along
different paths simultaneously. Further, quantum objects obtain definite proper-
ties when they are “measured”, and only then. Moreover, those properties depend
on which measurements we choose to make.

b. Particles can interact instantaneously even when they are arbitrarily far apart.

The last statement may sound violently counterintuitive, but it is not in principle
impossible, and in fact it is the only one of the two that is essentially true. However,
people who have “learned” from the special theory of relativity that “nothing goes
faster than light” may wonder how interactions can be both instantaneous and take
place between objects that are arbitrarily far apart. “Learned” here is put in scare
quotes, because, although the statement “nothing goes faster than light” is frequently
repeated, the actual implications of the theory of relativity are quite subtle, as we
will discuss later.5

The statement about particles “traveling along different paths simultaneously”, on
the other hand, is obviously self-contradictory: bydefinition, a “particle” is something
localized in space (as opposed to a wave, for example); to say that it follows two
(or more) different paths at the same time makes no sense. How are we supposed
to understand that? As a metaphor? But a metaphor of what? Is the particle divided
into tiny parts, each of which follows a different path? Are we merely saying that we
have no way of knowing which path is being taken (which is a meaning sometimes
given to that statement)? In that case, the situation would be understandable, and not
terribly surprising (why would gross creatures such as ourselves be able to follow
the trajectories of tiny particles?), but admitting one’s ignorance through a self-
contradictory statement about the world is surely a rather strange way to express
oneself.

The statement that “quantum objects obtain definite properties only when they are
measured” may be the most fundamental and the most problematic. In almost all the
talk about quantummechanics, we findwords such as “observer”, “observation”, and
“measurement” playing a central role.6 It is not just because observations are needed
to verify or confirm the theory—that is true of all scientific theories. Onewould never
hear a biologist speak of “observations” the way quantum physicists do, although
biology is also an empirical science and thus is also “based on observations”. For
example, if biologists speak of dinosaurs, they speak of animals that lived in the
past, not just of bones of dinosaurs, even though the bones are the only thing that we
directly observe. Biology claims to study the properties of living beings, even when
they are not observed, but the usual formulation of quantum mechanics speaks of
systems having definite properties only when they are observed.

One of the main critics of the dominant discourse about quantum mechanics, the
Irish physicist John Bell, raised the following objection:

5In Chap.4 and in Sect. 5.2.2.
6The physical reasons for this emphasis on measurements or observations will be explained in
Chap.2.

http://dx.doi.org/10.1007/978-3-319-25889-8_4
http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_2


4 1 Physicists in Wonderland

The problem of measurement and the observer is the problem of where the measurement
begins and ends, and where the observer begins and ends. Consider my spectacles, for
example: if I take them off now, how far away must I put them before they are part of the
object rather than part of the observer? There are problems like this all theway from the retina
through the optic nerve to the brain and so on. I think, that—when you analyze this language
that the physicists have fallen into, that physics is about the results of observations—you
find that on analysis it evaporates, and nothing very clear is being said.

John S. Bell [107, p. 48].

There is another obvious objection, also raised by Bell [46, p. 34]: “What exactly
qualifies some physical systems to play this role of ‘measurer’?” And what happened
before humans were around? Or maybe before modern laboratories were created?
And what about the vast parts of the universe where there are no observers? Do the
laws of physics cease to apply there or in the past? How can a physical theory, which
is the most fundamental of all, which deals with atoms and elementary particles, and
applies in principle to the entire universe, require for its very formulation something
so contingent as certain manipulations (“measurements”) done during the last 100
years by a few members of a particular species, Homo sapiens, living on a particular
planet somewhere in the cosmos?

Since the seventeenth century, science has decentered human beings; for instance,
by realizing that the Earth is not at the center of the universe and also by showing
that humans are not the object of a special act of creation, but rather the result of a
long and contingent evolution. Quantum mechanics seems to have put humans back
at the center of the picture: it is sometimes claimed that it abolishes the distinction
between subject and object or that it gives a special role, in the formulation of our
most fundamental physical theory, to human consciousness. If thatwere so, onemight
wonder how humans got to be there in the first place: if it is through evolution, then
how is that supposed to work? Biology is based on chemistry, whose mechanisms
are explained through quantummechanics. But what role did the human subject have
during this whole process, before the appearance of Homo sapiens?

To understand where all these strange-looking ideas came from, we must go back
to the beginning of quantum mechanics.

1.2 Back to Copenhagen

One may object that The Economist is not a scientific journal and that what is quoted
here is just due to the desire of popularizers to make spectacular statements. But
one finds similar statements coming from the founding fathers of quantum mechan-
ics, especially those associated with the “Copenhagen interpretation” of quantum
mechanics, including Niels Bohr, Max Born, Werner Heisenberg, Pascual Jordan,
Wolfgang Pauli, and later John vonNeumann.7 The name “Copenhagen” comes from

7One should add to this list of founding fathers precursors like Max Planck and Albert Einstein, but
also Louis de Broglie, Paul Dirac, and Erwin Schrödinger. However, Dirac was rather neutral on
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the city where the Danish physicist Bohr lived and worked. However, it is far from
clear that there is a unified doctrine, or even a well defined one, that can be sys-
tematically associated with the expression “Copenhagen interpretation” of quantum
mechanics, since, for example, Heisenberg and Bohr had divergent views on many
topics (see, e.g., [52, 275]). But there is a sort of vulgate in the popular literature, in
philosophical reflections on quantummechanics, and also in the teaching of quantum
mechanics, whenever reference is made to “Copenhagen”, that stresses the central
role of observations in the very formulation of the theory.

Let us consider some of those associated with “Copenhagen”, whether rightly or
wrongly, and see what they said. Heisenberg,8 for instance, wrote:

[…] the idea of an objective real world whose smallest parts exist objectively in the same
sense as stones or trees exist, independently of whether or not we observe them […] is
impossible […]

Werner Heisenberg [259, p. 129]

And again:

We can no longer speak of the behavior of the particle independently of the process of
observation. As a final consequence, the natural laws formulated mathematically in quantum
theory no longer deal with the elementary particles themselves but with our knowledge of
them. Nor is it any longer possible to ask whether or not these particles exist in space and
time objectively […].

[…] Science no longer confronts nature as an objective observer, but sees itself as an actor in
this interplay between man and nature. The scientific method of analysing, explaining, and
classifying has become conscious of its limitations […] method and object can no longer be
separated.

Werner Heisenberg [260, pp. 15, 29]

Here we encounter words such as “impossible”, “no longer”, etc., which are rather
common in the “Copenhagen” rhetoric andwhich the historian of quantummechanics
Mara Beller calls the “rhetoric of inevitability” [52, Chap.9], or what one might
call the quantum mechanical version of Margaret Thatcher’s TINA (“there is no
alternative”).

But how do they know that something is impossible? The fact that a theory is
successful and that it does not permit us to answer certain questions or to think in
certain ways does not, by any means, prove that one can never answer such questions
or think otherwise in the future. To prove that something is impossible, one has to
give arguments beyond the mere limitations of present-day science. Such arguments
are sometimes given but, as we will see, they do not even begin to prove what is
claimed.

(Footnote 7 continued)
these conceptual issues, de Broglie changed his viewsmore than once, and Einstein and Schrödinger
were strongly opposed to the Copenhagen interpretation.
8This is quoted and discussed by Sheldon Goldstein in [221].
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Turning to Niels Bohr, Aage Petersen, who was his assistant for many years,
characterized his views as follows9:

When askedwhether the algorithmof quantummechanics10 could be considered as somehow
mirroring an underlying quantum world, Bohr would answer: “There is no quantum world.
There is only an abstract physical description. It is wrong to think that the task of physics is
to find out how nature is. Physics concerns what we can say about nature.”

Aage Petersen [395, p. 12]

Claims that “quantum theory no longer dealswith the elementary particles themselves
but with our knowledge of them” or that “physics concerns what we can say about
Nature” were often heard in physics courses when I was a student, but it didn’t make
any sense to me then (or now). Indeed, if we say something about Nature or if we
have knowledge of elementary particles, then we know something about the world,
not just about our knowledge.

Besides, nothing in physics discusses the biological, psychological, or sociologi-
cal factors that are usually associated with the acquisition of knowledge. So why this
emphasis on knowledge? Only because quantum mechanics refers to some abstract
“observer” which is a deus ex machina that gives definite properties to objects, but
without explaining how this happens.

Going even further, Pascual Jordan, who was a very important contributor in the
early days of quantum mechanics,11 wrote:

In a measurement of position, “the electron is forced to a decision. We compel it to assume
a definite position; previously, it was, in general, neither here nor there; it had not yet made
its decision for a definite position […] If, in another experiment, the velocity of the electron
is measured, this means: the electron is compelled to decide itself for some exactly defined
value of the velocity; and we observe which value it has chosen. In such a decision, the
decision made in the preceding experiment is completely obliterated.”

Pascual Jordan [285], quoted and translated by M. Jammer [281, p. 161] (original italics)

The defenders of the Copenhagen school sometimes present themselves as “hard-
nosed scientists”, whose views were driven by facts, while their opponents such
as Einstein and Schrödinger were unable to accept the deep lessons of quantum
mechanics because of their ideological and philosophical prejudices. For example,
Max Born wrote that Einstein “could no longer take in certain new ideas in physics
which contradicted his own firmly held philosophical convictions” [79, p. 72]. And
Werner Heisenberg wrote:

9See [396] for a detailed presentation of Bohr’s philosophy.
10This algorithm will be explained in Chap.2. (Note by J.B.).
11As Norton Wise has shown [520], Jordan had rather strange views on biology (vitalism), para-
psychology, and psychoanalysis and he was a committed member of the National Socialist party,
mixing up his views on quantum mechanics with his politics. The subject-centered aspect of quan-
tummechanics was good news for him, since it put one more nail in the coffin of the Enlightenment.
After the war, Jordan reincarnated himself as a democratic cold warrior, arguing for the nuclear
armament of Germany, and denouncing the “naïve illusions” of pacifist-minded people such asMax
Born. Concerning Jordan and his relationship with Bohr, see Heilbron [255].

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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Most scientists arewilling to accept newempirical data and to recognize new results, provided
they fit into their philosophical framework. But in the course of scientific progress it can
happen that a new range of empirical data can be completely understood only when the
enormous effort is made to enlarge this framework and to change the very structure of the
thought process. In the case of quantummechanics, Einsteinwas apparently no longerwilling
to take this step, or perhaps no longer able to do so.

Werner Heisenberg [79, p. X]

But the following quotes from Bohr, Pauli, and Born show that some of the founding
fatherswere not hostile to linking quantummechanics and non-scientific speculations
(to put it mildly)12:

[…] this domain [psychology] […] is distinguished by reciprocal relationshipswhich depend
on the unity of our consciousness and which exhibit a striking similarity with the physical
consequences of the quantumof action.We are thinking here ofwell-known characteristics of
emotion and volition which are quite incapable of being represented by visualizable pictures.
In particular, the apparent contrast between the conscious onward flowof associative thinking
and the preservation of the unity of the personality exhibit a suggestive analogy with the
relation between the wave description of the motions of material particles, governed by the
superposition principle,13 and their indestructible individuality.

Niels Bohr [71, p. 99]

[…] science and religionmust have something to do with each other. (I do notmean “religion
within physics”, nor do I mean “physics inside religion”, since either one would certainly be
“one-sided”, but rather I mean the placing of both of them within a whole.) I would like to
make an attempt to give a name to that which the new idea of reality brings to my mind: the
idea of reality of the symbol. […] It contains something of the old concept of God as well as
the old concept of matter (an example from physics: the atom. The primary qualities of filling
space have been lost. If it were not a symbol how could it be “both wave and particle”?).
The symbol is symmetrical with respect to “this side’ and ‘beyond” […]. The symbol is like
a god that exerts an influence on man but which also demands from man that he have a back
effect on him (the God symbol).

Wolfgang Pauli [375, pp. 193–194] (italics in the original)

This comes from a private letter, but the reader can find several favorable references
to Jungian psychoanalysis in Chaps. 17 and 21 of Pauli’s Writings on Physics and
Philosophy [382].14

The thesis ‘light consists of particles’ and the antithesis ‘light consists of waves’ fought
with one another until they were united in the synthesis of quantum mechanics. […] Only
why not apply it to the thesis Liberalism (or Capitalism), the antithesis Communism, and
expect a synthesis, instead of a complete and permanent victory for the antithesis? There

12The three quotes here come from Mara Beller’s article [51], which we will discuss in Chap. 8.
The quote from Pauli comes from a private letter.
13This principle will be explained in Chap.2. (Note by J.B.).
14See also [306, 16] for Pauli’s views on religion and “deep psychology”.

http://dx.doi.org/10.1007/978-3-319-25889-8_8
http://dx.doi.org/10.1007/978-3-319-25889-8_2
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seems to be some inconsistency. But the idea of complementarity15 goes deeper. In fact,
this thesis and antithesis represent two psychological motives and economic forces, both
justified in themselves, but, in their extremes, mutually exclusive. […] there must exist a
relation between the latitudes of freedom � f and of regulation �r , of the type � f �r ∼ p
which allows a reasonable compromise. But what is the ‘political constant’ p? I must leave
this to a future quantum theory of human affairs.

Max Born [78, pp. 107–108]

Finally, according to the Belgian physicist Léon Rosenfeld, a close friend of Bohr’s
and one of the most vehement defenders of the Copenhagen interpretation,16 Bohr
seems sometimes to have suffered from delusions of grandeur:

On one of those unforgettable strolls during which Bohr would so openly disclose his inner-
most thoughts, we came to consider that what many people nowadays sought in religion
was a guidance and consolation that science could not offer. Thereupon Bohr declared,
with intense conviction, that he saw the day when complementarity would be taught in the
schools and become part of general education; and better than any religion, he added, a sense
of complementarity would afford people the guidance they needed.

Léon Rosenfeld [422]. Reprinted in [424, p. 535]

1.3 What Do Physicists Say Now?

The reader might think that these quotes are old, going back to the very beginning of
quantummechanics, and that the situation has been clarified since then.Aswewill see
in Chaps. 4 and 5, the situation was actually clarified, first in 1952 through the work
of David Bohm, and then in 1964 through that of John Bell, but few physicists have
paid much attention to those contributions. So what did the generations following
the founding fathers say, even long after 1964?

John ArchibaldWheeler, who studied with Bohr and is well known for his contri-
butions both to nuclear physics and to cosmology, is famous for saying [509, p. 192]:
“No elementary phenomenon is a phenomenon until it is a registered (observed) phe-
nomenon.” Wheeler linked that idea to what he called “the participatory principle”:

According to it we could not even imagine a universe that did not somewhere and for some
stretch of time contain observers because the very building materials of the universe are
these acts of observer-participancy. You wouldn’t have the stuff out of which to build the
universe otherwise.

John Archibald Wheeler [508]

Wheeler emphasized that this means that past events did not really occur until they
are recorded now:

15A basic concept of Bohr, which will be discussed in Chap. 2, particularly in Appendix 2.C. (Note
by J.B.).
16As we will see in Chap.7.

http://dx.doi.org/10.1007/978-3-319-25889-8_4
http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_7
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[…] we have to say that we ourselves have an undeniable part in shaping what we have
always called the past. The past is not really the past until it has been registered. Or put
another way, the past has no meaning or existence unless it exists as a record in the present.

John Archibald Wheeler [107, pp. 67–68]

Wheeler even wondered: “Are billions upon billions of acts of observer-participancy
the foundation of everything?” Without answering this question affirmatively, he
observed [509, p. 199]: “The very fact that we can ask such a strange question shows
how uncertain we are about the deeper foundations of the quantum and its ultimate
foundation.”

Eugene Wigner, co-recipient of the 1963 Nobel Prize in physics for his contribu-
tions to quantum and nuclear physics was quite explicit about the role of conscious-
ness in physics, supposedly revealed by the quantum revolution:

[…] It will remain remarkable, in whatever way our future concepts may develop, that
the very study of the external world led to the scientific conclusion that the content of the
consciousness is an ultimate reality.

[…] The preceding argument17 for the difference in the roles of inanimate observation
tools and observers with a consciousness—hence for a violation of physical laws where
consciousness plays a role—is entirely cogent so long as one accepts the tenets of orthodox
quantum mechanics in all their consequences.

Eugene Wigner [514]; reprinted in [510, pp. 169,178]

Wigner added that the “weakness” of this argument came from the “ephemeral
nature of physical theories” and because it relied on “the tenets of orthodox quantum
mechanics in all their consequences”. But he was absolutely convinced18 that it was
[510, p. 169] “not possible to formulate the laws of quantum mechanics in a fully
consistent way without reference to the consciousness.”

Rudolf Peierls,who studiedwithHeisenberg andPauli, andwas amajor theoretical
physicist, both in quantum and statistical physics, wrote in 1979:

In recent years the debate on these ideas has reopened, and there are some who question
what they call “the Copenhagen interpretation of quantum mechanics—as if there existed
more than one possible interpretation of the theory.

Rudolf Peierls [388, p. 26]

Rudolf Peierls also declared in an interview published in 1993:

17The argument is based on the reduction or collapse of the quantum state, which will be defined
in Sect. 2.3. (Note by J.B.).
18Here, Wigner refers in a footnote to some of the statements by Heisenberg quoted in Sect. 1.2.
According to Wigner, Heisenberg had “expressed this [idea] most poignantly”. He also refers to
London andBauer [312]whowrote in 1939 a detailed theory ofmeasurement in quantummechanics,
which stressed “the essential role played by the consciousness of the observer” [510, p. 251]. To
be fair to Wigner, one must add that his ideas on the role of consciousness in quantum mechanics
changed over time (see Esfeld [177]).

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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You see, the quantum mechanical description is in terms of knowledge. And knowledge
requires somebody who knows.

Rudolf Peierls [107, p. 74] (italics in the original)

Not surprisingly,when asked about the role of consciousness “in the nature of reality”,
Peierls answered [107, p. 74]: “I don’t know what reality is.”

In 1979, a well-known French theoretical physicist and philosopher of science,
Bernard d’Espagnat, wrote an article in Scientific Americanwith the following title19:

The doctrine that the world is made up of objects whose existence is independent of human
consciousness turns out to be in conflict with quantum mechanics and with facts established
by experiment.

Bernard d’Espagnat [124, p. 158]

D’Espagnat published another article, in the Guardian on 20 March 2009, with the
title [125]: “Quantum weirdness: What we call ‘reality’ is just a state of mind.”

The Cornell university physicist David Mermin, well known for his work in sta-
tistical and condensed matter physics and who also worked a lot on foundations of
quantum mechanics, wrote in 1981:

We now know that the moon is demonstrably not there when nobody looks.20

David Mermin [331, p. 397]

In 2005, Anton Zeilinger, who has performed in Vienna some of themost remarkable
quantum experiments, wrote in Nature:

So, what is the message of the quantum? […] I suggest that […] the distinction between
reality and our knowledge of reality, between reality and information, cannot be made.

Anton Zeilinger [526, p. 743]

Finally, in the age of Twitter, Sean Carroll, theoretical physicist at Caltech, cosmol-
ogist and author of several popular books, considers that the best answer to “how to

19In 2009, D’Espagnat won the Templeton Prize, which rewards a person who “has made an
exceptional contribution to affirming life’s spiritual dimension, whether through insight, discovery,
or practical works”.
20This refers to the following remark by Abraham Pais about his conversations with Einstein who,
as we will see in the following section, was irritated by all the talk about “observations” [369,
p. 907]: “We often discussed his notions on objective reality. I recall that during one walk Einstein
suddenly stopped, turned to me and asked whether I really believed that the moon exists only when
I look at it.” Pais adds: “The rest of the walk was devoted to a discussion of what a physicist should
mean by the term ‘to exist’.” Of course, Mermin may not have meant literally what he said about
the moon. But what he really meant is not obvious. We will come back to that quote in Sect. 3.3.
(Note by J.B.).

http://dx.doi.org/10.1007/978-3-319-25889-8_3
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summarize quantummechanics in fivewords?” comes from the physicist and science
writer Aatish Bhatia (@aatishb):

Quantum mechanics in 5 words. Don’t look: wave. Look: particle.

Sean Carroll [92, p. 35]

Of course, the statements quoted here do not reflect the views of most physicists
(indifference to such questions or some form of “pragmatism” being the view of
the majority), but their authors are certainly not marginal either and the statements
should be sufficiently surprising to make the reader wonder what is going on.

However, there have also been views explicitly opposed to those mentioned here.

1.4 But There has Never Been a Consensus

From the early days of quantummechanics, people like de Broglie, Schrödinger, and
especially Einstein objected to the Copenhagen doctrine, but the dominant discourse
misunderstood or ignored those objections. We will see that in detail in Chap.7, but
it is interesting to note the strength with which the opposition was expressed, at least
in private letters. For example, in 1928, Einstein wrote to Schrödinger:

The Heisenberg–Bohr tranquilizing philosophy—or religion?—is so delicately contrived
that, for the time being, it provides a gentle pillow for the true believer from which he cannot
very easily be aroused.

Albert Einstein [163]

In another letter to Schrödinger, Einstein referred to Bohr as the “Talmudic philoso-
pher” for whom “reality is a frightening creature of the naive mind” [165]. Einstein
also referred to Bohr as [167] “the mystic, who forbids, as being unscientific, an
enquiry about something that exists independently of whether or not it is observed,
i.e., the question as to whether the cat is alive21 at a particular instant before an
observation is made (Bohr).” Schrödinger was equally critical22:

Bohr’s […] approach to atomic problems […] is really remarkable. He is completely con-
vinced that any understanding in the usual sense of the word is impossible. Therefore the
conversation is almost immediately driven into philosophical questions, and soon you no
longer know whether you really take the position he is attacking, or whether you really must
attack the position he is defending.

Erwin Schrödinger [438]

21Here Einstein is referring to a famous thought experiment due to Schrödinger in which, if one
follows the standard rules of quantum mechanics, a cat could be both alive and dead at the same
time, before one looks at it. See Sects. 2.5 and 7.3 for further discussion of this argument. (Note by
J.B.).
22Some of the quotes below come from Goldstein [221] and are discussed there.

http://dx.doi.org/10.1007/978-3-319-25889-8_7
http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_7


12 1 Physicists in Wonderland

And again:

With very few exceptions (such as Einstein and Laue), all the rest of the theoretical physicists
were unadulterated asses and I was the only sane person left.

[…]

If I were not thoroughly convinced that the man [Bohr] is honest and really believes in the
relevance of his—I do not say theory but—sounding word,23 I would call it intellectually
wicked.

Erwin Schrödinger [444]

Schrödinger put his finger on one of the main problems of the “Copenhagen” view,
namely, the attempt to find an idealistic philosophical solution to the conceptual
problems of quantum mechanics, when he wrote24:

[…] the reigning doctrine rescues itself or us by having recourse to epistemology. We are
told that no distinction is to be made between the state of a natural object and what I know
about it, or perhaps better, what I can know about it if I go to some trouble. Actually—so
they say—there is intrinsically only awareness, observation, measurement.

Erwin Schrödinger [441], reprinted in [510, p. 157]

Schrödinger did not even try to hide his feelings when he wrote to “the other side”,
for example, to Max Born:

Maxel, you know I love you and nothing can change that. But I do need to give you once
a thorough head washing. So stand still. The impudence with which you assert time and
again that the Copenhagen interpretation is practically universally accepted, assert it without
reservation, even before an audience of the laity—who are completely at your mercy—it’s
at the limit of the estimable […]. Have you no anxiety about the verdict of history? Are you
so convinced that the human race will succumb before long to your folly?

Erwin Schrödinger [445]

In a more constructive mode, Einstein nicely summarized his position in 1949:

I am, in fact, firmly convinced that the essentially statistical character of contemporary quan-
tum theory is solely to be ascribed to the fact that this (theory) operates with an incomplete
description of physical systems […].25

Albert Einstein [170, p. 666]

23Schrödinger was referring to the word “complementarity”, which was the foundation of Bohr’s
approach and will be discussed in Appendix 2.C. (Note by J.B.).
24This was written after he introduced his famous “cat” in [441], which is supposed to be “both alive
and dead”. The idealism, implicit in the view that Schrödinger rejects, will be criticized in Chap.3.
25He added [170, p. 672]: “In a complete physical description, the statistical quantum theory would
[…] take an approximately analogous position to the statistical mechanics within the framework
of classical mechanics.” This refers to an idea, developed at the end of the nineteenth century,
according to which the laws of thermodynamics could be derived from an application of statistical
reasoning to the motion of atoms, the latter giving a more complete description of matter than the
one given by thermodynamics or fluid mechanics.

http://dx.doi.org/10.1007/978-3-319-25889-8_3
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The root of the difference between Einstein and the Copenhagen school of thought
was exactly about this issue of completeness: Einstein thought that the existing
quantum mechanics was incomplete, i.e., that a more detailed description of the
microscopic world was possible and that such a description would eliminate the
need to refer to an observer.26 We will see in Chap.5 that Einstein’s hope was not
only reasonable but was even realized during his lifetime, although in ways that he
did not like (for other reasons, that we will discuss in Sect. 7.6.2).

But even putting that aside, which position is the more radical? Einstein’s hope
expressed here or Heisenberg’s view (shared by many physicists) that “we can no
longer speak of the behavior of the particle independently of the process of obser-
vation”, where “no longer” means that we will never be able to do so? Yet, most
contemporaries of Einstein thought that he was the unreasonable fellow, who had
become too old to appreciate the depth of the quantum revolution.

AfterWorldWar II, the critique of the mainstream view was taken up for the main
part by David Bohm and John Bell. We will discuss their objections in detail later (in
Chaps. 4 and 5), but one can get their flavor by reading the following answer given
by Bell in an interview with the BBC:

One wants to be able to take a realistic view of the world, to talk about the world as if it
is really there, even when it is not being observed. I certainly believe in a world that was
here before me, and will be here after me, and I believe that you are part of it! And I believe
that most physicists take this point of view when they are being pushed into a corner by
philosophers.

John Bell [107, p. 50]

Bell even met Bohr once. As he recalled later, in an interview, with the magazine
Omni:

I went up in a hotel lift with him. I didn’t have the nerve to say. ‘I think your Copenhagen
interpretation is lousy’. Besides the lift ride wasn’t very long. Now, if the lift had gotten
stuck between floors, that would have made my day! In which way, I don’t know.

John Bell [45, p. 85]

Note that the interviewers wrote [45, p. 86]: “We first asked Bell over the telephone
whether he himself felt he had demonstrated that ‘reality doesn’t exist’. He responded
by warning us that he is an impatient, irascible sort who tolerates no nonsense.”

Murray Gell-Mann, Nobel prizewinner and discoverer of quarks, said about find-
ing “an adequate philosophical presentation” of quantum mechanics:

Bohr brainwashed a whole generation of physicists into thinking that the job was done 50
years ago.

Murray Gell-Mann [200, p. 29]

26He probably also thought that this description would render the theory deterministic, but it is
doubtful that he was mainly concerned with determinism. We will discuss that in Sect. 7.1.

http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_7
http://dx.doi.org/10.1007/978-3-319-25889-8_4
http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_7
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But the most emphatic reaction to the alleged need to put ourselves, the “observers”,
at the center of things is probably due to Bertrand Russell, who disliked nothingmore
than anthropocentrism and subjectivism, and who wrote the following “pessimistic
meditation” about “Modern Physics”:

[…] Formerly, the cruelty, the meanness, the dusty fretful passion of human life seemed to
me a little thing, set, like some resolved discord in music, amid the splendour of the stars and
the stately procession of geological ages. What if the universe was to end in universal death?
It was none the less unruffled and magnificent. But now all this has shrunk to be no more
than my own reflection in the windows of the soul through which I look out upon the night
of nothingness. The revolutions of nebulae, the birth and death of stars, are no more than
convenient fictions in the trivial work of linking together my own sensations, and perhaps
those of other men not much better than myself. No dungeon was ever constructed so dark
and narrow as that in which the shadow physics of our time imprisons us, for every prisoner
has believed that outside his walls a free world existed; but now the prison has become the
whole universe. There is darkness without, and when I die there will be darkness within.
There is no splendour, no vastness, anywhere; only triviality for a moment, and then nothing.
Why live in such a world? Why even die?

Bertrand Russell [430, p. 374]

All this may look strange, but there is still a natural question to discuss.

1.5 Why Bother?

Most physicists are rather indifferent to the sort of issues discussed in this book,
regarding them as “metaphysical”. A good example of such a reaction is due to
Pauli:

As O. Stern said recently, one should no more rack one’s brain about the problem of whether
something one cannot know anything about exists all the same, than about the ancient
question of how many angels are able to sit on the point of a needle. But it seems to me that
Einstein’s questions are ultimately always of this kind.

Wolfang Pauli [79, p. 223]

Similarly, another founding father of quantum mechanics, the great British physicist
Paul Dirac distinguished between two kinds of difficulties with quantum theory27:

The difficulties in quantum theory are of two kinds. I might call them Class One difficulties
andClass Two difficulties. ClassOne difficulties are the difficulties I have alreadymentioned:
How can one form a consistent picture behind the rules for the present quantum theory?
These Class One difficulties do not really worry the physicist. If the physicist knows how to
calculate results and compare them with experiment, he is quite happy if the results agree

27The Class Two difficulties, which he discusses in the rest of this article, are those related to the
mathematical formulation of quantum field theories.
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with his experiments, and that is all he needs. It is only the philosopher, wanting to have a
satisfying description of nature, who is bothered by Class One difficulties.

Paul Dirac [138]

Those physicists are both right and wrong. They are right in the sense that ordinary
quantum mechanics works perfectly FAPP, to use an acronym introduced by John
Bell, meaning “for all practical purposes” [46]. The theory, specially in quantum
electrodynamics, makes spectacularly precise predictions confirmed by experiment,
and nobody needs to understand quantum mechanics beyond what is in textbooks in
order tomake computers and telecommunicationswork.Nothing that iswritten in this
bookputs into question those facts.As an algorithm (described inChap. 2) allowingus
to predict results of experiments, and to use various powerful technologies, quantum
mechanics is perfect.

But it is precisely because it works so well that trying to understand why it works
makes sense. Obviously if quantum mechanics worked half of the time, so to speak,
there would be no reason to try to understand it in depth. Many models in physics
are known to be applicable within certain limits and, once we know that, there are
no further questions to be raised about those models. But quantum mechanics works
on all known scales and is not contradicted by any experiment whatsoever.28 Isn’t it
worthwhile to ask why it works so well?

To that question, there are typically two different types of answers, one “official”
and one “implicit”. The official reply is that the goal of physics is to predict results
of experiments, or to account for what we see, or perceive, and nothing else (as
proposed by Dirac in the above quote). But this is inverting the means and the
goal. Experiments are needed to test our theories in order to avoid falling into idle
speculation or “metaphysics”, but our theories are about the world, not about the
experiments themselves. As Bell said:

But experiment is a tool. The aim remains: to understand the world. To restrict quantum
mechanics to be exclusively about piddling laboratory operations is to betray the great
enterprise. A serious formulation [of quantum mechanics] will not exclude the big world
outside the laboratory.

John Bell [46, p. 34]

Of course, it may be that it is simply impossible to understand the quantum world
and that we have to content ourselves with predicting results of experiments. After
all, who are we but somewhat evolved creatures and why should we expect to be able
to understand how the world is? Isn’t the fact that quantum mechanics looks weird
to us simply a consequence of the limitations of our minds? That may be the case,
but one needs some argument to show that and not simply rely on the “rhetoric of
inevitability”.

Besides, there is a serious issue of consistency raised by the notion that the only
goal of physics is to predict results of experiments. If indeed that was all there is to

28Putting aside the problem of quantum gravity, which is indeed a difficult and unsolved problem,
but it cannot be considered as a refutation of quantum mechanics.

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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physics, why do experiments in the first place? The need to finance costly experi-
ments is “sold” to politicians and the public by saying that we are discovering the
fundamental laws of Nature. But, if “it is wrong to think that the task of physics is to
find out how Nature is” (Bohr according to Petersen), or if, in quantum mechanics,
we “no longer deal with the elementary particles themselves but with our knowledge
of them” (Heisenberg), then how can we claim that we are trying to find the funda-
mental laws of Nature? What would the funders say if they read those statements?
Wouldn’t they at least be puzzled and ask for some clarification? Isn’t it therefore
simply a matter of intellectual honesty to ask ourselves how we would clarify those
statements?

On the other hand, most physicists probably do not really believe the official
answer. They do give some meaning to quantum mechanics beyond our “observa-
tions”. Physicists do speak of particles going this way or that way, having a certain
polarization or a “spin” or speed, or some other properties, even when those particles
are not observed. From that point of view, which I call the “implicit” one, there is no
problem about quantum mechanics and the centrality of “observations”. However,
the main defect of that “solution” is that it is never spelled out clearly: what exactly
can we say about the world out there?

Moreover, and that will be one of the main points emphasized in this book, the
sort of thing that people have in the back of their minds when they give a meaning
to quantum mechanics outside of “measurements” is sometimes inconsistent and
sometimes even in contradiction with the consequences of quantum mechanics.29

This lack of clarity leads to a general uncertainty about what one is “allowed” to say
about the world (or about what is “speakable and unspeakable” to use John Bell’s
expression [49]) and that in turn induces many physicists to fall back on the standard
talk about measurements being all there is to physics, which they feel is safe, even
if it “betrays the great enterprise”.

What we need is a theory which tells a story about what is going on in the world,
even when we do not “observe” it, and which makes the same predictions as ordinary
quantum mechanics whenever we do make “observations” or experiments. If such
a theory existed, then all the confusing talk about the centrality of observations
would disappear and we could analyze that theory in order to see how it helps us to
understand the quantum world.

Amazingly, such a theory actually does exist, and has even existed, in some
preliminary form, since the beginning of quantum mechanics, i.e., since 1927; it
was proposed by Louis de Broglie at that time and developed by David Bohm in
1952. One of the main goals of this book is to make this theory better known.

Since this theory implies no practical change to what we do as physicists in our
daily lives when we use quantum mechanics, it should be good news to all those
who do not want to be bothered with “foundational” issues. It “simply” clarifies
what quantum mechanics is all about and allows us to get rid of entire libraries
of confused talk about the centrality of human observations in science. Of course,
whether that “simply” is important or not is a matter of taste.

29See Sect. 2.5, and especially the theorem at the end of that section.

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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1.6 Outline of the Book

In this book, we will defend several theses. The first one is that there are genuine
conceptual problemswithin the usual quantum formalism: the latter does not allow us
to speak of the world beyond what happens in our laboratories and that is obviously
unsatisfactory. Next, we will argue that there is no philosophical solution to this
problem, contrary to the impression that one sometimes gets when one reads the
proponents of the Copenhagen school.

Moreover, we will explain that there exists a way to complete the quantum for-
malism so that this problem is eliminated, and the completion is, in some sense,
simpler to understand than the usual formalism. Finally, the refusal by a large part of
the physics community to face the difficulties intrinsic to the quantum formalism has
led it to ignore or misunderstand what is probably the main novel feature of quan-
tum mechanics, namely the existence of nonlocal actions, or “particles interacting
instantaneously even when they are arbitrarily far apart.”

Now, inmore detail. The second chapter is devoted to the first mystery of quantum
mechanics: interference phenomena and the superposition principle, which lead to
statements such as “quantum objects can possess mutually exclusive properties, like
traveling along different paths simultaneously” and “quantum objects obtain definite
properties when they are ‘measured’, but only then, and those properties depend
on which measurements we choose to make”. We will have to distinguish carefully
between the phenomena to be explained, the quantum formalism that allows us
to predict them, and the commentaries or mental pictures which accompany the
formalism and which lead to the statements just mentioned.

This will do justice to the way physicists often speak about quantum phenomena.
The phenomena are strange and all the talk about observations affecting reality is
not based on pure prejudice, although it is not inevitable either.

In Sect. 2.5, we will define four possible reactions or attitudes with respect to that
“first mystery” and to how one thinks of the quantum formalism. In the rest of the
book, we will try to connect the various questions that we deal with to those four
basic positions.

The third chapter can be skipped by those who are not interested in “philoso-
phy”. But for those with a philosophical background, the statements associated with
“Copenhagen” should remind them of the writings of Bishop Berkeley, Immanuel
Kant, Ernst Mach,30 or sometimes the logical positivists, even if the connection is

30Ernst Mach was an Austrian physicist and philosopher, active at the end of the 19th century and
the beginning of the 20th, whose views were somewhat similar to those of the Copenhagen school,
long before the advent of quantum mechanics. For example, in 1897, he wrote:

Bodies do not produce sensations, but complexes of elements (complexes of sensations)make
upbodies. If, to the physicist, bodies appear the real, abiding existences,whilst the “elements”
are regarded merely as their evanescent, transitory appearance, the physicist forgets, in the
assumption of such a view, that all bodies are but thought-symbols for complexes of elements
(complexes of sensations).

Ernst Mach [314, p. 29]

http://dx.doi.org/10.1007/978-3-319-25889-8_2


18 1 Physicists in Wonderland

not straightforward. In this chapter, we will try to clarify notions such as “realism”
or “determinism” which have the disadvantage of often being ill-defined and used in
ways that confuse rather than clarify the discussion.

For example, when the people who interviewed Bell for the magazine Omni [45]
asked him whether he felt that he had shown that “reality does not exist”, what could
they possibly have meant? After all, the telephone they used, Bell himself, and his
answers were all part of reality. And if Bell had thought that reality did not exist, he
would presumably have been a solipsist (meaning someone who thinks that only his
own mind exists and that everything else is some sort of dream going on in his mind)
and he would therefore have thought that the interviewers themselves did not exist
(outside of Bell’s mind). No wonder Bell replied that he “tolerates no nonsense”.

The fourth chapter deals with Bell’s result and the problem of nonlocal action,
which is the second mystery of quantum mechanics. There, we will explain the
meaning of the statement that “particles can interact instantaneously even when they
are arbitrarily far apart” and discuss the extent to which it is true.

The fifth chapter, which is the heart of this book, is about the de Broglie–Bohm
theory (nowadays also called Bohmian mechanics), first introduced by Louis de
Broglie before 1927, and then quickly abandoned by him; it was rediscovered and
developed by David Bohm in 1952, popularized by John Bell, and further developed
and defended by, among other people, David Albert, Chris Dewdney, Detlef Dürr,
SheldonGoldstein,BasilHiley, PeterHolland,AnastasiosKyprianidis, TimMaudlin,
Nelson Pinto-Neto, Ward Struyve, Stefan Teufel, Roderich Tumulka, Antony Valen-
tini, Jean-Pierre Vigier, Nino Zanghì and their collaborators. In a nutshell, the de
Broglie–Bohm theory is a theory of matter in motion, just like any other physical
theory; but themotion is quite strange, as one would expect, given all the strange phe-
nomena that led to the discovery of quantum mechanics in the first place. However,
the strangeness does not come from putting the observer at the center of everything.

Indeed, the main virtue of the de Broglie–Bohm theory is that it is a clear theory
about what is going on in theworld, whether we look at it or not. So the vagueness and
subjectivity of the notion of “observer” or of “measurement” simply disappear in this
theory. Of course, the theory does make empirical predictions, and the latter are the
same as those of ordinary quantum mechanics, but the de Broglie–Bohm theory and
ordinary quantum mechanics are not the same theory, because the de Broglie–Bohm
theory is a theory about microscopic reality, while ordinary quantum mechanics
is not: it is an algorithm for very accurately predicting results of experiments, an
algorithm that is, in fact, a consequence of the de Broglie–Bohm theory, as we will
see in Chap.5.

Using the de Broglie–Bohm theory, one can easily explain why all the arguments
that are supposed to prove that such a theory is impossible are false. While determin-
istic, the de Broglie–Bohm theory also accounts naturally for the apparent indeter-

(Footnote 30 continued)
Mach always rejected the existence of atoms. His philosophy influenced the school of logical
positivism, which itself had an influence on the orthodox view of quantum mechanics. We will
discuss logical positivism and its influence in physics in Sect. 7.7 and in Chap. 8.

http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_7
http://dx.doi.org/10.1007/978-3-319-25889-8_8
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minism of quantum phenomena. Finally, it explains the “active role” of measuring
devices (the apparent effects of observations on reality), so strongly emphasized by
the Copenhagen school, but by making it a consequence of the theory and not of
some a priori philosophical doctrine. It also explains the nonlocal actions inherent
in quantum phenomena.

Whatmore couldwe ask for?As JohnBell explained, after recalling the arguments
claiming to show that a theory such as de Broglie–Bohm theory is impossible:

But in 1952 I saw the impossible done. It was in papers by David Bohm. Bohm showed
explicitly how parameters could indeed be introduced, into nonrelativistic wave mechanics,
with the help of which the indeterministic description could be transformed into a deter-
ministic one. More importantly, in my opinion, the subjectivity of the orthodox version, the
necessary reference to the ‘observer’, could be eliminated. […] Should it not be taught, not
as the only way, but as an antidote to the prevailing complacency? To show us that vagueness,
subjectivity, and indeterminism, are not forced on us by experimental facts, but by deliberate
theoretical choice?

John Bell [49, p. 160]

In the sixth chapter, we will consider the main theories, other than the de Broglie–
Bohm theory, that have been proposed in order to solve the conceptual problems of
quantum mechanics. Their clarity and consistency will be compared with those of
the de Broglie–Bohm theory.

In the seventh chapter, we will address various historical misunderstandings
regarding Einstein, de Broglie, Schrödinger, Bohm, and Bell. All these authors,
whether in their critique of the usual interpretation of quantum mechanics or in
their attempt to complete it, have been ignored or misunderstood by the majority of
physicists of their time and often also of today.

The eighth chapter will outline some conjectural thoughts about the general
cultural impact of the various interpretations and misinterpretations of quantum
mechanics.

Many of the ideas defended here are heterodox and may even seem shocking.
However, the intention of this book is not to give final answers to the conceptual
problemsof quantummechanics, but rather to open the reader’smind to the possibility
that answers can be given beyond what is taught in standard quantum mechanics
courses. The student I oncewas,who could not understand sentences such as “physics
does not deal with Nature, but with our knowledge of it”, would have been delighted
to read such a book.

It should nevertheless be emphasized that this book is written in the same spirit as
the following statement, where one could replace “philosophy” by “the conceptual
problems of quantum mechanics”:

Philosophy is to be studied, not for the sake of any definite answers to its questions since no
definite answers can, as a rule, be known to be true, but rather for the sake of the questions
themselves; because these questions enlarge our conception of what is possible, enrich our
intellectual imagination and diminish the dogmatic assurance which closes the mind against
speculation […]

Bertrand Russell [425, pp. 249–250]



Chapter 2
The First Mystery: Interference
and Superpositions

2.1 The Spin

We will start with the simplest quantum mechanical situation, the one concerning
the “spin” of a particle.1 Despite its simplicity, it will allow us to explain one of
the basic “mysteries” of quantum mechanics. Some particles, electrons for example,
possess a property called “spin”, which is a quantity that can be measured in different
directions and takes, in each direction, only two values, denoted up ↑ and down ↓.
We will consider here only two directions in which the spin can be measured, denoted
1 and 2, so that we can have four possibilities: spins that are up 1 ↑ or down 1 ↓
in direction 1 and up 2 ↑ or down 2 ↓ in direction 2. One should not confuse the
directions 1 or 2 in which the spin is measured and the values up or down that can
be the result of those measurements in each direction.

There is no need for the moment to try to understand what the property of “spin”
means. We will start from a completely “phenomenological” attitude about the spin,
namely, we will simply describe what happens in experiments that are “measuring”
the spin, without at first trying to explain how these experiments work.

We put scare quotes here around the word “measuring” because, as we will see in
Sect. 2.5 (and this will be one of the most important themes of this book), the notion
that there is an intrinsic property of a particle corresponding to its spin in a given
direction and that is being measured when one “measures its spin” is untenable. We
will not put quotation marks everywhere, but it should be remembered that when we
use the word “measurement” we do not want to suggest that some intrinsic property
of a particle is being discovered.

The whole discussion using the spin may seem rather abstract, but it is easy to
analyze mathematically, as we will see in Sect. 2.3. There is another, similar example,

1The first four sections of this chapter draw heavily on David Albert’s book Quantum Mechanics
and Experience. We emphasize that the “experiments” here are meant to illustrate the theory rather
than real experiments. The latter are generally carried out with photons, whose polarization plays a
role similar to the spin here. But all the experiments described below correspond to what quantum
mechanics predicts.
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Fig. 2.1 Measuring the spin

the double-slit experiment, which may seem more familiar, but is less easy to analyze
and which will be discussed in Appendix 2.E.

Let us see what happens in the experiments described in Fig. 2.1, where many
particles are sent, so that we get statistical results. Note also that here, as in every
experiment described in this book, particles are sent (in principle at least) one at a
time, so that there are no possible interactions between different particles that could
account for their strange behavior. So in Fig. 2.1, we have two devices that “measure
the spin” of the particle in two different directions (they are unrelated to each other).
The reader who wants a more realistic view of these experiments can look at Fig. 5.4.

If we send a particle through one such device, the particle comes out through one
of two holes, depending on the value of its spin, as shown in Fig. 2.1. We also suppose
that we can select particles having a given spin value, up or down, in either of the
two directions 1 or 2 (we will explain below how to do that). By “having a given
spin value”, we mean that if one measures, say, in direction 1 the spin of a particle
that is up in that direction 1, we will always get up.

First, we send particles that are down in direction 1 into a device that measures
the spin in direction 2 (Fig. 2.1 left); if we repeat that operation many times, we will
get 50 % 2 ↑, 50 % 2 ↓. If we had started with particles that were up in direction 1,
we would have gotten the same result. Likewise, if we send particles that are up in
direction 2 into a device that measures the spin in direction 1 (Fig. 2.1 right), we get
50 % 1 ↑, 50 % 1 ↓ and we would get the same results starting with particles that are
down in direction 2. So far, so good: there is no particular mystery here!

This explains also how one can select particles having a given spin value, up or
down, in either of the two directions 1 or 2: just take the particle exiting, say, the
device that measures the spin in direction 2 through the 2 ↑ hole and we will have
selected particles that have spin up in direction 2 (i.e. if we then send those particles
through a device that measures the spin in direction 2, they will always exit through
the 2 ↑ hole). And likewise for the other possibilities.

Now, we may ask: can we select particles that are, say, down in direction 1 and
up in direction 2? We might think that one way to do this, at least naively, is to send
particles that are up in direction 2 in a device that measures the spin in direction

http://dx.doi.org/10.1007/978-3-319-25889-8_5
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Fig. 2.2 Trying to measure
the spin in both directions
simultaneously

1 and select those that are down in that direction. That way, the particle should be
down in direction 1 and up in direction 2 (see Fig. 2.2 left).

But if we want to check that we really have particles that are down in direction
1 and up in direction 2, we might measure the spin in direction 2 of those selected
particles (see Fig. 2.2 right).2 However, we find that the result is again 50 % 2 ↑,
50 % 2 ↓. This is our first surprise.

The same result would occur if we tried to have particles that are, say, down in
direction 2 and up in direction 1, or with any of the four possible combinations. It
seems that, by measuring in direction 1, the spin of a particle that is up in direction 2,
we “erase” the fact that it is up in direction 2. Indeed, the results of a later measurement
of the spin in direction 2 of the particles which are up or down in direction 1 are just
what they would be for such particles, independently of the fact that they had a spin
up in direction 2, before the measurement in direction 1.

This is a simple example of the Heisenberg uncertainty relations or of what Bohr
called “complementarity”3: we cannot measure simultaneously the spin in two dif-
ferent directions, because they require different devices and, applying one device in
one spin direction and then a second one in another direction, destroys the result of
the first device. So, one could consider two different “complementary” pictures of
the particle: one describing the spin in direction 1, the other the spin in direction 2.
However, one should not try to combine the two pictures (spin in directions 1 and 2)

2In Fig. 2.2 left, we put one hole to the right instead of downwards, because the particles exiting
through that hole go into the box on the right of the figure.
3This is discussed mathematically in more detail in Appendix 2.C. Bohr explained the “comple-
mentary, or reciprocal, mode of description” by emphasizing [71] “the relative meaning of every
concept, or rather of every word, the meaning depending upon our arbitrary choice of view point, but
also that we must, in general, be prepared to accept the fact that a complete elucidation of one and
the same object may require diverse points of view which defy a unique description. Indeed, strictly
speaking, the conscious analysis of any concept stands in a relation of exclusion to its immediate
application.” The reader may be forgiven for not understanding exactly what this means. We try here
to give a plausible interpretation of that idea. See [181] for a discussion of different interpretations
of Bohr’s thinking. We will return to a discussion of Bohr’s views, in relation to his debate with
Einstein in Sect. 7.1.

http://dx.doi.org/10.1007/978-3-319-25889-8_7
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together, to get a more complete description of the particle. One should rather choose
to use one or the other picture but not both at the same time.4

As Bell stresses, the use of the word “complementary” by Bohr is not the usual
one: one might say that an elephant, from the front, is “head, trunk, and two legs”,
while, from the back, “she is bottom, tail, and two legs” and yet something else from
top or bottom. Bell adds: “These various views are complementary in the usual sense
of the word. They supplement one another, they are consistent with one another, and
they are all entailed by the unifying concept ‘elephant’.” But, for Bohr, according to
Bell, “complementarity” means rather the reverse of that common usage: it means
contradictariness, since the description of the spin in directions 1 and 2 exclude each
other [49, p. 190].

This seems somewhat surprising, and the uncommon use of the word “comple-
mentarity” to describe the situation does not help, but in actual fact it may not be that
surprising: one might think that these measuring devices, being big objects, neces-
sarily perturb the microscopic system, the electron, being observed. By measuring in
direction 1, we perturb the value of the spin in direction 2. If this view were tenable
(we will see in Sect. 2.5 that it is not), there would be no big mystery in quantum
mechanics, although the uncertainty principle is sometimes presented as the main
new characteristic of the quantum world.

However, there is a far more perplexing situation to which we turn now.

2.2 The Mach–Zehnder Interferometer

Figure 2.3 describes an “interferometer”.5 The box inside carrying the label 2 mea-
sures the spin in direction 2 with the 2 ↑ and 2 ↓ particles exiting through different
holes. After passing through the box measuring the spin in direction 2, there are
two possible paths for the particle, one for 2 ↑, the other for 2 ↓. The particles are
reflected by mirrors and their paths join at the black arrow (whose functioning is not
described for the time being).

The reader may think, given what was said in Chap. 1, that in quantum mechanics
there is no such thing as the path of a particle. This will be discussed in detail in
Chap. 5, but let us now simply use the word “path” to mean that, if we try to detect
the particle along any one of those paths, we will always find it along one and only
one of them.

Let us start by sending particles that are 2 ↑ in the box with the label 2 (instead of
1 ↓ as in Fig. 2.3). Then 100 % of the particles will follow one path (the one indicated
2 ↑). If, after the black arrow, one measures the spin in direction 1, one obtains 50 %
1 ↑, 50 % 1 ↓ (unlike what is represented in Fig. 2.3). If one sends particles that are
2 ↓, one gets a similar result (with the path 2 ↓ being followed).

4Bohr did not use spin as an example, but rather the descriptions in terms of wave and particle,
which we will discuss in Appendix 2.E.
5See Greenberger [239] for a more detailed discussion.

http://dx.doi.org/10.1007/978-3-319-25889-8_1
http://dx.doi.org/10.1007/978-3-319-25889-8_5
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Fig. 2.3 Interference

Fig. 2.4 Interference with a wall

Let us now send particles with the spin in direction 1 to be, say, down, as in
Fig. 2.3. Then, 50 % follow one path (2 ↑), 50 % follow the other path (2 ↓). Since,
in the previous setup, we had 50 % 1 ↑, 50 % 1 ↓, for the particles that follow
either the path 2 ↑ or 2 ↓, one would expect to get 50 % 1 ↑, 50 % 1 ↓ here too, if
one measures the spin in direction 1 after the black arrow. But one finds that, after
the black arrow, 100 % are 1 ↓, so that, whichever path they follow, the particles
“remember” that they were 1 ↓ to start with. Of course, the same would happen if
we did the experiment with particles that are initially 1 ↑.

This result is surprising, since we just learned from trying to measure simulta-
neously the spin in the directions 1 and 2 that one aspect of quantum mechanics is
that measurements tend to erase the memory of past states. The first surprise is that
particles seem to have no memory, after a measurement, of their pre-measurement
state, but now they seem to remember it completely.

And there are more surprises. Suppose we add a wall along the path 2 ↓, as in
Fig. 2.4. If the wall is inserted across the path, it blocks the particles taking that path.
What will we then observe after the black arrow?
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1. 50 % fewer particles (which is to be expected since half of the particles follow
the path 2 ↓ and are now blocked).

2. Without the wall, 100 % of those that take the path 2 ↑ are found to be 1 ↓ after
the black arrow. The same is true for those that followed the path 2 ↓. If one
blocks the path 2 ↓, one would think that it should not affect the particles that
take the path 2 ↑. Thus, one should get 100 % 1 ↓ (of the remaining 50 % of
particles that reach the black arrow).

And here is the big surprise: one gets 25 % 1 ↓ and 25 % 1 ↑ (that is, half of the
remaining 50 % for each possibility). Therefore, one acts in a certain way on the
particles that take the path 2 ↑ by blocking the path 2 ↓ that they do not take!

This leads to an apparent dead end. Let us go back to the experiment without the
wall, sending particles that are 1 ↓. What does each particle do?

• Does it take path 2 ↑ ? No because if it did, one would have 25 % 1 ↑, 25 % 1 ↓
at the black arrow, as one sees when one puts a wall blocking the path 2 ↓.

• The path 2 ↓ ? No, for the same reason.
• Both paths? No, one always finds the particle along one of the paths if one tries to

measure it.
• Neither of the paths? No, if both paths are blocked, nothing happens at the black

arrow.

This phenomenon and other related phenomena are called interference, because
whether one path is open or not seems to influence the behavior of the particles
following the other path. This is the essence of the first quantum mystery!

It should be remembered that, in principle, the experiment is done by sending
one particle at a time, so that no explanation can possibly be based on interactions
between particles.

The way this experiment is usually described is by saying that the particle “follows
both paths if they are both open” and only one path if one of them is blocked. But
how does the particle know ahead of time, whether both paths are open or not?

Indeed, one might do a “delayed choice” experiment,6 that is, introducing the wall
after the passage of the particle through the first box measuring the spin in direction
2 (we can imagine both paths to be very long or put the wall just before the black
arrow).

Alternatively, one could remove the black arrow while the particle is in flight and
then, there would be no recombination of the paths and the particles would continue
their trajectory and pass each other (see Fig. 2.5). Those following the path 2 ↑
continue downwards and those following the path 2 ↓ continue upwards. If we then
measure the spin in direction 1, along any of these paths, we get 25 % 1 ↑, 25 % 1 ↓
in each case. Indeed, we have, along each path, particles that are only 2 ↑ or 2 ↓,
and are measured in direction 1; the result is then as in Fig. 2.1 (right) and also for
2 ↓ instead of 2 ↑.

6See [507, 509] for the theoretical proposal of such experiments by Wheeler, and [280] for experi-
mental realizations.
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Fig. 2.5 No interference without the black arrow

This only deepens the mystery and is the basis of the claim by Wheeler, that “the
past [meaning here whether the particle “has chosen” to follow both paths or only
one] is not really the past until it has been registered” [107, p. 68]. Moreover, Wheeler
invented an ingenious scheme where such “experiments” would not take place in the
laboratory, but on a cosmic scale. If we accept his reasoning, this implies that we
could decide now, by choosing which experiment to perform on the light coming
from distant quasars, what happened billions of years ago7 [507].

Another paradoxical consequence of the experiment described here is the Elitzur–
Vaidman bomb-testing mechanism.8 Suppose that we have a stock of bombs, some
of which are active and some of which are duds. We want to find out which is which,
but an active bomb will explode if it is hit by only one particle. On the other hand,
by definition, a dud is totally insensitive to being hit by one or more particles, so that
it does not affect those particles in any way. How could we tell, by classical means,
which bombs are active without exploding them? There seems to be no way to do
that.

But there is a trick, based on the Mach–Zehnder interferometer, that allows to
identify at least a fraction of the active bombs as being active without exploding
them. Let us replace the wall in Fig. 2.4 by a bomb. First, suppose that the bomb is
a dud. Then, since it is insensitive to the particles, it is as if we had done nothing,
i.e., as if we had not put a wall. The particle will behave as if there was no wall and
therefore its spin at the black arrow will always be 1 ↓ if we measure the spin in
direction 1.

On the other hand, if the bomb is active and detects the particle, it explodes and
that’s it—it is lost. That happens half of the time if the bomb is active. But suppose
that the bomb is active and does not explode. This means that the particle took the
path 2 ↑; if we then measure the spin at the black arrow in direction 1, we will get

7This will be clarified in Sect. 5.1.2. See also [38], where Bell discusses the delayed-choice exper-
iment from the viewpoint of the de Broglie–Bohm theory.
8See [173] for the theory and [300] for experiments.

http://dx.doi.org/10.1007/978-3-319-25889-8_5
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1 ↓ for half of those particles and 1 ↑ for the other half. If we get 1 ↓, we cannot
conclude anything since that would also happen if the bomb were a dud. But, if we
get 1 ↑, then we can be certain that the bomb was not a dud since that would never
happen if the active bomb is replaced by a dud. Since each result 1 ↓, 1 ↑ happens
half of the time (among the 50 % that have not exploded), we can identify 25 % of
our initial stock of active bombs as being active without exploding them.

Altogether, half of the active bombs explode and are lost, but a quarter are “saved”
(not exploded and known to be active). For the remaining quarter, we don’t know.
We can then repeat the operation (together with the duds, since we don’t know which
is which) and identify as active one quarter of that remaining quarter. Repeating the
operation many times, we can get as close as we like to a total of one third of the
initial stock of active bombs as being known to be active and not exploded,9 since
1/3 = ∑∞

n=1(1/4)n .

2.3 The Quantum Formalism

We now describe a mathematical algorithm that allows us to predict these surprising
results, without worrying yet about what it “means” physically.10

We associate with each particle a “state”, which is simply a two-dimensional
vector. In principle, the vector is complex, i.e., the vector space is C

2 rather than R
2,

but this will not matter here. The association is as follows (there is of course some
arbitrariness in the way this association is made, but let us put that aside):

|1 ↑〉 =
(

1
0

)

, (2.3.1)

|1 ↓〉 =
(

0
1

)

, (2.3.2)

|2 ↑〉 = 1√
2

(
1
1

)

, (2.3.3)

|2 ↓〉 = 1√
2

(
1

−1

)

. (2.3.4)

9If one can modify the experiment so that a fraction p of particles follow the path 2 ↓ and a
fraction 1 − p follow the path 2 ↑, then one can “save” a fraction (1 − p)/2 of the bombs in one
operation and, repeating this many times, one can eventually identify a fraction (1 − p)/(1 + p) =∑∞

n=1[(1 − p)/2]n of the active bombs, which is as close to 1 as one wants, for p small.
10For an elementary introduction to the quantum formalism, see also Susskind and Friedman [467].
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We have the obvious relations

|2 ↑〉 = 1√
2

(|1 ↑〉 + |1 ↓〉) , (2.3.5)

|2 ↓〉 = 1√
2

(|1 ↑〉 − |1 ↓〉) , (2.3.6)

|1 ↑〉 = 1√
2

(|2 ↑〉 + |2 ↓〉) , (2.3.7)

|1 ↓〉 = 1√
2

(|2 ↑〉 − |2 ↓〉) . (2.3.8)

The states of the particles, i.e., the vectors, change according to the following rules:

1. When no measurements are made:

|state(t)〉 = c1(t) |1 ↑〉 + c2(t) |1 ↓〉 = d1(t) |2 ↑〉 + d2(t) |2 ↓〉 , (2.3.9)

where c1(t), c2(t), d1(t), d2(t) are related by (2.3.7) and (2.3.8), and change con-
tinuously in time in such a way that, at all times, we have |c1(t)|2 + |c2(t)|2 = 1
and |d1(t)|2 + |d2(t)|2 = 1.

This evolution is deterministic, i.e., if, at some time, say 0, we give ourselves a
state |state(0)〉, then this determines a unique state |state(t)〉 for all times.

To say more precisely what this evolution is, one would have to write down a
differential equation for ci (t), di (t), i = 1, 2, which in more general situations
is called the Schrödinger equation.11 But we will not need to go into that for the
moment (the Schrödinger equation is discussed in Appendix 2.A).

This evolution is linear, i.e., if, at some time, say 0, we have

|state(0)〉 = c1|state1(0)〉 + c2|state2(0)〉 , (2.3.10)

for two states |state1〉 and |state2〉 and numbers c1, c2, then, at all times, we have

|state(t)〉 = c1|state1(t)〉 + c2|state2(t)〉 . (2.3.11)

2. But if a measurement is performed, the rule of evolution changes. Suppose the
state is (2.3.9):

11Or, to be precise, the Dirac or the Pauli equations in order to deal with spin.
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If one measures the spin in direction 1 at time t , one finds ↑ with probability
|c1(t)|2 and ↓ with probability |c2(t)|2, bearing in mind that |c1(t)|2+|c2(t)|2 = 1
so that the probabilities add up to 1.

If one measures the spin in direction 2, one finds ↑ with probability |d1(t)|2 and
↓ with probability |d2(t)|2, where |d1(t)|2 + |d2(t)|2 = 1.

After the measurement in direction 1, if one “sees” the result ↑, the state changes
and becomes |1 ↑〉, and if one “sees” ↓, the state changes and becomes |1 ↓〉.
The same thing holds for the spin in direction 2.

This second rule is called the “reduction”, or the “collapse” of the state.

Before proceeding, let us note that, a priori, the two rules are mutually incompatible:
one rule gives rise to a continuous in time, deterministic and linear evolution, the other
to a discontinuous in time, non-deterministic and nonlinear one. It is discontinuous
because, when the state is reduced, it “jumps” discontinuously to one state or the
other. It is non-deterministic because, in the operation of reduction, one only assigns
probabilities to each possible result. Finally, it is nonlinear because, if the state is
c1|1 ↑〉+ c2|1 ↓〉, and if one then measures the spin in direction 1 and the result is ↑,
the state is reduced to |1 ↑〉, irrespective of the values of the coefficients c1 and c2,
while if the operation were linear, the result should be a linear combination involving
c1 and c2. The coefficients c1, c2 determine the probability of a given result, but do
not affect the resulting state after the collapse.

Moreover, the theory does not tell us what a measurement is. In practice, one
knows what it is, and therefore there are no practical problems here, but there is a
serious problem of principle: what are the exact physical properties that define what
a “measurement” is and why do we have to use one rule “between measurements”,
and another “during measurements”? It is of course because of this second rule that
“measurements” play a central role in the quantum theory and this explains to some
extent the strange statements quoted in Chap. 1.

Note that there are other quantities to which this algorithm can be applied. In
classical physics, one introduces the momentum, the energy, the angular momentum,
etc. and there are quantum analogue of these variables. In Appendix 2.B we give the
definition of the quantum state, and explain its time evolution and the collapse rule
when one “measures” those quantities.

What we have described here is the “spin” part of the quantum state. But there
is also a position part, namely a function �(x, t) called the wave function, where
x ∈ R

3 is a variable like the spin above, but taking continuous rather than discrete
values. |�(x, t)|2 is then the probability density for finding the particle at x at time
t if one “measures” its position.

The wave function �(x, t) varies with time. The time evolution is governed by
a differential equation, the Schrödinger equation (see Appendix 2.A), which is such
that, if one has

∫ |�(x, 0)|2dx = 1 at the initial time, then
∫ |�(x, t)|2dx = 1 at

http://dx.doi.org/10.1007/978-3-319-25889-8_1
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all times.12 This is analogous to the constraint |c1(t)|2 + |c2(t)|2 = 1 above. The
evolution is continuous in time, deterministic and linear: if the initial wave function
at time 0, �(x, 0) = c1�1(x, 0) + c2�2(x, 0), with c1, c2, complex numbers, then
for all times,

�(x, t) = c1�1(x, t) + c2�2(x, t) ,

with all three terms solving the Schrödinger equation.
What happens to �(x, t) if we measure the position of the particle? Suppose

that we have a wave function �(x, t) = c1�1(x, t) + c2�2(x, t), where �1(x, t)
and �2(x, t) have disjoint support,13 meaning that �1(x, t) = 0 for all x such that
�2(x, t) �= 0 and vice-versa. Suppose also that

∫ |�1(x, t)|2dx = ∫ |�2(x, t)|2dx =
1, and |c1|2 + |c2|2 = 1 which implies, since the supports of �1 and �2 are disjoint,∫ |�(x, t)|2dx = |c1|2

∫ |�1(x, t)|2dx + |c2|2
∫ |�2(x, t)|2dx = 1. Then, we will

find the particle in the region where �1(x, t) �= 0 with probability |c1|2, and in the one
where �2(x, t) �= 0 with probability |c2|2. After the measurement, the wave function
“collapses” to either �1(x, t) or �2(x, t), depending on the result. This change “after
a measurement”, like the one for the spin measurement, is also incompatible with
the continuous in time, deterministic and linear evolution given by the Schrödinger
equation.

The problem posed by this duality of rules is expressed ironically by Bell:

Was the wavefunction of the world waiting to jump for thousands of millions of years until
a single-celled living creature appeared? Or did it have to wait a little longer, for some better
qualified system …with a PhD?

John S. Bell [46, p. 34]

However, we will put such questions aside for the time being and show how this
formalism can predict the strange experimental results described in the previous
section. Let us first introduce the following terminology:

1. We will call the function �(x, t) the wave function of the particle. We will extend
this notion to a system comprising several particles at the end of Appendix 2.A
and also in Chaps. 4 and 5.

2. We will call a product of the form �(x, t)|1 ↑〉, or a linear combination of such
products, e.g., �↑(x, t)|1 ↑〉 + �↓(x, t)|1 ↓〉 or the corresponding expression
with |2 ↑〉, |2 ↓〉, the quantum state [see (2.4.2) below for an example of such
state]. It combines both the spatial and the spin parts discussed above. We will
sometimes use the notation � without the arguments (x, t) to denote the quantum
state.

12Since �(x, t) is in general a complex number, |�(x, t)|2 = �(x, t)∗�(x, t), where z∗ is the
complex conjugate of z ∈ C.
13The support of a function is the closure of the set on which it is nonzero.

http://dx.doi.org/10.1007/978-3-319-25889-8_4
http://dx.doi.org/10.1007/978-3-319-25889-8_5
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2.4 How Does It Work?

Let us first show how this formalism accounts for the fact that one cannot have
particles with a well defined spin in directions 1 and 2 simultaneously. Indeed, if we
measure the spin in direction 1 of a particle with its spin up in direction 2, as in Fig. 2.2
(left), we get either the state |1 ↑〉 or the state |1 ↓〉, because of the collapse rule, and
each of these states is a superposition of |2 ↑〉 and |2 ↓〉 with equal coefficients [see
(2.3.5) and (2.3.6)]. Hence, if we measure the spin in direction 2 for the particles
that are now in the state |1 ↓〉 (see Fig. 2.2 right), we will get 50 % |2 ↓〉 and 50 %
|2 ↑〉. The “memory” of the particle being |2 ↑〉 to start with is lost. So we see here
that the collapse erases the memory.

Let us now go back to the data of Sect. 2.2 and consider Fig. 2.3. At time t1, the
state is [see (2.3.8)]

|1 ↓〉 = 1√
2

(|2 ↑〉 − |2 ↓〉) . (2.4.1)

At times t2 and t3, we have

1√
2

(|2 ↑〉|path 2 ↑〉 − |2 ↓〉|path 2 ↓〉) , (2.4.2)

where |path 2 ↑〉 and |path 2 ↓〉 are the spatial parts of the quantum state �(x, t),
which propagate more or less along the paths indicated 2 ↑ and 2 ↓ (meaning that,
if we detect where the particle is, we will always find it along one of those paths).

Let us assume that, at time t4, the black arrow is a device that is able to recombine
the paths of the two particles and send them in the direction →. Then the state
becomes

1√
2

(|2 ↑〉 − |2 ↓〉)|path →〉 = |1 ↓〉|path →〉 . (2.4.3)

Since the spin part of the state is now |1 ↓〉, we will get 100 % “down” results if we
measure the spin in direction 1 after the black arrow.

If we now put a wall on the path 2 ↓ (see Fig. 2.4), this means that we perform
a measurement, since it allows us to know which path the particle follows14: if the
particle is blocked by the wall, it means that it took the path |path 2 ↓〉, but if the
particle is not blocked, its path must be |path 2 ↑〉. So if the particle is not blocked,
the state “collapses” and becomes

|state〉 −→ |2 ↑〉|path 2 ↑〉 , (2.4.4)

which becomes at time t4, at the “black arrow”,

14The same is true if one puts an active bomb (as opposed to a dud, which is the same as not putting
anything), along the path 2 ↓. Depending on whether the bomb explodes or not, one knows which
path the particle took.
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1√
2

(|1 ↑〉 + |1 ↓〉)|path →〉 . (2.4.5)

Thus, if we then measure the spin in direction 1, we will get 25 % 1 ↑ and 25 % 1 ↓.
Here, the strange role of “measurements” cannot be explained away by appealing

to local disturbances caused by the measuring device (as we did in Sect. 2.1 when
discussing the impossibility of simultaneous measurement of the spin in two different
directions), since the wall has an effect on the particle even when it follows a path
on which the wall is not inserted. Moreover, those two paths can in principle be
arbitrarily far from each other, and the size of the separation has no effect on the final
statistics (which always remain 25 % 1 ↑ and 25 % 1 ↓).

Finally, note that if we remove the black arrow (say, while the particles are moving
past the first box, so that we are dealing with a “delayed choice” experiment), as in
Fig. 2.5, there would be no recombination of the paths and the state would remain in
the form

1√
2

(|2 ↑〉|path 2 ↑〉 − |2 ↓〉|path 2 ↓〉) .

The parts |2 ↑〉|path 2 ↑〉 and |2 ↓〉|path 2 ↓〉 then continue along their trajectories
and pass each other: the part |2 ↑〉|path 2 ↑〉 continues downwards and the part
|2 ↓〉|path 2 ↓〉 continues upwards. If we then measure the spin in direction 1, along
either of these paths, we will get 25 % 1 ↑ and 25 % 1 ↓ in each case, since this is
what is predicted by both the states

|2 ↑〉 = 1√
2

(|1 ↑〉 + |1 ↓〉) and |2 ↓〉 = 1√
2

(|1 ↑〉 − |1 ↓〉) .

So it looks as though we could affect the past behavior of the particle (whether it
follows “both paths at once” or only one path) by inserting or not the black arrow,
after they have already started their trip.

As we see, the mysterious behavior described in Sects. 2.1 and 2.2 can easily be
predicted by the quantum formalism which, at least in this special case, is not math-
ematically complicated. However, a natural question arises: how are we supposed
to understand all this talk about vectors or wave functions, and also, of course, this
duality of rules?

2.5 What Is the Meaning of the Quantum State?

To me it seems like “quantum theory” is in a sense like a traditional herbal medicine used by
“witch doctors”. We don’t REALLY understand what is happening, what the ultimate truth
really is, but we have a “cook book” of procedures and rituals that can be used to obtain
useful and practical calculations (independent of fundamental truth).

John Nash [347, p. 4]
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There are several possible reactions to what has been described in the previous
sections.15

A first reaction is to claim that one cannot understand the microscopic world and
that one must content oneself with predicting the results of measurements, which are
necessarily macroscopic, and are thus described in a “classical” (i.e., understandable)
language. For example, one could say that, if one prepares the particle in state |1 ↑〉,
say, it will have such and such probability of ending up in a given state if we do this
or that experiment. The final state is described by the result of measurement and can
be described in terms of where the particle goes (through which hole it leaves our
measuring device of Fig. 2.1, for example). Since we know which hole the particle
goes through by detecting it, and since the detection leads to a direct observation by
us, humans, one can understand why human beings seem to be put at the center of a
physical theory.

Those who do not like this return to anthropocentrism may of course claim that
human beings are not essential here: all that matters is a macroscopic trace left on the
measuring device, which could be seen by us, but which is there whether we look at
it or not. This is certainly a possible understanding of the “orthodox” view. Landau
and Lifshitz wrote in their standard textbook:

[…] we emphasize that, in speaking of ‘performing a measurement’, we refer to the interac-
tion of an electron with a classical ‘apparatus’, which in no way presupposes the presence
of an external observer.

Lev Landau and Evgeny Lifshitz [302, p. 2], quoted in [46, p. 35]

A second reaction follows naturally from this idea, and consists in the hope that, by
analyzing the measurement process in more detail, as a purely physical process (with
no reference whatsoever to an outside “observer”), one may arrive at an understanding
of what is going on.

A third reaction is to view the quantum state as representing, not an individual
system, but an ensemble of systems and having thus a role similar to probabilities in
classical physics,16 with |ci (t)|2, |di (t)|2, i = 1, 2, in (2.3.9) being the probabilities
of the spin being either up or down in directions 1 and 2. According to this view, the
quantum state provides us with incomplete information on individual microscopic
systems. The latter do have properties such as a given spin value in all directions, or a
position and a velocity, but the quantum state itself does not contain that information.
We may not know how to prepare an individual system with those given properties,
but they nevertheless exist. When we produce several particles in a given quantum
state, we actually produce particles with different individual properties, whose sta-
tistics are encoded in the quantum state. This approach may be called the statistical
interpretation of quantum mechanics (see, e.g., Ballentine [27], Blokhintsev [59], or
Taylor [468] for a defense of this viewpoint).

A fourth reaction (sometimes motivated by the third) is to propose a more complete
theory than quantum mechanics. One would not simply say, as in the third reaction,

15This section is in part an extension of [81].
16The latter are discussed in Sect. 3.4.3.

http://dx.doi.org/10.1007/978-3-319-25889-8_3
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that particles do have properties not described by the quantum state, but one would
try to say what these properties are and how they evolve in time. Einstein’s reaction
(which we will discuss in Chap. 7) was basically the third one, but he also hoped for
a more complete theory.17

The first reaction is associated with the Copenhagen interpretation and is basically
what was called the “official” position in Chap. 1. It was criticized there and will be
discussed further in Chap. 3. The fourth reaction will be the topic of Chap. 5. The de
Broglie–Bohm theory is a subtle form of the statistical interpretation, but based on a
more complete theory than ordinary quantum mechanics.

We now discuss the second and the third reactions, one of which probably lies in
the back of the minds of most physicists who don’t see any problem with quantum
mechanics. Of course, if one of those positions were tenable, they would be right not
to worry, but, as we will try to show, neither of these “ways out” is compatible with
either the quantum formalism (for the second reaction) or with experimental facts
(for the third one).

These two reactions are different answers to the same question: does the mea-
surement somehow create the result that is being observed or does it simply reveal
some pre-existing property of the system? The word “measurement” suggests the
latter meaning: if I measure the length of a table, I assume that the table has a certain
length before I measure it. The same thing holds for more indirect measurements,
like the distance between the Earth and the Sun. This view leads us to the statistical
interpretation (since the quantum state does not assign a fixed value to the quantities
being measured) and we will return to it in Sect. 2.5.2.

One natural objection to the idea that the quantum state is just like a classical
probability comes from the bizarre interference effects described above (which have
no equivalent in classical probabilities). In the Mach–Zehnder interferometer, if we
assign a probability 1/2 to the event “the particle follows the path 2 ↑” and 1/2 to the
event “the particle follows the path 2 ↓” when both paths are open, and a probability
1 to the event “the particle follows the path 2 ↑” when the path 2 ↓ is blocked, why
do we get different results in those two situations if we measure the spin in direction
1 at the black arrow?18 If probabilities reflect our ignorance (of the path being taken),
simply knowing which path is taken should not have any physical effect. Does this
not show that the quantum state is a physical quantity rather than a pure expression
of our ignorance?

But if the quantum state is physical, should one not think that the measurement,
viewed as a physical process, perturbs the quantum state in such a way as to “create”

17In [43], Bell considers six “possible worlds of quantum mechanics”, i.e., six possible reactions
with respect to the problems discussed here: the pragmatic attitude, the Bohr approach, introducing
the mind into physics, the many-worlds interpretation, spontaneous collapse theories, and the de
Broglie–Bohm theory. The last three theories pertain to what we call the fourth reaction and will
be discussed in Chaps. 5 and 6. The pragmatic attitude and the Bohr approach both exemplify what
we call the first reaction, while introducing the mind into physics could be considered as part of the
fourth reaction, but we will not discuss it beyond a few words in Chap. 3.
18As se saw in Sect. 2.2, we get 100 % 1 ↓ if we measure the spin after the black arrow in direction
1 when both paths are open, and 25 % 1 ↑, 25 % 1 ↓, when path 2 ↓ is blocked.

http://dx.doi.org/10.1007/978-3-319-25889-8_7
http://dx.doi.org/10.1007/978-3-319-25889-8_1
http://dx.doi.org/10.1007/978-3-319-25889-8_3
http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_5
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http://dx.doi.org/10.1007/978-3-319-25889-8_3
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the result? There is nothing a priori irrational or even strange about this idea: the
measuring device is necessarily macroscopic (otherwise we would not be able to see
the result) and the object being measured is microscopic. The huge difference in size
between the measuring device and the system being “measured” leaves ample room
for the macroscopic object to affect the microscopic one.

One could of course declare a priori that the measuring device, being macroscopic,
“collapses” the quantum state during a measurement, and that view is also some-
times associated with the Copenhagen interpretation. The two basic rules of the time
evolution of a quantum state would then simply reflect the micro/macro distinction:
a microstate evolves according to the Schrödinger equation, except when it interacts
with a macroscopic object, in which case it may be reduced or collapsed.19 How-
ever, that view assumes that there is a sharp distinction between microscopic and
macroscopic; but if the Schrödinger evolution applies to one particle, two particles,
ten particles, and so on, where should we stop?

A way out of this problem would exist if one could treat the measuring device
in a quantum mechanical way and obtain those reduced states for the microscopic
systems at the end of a measurement.20 We begin by considering this possibility.

2.5.1 The Measurement Process Within the Quantum
Formalism

Let us see what happens if we analyze the measurement process within the quantum
formalism, an analysis that goes back to von Neumann [496]. We want to see if,
within the quantum formalism, one can avoid the dual nature of the evolution law
for the quantum state.

We consider a very simplified measurement process. Let

�0 = ϕ0(z)

[

c1

(
1
0

)

+ c2

(
0
1

)]

,

which describes the original state of a particle whose spin is going to be measured,
viz.,

c1

(
1
0

)

+ c2

(
0
1

)

,

and the state ϕ0(z) of the measuring device. Here z is a macroscopic variable, indi-
cating the position of the measuring device (for example, the position of its center of

19This would make the collapse rule somewhat analogous to the phenomenon of entropy increase
in statistical mechanics. We will discuss this analogy further in Sect. 5.1.7.
20We will see in Sect. 5.1.6 that this is, in a sense, what happens in the de Broglie–Bohm theory; but
it only works because, in that theory, one has a more complete description of the quantum system
than the one in ordinary quantum mechanics.

http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_5
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Fig. 2.6 Evolution of the
pointer during a
measurement z = 0

upward 

+

downward 

mass along the vertical axis), and ϕ0(z) is centered at z = 0, meaning that the pointer
is as in the first picture in Fig. 2.6. To simplify matters, we do not include here the
wave function of the particle whose spin is being measured, considering only the
“spin” part of its quantum state.

One might question the assignment of a quantum state to a macroscopic object.
But this is exactly what we mean by “working within the quantum formalism”. In that
formalism, by assumption, every object is describable by such a state. Of course, the
pointer is composed of a great number of particles, not just the variable z introduced
here. However, if we measured the positions of all the particles composing the pointer
(which is of course impossible in practice, but we can at least imagine doing that),
we would also know the value of z, so that one may consider that variable as being
determined by all the other variables. Note that we say “if we measured” the positions.
We do not assume that particles have positions independently of whether we measure
them or not. The same holds of course for the value of z.

As we show in Appendix 2.D, the state resulting after the measurement is

c1

(
1
0

)

ϕ↑(z) + c2

(
0
1

)

ϕ↓(z) , (2.5.1.1)

where ϕ↑(z) and ϕ↓(z) correspond to the last two pictures in Fig. 2.6, i.e., the pointer
pointing upward or downward. Thus, the system is in a superposition of two macro-
scopically distinct states: one in which the pointer is pointing upward and one in
which it is pointing downward. The problem is that we never see the pointer in such
a superposed state: we see it either up or down, but not both. The ordinary quantum
formalism does not correctly predict the state of the measuring device at the end
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Fig. 2.7 The cat which is
both alive and dead. By
Dhatfield (own work) [CC
BY-SA 3.0 (http://
creativecommons.org/
licenses/by-sa/3.0)], via
Wikimedia Commons

of the experiment, since it unambiguously predicts a superposed state, and this is
simply not what is observed.

Note that here we assume, somewhat naively, that we can identify a macroscopic
quantum state with a physical situation in the three-dimensional world, such as
the state ϕ↑(z) and a pointer pointing up. This is often implicitly assumed in all
discussions about macroscopic superpositions, but we will see in Sect. 6.1 that this
assumption, far from being obvious, is in fact hard to justify.21

But since the situation is now macroscopic, one may just look at the result. If

the pointer points upward, we take the state to be

(
1
0

)

ϕ↑(z). If the pointer points

downward, the state becomes

(
0
1

)

ϕ↓(z). One thus reduces the quantum state, which

now describes a macroscopic object, just by looking at it.
One may also replace the pointer by a cat, as in Schrödinger’s famous thought

experiment [441]: suppose a cat is in a sealed box and there is a purely classical
mechanism linking the pointer above to a hammer that will break a bottle containing
some deadly poison if the pointer is up, but not if it is down. If the poison is released,
it kills the cat (see Fig. 2.7). Then, following the same reasoning as above, including
now the state of the cat, we get after the measurement:

c1

(
1
0

)

ϕ↑(z)|cat dead〉 + c2

(
0
1

)

ϕ↓(z)|cat alive〉 .

The natural interpretation of the state of the cat is that it is “both alive and dead”.
Of course, we never see a cat in such a state. We do not even know what that
could mean. But the cat example just dramatizes a problem that occurs already with
the pointer, namely the fact that ordinary quantum mechanics predicts macroscopic
superpositions that are simply not observed and that are even hard to conceive.

To better illustrate the problem, consider a coin. Once it has been thrown and has
fallen on one of its sides, it is either heads or tails. If we do not look at the result,
we may attribute probability one-half to each of these possibilities, but it would be

21See Maudlin [325] for a detailed discussion.
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silly to say that these probabilities give a complete description of the state of the
coin. The latter is heads or tails, not both, and our assignment of probabilities simply
reflects our ignorance. Saying that the quantum mechanical description is complete
is similar to saying that the probabilistic description of the coin is complete. While
we may not know whether this is true or not for microscopic systems (about which
we have no direct experience), it is manifestly absurd for a pointer or a cat.

Sometimes people seem to think that quantum mechanics has proven that the
unfortunate cat is both alive and dead before anybody looks. But that was certainly
not Schrödinger’s idea when he introduced the cat example, which he called “quite
ridiculous”, as a reductio ad absurdum of the quantum formalism [441]. More pre-
cisely, Schrödinger wanted to show that the quantum formalism does not provide a
complete description of at least some systems, because, at least in the case of the cat,
we know that the latter is either alive or dead, and not both.

In order to turn Schrödinger’s reasoning around and produce an argument in favor
of the existence of macroscopic superpositions, one has to assume that the quantum
formalism is absolutely true and applies to all objects, irrespective of their size. But
there has never been any observable consequence of such an extension of the quantum
formalism to macroscopic objects.22

One possible answer to this problem is to say that looking at the pointer or the cat
changes its state and thus collapses its quantum state. But what does “looking” mean?
There are many different ways to look at an object. With the help of binoculars, or
with a telescope, one could look from far away. One could peek through a small
hole made in the box where the cat is, etc. None of this changes anything regarding
the result of course: the pointer is always up or down, the cat is alive and dead.
Since all the different physical ways of looking do not make any difference, isn’t
it reasonable to think that looking does not have any physical effect on the system
itself and that by “looking” we simply learn something about the state of the system,
without changing it? In other words, this situation would be analogous to throwing a
coin and first hiding the result; then when we later look at the coin, we see whether
it is heads or tails, but of course the coin was heads or tails before we looked. This
analogy is the common-sensical solution to the cat problem, and it is the one that
Schrödinger had in mind.

Of course, one may also hold the view that, as long as “looking” is described in
physical terms, with eyes, brains, etc., it only produces more macroscopic superpo-
sitions: in the end, the whole universe has a quantum state like (2.5.1.1), with ϕ↑(z)
and ϕ↓(z) corresponding to the pointer being up or down and the observer (at least as
long as it is considered to be a physical object) seeing it up or down, and everything
linked to the observer being in such a superposed state. Then one arrives at a sort
of infinite regress (everything physical being in a superposed state) and one has to
appeal to a nonphysical consciousness to collapse the quantum state. But even if we
accept the existence of a conscious mind entirely independent of the laws of physics,

22Of course, there are macroscopic phenomena like superconductivity or superfluidity whose
explanations appeal directly to quantum mechanics, but these are different from the examples
of the cat or the pointer.
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which consciousness should it be? Mine when I observe, someone else’s when I tell
them the results, a universal mind? This leads us to “theories” that are very poorly
defined, assuming that they make any sense at all.23

Another line of thought is to say that the quantum state never collapses and that
the two terms in (2.5.1.1) simply correspond to two different universes. This is called
the “many-worlds interpretation” and will be discussed in Sect. 6.1. But in any case,
it can be considered as part of the fourth reaction, since it modifies ordinary quantum
mechanics, in which the collapse is part of the theory.

It is sometimes suggested that decoherence solves the cat problem: decoherence
means that it is, in practice, impossible to produce interference effects between the
states of the live and the dead cat or between the states of the upward and downward
pointers, as was done for a single particle in the interferometer described in Sect. 2.2,
between the state of the particle following one path and the state following the other
path.24 This is due to the large number particles composing a pointer or a cat.25

Therefore, we don’t see, for cats or pointers, the strange effects that were seen in
that experiment. This is something on which all sides agree: indeed, if it wasn’t so,
the macroscopic world would look very different from what it does, because if the
cat is alive, its future behavior could interfere with the state of the dead cat, as the
states following the two different paths in the Mach–Zehnder interferometer do, and
that could lead to strange behavior for the live cat.

But decoherence does not change the fact that one needs to look at the result,
and then “collapse” the state according to what we see in order for the formalism to
work. Therefore, it does not remove the centrality of observations in the quantum
theory. In [46], John Bell analyzes the books by Dirac [137], Landau and Lifshitz
[302], Gottfried [236], and an article by van Kampen [494] and shows that in each
case there is a subtle but unacknowledged transition between and and or: quantum
mechanics predicts unambiguously that the cat is alive and dead, while we always see
it either alive or dead. It is only by switching from and to or that one can “eliminate”
that problem.

What decoherence does show is that there are no empirical consequences of
quantum mechanics for macroscopic objects, at least in situations such as those
described here. So for the pointer, the most natural interpretation of the state (2.5.1.1)
is that of a classical probability: the pointer is up or down and the state simply reflects
our ignorance: hence we say that it is up with probability one-half and down with

23This should not be confused with the familiar “mind–body” problem: how can the material body
produce mental states, and in particular, conscious ones (see [345] for a good explanation of the
problem)? Even those, like Colin McGinn [329], who regard the link between the body or the brain
and the qualitative aspects of consciousness (e.g., pain) as being an unsolvable mystery, given the
limitations of the human mind, admit that they can be caused by, or at least correlated with, physical
events in the brain. But here, when we consider the possibility that the mind collapses the quantum
state, we are envisaging a direct action of the mind on matter, and this entails a radical form of
dualism, since the mind would then act totally independently of the brain!.
24See the double-slit experiment described in Appendix 2.E for another example of interference
between states of one particle.
25This notion of decoherence will be explained in more detail in Sect. 5.1.6 and Appendix 5.E.
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the same probability. This is just like a coin which is heads or tails before we look at
it and where we simply learn which of the two is the case when we do actually look
at it.

But this means that, for macroscopic objects, the quantum state is not a complete
description of the physical situation. There is no way within the quantum formalism
to make a definite macroscopic state emerge as result of a measurement, because of
the linearity of the Schrödinger equation. So that the idea, implicit in the statement
of Landau and Lifshitz quoted at the beginning of this section and in many others
analyzed by Bell in [46], that the interaction with a macroscopic device creates the
results of measurements is simply untenable if we stick to the existing quantum
formalism.

On the other hand, if we give a classical probabilistic interpretation to the state
(2.5.1.1), why not do the same for microscopic objects described by quantum states
like those in Sects. 2.3 and 2.4? All this leads us naturally to the third reaction, namely
the ensemble or statistical interpretation of quantum mechanics.

2.5.2 The “Naive” Statistical Interpretation

The statistical approach assumes that systems of all sizes have properties, such as
the spin being up or down, before they are measured and that a measurement simply
reveals something pre-existing (as the word “measurement” suggests). Of course,
that does not mean that we have a theory about those properties or that we can
predict or control them. It simply means that we can think of them as existing prior
to our measurements and as being revealed by them.

If one adopts that view, probabilities in quantum mechanics are not very different
from classical probabilities: they just reflect our ignorance, and so does the quantum
state. When we measure a certain physical quantity, we simply learn something about
the system, and we thus modify our state (or our probabilities) accordingly. This view
means that quantum mechanics is incomplete; the very definition of incomplete is
that each individual system is characterized by variables other than the quantum state
and that the latter has only a statistical meaning. To come back to the analogy with a
coin, if we learn that it is heads or tails (a property that the coin had before looking at
it), we change our probabilities for heads and tails from (1/2, 1/2) (before looking)
to (1, 0) or (0, 1), depending on the result. The collapse of the quantum state would
be similar to that adjustment of probabilities.

This is the basic idea behind what are called “hidden variables”. They would be
variables that characterize an individual system and whose statistical distribution
would be determined by the quantum state. For example, if we prepare particles in a
state such as (2.3.9), the assumption of hidden variables means that a fraction |c1(t)|2
of such particles have spin up in direction 1 and a fraction |c2(t)|2 of such particles
have spin down in direction 1, and similarly for direction 2, with |ci (t)|2 replaced by
|di (t)|2.
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Of course, the time evolution of the quantum state, which allows for the interfer-
ence effects, is very different from the one encountered in the application of prob-
ability theory to classical physics. But the time evolution of the state and its status
are two separate issues and there is nothing a priori inconsistent in thinking that the
spin is up or down before we measure it or that the particle goes through one slit or
the other in the double-slit experiment (see Appendix 2.E). We simply have to take
into account the fact that the behavior of the particle after passing through one slit is
affected by whether the other slit is open or not, and likewise, in the interferometer
experiment, whether the other path is blocked or not.

The uneasiness in treating the quantum state as a classical probability also follows
from the fact that one cannot simultaneously measure the spin in two different direc-
tions, or the position and the velocity. But if we think that the measurement disturbs
the system being measured, then there is nothing a priori implausible in the statis-
tical interpretation. Note, however, that this “perturbation” view of measurements
cannot be incorporated within ordinary quantum mechanics, as we just saw above,
simply by analyzing measurements within quantum mechanics. But since assuming
the existence of variables other than the quantum state means going beyond quantum
mechanics, it is perfectly logical to assume that measurements affect those vari-
ables in ways that are not covered by the ordinary quantum theory. Then, of course,
affecting those variables would modify the state and we would have to change our
probabilities accordingly (and this would then be the reason behind the collapse rule).

Consider, for example, what Heisenberg wrote in his famous paper on the uncer-
tainty relations:

At the instant of time when the position is determined — therefore, at the moment when
the photon is scattered by the electron — the electron undergoes a discontinuous change in
momentum. This change is the greater the smaller the wavelength of the light employed —
that is, the more exact the determination of the position. At the instant at which the position
of the electron is known, its momentum therefore can be known only up to magnitudes which
correspond to that discontinuous change; thus, the more precisely the position is determined,
the less precisely the momentum is known, and conversely.

Werner Heisenberg [510, p. 64]. Originally published in [256]

This quote clearly expresses a “perturbation” view of measurements: if I want to mea-
sure the position of the electron, then I must perturb it in such a way that its momentum
is affected. Therefore, I cannot measure both its position and the momentum it had
when I did that measurement. But this statement certainly suggests that the electron
has both a position and a momentum.

However, there is a serious problem for the statistical interpretation, namely that
it is inconsistent. To see how this comes about, let us define the idea of “hidden
variables” more precisely. There are many physical quantities besides spin that can
in principle be measured: for example, the angular momentum, the energy, and the
momentum.26 The statistical interpretation means that, in each individual system,

26These quantities are called observables and are represented mathematically by matrices or
operators acting on the quantum states. The eigenvalues of these operators are the possible results of



2.5 What Is the Meaning of the Quantum State? 43

each of these quantities will have a well defined value, which may be unknown or
even unknowable, and uncontrollable, but which nevertheless exists.

Let us denote by A a physical quantity and by v(A) the value that this quantity
has for a particular system, which of course varies from system to system, but in
such a way that the quantum state gives the statistical distribution of those values:
going back to the examples of Sect. 2.3, a state like (2.3.9) would mean that, if we
prepare a large number of particles with that same state, then a fraction |c1|2 of them
will have the value v(spin in direction 1) =↑ and a fraction |c2|2 of them will have
the value v(spin in direction 1) =↓, and similarly for direction 2 (the situation with
more general quantities is discussed in Appendix 2.B).

To make the statistical interpretation interesting, we have to assume that v(A)

exists for more than one A. For example, it would be quite arbitrary to assume that
the spin values exist, but only in one direction, since our definition of directions is
completely conventional. Now, if we assume that v(A) exists for a reasonable class
of quantities A, and that those values agree with quantum mechanical predictions,
we can derive a contradiction:

Theorem 2.5.1 No Hidden Variables Theorem27

(1) There does not exist a function v : O → R where O is a collection of quantities
related to “spin”, such that ∀A ∈ O, v(A) agrees with the predictions of quantum
mechanics.

(2) There does not exist a function v : O → R where O is the set of functions of
the four quantities representing the positions and the momenta of two particles
moving on a line, such that ∀A ∈ O, v(A) agrees with the predictions of quantum
mechanics.

It is important to stress that the requirement of “agreeing with the predictions of
quantum mechanics” means only that certain constraints, inherent to the quantum
algorithm for predicting results of measurements and discussed in Appendix 2.F,
have to be satisfied. This requirement is thus totally independent of any quantum
state or of the need to reproduce any particular quantum statistics.

A possible, but misleading, reaction to this theorem is to say that there is nothing
new here, since it is well known that there is no quantum state that assigns a given

(Footnote 26 continued)
the measurement of these observables, but we do not need these notions here. They are explained
in Appendix 2.B.
27We refer to Appendices 2.B, 2.C and 2. F for a more precise formulation of this theorem in terms
of “observables” and “operators”, and for a definition of the sets O. The original version of this
theorem is due to Bell [36] and to Kochen and Specker [291] for the first part (the proofs were based
on a theorem of Gleason [215]), and to Clifton [98] for the second part. The version given here is
simpler than the original ones and is due to Mermin (see [335] and reference therein) and Perez [392,
393] for the first part and to Myrvold for the second [344]. The proofs are given in Appendix 2.F.
We will discuss another no hidden variables theorem in connection with nonlocality in Chap. 4.
We will discuss other variants of this theorem in Sect. 5.3.4 and in Sect. 6.3 and Appendix 6.C. We
will also discuss the famous but misleading no hidden variables theorem due to von Neumann in
Sect. 7.4.

http://dx.doi.org/10.1007/978-3-319-25889-8_4
http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_6
http://dx.doi.org/10.1007/978-3-319-25889-8_7
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value to all the spin variables simultaneously or to both position and momentum,
as we saw, at least for the spin (for the position and momentum, this is discussed
in Appendix 2.C). But that misses the point: the theorem considers the possibility
that there be other variables characterizing an individual system than its quantum
state (in other words, that the quantum description is incomplete), variables whose
values would be revealed by proper measurements. The theorem shows that, at least
if the class of those variables is large enough, merely assuming the existence of those
variables is impossible. Note that we are not assuming that there exists a theory about
those “hidden” variables, telling us how they evolve in time for example, but merely
that these variables exist and that their values agree with the quantum mechanical
predictions.

Of course, this result does not mean that a theory introducing hidden variables
cannot exist (we will discuss such a theory in Chap. 5), but it does mean that one
cannot introduce such variables for all the “observables” or at least for a sufficiently
large class of them at once. If we want to express precisely what the statistical inter-
pretation of quantum mechanics means, we have to assume that individual systems
possess values corresponding to a physical property A, which we denote v(A), before
being measured, and that a measurement simply reveals that value v(A). But that
leads to contradictions and therefore the “naive” statistical view is untenable.

2.6 Conclusions

As we already said (and it would be interesting to make a sociological study of this
issue), it is probable that the creation of a definite quantum state by the interaction
with a macroscopic apparatus, or the statistical interpretation, lies in the back of the
mind of many physicists who are not bothered by the problems raised by quantum
mechanics. It is unlikely that most physicists literally believe that the cat suddenly
becomes alive or dead, simply because we look at it, especially if “looking” refers
to the action of a mind independent of all physical laws.

But now we face a serious conundrum. There are two positions that would nat-
urally justify the “no worry” attitude with respect to the meaning of the quantum
state: either a proper quantum treatment of the measurement process would lead to
a collapsed state and the need for two different laws of evolution would be elimi-
nated, or the quantum state does not represent a single system but an ensemble of
systems, each having its own individual properties that a measurement would simply
reveal. But neither of these positions are defensible, either because the linearity of the
Schrödinger equation leads necessarily to macroscopic superpositions, or because
of the no hidden variables theorems.

We are left with the first and the fourth reactions. We will deal with the last one,
i.e., look for a more complete theory than ordinary quantum mechanics, in Chap. 5.
But before doing that, we have to discuss a host of philosophical arguments trying to

http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_5
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present the first reaction as not simply making the best of a bad deal, but as a necessity,
independently of quantum mechanics, or even as a positive development. In the next
chapter, we will examine those arguments.

Appendices

2.A The Wave Function and the Schrödinger Equation

In this appendix, we will describe some of the mathematical properties of
Schrödinger’s equation, without discussing in detail its physical meaning, something
already done in the main text of this chapter and in Chaps. 4 and 5.

2.A.1 Linear Differential Equations

Let us start with the simplest differential equation28:

dz(t)

dt
= az(t) , (2.A.1.1)

where t ∈ R, z : R → R, and a ∈ R. By definition, a solution of this equation is a
function satisfying it for all t . It is easy to see that all solutions are of the form

z(t) = Aeat , (2.A.1.2)

for some constant A.
We obtain a unique solution if we fix some initial condition, that is, if we fix the

value of z(t) at a given time t . To simplify the notation, let t = 0 and let us look for
a solution such that z(0) = z0. Then we obtain a unique solution:

z(t) = z0eat . (2.A.1.3)

In this simple example, we see that (2.A.1.1) has a class of solutions (2.A.1.2) and
a unique solution (2.A.1.3) once an initial condition is fixed. This is true for more
general equations of the type

dz(t)

dt
= f (z(t)) , (2.A.1.4)

28For an introduction to differential equations, see, e.g., [18, 267].

http://dx.doi.org/10.1007/978-3-319-25889-8_4
http://dx.doi.org/10.1007/978-3-319-25889-8_5
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for fairly general functions f : R → R, at least for short intervals of time29 (but we
will not use those more general equations here).

Equation (2.A.1.1) is said to be linear because, if z1(t) and z2(t) are solutions
of (2.A.1.1), then the function z(t) = c1z1(t) + c2z2(t), with c1, c2 ∈ R, is also a
solution.

We now generalize this simple example. First, we could replace z(t) by a complex-
valued function: z : R → C, with a ∈ C in (2.A.1.1). Nothing changes except that
A and z0 in (2.A.1.2) and (2.A.1.3) are also complex.

Next, we replace z(t) by an n-component complex vector:

z : R → C
n , z(t) =

⎛

⎜
⎝

z1(t)
...

zn(t)

⎞

⎟
⎠ , zi (t) ∈ C , i = 1, . . . , n .

Equation (2.A.1.1) is replaced by

dz(t)
dt

= Az(t) , (2.A.1.5)

where A is an n × n complex matrix. The general solution is of the form

z(t) = eAt A , (2.A.1.6)

where A ∈ C
n ,

eAt =
∞∑

n=0

Antn

n! , (2.A.1.7)

and An denotes the n th product of A with itself. Equation (2.A.1.5) is again linear.
If we fix an initial condition z(0) = z0 ∈ C

n , we get a unique solution:

z(t) = eAt z0 . (2.A.1.8)

When A possesses a basis of eigenvectors, i.e.,

Aei = λi ei , (2.A.1.9)

where (ei )
n
i=1 is an orthonormal basis of C

n , the solution (2.A.1.8) can be written
more explicitly. Indeed, (2.A.1.9) and (2.A.1.7) imply that

eAt ei = eλi t ei , (2.A.1.10)

and if we expand z0 in the basis (ei )
n
i=1, i.e.,

29See, e.g., [267, Chap. 7] for more details.
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z0 =
n∑

i=1

ci ei , (2.A.1.11)

where
ci = 〈ei |z0〉 , (2.A.1.12)

and 〈·|·〉 is the scalar product in C
n(〈z1|z2〉 ≡ ∑N

n=1 z∗
1nz2n), we find by linearity

that (2.A.1.8) can be written as

z(t) =
n∑

i=1

ci e
λi t ei . (2.A.1.13)

So the “recipe” for solving (2.A.1.5) is to solve the eigenvalue/eigenvector problem
for A (assuming that A has a basis of eigenvectors), compute the coefficients using
(2.A.1.12), and insert the result in (2.A.1.13).

2.A.2 The Schrödinger Equation

Let us start with the equation for one particle in three-dimensional space:

i�
d

dt
�(x, t) = H�(x, t) , (2.A.2.1)

where t ∈ R, x ∈ R
3, and � = h/2π , with h the Planck constant. The unknown here

is �, which is a complex-valued function of x and t .
One can think of � as playing the role of z in (2.A.1.5), with the index i = 1, . . . , n

being replaced by a continuous variable x . The factor i = √−1, while essential for
the physics of (2.A.2.1), does not make much difference at this stage with respect
to (2.A.1.5), since �, like z, is complex anyway. H plays the role of A in (2.A.1.5)
and is a linear operator: it transforms a given function �(x, t) into a new function
(H�)(x, t) and does it in a linear way:

H(αψ1 + βψ2) = αHψ1 + βHψ2 , (2.A.2.2)

which implies that a linear combination of solutions of (2.A.2.1) is again a solution
of (2.A.2.1).

The detailed form of H or the justification of (2.A.2.1) will not matter very much
and they can be found in any textbook on quantum mechanics,30 but for one particle
of mass m moving in R

3, the operator H has the form

30For a discussion close to our point of view, see [152, Chap. 7].
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H = �
2

2m

(

− d2

dx2
1

− d2

dx2
2

− d2

dx2
3

)

+ V (x) , (2.A.2.3)

where x = (x1, x2, x3) and V (x) is simply the classical potential [so that the force
F(x) in classical mechanics equals F(x) = −∇V (x), ∇ denoting the gradient]. The
first term, viz.,

�
2

2m

(

− d2

dx2
1

− d2

dx2
2

− d2

dx2
3

)

,

is the kinetic energy term. To simplify notation, we will often consider the situation
in one spatial dimension, where H is given by:

H = − �
2

2m

d2

dx2
+ V (x) , (2.A.2.4)

with x ∈ R. Classically, the Hamiltonian is (again, in one dimension)

H = p2

2m
+ V (x) ,

and corresponds to the energy of an isolated system. The quantum version (2.A.2.4)
is obtained by replacing the momentum variable p (equal to the mass times the
velocity) in the classical Hamiltonian by the operator31 P = −i�d/dx and the
variable x by the operator Q of multiplication by x [and hence V (x) by the operator of
multiplication by V (x)]. We will not justify this replacement now, but we will explain
why the statistical distribution of results of measurements of momenta is related to
the operator P in Appendices 2.A.3 and 2.B. For the variable x , we have already said
that |�(x, t)|2 is the probability density of the results of position measurements.

In the rest of these appendices, we will choose units in which � = 1. Then, given
an initial condition �(x, 0) = �0(x), the solution of (2.A.2.1) is (remember that
1/ i = −i):

�(x, t) = (e−i Ht�0)(x) , (2.A.2.5)

where the operator e−i Ht can be defined through a power series as in (2.A.1.7) when
the series converge, and in more subtle ways otherwise.32 We will give concrete
examples of what this solution looks like below, and also in Appendix 2.D and
Chap. 5.

An important property of (2.A.2.5) is

∫

R3
|�(x, t)|2dx =

∫

R3
|�0(x)|2dx , (2.A.2.6)

31Operators are linear functions that map “ordinary” functions into other functions. The space of
functions on which they act is infinite dimensional. We will not give a rigorous or detailed treatment
of these operators; see, e.g., [152, Chaps. 13–15] or [412, Chaps. 7 and 8] for such a treatment.
32See, for example, [412, 413] and [152, Chap.14].

http://dx.doi.org/10.1007/978-3-319-25889-8_5
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for all t , which allows us to consider |�(x, t)|2 as the probability density of finding
the particle at x if one measures its position at time t , provided one normalizes∫
R3 |�0(x)|2dx = 1.

What about H having a basis of eigenvectors? For that to make sense, we have
to define a space of functions � and explain what a basis in that space means, but
a simple example is provided by Fourier series.33 Let f (x), x ∈ R, be a complex-
valued integrable periodic function of period 2π :

f (x + 2π) = f (x) , ∀x ∈ R . (2.A.2.7)

Then f (x) can be written as

f (x) =
+∞∑

n=−∞
cn

einx

√
2π

, (2.A.2.8)

with

cn = 1√
2π

∫ 2π

0
f (x)e−inx dx , (2.A.2.9)

at least when the series converge, which happens, in different senses, given certain
properties of f (x). If f (x) is square integrable over [0, 2π ], i.e.,

∫ 2π

0 | f (x)|2dx <

∞, then

lim
N→∞

∫ 2π

0

∣
∣
∣
∣
∣

f (x) −
n=N∑

n=−N

cn
einx

√
2π

∣
∣
∣
∣
∣

2

dx = 0 (2.A.2.10)

and
n=∞∑

n=−∞
|cn|2 < ∞ , (2.A.2.11)

which means, by definition, that the family of functions (einx/
√

2π)+∞
n=−∞ is a basis

of the space34 of square integrable functions over [0, 2π ].
These relations are similar to those in spaces of N dimensions (with N < ∞), the

main difference being that in (2.A.2.8), (2.A.2.10), and (2.A.2.11) one has to take a
limit N → ∞ and not simply write algebraic identities.

Now if H has a basis of eigenvectors, viz.,

H |en(x)〉 = λn|en(x)〉 , (2.A.2.12)

33See, for example, Dym and McKean [155] for the properties of Fourier series and integrals used
here.
34This space, denoted L2([0, 2π ], dx), is a Hilbert space and the family (einx/

√
2π)+∞

n=−∞ is a
Hilbert basis, but we will not need any detailed property of such spaces in this book. The basis here
is orthonormal, which will be implicit when we use the word basis.
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with n ∈ N (in general, the family of eigenvectors will be infinite but countable, as
in the example of the Fourier series, so that it can be indexed by N), then one can
apply the same recipe that led to (2.A.1.13). We thus write

�(x, 0) = �0(x) =
∞∑

n=0

cn|en(x)〉 , (2.A.2.13)

and the solution of (2.A.2.1) is

�(x, t) =
∞∑

n=0

cn exp(−iλnt)|en(x)〉 . (2.A.2.14)

Since |e−iλn t | = 1, one can show that the solution converges for all times, pro-
vided that we have

∫
R3 |�0(x)|2dx < ∞ (which implies, as for the Fourier series,∑∞

n=0 |cn|2 < ∞).
To illustrate what precedes with a simple example, consider a free particle, i.e.,

with V (x) = 0 in (2.A.2.4), on a circle of radius 1. This means that we take �(x, t)
to be periodic of period 2π in x ∈ R [see (2.A.2.7)], for all t . The operator H being
given by H = −(1/2m)d2/dx2, the eigenvalue/eigenvector problem is easy to solve.
We have the following periodic eigenvectors:

H
einx

√
2π

= − 1

2m

d2

dx2

einx

√
2π

= 1

2m
n2 einx

√
2π

, (2.A.2.15)

and, applying what we just said about Fourier series (2.A.2.7) and using (2.A.2.13)
and (2.A.2.14), we get

�(x, t) =
+∞∑

n=−∞
cn exp

(

− in2t

2m

)
einx

√
2π

, (2.A.2.16)

where the coefficients cn come from (2.A.2.8) for f (x) = �(x, 0).
Sometimes the operator H does not have a basis of eigenvectors but the

Schrödinger equation nevertheless has a more or less explicit solution. One example
that we will refer to is given by a free particle [V (x) = 0 in (2.A.2.3)] in the whole
d-dimensional space R

d , instead of the circle (but we will set d = 1 for simplicity).
We want to solve the Schrödinger equation (2.A.2.1), with H = −(1/2m)d2/dx2,
so we want to solve:

i
d

dt
�(x, t) = − 1

2m

d2

dx2
�(x, t) . (2.A.2.17)

It is convenient to introduce the Fourier transform of �(x, t):

�̂(p, t) = 1

(2π)1/2

∫

R

�(x, t)e−i px dx . (2.A.2.18)
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This is an invertible operation (for suitable functions �(x, t), for example those
satisfying

∫
R

|�(x, t)|2dx < ∞):

�(x, t) = 1

(2π)1/2

∫

R

�̂(p, t)eipx dp . (2.A.2.19)

This last formula defines the inverse Fourier transform. Inserting (2.A.2.19) into
(2.A.2.17), we see that �̂(p, t) satisfies the equation

i
d

dt
�̂(p, t) = p2

2m
�̂(p, t) , (2.A.2.20)

whose solution is �̂(p, t) = exp(−i tp2/2m)�̂(p, 0). So the solution of (2.A.2.17)
is

�(x, t) = 1

(2π)1/2

∫

R

exp

(

− i tp2

2m

)

�̂(p, 0)eipx dp , (2.A.2.21)

where �̂(p, 0) is given in terms of the initial wave function by

�̂(p, 0) = 1

(2π)1/2

∫

R

�(x, 0)e−i px dx .

To see what happens in a concrete example, let us start with a Gaussian wave
function, in d = 1:

�0(x) = �(x, 0) = 1

π1/4
exp

(

− x2

2

)

,

which is normalized so that
∫
R

|�0(x)|2dx = 1. Then one easily computes that

�̂(p, 0) = 1

π1/4
exp

(

− p2

2

)

.

Inserting this in (2.A.2.21), one gets

�(x, t) = 1

(2π)1/2

1

π1/4

∫

R

exp

(

− i tp2

2m

)

exp

(

− p2

2

)

eipx dp , (2.A.2.22)

and the integral can again be computed to yield

�(x, t) = 1

(1 + i t/m)1/2

1

π1/4
exp

[

− x2

2(1 + i t/m)

]

. (2.A.2.23)
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The important property of �(x, t) is its spreading:

|�(x, t)|2 = 1
√

π
[
1 + (t/m)2

] exp

[

− x2

1 + (t/m)2

]

. (2.A.2.24)

Note that we have
∫
R

|�(x, t)|2 = 1, in conformity with (2.A.2.6).
This means that the variance35 of the Gaussian |�(x, t)|2 which was equal to 1/2

at t = 0, becomes equal to [1+ (t/m)2]/2 as time goes by. So the Gaussian becomes
more and more “flat”, which means that, if |�(x, t)|2 represents the probability
density of finding the particle in some region of space, then that probability becomes
less and less localized as time increases, and in a sense more and more “uncertain”.

We will end this appendix with a remark which, although well known, is at the root
of the most revolutionary aspect of quantum mechanics, as we will see in Chap. 4.

Suppose we have a system of N particles, each of them in R
3. Then the wave

function36 is a function �(x1, . . . , x3N , t) of R
3N × R with values in C. It still

satisfies the Schrödinger equation (2.A.2.1), but H now has the form

H = −1

2

N∑

i=1

1

mi
	i + V (x1, . . . , xN ) , (2.A.2.25)

where

	i = d2

dx2
i1

+ d2

dx2
i2

+ d2

dx2
i3

, (2.A.2.26)

mi is the mass of the i th particle, and V is again the classical potential. What is
“revolutionary” or at least has revolutionary consequences, is that � is defined on
what is called the configuration space of the system, i.e., the set of all possible
positions of all the N particles, where N is arbitrary and could in principle include
all the particles in the universe.

So there is a sense (although not very precise at this stage) in which all the particles
of the universe are linked with one another. What this implies will be clarified in
Chaps. 4 and 5.

2.A.3 The Probability Distribution for Results of Momentum
Measurements

We want to show here that the results of measurements of the momentum p (which
classically is just the mass times the velocity of the particle) are distributed with a

35See the definition of variance in Appendix 2.C, (2.C.1.1)–(2.C.1.3).
36Ignoring here the issue of symmetry or antisymmetry, for bosons and fermions.

http://dx.doi.org/10.1007/978-3-319-25889-8_4
http://dx.doi.org/10.1007/978-3-319-25889-8_4
http://dx.doi.org/10.1007/978-3-319-25889-8_5
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probability density given by |�̂(p)|2, where �̂ is the Fourier transform of �, defined
by (2.A.2.18) (without the time variable).

More precisely, ∫

A
|�̂(p)|2dp (2.A.3.1)

is the probability that the value obtained by a measurement of momentum will belong
to A ⊂ R.

In order to prove (2.A.3.1), we will measure p by measuring x(t) at time t , using
p = mx(t)/t , since p is the mass times the velocity. Since we want the result to
be independent of t , we will consider the asymptotic position, which means letting
t → ∞. We will set m = 1 here and consider one dimension for simplicity.

We already know that the probability density of finding x(t) = x , when one
measures the position at time t , is given by |�(x, t)|2. Then, the probability of the
momentum being observed to belong to a subset A ⊂ R is

∫
At |�(x, t)|2dx . Now,

by a change of variable x = pt , we get
∫

At
|�(x, t)|2dx = t

∫

A
|�(pt, t)|2dp . (2.A.3.2)

Suppose that we have an initial wave function �0(x) = �(x, 0) supported in a
bounded region B ⊂ R. We will prove that, ∀A ⊂ R,

lim
t→∞ t

∫

A
|�(pt, t)|2dp =

∫

A
|�̂(p, 0)|2dp . (2.A.3.3)

Combining with (2.A.3.2), this means that, if we measure the asymptotic position x
as t → ∞, we will obtain the quantum mechanical predictions (2.A.3.1).

To prove37 (2.A.3.3), we consider the free evolution, which should hold for t large,
and use (2.A.2.21). Since the inverse Fourier transform of a product of functions is
the convolution of their inverse Fourier transforms, divided by

√
2π , we get

�(x, t) =
(

1

2π i t

)1/2 ∫

R

exp

[
i(x − y)2

2t

]

�(y, 0)dy , (2.A.3.4)

using the fact that
√

1/ i t exp(i x2/2t) is the inverse Fourier transform of
exp(−i tp2/2). Set x = pt in (2.A.3.4) and write it as

�(pt, t) =
(

1

2π i t

)1/2

exp

(
i p2t

2

) ∫

R

exp

(

−i py + i
y2

2t

)

�(y, 0)dy .

(2.A.3.5)

37We follow here [268, Sect. 8.6] and proceed informally; for a more rigorous treatment, see [152,
pp. 306–310].
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Since �(y, 0) vanishes outside a bounded region B, we have, ∀y ∈ B, lim
t→∞

exp(iy2/2t) = 1, which implies

lim
t→∞

(
1

2π

)1/2 ∫

B
exp

(
−i py + iy2

2t

)
�(y, 0)dy =

(
1

2π

)1/2∫

R

exp
(−i py

)
�(y, 0)dy

(2.A.3.6)

= �̂(p, 0),

where, in the last equality, we use the fact that �(y, 0) is supported in B. Obviously,

∣
∣
∣
∣
∣

(
1

i t

)1/2

exp

(
i p2t

2

)∣
∣
∣
∣
∣

2

= t−1 . (2.A.3.7)

Inserting (2.A.3.5)–(2.A.3.7) in the left-hand side of (2.A.3.3) proves (2.A.3.3).

2.B Quantum States, “Observables” and the “Collapse” Rule

We have already encountered in Sect. 2.3 the special role of measurements within the
quantum formalism. As we saw, we can have two different bases in C

2, (|1 ↑〉, |1 ↓〉)
or (|2 ↑〉, |2 ↓〉), and using (2.3.5)–(2.3.8), we can write any given state in terms
of those different bases. A measurement of the spin in direction 1 or 2 is associated
with a given basis, and after a measurement, the state collapses onto one vector of the
basis, depending on the result. Let us explain now the general quantum formalism.

In quantum mechanics, the space of states is a complex vector space, of finite
dimension, C

N , or of infinite dimension (we will discuss that situation below). The
finite dimensional case generalizes the states associated with spin of Sect. 2.3. The
state is endowed with a scalar product 〈z1|z2〉 ≡ ∑N

n=1 z∗
1nz2n , where, for z ∈ C, z∗

denotes its complex conjugate.
The state is also endowed with a norm associated with that scalar product: ‖z‖2 =

〈z|z〉. The quantum state |state (t)〉 is a vector in that space and evolves in time, when
no measurements are made, according to a deterministic equation: a given state at
time 0, |state (0)〉, determines a unique state at time t , |state (t)〉, for all times. This
evolution is continuous in time and linear, see (2.3.10), (2.3.11). The norm of that
vector ‖state (t)〉‖ is constant in time.

In classical physics, one introduces various physical quantities such as angular
momentum, energy, etc. (all of which are functions of the positions and the veloci-
ties). In quantum mechanics, one associates with each such physical quantity a basis
of vectors (|en〉) of the state space and a set of numbers (λn), where n runs over
{1, . . . , N }. The choice of these numbers λn is conventional. When there is a mea-
surement of the quantity associated with those vectors and numbers at a certain time
t , one writes the state as a linear combination of the basis vectors:
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|state (t)〉 =
N∑

n=1

cn(t)|en〉 , (2.B.1)

where cn(t) = 〈en|state (t)〉.
The recipe for computing probabilities of results of measurements, which gener-

alizes what we discussed in Sect. 2.3, is that a measurement at time t yields a value λk

with probability |ck(t)|2. Since ‖state (t)〉‖2 = ∑N
n=1 |cn(t)|2 is constant in time,38

if we normalize ‖state (0)〉‖ = 1, we have
∑N

n=1 |cn(t)|2 = 1 for all times, so that
the sum of the probabilities of all the results equals 1.

This assignment of probabilities to results of measurements is called Born’s
rule. Moreover, after the measurement, the quantum state collapses to |ek〉. As we
explained in Sect. 2.3, that collapse is neither continuous in time, nor deterministic
nor linear, contrary to the time evolution when no measurements are made.

To simplify matters, we assume here that each eigenvalue is non-degenerate, i.e.,
it corresponds to a unique eigenvector. In general, if there are several eigenvectors
with the same eigenvalue λk , the collapsed state is the projection of the original state
on the subspace spanned by those eigenvectors, and the probability of occurrence of
λk is the norm of that projected vector.

A correspondence can be made with the example of the spin measurement by
associating λ = +1 with the up result and λ = −1 with the down result, but other
conventions could be chosen.

The more advanced reader may find the above presentation somewhat unusual.
Indeed, the standard approach is to associate a matrix with any physical quantity
when N is finite, these having a basis of eigenvectors, viz.,

A|en〉 = λn|en〉 , (2.B.2)

where the λn are real.39 But this is just a way to repeat what we said above: what
matters is the basis of vectors (|en〉), while the choice of the numbers λn as the real
eigenvalues of a self-adjoint matrix A is a matter of convenience.40

In the spin example, for direction 1, we could introduce the matrix41

38That last formula comes from:

‖state (t)〉‖2 = 〈state (t)|state (t)〉 =
N∑

n,m=1

c∗
n(t)cm(t)〈en |em〉 =

N∑

n=1

|cn(t)|2,

since, by orthonormality of the basis vectors, 〈en |em〉 = 0 if n �= m and equals 1 if n = m.
39This is automatic if we assume that A is self-adjoint. For matrices, this means that its matrix
elements satisfy Ai j = A∗

j i .
40There is a more general notion associated with measurements, namely, the positive operator-
valued measure (POVM), discussed further in [147] and [152, Chap. 12].

41These are the usual Pauli matrices: σ1 = σz , σ2 = σx , while σy =
(

0 −i
i 0

)

.
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σ1 =
(

1 0
0 −1

)

(2.B.3)

and for direction 2 the matrix

σ2 =
(

0 1
1 0

)

. (2.B.4)

It is easy to check, using the definitions (2.3.1)–(2.3.4), that

σ1|1 ↑〉 = |1 ↑〉 , σ1|1 ↓〉 = −|1 ↓〉 , σ2|2 ↑〉 = |2 ↑〉 , σ2|2 ↓〉 = −|2 ↓〉 ,

(2.B.5)
so that our basis vectors are indeed eigenvectors of the corresponding matrices with
eigenvalues +1 and −1. But all that we really need conceptually are the eigenvectors
and the associated numbers, even though the language of operators is very useful in
practice.

Now we must also consider the spaces of wave functions, that are infinite dimen-
sional.42 One introduces (let’s say for a physical system consisting of one particle
in one dimension)43 the space of complex-valued functions � : R → C that are
square-integrable:

∫
R

|�(x)|2dx < ∞.
One can define a scalar product on that space: 〈�|�〉 = ∫

R
�∗(x)�(x)dx , and,

therefore, one can also define the notion of orthonormal sets of vectors and a norm
associated to the scalar product: ‖�‖2 = 〈�|�〉 = ∫

R
|�(x)|2dx .

The wave function is a vector in that space that depends on time, �(x, t). When no
measurements are made, that vector evolves according to a deterministic equation,
like Schrödinger’s equation, the evolution is continuous in time and linear. Moreover,
‖�(t)‖2 = ∫

R
|�(x, t)|2dx is constant in time, as in (2.A.2.6).

Again, one associates to physical quantities linear operators (see (2.A.2.2)) that act
on functions, like matrices act on vectors.44 If a quantity is associated to an operator
A satisfying (2.B.2), with n running now over N, we have the same rule as above
when one measures A, except that the sum (2.B.1) has to be replaced by a limit, as
in (2.A.2.10). We have again

∫
R

|�(x, t)|2dx = ∑
n∈N |cn(t)|2, and if we normalize

‖�(0)‖2 = ∫
R

|�(x, 0)|2dx = 1, we have
∑

n∈N |cn(t)|2 = 1 for all times.
For example, suppose that we measure the quantity associated with H , defined

in (2.A.2.3), (2.A.2.4) (this quantity corresponds classically to the energy). Suppose
also that H has a basis of eigenvectors, see (2.A.2.12), and that the state is of the form

42This fact is intuitively understandable since a set of functions defined onR cannot be characterized
by a finite set of parameters, which would be the case if the space was finite dimensional (the
parameters would be the coefficients of the expansion of a function in a basis of the space).
43The extension to more dimensions or more particles is straightforward: for M particles in a
physical space of k dimensions, the wave functions are functions � : RN → C, where N = k M ,
and the integrals are over RN .
44We proceed formally here; see, e.g., [152, Chap. 15] or [412] for more details on the definition of
operators.
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(2.A.2.14). Then we get the result λk with probability |ck |2, and after the measurement
the wave function becomes |ek(x)〉.45

We will also need, but only in Appendix 2.F, operators that do not have a basis of
eigenvectors. We introduced these operators Q and P in Appendix 2.A. The operator
Q is called the position operator, and acts as

Q�(x) = x�(x) , (2.B.6)

and its eigenvectors are formally Dirac delta functions δ(q − x).46 We have

Qδ(q − x) = qδ(q − x) , (2.B.7)

with eigenvalue q. If we write �(x, t) = ∫
δ(q − x)�(q, t)dq, we can see this as a

sort of continuous version of (2.B.1), and the interpretation of |ck |2 as the probability
of finding the eigenvalue λk upon measurement of A, translates here into considering
|�(q, t)|2 as the probability density of finding the particle at q, upon measurement
of its position.

The momentum operator P is defined by:

P�(x) = −i
d

dx
�(x) , (2.B.8)

and we have the eigenvectors47

1

(2π)1/2
exp(i px) ,

with eigenvalue p. Indeed, one checks that

P
1

(2π)1/2
exp(i px) = p

1

(2π)1/2
exp(i px) . (2.B.9)

It we consider the inverse Fourier transform formula (2.A.2.19), we can see it as
the continuous version of (2.B.1), with eigenvectors [1/(2π)1/2] exp(i px), and the
interpretation of |ck |2 as the probability of finding the eigenvalue λk upon measure-
ment of A, translates here into considering |�̂(p, t)|2 as the probability density of

45In the concrete example (2.A.2.15), (2.A.2.16), we get the result k2/2m with probability |ck |2
and, after the measurement, the wave function becomes eikx/

√
2π (the factor of 1/

√
2π coming

from the requirement that
∫ 2π

0 |�(x, t)|2dx = 1 at all times).
46These are not real functions but can be thought as limits of functions whose integrals are always

equal to one and that tend to 0 for all x �= q, for example the sequence fn(x) =
√

n
2π

exp(− n(x−q)2

2 ),

as n → ∞. In that limit, the function becomes more and more concentrated on x = q, and tends to
0 elsewhere. This explains Eq. (2.B.7) below.
47The factor 1/(2π)1/2 plays the role of a normalization factor.
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finding the value p upon measurement of its momentum, see (2.A.3.1), derived in
Appendix 2.A.3.

We see that, for both Q and P , the set of possible results of measurements is the
set R of real numbers. This set plays the same role here as the one played by the
eigenvalues for matrices.48

The “collapse rule” in the case of measurements of Q and P works as follows:
since a measurement whose result can be any real number is never infinitely pre-
cise, but is rather an interval of real numbers, the collapsed wave function will
be the original wave function restricted to that interval and normalized so that∫
R

|�(x, t)|2dx = 1 holds after the collapse.
All this may sound terribly abstract and “unphysical”, but the goal of this presen-

tation is precisely to emphasize how much the quantum algorithm is an unambiguous
method for accurately predicting results of measurements, and nothing else. In par-
ticular, it should not be associated with any mental picture of what is “really” going
on. The main issue of course is whether one should consider this algorithm as satis-
factory or as being, in some sense, the “end of physics”, or whether one should try
to go beyond it.

2.C “Uncertainty” Relations and “Complementarity”

An easy remark about the uncertainty relations is that there is a great deal of uncer-
tainty about what exactly they mean: indeed, are they uncertainty relations or inde-
terminacy relations, and what are the differences between these two terms?

The first derivation of these relations by Heisenberg [256], which was more a
heuristic argument than a real derivation,49 was entirely compatible with a disturbance
view of measurement, as expressed, for example, in the statement by Heisenberg
[256] quoted in Sect. 2.5.2. This way of speaking assumes that electrons have a
position and a velocity, even when they are not measured. It only shows that there
are limits to how much we can know about one of these quantities without disturbing
the other.

However, more radical conclusions are sometimes drawn, namely, that those
uncertainty relations are really indeterminacy relations, i.e., that the positions and
the velocities are indeterminate or do not exist before we measure them, or even
that it does not make sense to speak of quantities that we cannot measure simultane-
ously. Here, we will leave aside these issues, which ultimately depend on our views
about the meaning of the quantum state, discussed in Sect. 2.5, and simply give some
precise versions of those relations.

48The set R is called the spectrum of the operators Q and P and is also called “continuous”. See,
e.g., [152, Chap. 15] or [412] for more details on the spectra of operators.
49The first real derivation is due to Kennard [287], see, e.g., [266] for the history of the uncertainty
principle.
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2.C.1 A Statistical Relation

Consider a random variable x that can take values a1, . . . , an with respective proba-
bilities pi , i = 1, . . . , n. The variance of x , Var(x), is a way to measure how much
the distribution of x is spread around its mean. For f : {a1, . . . , an} → R, we define
the mean or the average of f (x) by

〈 f (x)〉 =
n∑

i=1

f (ai )pi . (2.C.1.1)

Then Var(x) is defined as

Var(x) = 〈x2〉 − 〈x〉2 = 〈(x − 〈x〉)2〉 , (2.C.1.2)

where the second equality is checked by expanding the binomial. The quantity |x −
〈x〉| expresses the deviation of the variable x from its mean, so (2.C.1.2) gives a
measure of the size of that deviation.

If x is a continuous random variable on R (we work in one dimension for sim-
plicity), with probability density p(x), then the definition (2.C.1.2) is still valid, with
(2.C.1.1) replaced by

〈 f (x)〉 =
∫

R

f (x)p(x)dx . (2.C.1.3)

A precise statement of the uncertainty relations is as follows. Given a wave func-
tion �(x), we know that the probability distribution density of results of measure-
ments of the position x is |�(x)|2, meaning that

∫
A |�(x)|2dx is the probability that,

when the position of the particle is measured, the result belongs to A ⊂ R. We also
showed in Appendix 2.A.3 that the results of measurements of the momentum p
(which classically is just the mass times the velocity of the particle) are distributed
with a probability density given by |�̂(p)|2, where �̂ is the Fourier transform of �,
defined by (2.A.2.18) (without the time variable), see (2.A.3.1).

We note that, since
∫
R

|�(x)|2dx = 1, then by Plancherel’s theorem
∫
R

|�̂(p)|2
dp = 1.

Given this, we have a variance Var(x) for the distribution of x and a variance
Var(p) for the distribution of p. Their product satisfies a lower bound:

Var(x)Var(p) ≥ 1

4
, (2.C.1.4)

bearing in mind that we choose units where � = 1. The bound (2.C.1.4) is a rather
simple mathematical relation between a function and its Fourier transform and its
proof can be found in many textbooks on Fourier transforms (see, e.g., [155]), as
well as those on quantum mechanics.
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One can give a concrete example of Heisenberg’s inequality (2.C.1.4) by con-
sidering Gaussian wave functions. For d = 1, let �(x) = (a/π)1/4 exp(−ax2/2),
which is normalized so that

∫
R

|�(x)|2dx = 1. Then, using (2.A.2.18), it is easy to
show that

�̂(p) = 1

(πa)1/4
exp

(

− p2

2a

)

.

If one computes the respective variances, one obtains: Var(x) = 1/2a, Var(p) = a/2,
whose product is 1/4, namely the lower bound in (2.C.1.4).

This illustrates the impossibility of “measuring both the position and the momen-
tum” simultaneously with arbitrary precision. Indeed, assume that, after a posi-
tion measurement, the “collapsed” wave function is a “narrow” one (assumed to
be Gaussian for simplicity), �(x) = (a/π)1/4 exp(−ax2/2), with a large, which
means that the position measurement is precise, since Var(x) = 1/2a is small. Then,
the variance of the distribution of future measurements of momenta, Var(p) = a/2,
will necessarily be large.

Since (2.C.1.4) is a lower bound on variances of results of measurement, it implies
nothing whatsoever about the intrinsic properties of quantum particles. One could
perfectly think, in accordance with the statistical interpretation, that each individual
particle has a well-defined position and momentum; but, when we prepare a large
number of particles having the same quantum state, then the positions and momenta of
those particles vary and have certain statistical distributions whose variances satisfy
(2.C.1.4).

This statistical view is untenable, but not because of the uncertainty relations. The
problem for that view comes, as we saw in Sect. 2.5.2, from the no hidden variables
theorems.

However there is another, more qualitative, version of “uncertainty” in quantum
mechanics.

2.C.2 A Qualitative Argument and Its Relation to
“Complementarity”

Let us consider finite-dimensional systems for simplicity. As we saw in Appen-
dix 2.B, a physical quantity (such as the spin) is associated with a self-adjoint matrix.
Consider two such matrices A and B. Let us define their commutator:

[A, B] = AB − B A , (2.C.2.1)

where AB is the matrix product. Suppose [A, B] = 0. If |e〉 is an eigenvector of A,
i.e.,

A|e〉 = λ|e〉 ,

then it is easy to see that B|e〉 is also an eigenvector of A, with the same eigenvalue:
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AB|e〉 = B A|e〉 = λB|e〉 . (2.C.2.2)

This holds also if we exchange A and B. Using this remark, one shows that, if
[A, B] = 0, then A and B have a common basis of eigenvectors (with different
eigenvalues).50

Conversely, if A and B have a common basis of eigenvectors, then [A, B] = 0.
Since the only physically meaningful quantity are the basis vectors (and the associated
numbers) corresponding to a physical quantity, if [A, B] = 0, A and B just associate
different numbers to the same basis.

Measuring A will reduce the quantum state to one of the eigenvectors of A. But if
we then measure B, we will reduce the state to one of the eigenvectors of B, which
is also an eigenvector of A if A and B commute. Hence, if we remeasure A after
having measured B, the result will be with certainty the same eigenvalue of A as
before and the state will not change, unlike when one tries to measure the spin in
two different directions (see Fig. 2.2). It is in this sense that, if [A, B] = 0, one can
measure A and B simultaneously (and also the products AB or B A).

But if [A, B] �= 0, there will be some eigenvector of A that is not an eigenvector
of B. Suppose that one measures A when the state is an eigenvector of B with
eigenvalue b. If, after the measurement of A, the state is an eigenvector of A that is
not an eigenvector of B, then the result of a later measurement of B will not give
back the original value b, since the state produced by the measurement of A is no
longer an eigenvector of B.

This is what happened with the spin in directions 1 and 2, as was observed phe-
nomenologically in Sect. 2.1 and described by the quantum formalism in Sect. 2.3. If
we start with an eigenstate of the spin in direction 1 and then measure it in direction
2, we “lose” the memory of what value the spin had in direction 1, since the result
of the spin measurement in direction 2 is an eigenvector of the matrix σ2 (2.B.4) and
hence a superposition of states in direction 1 [see (2.3.5) and (2.3.6)].

This is one possible meaning of the word “complementarity” which was so funda-
mental to Niels Bohr. The measurement of A or B gives us a “classical” description
of reality where “classical” does not refer to classical physics but means “express-
ible in ordinary language” or “representable” or “macroscopic”. But since the two
quantities cannot be measured simultaneously (i.e., without the measurement of one
quantity disturbing the measurement of the other), one cannot “combine” the picture
coming from the measurement of A and the one coming from the measurement of
B into a coherent picture.

One can check that the operators Q and P , introduced in Appendices 2.A.2 and
2.B, do not commute:

(P Q�)(x) = −i�
d

dx

[
x�(x)

] = −i�

[

�(x) + x
d

dx
�(x)

]

�= −i�x
d

dx
�(x)

= (Q P�)(x).

50Typically, some of these eigenvalues will be degenerate for A or B (or both).
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This can then be interpreted in terms of “complementarity” between a “picture”
based on positions and one based on momenta. But what this means depends on how
we understand (2.C.1.4), and therefore how we understand the quantum formalism.
The non-commutation of Q and P does not have an obvious meaning.

Let us remark finally that there is also a generalization of (2.C.1.4) that expresses
quantitively this incompatibility between A and B. Given a quantum state �, one
obtains a probability distribution for the results of the measurements of A and of B
(described in Appendix 2.B: an eigenvalue λk occurs with probability |ck |2). Thus
we can define the variances Var�(A), Var�(B), associated with those probability
distributions. The generalization of (2.C.1.4) is51

Var�(A)Var�(B) ≥ 1

4

∣
∣
∣
〈
�|[A, B]�〉∣∣

∣
2

, (2.C.2.3)

which is similar to (2.C.1.4).52

2.D The Quantum Mechanical Description of Measurements

Let us consider a very simple measurement of the spin.53 We start with a quantum
state for the combined system composed of the particle and the measuring device:

�0 = ϕ0(z)

[

c1

(
1
0

)

+ c2

(
0
1

)]

, (2.D.1)

where z denotes a macroscopic variable, namely the position of the center of mass
of the measuring device, and ϕ0(z) is centered at z = 0, meaning that the pointer is
as in the first picture of Fig. 2.6. We leave aside here the spatial part of the quantum
state of the particle, since we are only interested in what happens to the measuring
device.

Let the Hamiltonian be

H = −iσ
∂

∂z
, where σ =

(
1 0
0 −1

)

,

which corresponds to the introduction of an inhomogeneous magnetic field. One
neglects here the kinetic energy term (corresponding to the free evolution)−(1/2m)∂2

�(z, t)/∂z2. With these simplifications, the Schrödinger equation is

51For a proof, see, e.g., [236, Sect. 24] or [447, Chap. 9].
52Note that, for states that are eigenstates of A or of B, both sides of (2.C.2.3) vanish [in contrast
to (2.C.1.4)], but the impossibility of a simultaneous measurement of A and B holds nevertheless.
53We follow here Bell [49, p. 130]. See also Bohm and Hiley [70, Chap. 6].
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i
∂

∂t
� = −iσ

∂

∂z
� ,

and one can easily check that its solution is

c1

(
1
0

)

ϕ0(z − t) + c2

(
0
1

)

ϕ0(z + t) . (2.D.2)

Since ϕ0(z) is centered at z = 0, ϕ0(z ± t) is centered at z = ∓t , corresponding to
the last two pictures in Fig. 2.6 (for a suitable t), which is the result mentioned in
Sect. 2.5.1, where we wrote ϕ↑(z) for ϕ0(z − t) and ϕ↓(z) for ϕ0(z + t).

We can discuss the Mach–Zehnder interferometer in the presence of a wall in a
similar way. Once the wall is inserted as in Fig. 2.4 and the state of the particle is
(2.4.2), we get, for the combined system particle plus wall, the state

1√
2

[
|2 ↑〉 |path2 ↑〉ϕ0(z) − |2 ↓〉 |path2 ↓〉ϕ1(z)

]
, (2.D.3)

where ϕ0(z) denotes the wave function of the wall not having absorbed the particle
and ϕ1(z) that of the wall having absorbed the particle. If we replace the wall by an
active bomb, as in the Elitzur–Vaidman bomb testing mechanism, ϕ0(z) will be the
wave function of the unexploded bomb and ϕ1(z) that of the bomb having exploded.
In both cases, we have a macroscopic object (the wall or the bomb) that plays the
same role as the pointer in (2.D.2).

Consider now the more general situation described in Appendix 2.B, where the
operator A is associated with a given physical quantity having a basis of eigenvectors:

A|en〉 = λn|en〉 , (2.D.4)

and the state of the system to be measured is

|state〉 =
∑

n

cn|en〉 , (2.D.5)

where n runs over a finite set or over N. Consider a quantum state for the combined
system plus measuring device:

�0 = ϕ0(z)
∑

n

cn|en〉 , (2.D.6)

where z and ϕ0(z) are as above, i.e., ϕ0(z) is localized around 0.
Introducing a coupling between the system and the measuring device of the form

H = −i A∂/∂z (A being the matrix σ in the example of the spin measurement above),
one gets, neglecting again the kinetic energy term, the Schrödinger equation
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i
∂

∂t
� = −i A

∂

∂z
� , (2.D.7)

whose solution is ∑

n

cnϕ0(z − λnt)|en〉 , (2.D.8)

which generalizes (2.D.2), with ϕ0(z−λnt) having macroscopically disjoint supports
for different λn when t is not too small, since ϕ0(z) is localized around 0. One obtains
a situation similar to the pointer in the last two pictures in Fig. 2.6, but now with more
possible positions [one for each n in the sum (2.D.8)].

2.E The Double-Slit Experiment

A standard way to introduce interference effects in quantum mechanics, such as the
ones we saw in the Mach–Zehnder interferometer, is via the double-slit experiment
[184]: particles are sent (one by one) through slits in a wall and the pictures below
show how the particles are distributed when they are detected on another wall some-
where behind the slits. If only one slit is open, one gets the curves (a) and (b) of
Fig. 2.8, representing the densities of particles being detected behind the slits (which
is not surprising), while if both slits are open, one gets the interference effects shown
in the last picture (c). One might expect that, with both slits open, the distribution
of the particles would be the sum of those detected when only one slit is open. But
instead we get the wavy line of Fig. 2.8c, with fewer particles at some places than
there would be with only one slit open. So opening or closing one slit seems to influ-

SOURCE

(a) (b) (c)

Fig. 2.8 The double-slit experiment. In all three figures, there is a source of particles going towards
a screen in which one or two slits are open. There is second screen behind the first one on which
particles are detected. In a the curve represents the density of particles detected on the second screen
when one slit is open, and in b likewise, when the other slit is open. c The result when both slits are
open. This is clearly not the sum of the first two results
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ence the particles going through the other slit. And this remains true, qualitatively,
even if the open slit is very far from the closed one.

This experiment illustrates once again the role of measurements in quantum
mechanics: it is often described by saying that, if we close one slit, then we know
which slit the particle went through, hence its behavior will be affected by our mea-
surement. The same phenomenon (suppression of interference) would occur if we
put a small light behind one of the slits that would allow us to detect the slit the
particle went through.

This double-slit experiment is similar to the experiment with the Mach–Zehnder
interferometer described in Sect. 2.2, but in the latter we dealt with sharper figures
(100 % vs. 50 %) rather than the interference patterns. The calculus with spin (i.e.,
vectors in two dimensions) is also easier than it would be for the double-slit exper-
iment, where one would have to solve the Schrödinger equation with initial condi-
tions located around each of the slits in order to deduce the interference pattern of
Fig. 2.8c. Figure 5.1 in Chap. 5 shows a numerical solution yielding the interference
pattern (within the de Broglie–Bohm theory).

This experiment is often considered as the essence of the quantum mechanical
mystery. On the basis of this experiment, one often denies that it makes sense to
speak of particles going through one slit or the other. One also sometimes says that,
if both slits are open, quantum objects behave as waves, and if only one slit is open,
they behave as particles, which is another instance of Bohr’s “complementarity”: one
can have a “wave picture” or a “particle picture”, but not both simultaneously.

After describing the double-slit phenomenon, Feynman wrote:

Nobody knows any machinery. Nobody can give you a deeper explanation of this phenom-
enon than I have given; that is, a description of it.

Richard Feynman, [185, p. 145]

And in a well known classical textbook on quantum mechanics, Landau and Lifshitz
said:

It is clear that [the results of the double-slit experiment] can in no way be reconciled with
the idea that electrons move in paths. […] In quantum mechanics there is no such concept
as the path of a particle.

Lev Landau and Evgeny Lifshitz [302, p. 2]

We will discuss these statements in Chap. 5 in the light of the de Broglie–Bohm
theory.

2.F Proof of the No Hidden Variables Theorem

We will now state more precisely and prove the theorem given at the the end of
Sect. 2.5. The theorem is divided into two parts, and so are the proofs, which are

http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_5
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similar, but using different background notions. We first state each part of the theorem
precisely and then give its proof.

Precise Statement of Part 1
Let O be the set of self-adjoint matrices on a complex vector space of dimension
four. Then, there does not exist a function v :

v : O → R (2.F.1)

such that:

(1)
∀A ∈ O , v(A) ∈ {eigenvalues of A} , (2.F.2)

(2)

∀A, B ∈ O , with [A, B] = AB − B A = 0 , v(AB) = v(A)v(B) . (2.F.3)

Remarks
We use here the formulation of quantum mechanical “measurements” in terms of
matrices and eigenvalues, see Appendix 2.B. The first condition is natural if a mea-
surement is supposed to reveal a pre-existing value corresponding to the quantity A.
However, it should be stressed that we do not use the first condition very much in
the proof. In fact, we only use it for A = −1, 1 being the unit matrix, in the form
v(−1) = −1.

The second condition is necessary if the values v(A) are supposed to be in agree-
ment with the quantum predictions, since, when A and B commute (i.e., when
AB − B A = 0), it is in principle possible to measure A, B, and AB simultane-
ously, and the product of the results of the first two measurements must be equal
to the result of the last one, i.e., they must satisfy (2.F.3) (see Appendix 2.C.2).54

This condition, unlike the first one, will be used repeatedly in the proof. Indeed, by
choosing suitable pairs of commuting matrices, and applying (2.F.3) to each pair, we
will derive a contradiction.

There are similar no hidden variables theorems in any space of dimension at least
3, see Bell [36], Kochen and Specker [291], and Mermin [335], but the proof given
here works only in a four dimensional space (or in any space whose dimension is a
multiple of four, by considering matrices that are direct sums of copies of the matrices
used here).

It should be emphasized that, even though the set O contains matrices that do not
commute with each other, we use relation (2.F.3) only for commuting matrices, so
that the only assumptions of the theorem are the quantum mechanical predictions for
the results of possible measurements.

54As Mermin suggests [335, pp. 811], if the eigenvalues of the matrices were all 0 or 1 (unlike
the situation here, but one could easily adapt the argument), then measuring the “observable”
A + 2B + 4AB alone would give the values of all three quantities, A, B, and AB, and they would
have to satisfy v(AB) = v(A)v(B).
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Sometimes people think that this theorem rules out only “non-contextual” hidden
variables: what this means is that, if we consider three matrices, A, B and C , where
A commutes with B and C , but B and C do not commute, then we are assuming
that the result of measuring A does not depend on whether we choose to measure B
or C simultaneously with A.55 To be precise, we could write v(AB) = v(A)v(B)

or v(AC) = v(A)v(C), since A commutes with both B and C , and we assume here
that one has the same value v(A) in both equations.

Hidden variables would be called contextual if they depended on that choice (so,
here, the hidden variables are non-contextual). But this is not a way to “save” the
possibility of hidden variables, at least those considered here: if measuring A is sup-
posed to reveal an intrinsic property of the particle pre-existing to the measurement
(and this is what is meant here by hidden variables), then it cannot possibly depend
on whether I choose to measure B or C simultaneously with A, since I could mea-
sure A and nothing else. If someone has an age, a height and a weight (those being
intrinsic properties of that person), then how could the result of measuring one of
those properties depend on whether I measure or not another property together with
that one, or on which property I would choose to measure?

The second condition (2.F.3) is necessary to derive a proof of the Theorem, but it
does not affect its meaning.56

Proof
We use the standard Pauli matrices σx [equal to σ2 in (2.B.4)], σy , and σz [equal to
σ1 in (2.B.4)]:

σx =
(

0 1
1 0

)

, σy =
(

0 −i
i 0

)

, σz =
(

1 0
0 −1

)

.

We consider a couple of each of those matrices, σ i
x , σ i

y , i = 1, 2, where tensor
products are implicit: σ 1

x ≡ σ 1
x ⊗ 1, σ 2

x ≡ 1 ⊗ σ 2
x , etc., with 1 the unit matrix. These

operators act on C4. The following identities are well known and easy to check:

(i)
(σ i

x )
2 = (σ i

y)
2 = (σ i

z )
2 = 1 , (2.F.4)

for i = 1, 2.
(ii) Different Pauli matrices anticommute:

σ i
ασ i

β = −σ i
βσ i

α , (2.F.5)

55This is discussed by Bell [49, pp. 8–9] and Mermin [335, pp. 811–812].
56To avoid creating some later confusion in the reader’s mind, we should already mention here that
the de Broglie-Bohm theory, discussed in Chap. 5, is, in some sense, a “contextual” hidden variables
theory. This is explained in Sects. 5.1.4, 5.1.5 and 5.3.4. But in that theory, one does not introduce
the hidden variables ruled out by the no hidden variables theorems (otherwise the theory would be
inconsistent!).

http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_5
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for i = 1, 2, and α, β = x, y, z, α �= β. And they have the following commu-
tation relations:

[σ i
α, σ i

β ] = 2iσ i
γ , (2.F.6)

for i = 1, 2, and α, β, γ a cyclic permutation of x, y, z.
(iii) Finally,

[σ 1
α , σ 2

β ] = σ 1
ασ 2

β − σ 2
βσ 1

α = 0 , (2.F.7)

where α, β = x, y, z and 0 is the matrix with all entries equal to zero.

Consider now the identity

σ 1
x σ 2

y σ 1
y σ 2

x σ 1
x σ 2

x σ 1
y σ 2

y = −1 , (2.F.8)

which follows, using first (ii) and (iii) above to move σ 1
x in the product from the first

place (starting from the left) to the fourth place, a move that involves one anticom-
mutation (2.F.5) and two commutations (2.F.7), viz.,

σ 1
x σ 2

y σ 1
y σ 2

x σ 1
x σ 2

x σ 1
y σ 2

y = −σ 2
y σ 1

y σ 2
x σ 1

x σ 1
x σ 2

x σ 1
y σ 2

y , (2.F.9)

and then using (i) repeatedly, to see that the right-hand side of (2.F.9) equals −1.
We now define the operators

A = σ 1
x σ 2

y , B = σ 1
y σ 2

x , C = σ 1
x σ 2

x , D = σ 1
y σ 2

y , X = AB , Y = C D .

Using (ii) and (iii), we observe:

(α) [A, B] = 0
(β) [C, D] = 0
(γ ) [X, Y ] = 0

The identity (2.F.9) can be rewritten as

XY = −1 . (2.F.10)

But, using (2.F.3), (α), (β), (γ ), and (2.F.7), we get:

(a) v(XY ) = v(X)v(Y ) = v(AB)v(C D)

(b) v(AB) = v(A)v(B)

(c) v(C D) = v(C)v(D)

(d) v(A) = v(σ 1
x )v(σ 2

y )

(e) v(B) = v(σ 1
y )v(σ 2

x )

(f) v(C) = v(σ 1
x )v(σ 2

x )

(g) v(D) = v(σ 1
y )v(σ 2

y )

Since the only eigenvalue of the matrix −1 is −1, by combining (2.F.10) with (2.F.2)
in the theorem and (a)–(g), we get
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v(XY ) = −1 = v(σ 1
x )v(σ 2

y )v(σ 1
y )v(σ 2

x )v(σ 1
x )v(σ 2

x )v(σ 1
y )v(σ 2

y ) , (2.F.11)

where the right-hand side equals v(σ 1
x )2v(σ 2

y )2v(σ 1
y )2v(σ 2

x )2, since all the factors in
the product appear twice. But this last expression, being the square of a real number,
is positive, and so cannot equal −1. �

Part (2) of the Theorem

The proof of part (2) of the theorem is very similar to the proof of part (1) and is
taken from a paper by Wayne Myrvold [344], which is a simplified version of a result
due to Robert Clifton [98]. We need to introduce here operators Q1, Q2 that act as
multiplication on functions57:

Q j�(x1, x2) = x j�(x1, x2) , j = 1, 2 , (2.F.12)

and operators P1, P2 that act by differentiation:

Pj�(x1, x2) = −i
∂

∂x j
�(x1, x2) , j = 1, 2 . (2.F.13)

We already mentioned these operators, for one variable, in our discussion of
Schrödinger’s equation in Appendices 2.A.2 and 2.B.

We will also need the operators U j (b) = exp(−ibQ j ), Vj (c) = exp(−icPj ),
with Q j , Pj defined by (2.F.12), (2.F.13), and b, c ∈ R. They act as

U j (b)�(x1, x2) = exp(−ibx j )�(x1, x2) , j = 1, 2 , (2.F.14)

which follows trivially from (2.F.12), and

V1(c)�(x1, x2) = �(x1 − c, x2) , (2.F.15)

and similarly for V2(c). Equation (2.F.15) follows from (2.F.13) by expanding both
sides in a Taylor series, for functions � such that the series converge, and by extending
the unitary operator V2(b) to more general functions � (see, e.g., [412, Chap. 8] for
an explanation of that extension).

Precise Statement of Part 2
Let O be the set of functions of the operators Q1, Q2, P1, or P2. Then, there does
not exist a function

v : O → R (2.F.16)

57This proof is the only place in this book where we use operators that act on an infinite-dimensional
space of functions and that are not simply reduced to matrices. See, e.g., [152, Chaps. 13–15] or
[412, Chaps. 7 and 8] for a rigorous treatment of operators.
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such that

(1)
∀A ∈ O , v(A) ∈ {eigenvalues of A} , (2.F.17)

(2)
∀A, B ∈ O , with [A, B] = AB − B A = 0 , v(AB) = v(A)v(B) ,

(2.F.18)
where AB is the operator product.

Remark
Since, for A ∈ O, the set of possible results of measurements of A is R and the
function v : O → R, we do not need to specify a condition like (2.F.2) in part 1
of the theorem for all A ∈ O (that is why the condition only refers to eigenvalues).
And, as in the proof of the first part of the theorem, the first condition (2.F.17) is only
used for A = −1, 1 being the unit operator, in the form v(−1) = −1.

Proof
We choose the following functions of the operators Qi , Pi :

A1 = cos(aQ1) , A2 = cos(aQ2) , B1 = cos
π P1

a
, B2 = cos

π P2

a
,

where a is an arbitrary constant, and the functions are defined by (2.F.14), (2.F.15),
and the Euler relations:

cos(aQ j ) = exp(iaQ j ) + exp(−iaQ j )

2
,

cos
π Pj

a
= exp(iπ Pj/a) + exp(−iπ Pj/a)

2
,

(2.F.19)

for j = 1, 2. By applying (2.F.18) several times to pairs of commuting operators, we
will derive a contradiction.

We have the relations

[A1, A2] = [B1, B2] = [A1, B2] = [A2, B1] = 0 , (2.F.20)

since these operators act on different variables, and

A1 B1 = −B1 A1 , A2 B2 = −B2 A2 . (2.F.21)

To prove (2.F.21), note that, from (2.F.14) and (2.F.15), one gets

U j (b)Vj (c) = exp(−ibc)Vj (c)U j (b) , (2.F.22)

for j = 1, 2, which, for bc = ±π , means
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U j (b)Vj (c) = −Vj (c)U j (b) . (2.F.23)

Now use (2.F.19) to expand the product cos(aQ j ) cos(π Pj/a) into a sum of four
terms; each term will have the form of the left-hand side of (2.F.22) with b = ±a,
c = ±π/a, whence bc = ±π . Then applying (2.F.23) to each term proves (2.F.21).

The relations (2.F.20) and (2.F.21) imply

A1 A2 B1 B2 = B1 B2 A1 A2 , A1 B2 A2 B1 = A2 B1 A1 B2 . (2.F.24)

Let v(Q1) = q1, v(Q2) = q2, v(P1) = p1, and v(P2) = p2. Since the functions A1,
A2, B1, and B2 can be defined by their Taylor series and we have v(Qn

1) = v(Q1)
n =

qn
1 by (2.F.18) (Q1 commutes with itself), and similarly for Q2, P1, P2, it follows

that

v(A1) = cos(aq1) , v(A2) = cos(aq2) , v(B1) = cos
πp1

a
, v(B2) = cos

πp2

a
.

(2.F.25)
Since A1 and A2 commute, we get from (2.F.18),

v(A1 A2) = v(A1)v(A2) ,

and similarly,

v(B1 B2) = v(B1)v(B2) , v(A1 B2) = v(A1)v(B2) , v(A2 B1) = v(A2)v(B2) .

(2.F.26)
Consider now the operators X = A1 A2 B1 B2 and Y = A1 B2 A2 B1. Using B2 A2 =
−A2 B2, from (2.F.21), we get

X = −Y . (2.F.27)

On the other hand, since by (2.F.24) A1 A2 commutes with B1 B2, we have from
(2.F.18),

v(X) = v(A1 A2 B1 B2) = v(A1 A2)v(B1 B2) = v(A1)v(A2)v(B1)v(B2) , (2.F.28)

where, in the last equality, we use (2.F.26). Similarly, since by (2.F.24) A1 B2 com-
mutes with A2 B1,

v(Y ) = v(A1 B1)v(A2 B2) = v(A1)v(B2)v(A2)v(B1) . (2.F.29)

Comparing (2.F.28) and (2.F.29), we see that

v(X) = v(Y ) ,
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while (2.F.27) implies v(X) = v(−Y ) = v(−1Y ) = v(−1)v(Y ) = −v(Y ). This
means that v(X) = v(Y ) = 0 and hence that one of the four quantities v(A1), v(A2),
v(B1), or v(B2) vanishes, and this obviously cannot hold for all values of a in (2.F.25)
and given values of q1, q2, p1, p2. �



Chapter 3
“Philosophical” Intermezzo

This chapter is something of a digression in this book. Indeed, it does not deal with
physics, and one of the main ideas defended here is that the conceptual problems
of quantum mechanics are internal to the physical theory itself and do not have a
“philosophical” solution. However, there is an enormous literature arguing that the
“lesson” of quantum mechanics, or its “main innovation” in the history of science
is that we must abandon realism or determinism or both. It may therefore be useful
to discuss these ideas, to define them precisely, and to see what arguments one can
give for and against them, both independently of quantum mechanics and by taking
it into account.

3.1 Realism and Idealism

I still hold that any proposition other than a tautology, if it is true, is true in virtue of a relation
to fact, and that facts in general are independent of experience. I see nothing impossible in
a universe devoid of experience. On the contrary, I think that experience is a very restricted
and cosmically trivial aspect of a very tiny portion of the universe.

Bertrand Russell [429, pp. 49–50]

First of all, the words realism and idealism are meant here as attitudes with respect to
knowledge, or epistemology, not in their moral or political sense.We will not discuss
metaphysics very much either, for example, the question as to whether the world is
fundamentally made of matter or contains also some non-material entities.

Realism is both the attitude of common sense and of most scientists (in fact, of
almost all scientists, except sometimes those involved in discussions about quantum

© Springer International Publishing Switzerland 2016
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mechanics).1 What is meant here by realism is the following combination of ideas:

• There exists a world independent of human consciousness and this world is struc-
tured; it has its own properties. Even idealist philosophers know (or should at least
admit) that, if they were born, it is because they had parents and that the process
of childbirth requires the existence of highly structured organisms.

• A proposition is true or false depending on whether it reflects or not the properties
of that world. This means in particular that the truth or falsehood of a proposition
is independent of the person who expresses it, or of the group to which he/she
“belongs”.

• We can know true propositions about the world, for example, through our sensory
experiences. Everyday life is full of such experiences that tell us how the world is
(to some extent, of course).

• However, our senses can deceive us; therefore, we can never be absolutely certain
that our knowledge is true and even themost commonexperiences could be illusory.
I see myself typing on a computer, but I could, in principle, be dreaming.

• Our knowledge is human. It is the result of a specific interaction between “us” and
the world; that interaction depends on our biology, but also on our history and our
culture. Other species have other types of interactions, with the same world. Other
cultures or people living in other historical periods will have a different knowledge
from ours of the same world. The fact that our knowledge is human implies also
that our knowledge can have limits, just as our means of perception or our physical
abilities have limits: we see only a small part of the electromagnetic spectrum and
nobody is ever going to run a kilometer in less than one second.

However, even if realism, with these caveats, may seem obvious to many, realism has
been challenged in several ways throughout history. There is, first of all, an idealist
challenge to realism; then there are problems related to scientific realism, i.e., realism
about scientific theories, in particular the issue of “underdetermination of theories
by data”, of “incommensurability of paradigms”, and of the status of “unobservable
entities” (we will explain those expressions below). Let us discuss these topics one
by one.

Idealism can stem from a critical reflection on realism; it may start with the
following (obvious) observations:

• In order to observe the world, we need our senses.
• In order to talk about it, we need our languages.
• In order to name things, we need concepts.
• In order to have theories about the world, we need conceptual schemes.

1For defences of realismmore or less related to the content of this section, see, e.g., Boghossian [60],
Devitt [126], Ghins [207], Haack [251],Maudlin [324], Psillos [408], Sankey [431], and Stove [461,
462]. In [354], Norris defends realism in quantum mechanics from a philosophical perspective.
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The next step is to ask whether what we call the “structure of the world” isn’t in
reality an effect produced by our senses, languages, or concepts? Thus, when we talk
about “the world”, aren’t we in reality talking only about our senses, languages, or
concepts?2 Are our discourses about the “outside world” or are they rather reflecting
the “inside world” (what is in our minds)?

The following quotes,3 three from philosophers, one from a mathematician, all
very famous, illustrate that last idea:

The mind […] is deluded to think it can and does conceive of bodies existing unthought of,
or without the mind, though at the same time they are apprehended by, or exist in, itself.

George Berkeley [53, p. 270]

Are the perceptions of the senses produced by external objects that resemble them? This is
a question of fact. Where shall we look for an answer to it? To experience, surely, as we do
with all other questions of that kind. But here experience is and must be entirely silent. The
mind never has anything present to it except the perceptions, and can’t possibly experience
their connection with objects.

David Hume [278, p. 80]

If we treat outer objects as things in themselves, it is quite impossible to understand how we
could arrive at a knowledge of their reality outside of us, since we have to rely merely on
the representation which is in us. For we cannot be sentient [of what is] outside ourselves,
but only [of what is] in us, and the whole of our self-consciousness therefore yields nothing
save merely our own determinations.

Immanuel Kant [286, p. 351]

All that is not thought is pure nothingness; since we can think only thought and all the words
we use to speak of things can express only thoughts, to say that there is something other than
thought, is therefore an affirmation which can have no meaning.

Henri Poincaré [403, p. 355] (original [402])

The gist of those arguments is always the same: we have direct access only to our
perceptions, not to perceptions of things but to perceptions tout court. Nothing guar-
antees that those perceptions correspond to or are produced by outer objects.

In his polemical but trenchant critique of idealism The Plato Cult and Other
Philosophical Follies, the Australian philosopher David Stove characterizes these
arguments, which he calls the gem of idealism, as being always a non sequitur of the
following form:

2In [396], the assistant of Bohr, Aage Petersen stresses the role of language in Bohr’s approach
to the problems of quantum mechanics. For Bohr, we are “suspended” in language. For example,
Petersen quotes Bohr as saying: “We are suspended in language in such a way that we cannot say
what is up and what is down.” [396, p. 188].
3The ones fromBerkeley, Kant, and Poincaré are quoted by David Stove [462]. We refer to his work
for a further discussion of these statements. We do not want here to discuss the whole philosophy
of these authors, but only to examine those statements critically.
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You cannot have trees-without-the-mind in mind, without having them in mind. Therefore,
you cannot have trees-without-the-mind in mind.

David Stove [462, p. 139]

By “trees-without-the-mind”, Stove means what we ordinarily call trees, namely
things that exist “out there”, independently of our minds.

A gem starts from a true but tautological premise, “You cannot have trees-without-
the-mind in mind, without having them in mind”, and “arrives” at an interesting, in
fact radical, but false and unwarranted conclusion: “Therefore, you cannot have trees-
without-the-mind in mind.” In other words, to see a tree outside of my mind, I need
my eyes and my brain, so the tree must be represented in my brain; but that does not
imply that there is no tree nor that I cannot think about it as existing outside of my
mind.

Consider the quote from Poincaré that we just gave: he starts from a tautology,
“We can think only thought and all the words we use to speak of things can express
only thoughts”, which is similar to “You cannot have trees-without-the-mind inmind,
without having them in mind”, and “arrives” at a radical conclusion: “To say that
there is something other than thought, is therefore an affirmation which can have no
meaning”, which is similar to: “Therefore, you cannot have trees-without-the-mind
inmind.” Butwhere is the logic?Why can’t I think about things that are not thought?4

A colleague of David Stove, Alan Olding, has put the matter even more bluntly
[363]: “We have eyes, therefore we cannot see.”

Here is another example of a gem, coming from a famous contemporary physicist,
Anton Zeilinger, whom we already quoted in Chap.1:

[…] the distinction between reality and our knowledge of reality, between reality and infor-
mation, cannot be made.

And why is that? Because:

There is no way to refer to reality without using the information we have about it.

Anton Zeilinger [526]

In a critique of that reasoning, almost identical to Stove’s critique of idealism, one
reads:

In other words, what we can say about reality, or better what we can know about reality,
must correspond to our information about reality. In other words, what we know about reality
must conform to what we know about reality. Does Zeilinger really believe that a tautology
such as this can have interesting consequences?

Martin Daumer, Detlef Dürr, Sheldon Goldstein, Tim Maudlin, Roderich Tumulka, Nino
Zanghì [106]

4The reader is invited to re-read the other quotes above and to verify that they all have the form of
a gem.

http://dx.doi.org/10.1007/978-3-319-25889-8_1
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The issue of idealism is of course an old one. Here is how another famous mathe-
matician reacted to it:

Thus when my brain excites in my soul the sensation of a tree or of a house I pronounce
without hesitation that a tree or a house really exists out of me of which I know the place,
the size and other properties. Accordingly we find neither man nor beast who calls this truth
in question. If a peasant should take it into his head to conceive such a doubt, and should
say, for example, he does not believe that his bailiff exists, though he stands in his presence,
he would be taken for a madman and with good reason; but when a philosopher advances
such sentiments, he expects we should admire his knowledge and sagacity, which infinitely
surpass the apprehensions of the vulgar.

Leonard Euler [178, pp. 428–429]

The French philosopher Denis Diderot was equally dismissive:

Those philosophers, madam, are termed idealists who, conscious only of their own existence
and of a succession of internal sensations, do not admit anything else; an extravagant system
which should to my thinking have been the offspring of blindness itself; and yet, to the
disgrace of the human mind and philosophy, it is the most difficult to combat though the
most absurd.

Denis Diderot [133, p. 104]

In a more humoristic version, the French philosopher (by training) and journalist
Jean-François Revel, remembers an exercise he had to do while studying philosophy,
namely answering the following questions:

Given that a rock is a creation of my understanding, how is it possible that I might be killed
by a falling rock, since in that case I would be smashed by one of my own notions? Can one
commit suicide with the help of one’s own concepts? Or be surprised and assassinated by it?

Jean-François Revel [415, p. 513]

And Revel adds [415, p. 513]: “A problem to be urgently solved, as everyone can
see.”

This may sound ridiculous, but the logic of idealism leads to such “problems”.
There are however several caveats to be made about idealism. One is that a radical
version of it, namely solipsism, the idea that everything is an illusion, that there is
nothing outside my mind (not even my body) and that there is a sort of movie going
on in my mind corresponding to my “experiences”, cannot be refuted. But of course,
it is not clear that solipsism can be formulated coherently—why assume that my
mind existed a year ago or 5min ago, rather than thinking that my memories (about
my past “experiences”) are also an illusion? Maybe only solipsism of the instant
(the only thing that exists is my mind right now) is really consistent. But who cares?
Nobody really believes this sort of thing. As Bell says:
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Solipsism cannot be refuted. But if such a theory were taken seriously it would hardly be
possible to take anything else seriously. So much for the social implications. It is always
interesting to find that solipsists and positivists,5 when they have children, have life insurance.

John Bell [49, p. 136]

One can invent many variants of solipsism. For example, “I” could be simply a “brain
in a vat”, that is, “I” could be reduced to my brain, which would be manipulated from
the outside by some ingenious scientist who has “wired up” my brain and sends me
just the right electrical signals to ensure that I have all the sensations that I actually
have. But, in reality, it is all an illusion.6 The movie The Matrix has popularized this
idea.

Another irrefutable idea is radical skepticism: maybe there is something outside
of my mind, but I cannot obtain any reliable information about it. Taken literally,
radical skepticism would imply that we have no reason to look left or right when
crossing a street (one could not even invoke a “habit”, since knowledge of the habit
would already be knowledge of something and moreover, there is nothing that would
justify the habit, if we accept radical skepticism). Hume adequately characterized
this skepticism:

Sceptical principles may flourish and triumph in the philosophy lecture-room, where it is
indeed hard if not impossible to refute them. But as soon as they come out of the shadows,
are confronted by the real things that our beliefs and emotions are addressed to, and thereby
come into conflict with themore powerful principles of our nature, sceptical principles vanish
like smoke and leave the most determined sceptic in the same believing condition as other
mortals.

David Hume [278, p. 83]

Idealism often presents itself as a sort of third way between realism (labelled naive)
and solipsism or radical skepticism. The (recurring) idea is that it is maybe more
careful or more rigorous or more “scientific” to speak only of our perceptions and
not of what is “out there”, since we have only “direct” access to our perceptions. But
there is no way to escape the following dilemma: either we think that some of our
perceptions are perceptions of something existing outside of our minds and we agree
with realism or we don’t and we are solipsists or radical skeptics. Idealism is not
a well defined doctrine, but rather a rhetoric of the “middle ground”, in a situation
where there is no middle ground.

This rhetoric is also at the basis of the idea that the goal of science is to “save
the phenomena”, that is, to limit ourselves to accounting for the latter or for our
“observations” or our “experiments”. But the easiest way to save the phenomena is
to have a minimum number of them; close your eyes and block your ears. Then any

5Here Bell refers to some versions of logical positivism (or of the Vienna circle) that were trying
to reduce the outside world to a series of impressions of the senses. Positivism will be discussed
further in Sect. 7.7 and in Chap.8. (Note by J.B.).
6This argument can be expressed inmany different ways. Descartes already suggested that wemight
be manipulated by an evil demon [123]. For a modern discussion, see Putnam [409, Chap.1].

http://dx.doi.org/10.1007/978-3-319-25889-8_7
http://dx.doi.org/10.1007/978-3-319-25889-8_8
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theory will “save the phenomena”. Of course, that is not what scientists do. There
is no way to explain why one makes new experiments all the time if one does not
accept the idea that the goal of science is to find out how the world really is and
that, in order to do so, one tries to invent ways to test those theories, and to test hem
as severely as possible. Experiments are not given to us, like everyday experience
might be, they are constructed to check that our theories about the world are true.

However, idealism is related to a serious question: how does the cognitive inter-
action between ourselves and the world work? How do we form representations?
Where do concepts come from? And, ultimately, how do conscious sensations arise?
All these questions are difficult.7 But parts of them can be investigated scientifically,
through cognitive science or neurophysiology.

It is important to stress that any study of our means of acquiring knowledge,
whether that study refers to biology, psychology, sociology, or history, presupposes
the truth of realism. We have to assume, for example, that there are biological or
psychological facts that are independent of us and that explain how we perceive
things.

Idealists often suggest that we have to analyze our means of interactions with the
world in order to better understand it—for example, that the problems of quantum
mechanics are caused by our “language” or our concepts, and that we have to better
analyze them in order to solve those problems. Of course, it is sometimes useful
to reflect on one’s concepts or one’s language, but this is only part of the general
investigation of how the world is. In particular, it is difficult to define a priori what are
the mental categories that are “necessary” for science to work, because, as science
evolves, we tend to revise those supposedly necessary categories.8

In any case, it is an empirical question to know how our minds work, what cate-
gories they use, and what limits those categories may impose on our ability to know
theworld. Therefore, when one investigates such questions, one is in the same boat as
the physicist: one has to assume that one can get reliable information about the world
(say, in biology), and there is no reason to think that such an enquiry can be carried
out a priori, nor that it should be a presupposition (or a “condition of possibility”) of
other empirical studies.

The mistake that idealism commits is to jump from the fact that our ways to
acquire knowledge are to some extent mysterious, to doubting that we are able to
acquire knowledge. Stove draws a parallel with “gastronomical idealism”:

We can eat oysters only insofar as they are brought under the physiological and chemical
conditions which are the presuppositions of the possibility of being eaten. Therefore, we
cannot eat oysters as they are in themselves.

David Stove [462, p. 161]

7And the last one, called the mind–body problem, may lie beyond the reach of our understanding.
8Euclidean geometry being probably the most famous example of this process, since it was thought
to be a necessary truth before the invention of non-Euclidean geometries in the 19th century; and the
latter even became relevant to physics because of their role in Einstein’s general theory of relativity.
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Obviously nobody is a gastronomical idealist, even if one had no idea whatsoever
about how digestion works.

Our knowledge of mid-size objects in the “outside” world is a brute fact that
science takes for granted. Amistake sometimes made is to think that physics predicts
our experiences or that it deals somehow with our knowledge of the world. But
physics is entirely silent about our cognitive processes. As Einstein explained in a
letter toMaurice Solovine [171], physics starts from “axioms”, as he called it, or what
one might call laws of Nature, that are the results of “free creations of the human
mind” as he says elsewhere [166]. This means that they cannot be inferred from
data either inductively or deductively. Then, one deduces mathematically empirical
“observable” consequences of those laws.

For example, Newton’s laws of motion predict the motion of projectiles, satellites
and planets. Other parts of physics may predict where needles end up on a screen
or traces of ink on a computer printout. But the next and last step, where humans
acquire knowledge of these observable consequences is not explained by physics;
it is presupposed by it. As Einstein emphasized, if this last step were not reliable
(even in the absence of a theory explaining why it is reliable), then nothing would
be.9 Physicists have no alternative but to accept that we can reliably know, by direct
observation, certain facts about the world, at least the macroscopic data that are the
results of experiments.

It is of some importance to realize this, because it shows that all the loose talk
about physics not dealing with the world but with our knowledge of it cannot be
taken literally. Maybe physics deals only with meter readings, positions of needles
on a screen etc., i.e., “results of experiments”, but these are nevertheless objective
facts about the world that have nothing to do with our knowledge of them (we will
return to that question in Sect. 3.3).

Of course, the arguments given here deal only with what one might call common
sense or everyday life realism: there really are tables and chairs and people and
computers, etc.10 But it says nothing about the realism of scientific theories, about
which other objections can be raised.

3.2 Scientific Realism

Let us admit that there are objective facts about the world, such as those discussed
above. But what about scientific theories?11 Should they be understood realistically
and if so how? The “naive” view is that we can have empirical data that support our
theories and, if there are enough data and if they are sufficiently impressive, then

9See the discussion by Maudlin in [325] of Einstein’s 1952 letter to Maurice Solovine [171].
10It is sometimes argued that tables and the like do not really exist because they are just an assembly
of atoms. That will be discussed at the end of Sect. 3.2.
11This section is in part already in [82, 454]; see also [453, Chap.4].
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the theory is probably approximately true. Moreover, as time progresses, we obtain
theories that are closer and closer to the truth.

There are a priori and a posteriori challenges to those ideas. The a posteriori ones
are based on the study of the history of science. The a priori ones rely on the idea
that theories are underdetermined by data. Let us start with the latter.

3.2.1 Underdetermination

In its most common formulation, the underdetermination thesis says that, for any
finite, or even infinite, set of data, there are infinitely many mutually incompatible
theories that are “compatible” with those data.12 Here is how Quine stated his thesis:

Any statement can be held true come what may, if we make drastic enough adjustments
elsewhere in the system. Even a statement very close to the periphery [i.e., close to direct
experience] can be held true in the face of recalcitrant experience by pleading hallucination
or by amending certain statements of the kind called logical laws.

Willard Van Orman Quine [411, p. 43]

This thesis, if not properly understood, can easily lead to radical conclusions. The
scientist who believes that a disease is caused by a virus presumably does so on the
basis of some “evidence” or some “data”. Saying that a “disease is caused by a virus”
presumably counts as a “theory” (e.g., it involves, implicitly, lots of counterfactual
statements13). But if one is able to convince the scientist that there are infinitely many
distinct theories that are compatible with those “data”, he or she may well wonder
on what basis one can rationally choose between those theories.

In order to clarify the situation, it is important to understand how the underde-
termination thesis is established; then, its meaning and its limitations become much
clearer. Here are some examples of how underdetermination works. One may claim
that:

• The past did not exist: the universe was created 5min ago with all the documents
and all our memories referring to the past in the state they were 5min ago. Alter-
natively, it could have been created 100 or 1000years ago.

• The stars do not exist: instead, there are spots on a distant sky that emit exactly
the same signals as those we receive.

12This is often called the Duhem–Quine thesis. In what follows, we will use Quine’s version, which
is more radical than Duhem’s. The latter emphasized the theory dependence of observations or, as
Einstein said to Heisenberg [261, p. 63]: “It is the theory which decides what we can observe.” For
Duhem’s views, see [139]. We will return to the discussion between Einstein and Heisenberg in
Sect. 3.2.3.
13This means statements that depend on premises that are not realized. For example, one could say:
“if that population had been infected by the virus, many people would have been sick.” This can be
considered as a true statement, even if the population in question has not been infected.
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• All criminals ever put in jail were innocent: take any given criminal, explain away
all testimonies by deliberate desire to harm the accused, declare that all evidence
was planted by the police and all confessions were obtained by force.

Of course, all these “theses” may have to be elaborated, but the basic idea is clear:
given any set of facts, just make up a story, no matter how implausible, to “account”
for themwithout running into contradictions.14 Quinewould just say that these claims
amount to making “drastic enough adjustments elsewhere in the system”.

It is important to realize that this is all there is to the underdetermination thesis.
This thesis is not very different from the observation that radical skepticism or even
solipsism cannot be refuted: all our knowledge about the world is based on some sort
of inference from observations, and no such inference can be justified by deductive
logic alone. However, it is clear that, in practice, nobody ever takes seriously “the-
ories” such as those mentioned above. Let us call them “crazy theories”, or, as the
physicist David Mermin would say, “Duhem–Quine monstrosities” [337]. Note that
those theories require no work. They can be formulated entirely a priori.

On the other hand, the difficult problem is, given a set of data, to find even one
non-crazy theory that accounts for them. Consider for example a police enquiry
about some crime: it is easy enough to make up a story that “accounts for the facts”
in an ad hoc fashion (sometimes, lawyers do just that), but it is hard to discover
who actually committed the crime and to obtain evidence showing that “beyond
reasonable doubt”.15 Reflecting on this elementary example clarifies the meaning of
the underdetermination thesis. It may be that there is a unique “theory” (i.e., a unique
story about who committed the crime) that is plausible and compatible with the facts;
in that case, one will say that the criminal has been discovered, even though one can
always freely make up theories that will reach different conclusions.

The same is true for scientific theories: in many instances, there is a unique theory
that predicts the relevant data. If it predicts new data, as is often the case, then there
are even more reasons to believe in that theory. This is sometimes called the “no
miracle argument” (in favor of realism): it would be a miracle if theories that have
many empirical successes (as the best scientific theories do) were not approximately
true.

This common sense idea has also been challenged by philosophers—indeed it does
not literally prove anything (and if we admit that radical skepticism is irrefutable, it
could not prove anything). But if I have a leak in my bathroom, a plumber comes,
and the leak disappears, it is natural to assume that he has fixed the leak. Of course,
it is always conceivable that the plumber did nothing and that the leak disappeared

14In his famous paper quoted here, Quine allows himself even to “plead hallucination” or to change
the rules of logic, in order to show that any statement can be held true, “come what may” [411]. Of
course, if one is willing to change the rules of logic then, “proving” underdetermination of theories
by data becomes even easier. On the other hand, Quine said that he did not want to encourage radical
relativism, although this is what a “naive” reading of what he wrote leads to.
15This expression shows that people who use it are aware of the fact that, by making enough ad hoc
assumptions, one could always reject the evidence no matter how strong it is.
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by accident. But conceivable does not mean reasonable and objections to the “no
miracle argument” are of the same level as what we just said.

A thesis close to the underdetermination thesis concerns the “theory dependence
of observations” and the related fact that one cannot check scientific statements one
by one. If I want, for example, to verify Newton’s theory of gravitation, I may need
a telescope to see where the planets are, but the functioning of the telescope depends
on other principles than those of the theory of gravitation. Therefore, if one found
a discrepancy between some theory and observations, it could be due to different
factors, including the possibility that the means used in that observation (telescope
or microscope, for example) do not work as advertised.

Once again, Quine formulated a radical version of the idea that observations are
theory dependent:

[O]ur statements about the external world face the tribunal of sense experience not individ-
ually but only as a corporate body. […] The unit of empirical significance is the whole of
science.

Willard Van Orman Quine [411]

The philosopher Thomas Nagel offers a rather amusing reply:

Suppose I have the theory that a diet of hot fudge sundaes will enable me to lose a pound a
day. If I eat only hot fudge sundaes and weighmyself everymorning, my interpretation of the
numbers on the scale is certainly dependent on a theory of mechanics that explains how the
scale will respond when objects of different weights are placed on it. But it is not dependent
on my dietary theories. If I concluded from the fact that the numbers keep getting higher that
my intake of ice cream must be altering the laws of mechanics in my bathroom, it would
be philosophical idiocy to defend the inference by appealing to Quine’s dictum that all our
statements about the external world face experience as a corporate body, rather than one by
one. Certain revisions in response to the evidence are reasonable; others are pathological.

Thomas Nagel [346]

Again, either the idea “theory dependence of observations” is yet another formulation
of radical skepticism and we can treat it with “neglect and inattention” (Hume) or it
is a reminder of the fact, well-known to scientists, that observations are never pure
and can be contaminated in various ways. After all, why do we do double blind
experiments in medicine, or use controls in experiments, duplicate them, etc., if not
to try to avoid such problems?

3.2.2 Incommensurability of “Paradigms”

Another attack on scientific realism comes from the study of the history of science,
mostly the one inspired by Thomas Kuhn and his extremely influential book The
Structure of Scientific Revolutions [298]. The basic idea of Kuhn is that science
changes through revolutions, each one introducing its own paradigm, which defines
a certain framework through which we think about the world and which is incom-
mensurable with the previous ones. Now, what incommensurable means has been the
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subject of intense discussions. In [320] Maudlin distinguishes between a “moderate”
and an “immoderate” Kuhn. The moderate Kuhn simply observes that, when a “rev-
olution” occurs, the evidence that forces scientists to change may not be compelling,
but he does not deny that we now have good evidence to justify the changes that took
place.

It is the immoderate or radical Kuhn that we will discuss here, the one for whom
“incommensurable” means that the different frameworks through which we look at
the world cannot be directly compared because they define in different ways what
counts as evidence or observations.16 Since observations are (in the sense discussed
in Sect. 3.2.1) “theory dependent”, there is no way to appeal to pure or naked obser-
vations to discriminate between different theories. Here is an example of Kuhn in
the radical mode, speaking of the introduction of atoms by John Dalton in the early
19th century:

Chemists could not, therefore, simply accept Dalton’s theory on the evidence, for much
of that was still negative. Instead, even after accepting the theory, they had still to beat
nature into line, a process which, in the event, took almost another generation. When it was
done, even the percentage composition of well- known compounds was different. The data
themselves had changed. That is the last of the senses in which we may want to say that after
a revolution scientists work in a different world.

There is, I think, no theory-independent way to reconstruct phrases like “really there”; the
notion of a match between the ontology of a theory and its “real” counterpart in Nature
now strikes me as illusive in principle. Besides, as a historian, I am impressed with the
implausibility of the view.

Thomas Kuhn [298]

This seems to suggest that atoms (even atoms!) are not “really there”, but are the
results of a certain way of looking at the world (or of creating a “different world”).17

But this is hard to take seriously: even assuming that atoms were introduced at
the time of Dalton on the basis of insufficient evidence, we now possess so many
different and independent sources of evidence for the existence of atoms that it would
be highly irrational to deny their existence. The same is true for many other scientific
discoveries, like Newton’s laws, Maxwell’s equations, the theory of evolution, etc.

One must therefore distinguish two different questions: one is purely historical
and is to see whether the evidence was rationally compelling at the time when a new
“paradigm” (if one wants to use this word) like the atomic theory or heliocentrism
was introduced; the other is to see whether the evidence that we now have in support
of those ideas is compelling, and these are totally different issues. It might be that a
theory was introduced initially for the wrong reasons (or for not totally good ones),
yet that it is objectively correct.

16The adjectives “moderate” and “immoderate” may refer to different ways to read Kuhn, the
immoderate one having become popular among some sociologists of science. What the real Kuhn
thought is a separate question.
17See Krivine and Grossman [297] for a critique of relativism based on the history of the atomic
theory.
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An easy objection to the radical version of Kuhn’s ideas, the one that conflicts
with realism, is that, if physicists cannot establish objective theories about the world,
why should one believe that historians can?18 After all, history is also an empirical
investigation, and if physicists just move from one paradigm to the next, without ever
knowingwhat is “really there”, why believe that historians don’t suffer the same fate?

Tim Maudlin has a nice way to refute the “radical” Kuhn19:

Perhaps evidence is never “decisive” in the sense of showing how the world actually is.
If so, then our earlier claim that the disputes between Ptolemy and Copernicus, Galen and
Harvey, etc., were rightly decided could be brought into question. The Copernicans, it might
be argued, having accepted the new paradigm came to live in a Copernican world, but
Ptolemaic astronomers would never have experienced the supposedly decisive evidence.
Similarly, Aristotle could not have experienced the world as refuting his cosmology until
he had already accepted a new paradigm, but at that point the choice would already have
been made, and so could not be induced by the evidence available given the new paradigm.
The obvious objection to this strong reading of the third form of incommensurability20

is that it is silly. If presented with a moon rock, Aristotle would experience it as a rock,
and as an object with a tendency to fall. He could not fail to conclude that the material of
which the moon is made is not fundamentally different from terrestrial material with respect
to its natural motion. Similarly, ever better telescopes revealed more clearly the phases of
Venus, irrespective of one’s preferred cosmology, and even Ptolemywould have remarked the
apparent rotation of a Foucault pendulum. The sense in which one’s paradigmmay influence
one’s experience of the world cannot be so strong as to guarantee that one’s experience will
always accord with one’s theories, else the need to revise theories would never arise.

[…]

Perhaps the appearance of the success and progress of science is only an illusion, the ultimate
propaganda produced by the winner. Of course the successful paradigm will regard itself as
being right, will proclaim to the world that it tells the truth, will manufacture “evidence” of
its correctness — but perhaps this is merely the will of the stronger, not the voice of nature.
But no acceptable argument could possibly lead us to such a conclusion. After all, we have
much stronger, direct, irrefutable evidence that the Earth rotates, that the blood circulates,
that matter is made of atoms than we have grounds to believe any epistemology or account
of scientific practice. Like Euripides in The Frogs, the social constructivist can pile all his
works in one pan of the balance, and climb in with his family and friends as well, while
Foucault or Harvey or Cavendish outweighs him on the other side with a scrap of paper from
a laboratory journal.

Tim Maudlin [320]

18We raised the sameobjection above,whendiscussing idealism. It applies toall skeptical arguments
based on empirical statements, as opposed to a priori reasonings.
19The article from which this quote is taken was only published in a French translation [320].
We thank Tim Maudlin for providing us with the original English version and for giving us the
permission to quote it.
20In [320], Maudlin distinguishes three different senses of the word “incommensurability”, which
is the fundamental Kuhnian concept applied to the relations between “paradigms”: “differences
over which problems a theory must solve and over the standards of solution; the unnoticed shifts
in meaning that occur when a new theory takes over the vocabulary of an old one; and changes
in one’s fundamental perception of the world that come from accepting a new paradigm.” It is the
“changes in one’s fundamental perception of the world that come from accepting a new paradigm”
that characterizes the radical Kuhn and that is discussed here. (Note by J.B.).
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The problem with Kuhn’s views is that their radical version has been taken to new
extremes by a certain number of sociologists of science as well as philosophers
of science (see [461] for a good critique of that trend), leading to the idea that
all our scientific knowledge is “socially constructed” or even that reality itself is
“constructed”. Kuhn is not responsible for the radicalization of his views, but it
cannot be denied that his ambiguities made his views both “interesting”, because of
their implications for the (im)possibility of discovering objective truths (themoderate
Kuhnwould have been of interest only to historians) and exploitable by others exactly
in the way that they have been exploited.

Social constructivism applied to all our forms of knowledge can be considered as a
sort of socialization of idealism, since it is our social environment (classes, historical
periods, etc.), rather than some abstract human mind, that determines our way of
“looking” at the world and therefore our “knowledge” of it. Classical idealists and
social constructivists have many disagreements, but, in both cases, the link is severed
between our representations of the world and the world itself, and our “knowledge”
reflects something inside us (the mind or societies) rather than outside.

3.2.3 The Status of “Unobservable Entities”

There is a further problem for realism, namely the status of “unobservable entities”,
such as the gravitational force, for example. When Newton introduced his theory, he
assumed that there were forces attracting bodies towards each other, even if the latter
were far apart, while ignoring the ultimate cause that produced these forces.

Ever since that discovery, people have wondered whether these forces are “real”
or at least in what sense one should consider them real. After all, nobody sees these
forces, one only sees their consequences through the motion of bodies. And they
are not comparable to contact forces (like one body colliding with another). In fact,
Newtonwas accused by his critics of having reintroducedmedieval “occult qualities”
into science. He himself did not “feign hypotheses” on the ultimate nature of those
forces, and simply observed that they allowed him to deduce the visible motion of
bodies:

I have not as yet been able to discover the reason for these properties of gravity from
phenomena, and I do not feign hypotheses. For whatever is not deduced from the phenomena
must be called a hypothesis; and hypotheses, whether metaphysical or physical, or based on
occult qualities, or mechanical, have no place in experimental philosophy. In this philosophy
particular propositions are inferred from the phenomena, and afterwards rendered general
by induction.

Isaac Newton [351, p. 943]

After Newton, physicists have introduced other unobservable quantities like electro-
magnetic fields “propagating in vacuum” or curved spacetime in general relativity.
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The argument in favor of the existence of those unobservable entities is rather
straightforward: we cannot formulate our theories without postulating those enti-
ties21 and the evidence for the truth of the theory counts therefore as evidence for
the existence of those unobservable entities. After all, we have never directly seen
dinosaurs, distant galaxies, or the inside of the Sun. Yet, we infer the existence and
properties of those objects from more direct observations, so why not do the same
with forces and other unobservable entities?

Of course, this argument works only for entities that are postulated by sufficiently
successful scientific theories; otherwise, we might have to believe in the phlogis-
ton, a substance that was thought to be released during combustion, before modern
chemistry was developed, and in many similar substances. The fact that one used to
believe in the existence of things like the phlogiston, that were later abandoned, is the
basis of the argument by the philosopher Larry Laudan [305] in favor of inductive
pessimism: since we were wrong in the past about those objects, how can we be
so sure about the reality of objects, like atoms, that are postulated by our current
scientific theories? The answer is that it is a question of degree: of course, we might
be wrong even about the existence of atoms (we know that already from the Duhem–
Quine thesis or from the irrefutability of radical skepticism), but the evidence for the
existence of atoms is vastly greater than any evidence that we ever had in favor of
the existence of the phlogiston or other discarded substances.22

However, the real problem is not whether those unobservable quantities exist
but rather, what do we mean when we use those words? They are unanschaulich
(not representable) to use a German word often used in the early discussions about
quantum mechanics. We can visualize dinosaurs but how to visualize forces acting
at a distance? As noted by the philosopher of science Bas van Fraassen, realists tend
to use arguments involving mid-size objects, while instrumentalists (meaning people
who want to reduce scientific statements to be only about measurements or results of
experiments) tend to argue their case by focusing on fundamental entities like forces
or fields [493, p. 268]. But this is connected with the problem of meaning: if we
say “X exists”, we must know what “X” means. And since we can form pictures of
mid-size objects like dinosaurs, the meaning of the words referring to them is pretty
clear intuitively, whereas this is not necessarily the case for the unobservable entities
introduced in physics.

It is important to note that, although many debates on quantum mechanics were
centered on the non-representability of Nature according to that theory, the problem
did occur long before its discovery, since it goes back to Newton. The supposed
novelty in the case of quantum mechanics is that, if particles have no position and
no trajectory and, in general, if they don’t have any definite properties (like energy
or speed of rotation), then nothing is representable, while in classical physics, the

21One might argue that one could replace forces, for example, by potentials or by Hamiltonians,
but that would just introduce other unobservable entities. We will not enter into this rather technical
discussion.
22See [207, 408, 431] for more critical discussions of Laudan’s pessimistic induction.
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motion of bodies was representable, even if what causes those motions, the forces,
were not.23

One common temptation, in order to solve this problem, is to give a purely oper-
ationalist or instrumentalist meaning to the words referring to unobservable entities:
let us forget completely about those “metaphysical” entities, and let us formulate our
physical theories solely in terms of “observable” quantities.

The first problem with that idea is that the notion of “observable” is not clear at
all, as we already mentioned in Chap.2. Surely, there are observations made with
our unaided senses, but should one limit oneself to those? Can one use eyeglasses,
magnifying glasses, telescopes, or (electronic) microscopes?

The second, deeper problem, is that the meaning of the words used by scientists
goes far beyond what is “observable”. To take a simple example, should paleontol-
ogists be allowed to speak about dinosaurs? Presumably, yes. But in what sense are
they “observable”? After all, everything we know about them is inferred from fossil
data, which are the only quantities ever directly “observed”. Of course, all those
inferences are based on some kind of evidence, but the point is that the evidence is
evidence for something other than itself, e.g., bones of dinosaurs are evidence for
the existence of dinosaurs, but the latter are not made only of their bones, and the
meaning of the word “dinosaur” is not easily expressible in a language that would
refer only to their bones.

Besides, we cannot say that if an instrument measures an electric current, the
meaning of theword “electric current” is given by the fact that the instrument readings
are what they are, because those readings could be due to other causes, for example
to a malfunctioning of the instrument. This shows that what we mean by “electric
current”, even if it is not entirely clear, is not reducible to a meter reading.24

It is because we have a theory of electric currents that we can predict that certain
observations will be made, with adequate instruments. Those observations do of
course count as evidence in favor of the theory, but they do not replace it. If we did

23We will see in Chap.5 that the de Broglie–Bohm theory has, from this point of view, a status
comparable to that of classical mechanics: particles have “representable” trajectories, but they are
guided by a much less representable wave function.
24This point is also made by Feynman in his Lectures on Physics. Referring to a lady who is given
a ticket for speeding, he wrote:

Many physicists think that measurement is the only definition of anything. Obviously, then,
we should use the instrument that measures the speed – the speedometer – and say, “Look,
lady, your speedometer reads 60.” So she says, “My speedometer is broken and didn’t read
at all.” Does that mean the car is standing still?We believe that there is something to measure
before we build the speedometer. Only then can we say, for example, “The speedometer
isn’t working right,” or “the speedometer is broken.” That would be a meaningless sentence
if the velocity had no meaning independent of the speedometer. So we have in our minds,
obviously, an idea that is independent of the speedometer, and the speedometer is meant
only to measure this idea.

Richard Feynman [183, Sect. 8.2]

http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_5
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not have the theory first, with its unobservable entities, there would be no meaning
assigned to the observations in the first place.

This point was stressed by Einstein when he met Heisenberg for the first time in
1926. Einstein started by asking Heisenberg if he seriously believed “that none but
observable magnitudes must go in a physical theory”. Heisenberg replied that this is
what Einstein had done with relativity: “that it is impermissible to speak of absolute
time, simply because absolute time cannot be observed”. Although Einstein admitted
that he “did use this kind of reasoning”, he said that “it is nonsense all the same”.25

He then explained “more diplomatically”:

[…] it is quite wrong to try founding a theory on observable magnitudes alone. In reality the
very opposite happens. It is the theory which decides what we can observe. You must appre-
ciate that observation is a very complicated process. The phenomenon under observation
produces certain events in our measuring apparatus. As a result, further processes take place
in the apparatus, which eventually and by complicated paths produce sense impressions and
help us to fix the effects in our consciousness. Along this whole path […] we must be able
to tell how Nature functions […] before we can claim to have observed anything at all. Only
theory, that is, knowledge of natural laws, enables us to deduce the underlying phenomena
from our sense impressions. When we claim that we can observe something new, […] we
nevertheless assume that the existing laws— covering the whole path from the phenomenon
to our consciousness — function in such a way that we can rely upon them and hence speak
of ‘observations’.

When it comes to observation, you behave as if everything can be left as it was, that is, as
if you could use the old descriptive language.26 In that case, however, you will also have to
say: in a cloud chamber we can observe the path of an electron. At the same time, you claim
that there are no electron paths inside the atom. This is obvious nonsense […].

Albert Einstein speaking to Werner Heisenberg [261, pp. 63, 65]

Einstein came back to this theme much later, in his 1949 Reply to criticisms. After
mentioning that “the quantum theorist” would object to postulating “something not
observable as ‘real”’, Einstein writes:

What I dislike in this kind of argumentation is the basic positivistic attitude, which from my
point of view is untenable, and which seems to me to come to the same thing as Berkeley’s
principle, esse est percipi.27 “Being” is always something which is mentally constructed by

25Heisenberg says [261, p. 64]: “I was completely taken aback by Einstein’s attitude, though I found
his arguments convincing.” However, it is not clear that Heisenberg really incorporated Einstein’s
attitude in his views on quantum mechanics.
26This “old descriptive language” is at the basis of the idea, in quantummechanics, that a “measure-
ment” measures some real property of the quantum system. As we emphasized in Sect. 2.5, this is
untenable; wewill come back to this question in Sect. 5.1, wherewewill explainwhatmeasurements
really are, in the framework of the de Broglie–Bohm theory. (Note by J.B.).
27“To be is to be perceived”, which is a standard motto of idealism, as we saw in Sect. 3.1. The
science writer John Horgan quotes John Wheeler as saying [273]: “[…] quantum phenomena are
neither waves nor particles but are intrinsically undefined until the moment they are measured. In
a sense the British philosopher Bishop Berkeley was right when he asserted two centuries ago that
‘to be is to be perceived’.” This is a surprising position to hold for a physicist, but maybe not that
surprising, given Wheeler’s views on quantum mechanics, and in particular on the delayed choice
experiment, discussed in Chaps. 1 and 2. (Note by J.B.).

http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_1
http://dx.doi.org/10.1007/978-3-319-25889-8_2
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us, that is, something which we freely posit (in the logical sense). The justification of such
constructs does not lie in their derivation from what is given by the senses. Such a type of
derivation (in the sense of logical deducibility) is nowhere to be had, not even in the domain
of pre-scientific thinking. The justification of the constructs, which represent “reality” for us,
lies alone in their quality of making intelligible what is sensorily given (the vague character
of this expression is here forced upon me by my striving for brevity).

Albert Einstein [170, p. 669]

For Einstein, observations were always “dependent on theories”, in some sense;
which does not mean that they are arbitrarily “constructed” by us (socially or other-
wise), but that we cannot use the concept “observation” as a fundamental, unprob-
lematic concept on which to base our scientific theories.

Maybe a hint of the solution to our problems is provided by the following comment
by Einstein:

Science without epistemology is— insofar as it is thinkable at all — primitive and muddled.
However, no sooner has the epistemologist, who is seeking a clear system, fought his way
through such a system, than he is inclined to interpret the thought-content of science in the
sense of his system and to reject whatever does not fit into his system. The scientist, however,
cannot afford to carry his striving for epistemological systematic that far. […] He therefore
must appear to the systematic epistemologist as an unscrupulous opportunist.

Albert Einstein [170, p. 684]

Opportunism in epistemology would mean that we try to give meaning to the unob-
servable entities by combining rather than opposing the various tools that we have
to grasp them: they are partly defined mathematically, partly defined by our indirect
observations, and partly by the imperfect pictures that we can make of them. None
of these tools is perfect and even when they are combined, we do not reach an under-
standing of unobservable entities similar to what we can do with mid-size objects,
but there is nothing better that we can do, given our means of perception and the
constitution of our minds. However, there is no reason, as instrumentalists tend to
do, to restrict ourselves to using only one tool, i.e., direct macroscopic observations.

Returning to the unobservable entities, it is useful to keep in mind the following
picture, which is basic to most thinking in modern physics,28 and which allows us to
make rather precise the idea of one theory being an approximation of another. In this
view, reality is composed of a hierarchy of “scales”, ranging from quarks to galaxies,
and going through atoms, fluids, gases, and so on. The theory on one scale emerges
from the one on a finer scale, by ignoring some of the (irrelevant) details of the
latter. All our present theories are approximations to more basic theories: continuum
and fluid mechanics are approximations to classical particle mechanics; classical
physics is an approximation to non-relativistic quantum mechanics, which is itself
an approximation to quantum field theories. Whether this process stops somewhere

28One might call this the “renormalization group view of the world”, after the work in statistical
mechanics and quantum field theory carried out during the 1970s (but too technical to be explained
in detail here).
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at some fundamental “final theory”, or whether there are theories “all the way down”,
no one knows.29 In each of those theories, the existence of some basic “unobservable”
entities (forces, fields, etc.) is postulated. But all of these are supposed to be higher-
level effects caused by the basic entities of a more fundamental theory (for example,
classical forces do not enter in quantum field theories, and should be thought of as
emerging from them as some sort of approximations). Since none of those theories is
(yet) final, there is no reason to consider them as literally true or to worry too much
whether the entities they postulate “really exist”. In summary, all physical theories
have to refer to some basic “unobservable” ontology, but there is some unavoidable
vagueness in what that fundamental ontology consists of.

On the other hand, since we do not know what the ultimate entities are, it makes
little sense to think that objects on a higher scale, like tables and chairs, are not real,
because they are just, say, assemblies of atoms. If one reasons like this, atoms are
not real either because they are made of nuclei and electrons and one can continue
like that, from one scale to the next, without knowing whether this will ever stop. It
is more reasonable to consider that objects on all scales exist, provided that we have
good evidence for their existence.

Moreover, and this is also an important point, since we know that, for example,
classical mechanics is only an approximation, we can expect it to live forever (with
that status). There are no examples in the history of science of a theory that has
been abandoned after it has been so well studied that its status has become one
of approximate truth. For example, most of ballistics and celestial mechanics use
the “approximately true” Newtonian mechanics. And the 19th century equations
which approximately govern the motion of fluids have largely survived the quantum
revolution.

As pointed out by Weinberg in his very interesting critique of Kuhn:

If you have bought one of those T-shirts with Maxwell’s equations30 on the front, you may
have to worry about its going out of style, but not about its becoming false. We will go on
teaching Maxwellian electrodynamics as long as there are scientists.

Steven Weinberg [506]

3.3 Realism and Quantum Mechanics

Sometimes idealism seems to be supported by arguments based on quantummechan-
ics. We quoted already in Sect. 1.3 some statements illustrating this line of thought,
for example:

We now know that the moon is demonstrably not there when nobody looks.

David Mermin [331]

29See Weinberg [504] and Bohm [68, Chap.5] for in-depth discussions of this issue, reaching
different conclusions.
30These equations govern the motion of electromagnetic waves. (Note by J.B.).

http://dx.doi.org/10.1007/978-3-319-25889-8_1
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But if someone asserts that quantummechanics should lead us to doubt the existence
of ordinary macroscopic objects, like the moon, why believe quantum mechanics
in the first place? As every scientific theory, quantum mechanics is justified by
“experiments” or “observations”, and the latter presuppose that objects (at least
laboratory instruments) exist independently of human consciousness and of whether
we look at them or not. Of course, one could argue that a scientific theory shows that
some objects or properties do not exist in themselves, but are somehow produced by
a specific interaction with our senses (optical illusions would be an example). But
that sort of statement becomes self-refuting when it applies to the entire “outside
world”.

David Stove has a particularly ironical, but entirely suitable reaction to the state-
ment from Mermin quoted above:

[…] if it is true, then it would be irrational to believe these physicist’s best theories. Fun-
damental physical theories never say anything about a particular macroscopic object, such
as the moon; but if they did say something about the moon, then they would say the same
thing about all macroscopic physical objects, hence about all land mammals, hence about
the particular land mammal, Professor N. D. Mermin, who wrote the sentence I have just
quoted. […] [Mammals] depend for their existence on a great many things; but somebody’s
looking at them is not among those things and everyone knows this.

David Stove [462, pp. 99–100]

Considering what precedes, one may well ask: What do people mean when they say
that quantum mechanics forces us to abandon realism? Which kind of realism? The
one about ordinary objects? Should we believe that Schrödinger’s cat is both alive
and dead before we look? If a measurement is made in a laboratory and the result
is recorded by a computer, does the record only appear when someone looks at it?
It is hard to think that anybody could take such proposals seriously, despite all the
statements suggesting that one does.

But then, what can the expression “abandoning realism” possibly mean?Maybe it
refers to scientific realism: quantummechanicswould not be a theory about themicro-
scopic world, but only about the effects that the latter has on the macroscopic world
(i.e., on measurements), and no reality can be attached to the quantum description of
the microscopic world. That is of course a possibility and it is a coherent position,
but it is hardly a satisfactory one. There is no way to make a distinction, in prin-
ciple, between the macroscopic world and the microscopic one. More importantly,
macroscopic objects are constituted by microscopic ones—atoms for example. If the
latter have no objective properties whatsoever (no position, no velocity, no angular
momentum, etc.), how come that macroscopic objects do have such properties? It is
sometimes thought that a classical description emerges from a quantum one, when
some limit is taken—for example, if the mass or the number of particles of the quan-
tum system increases. But nothing emerges out of nothing, just because some limit
is taken in an equation. If there is nothing real on the microscopic scale, then there
is nothing real on the macroscopic one either.31

31See the example of Einstein’s boxes in Sect. 4.2 for a further discussion of this problem.

http://dx.doi.org/10.1007/978-3-319-25889-8_4
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One could of course reply that what happens on the micro scale is unknowable
and that only the macroscopic manifestations of what happens on that scale can be
known. But some argument must be given for that view and the fact that ordinary
quantum mechanics does not give us a description of what happens on the micro
scale does not prove that such a description is impossible.

Sometimes, when arguments are given, they rely on the no hidden variables theo-
rems,32 and the ones discussed in Sect. 2.5 do prove that one cannot attribute a value
independently of “measurements” to certain classes of “observables”. That means of
course that one should not be realist with respect to those values. But this has nothing
to do with realism understood as a general or philosophical concept. After all, we
know that colors are not “real”, in the sense that they are the result of certain inter-
actions between light of a given wavelength and our brains and that there is nothing
really red or green in Nature. But there is nevertheless something real, namely the
light rays and their interaction with matter.

What a realist wants is a theory describing what happens at the micro scale that
accounts for the predictions made at the macro scale. As we will see in Chap.5,
such a theory actually exists. But even if it didn’t, the mere fact, implied by the
no hidden variables theorems, that one cannot attribute a reality to the values of all
“observables” implies absolutely nothing whatsoever as far as a realist viewpoint is
concerned.

However, the sort of antirealism discussed here is probably not what is in the mind
of most physicists, who are of course realists with respect to ordinary objects, but
also often have an “implicitly” realistic picture of the micro world, either because
they think that the quantum state spontaneously collapses or because they have, in
the back of their minds, a statistical interpretation of quantum mechanics (both of
these views have been discussed in Sect. 2.5 and were shown there to be untenable).

It should be stressed that, among those who have held orthodox “Copenhagen”
views, there has sometimes been an explicit rejection of the sort of idealism that we
find in Mermin. In Chap.2, we quoted Landau and Lifshitz, who were very explicit:

[…] we emphasize that, in speaking of ‘performing a measurement’, we refer to the interac-
tion of an electron with a classical ‘apparatus’, which in no way presupposes the presence
of an external observer.

Lev Landau and Evgeny Lifshitz [302, p. 2], quoted in [46, p. 35]

Besides, Bohr himself, according to Rosenfeld, rejected the accusation of “posi-
tivism” that was leveled against him by some Soviet Marxists.33 Bohr is quoted by
Rosenfeld as saying:

32Somenohidden variables theorems do not provewhat they actually claim.This holds, in particular,
for themost famous of them, the one due to vonNeumann [496], whichwill be discussed in Sect. 7.4.
33In Sect. 7.7, we will discuss further the relationship between Marxist philosophy and various
views of quantum mechanics. For the relationship between Bohr and positivism, see also Beller
[50] and Howard [275].

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_7
http://dx.doi.org/10.1007/978-3-319-25889-8_7
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“Why are those Russians dissatisfied?” And I [Rosenfeld] tried to explain, “They accuse you
of being a positivist,” and so on. Then he said, “Is that it? But those things are so trivial; they
are not of interest to physicists. Physicists are beyond that point and that is not the thing that
we are interested in. We are struggling with real problems, not with those trivial statements
about our living in an external world.”

Thomas S. Kuhn and J.L. Heilbron, interview with Léon Rosenfeld [299]

However, given their realist statements, it is not clear what Landau, Lifshitz, and
Bohr thought about the objective properties of the microscopic world.

3.4 Determinism

Like realism, determinism is one of those words that leads to endless discussions,
partly because it is not precisely defined. Hence, it is often unclear what the discus-
sion is about.34 We will first propose two definitions. According to one definition,
determinism is trivially false. According to the other, it is very probably true. How-
ever, both definitions are rather uninteresting, and it is not clear how to formulate the
issue of determinism so that the question becomes interesting. We will then discuss
the status of probabilities in the framework of deterministic laws and how the law of
large numbers connects probabilities and physics.35

3.4.1 Definitions

In his famous essay on probability, Laplace expressed the idea of universal deter-
minism in a particularly clear way:

Given for one instant an intelligence which could comprehend all the forces by which nature
is animated and the respective situation of the beings who compose it — an intelligence
sufficiently vast to submit these data to analysis — it would embrace in the same formula
the movements of the greatest bodies of the universe and those of the lightest atom; for it,
nothing would be uncertain and the future, as the past, would be present to its eyes.36

Pierre Simon Laplace, [303, p. 4]

Laplace immediately added that we shall “always remain infinitely removed” from
this imaginary “intelligence” and its ideal knowledge of the “respective situation
of the beings who compose” the natural world; that is, in modern language, ideal

34See Earman [156] for a detailed discussion of determinism, in particular in physics. His views do
not exactly coincide with those defended here, at least about quantum mechanics.
35The content of this section comes partly from [83].
36This intelligence is often referred to as the “Laplacian demon”. (Note of J.B.).
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knowledge of the precise initial conditions of all the particles.37 He distinguished
clearly between what Nature does and the knowledge we have of it. Moreover, he
stated this principle at the beginning of an essay on probability. But, aswewill discuss
below, probability for Laplace is nothing but a method that allows us to reason
in situations of partial ignorance. The meaning of Laplace’s quote is completely
misrepresented if one imagines that he hoped that one could arrive someday at a
perfect knowledge and auniversal predictability, for the aimof his essaywasprecisely
to explain how to proceed in the absence of such a perfect knowledge.

However, determinism is often confused with predictability. So, according to that
view, a process is deterministic ifwe, humans, canpredict it, or,maybe, ifwe, humans,
will be able to predict it in the future. For example, in an often quoted lecture38 to
the Royal Society, on the three hundredth anniversary of Newton’s Principia, the
distinguished British mathematician Sir James Lighthill gave a perfect example of
how to confuse predictability and determinism:

We are all deeply conscious today that the enthusiasm of our forebears for the marvelous
achievements of Newtonian mechanics led them to make generalizations in this area of
predictability which, indeed, we may have generally tended to believe before 1960, but
which we now recognize were false. We collectively wish to apologize for having misled
the general educated public by spreading ideas about determinism of systems satisfying
Newton’s laws of motion that, after 1960, were to be proved incorrect [ … ].

James Lighthill, [310] (italics added by J.B.)

Of course, nobody who has ever defended universal determinism (in particular
Laplace) meant it to be equated with predictability. Everybody agrees that not every-
thing in the world is predictable, and it is somewhat surprising to see how many
people present that truism as if it was a recent discovery.

To illustrate the problem posed by the conflation of the two terms, consider, for
example, a perfectly regular, deterministic and in principle predictable mechanism,
like a clock, but put it on the top of a mountain, or in a locked drawer, so that its state
(its initial conditions) become inaccessible to us. This renders the system trivially
unpredictable, yet it seems difficult to claim that it becomes non-deterministic.

So one has to admit that some physical phenomena could obey deterministic laws
and yet are not predictable, possibly for “accidental” reasons. But, once this is admit-
ted, how does one show that any unpredictable system is truly non-deterministic, and
that the lack of predictability is not merely due to some limitation of our knowledge
or of our abilities? We cannot infer indeterminism from ignorance alone. One needs
other arguments.

37Laplace was expressing in words the fact that differential equations have a unique solution for
given initial conditions. This was discussed in Appendix 2.A for linear differential equations. Here
he is referring to the more general case of (2.A.1.4), where conditions have to be imposed on f for
the existence and the uniqueness of the solution.
38Quoted, e.g., by Reichl [414, p. 3] and by Prigogine and Stengers [405, pp. 93–94] and [406,
pp. 41–42].

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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Confusing determinism and predictability is an instance of what the physicist E.T.
Jaynes calls the mind projection fallacy39:

We are all under an ego-driven temptation to project our private thoughts out onto the real
world, by supposing that the creations of one’s own imagination are real properties of Nature,
or that one’s own ignorance signifies some kind of indecision on the part of Nature.

Edwin T. Jaynes [283, p. 7]

This brings us to a seconddefinitionof determinism, onewhich tries to be independent
of human abilities. Consider a physical system whose state is characterized by some
numbers that change over time. Let us say that it is deterministic if there exists a
function F that maps the values taken by that set of variables at a given instant, say
t1, to those obtained at a later time, say t2; and, then, the latter to those at a later time,
t3, and so on.40 This corresponds pretty much to Laplace’s conception,41 namely to
the idea of predictability, but “in principle”, i.e., putting aside limitations imposed
by human abilities. The word “exist” should be taken here in a “Platonic” sense:
it does not refer to our knowledge; the function in question may be unknown, or
unknowable, or so complicated that, even if it were known, it would in practice be
impossible to use it in order to make predictions.

Now, is determinism understood in this sense true? Well, let us suppose that the
system happens to be in exactly the same state twice, at different times, say at times
ti and t j , and at times ti+1 and t j+1 is in different states. Then, the function F does
not exist, since, by definition, it is supposed to associate to each set of values of the
variables another set in a unique way. To see how this problem may occur, consider
a simple example, say the production of grain in a given country, counted yearly and
in millions of tons. This is a single number and it is quite possible that it may take
the same value, say in 1984 and 1993, but different values in 1985 and 1994. In that
case, one should say that this system is not deterministic, according to the above
definition. But suppose we were to count the amount of grain, not in millions of tons,
but in grams. Or suppose we consider a larger set of data, say, the quantities of all
items produced in that given country. Then, it becomes very unlikely that this set of
data would ever take exactly the same values twice at given times and, moreover,
two different sets of values at later times.42 And, if that were the case, we could
always include more data, say the amount of rainfall, the results of elections, etc., in
order to avoid that situation. But then, how can the mere existence of the function F
be refuted? In fact, its existence is trivial: take any finite sequence of sets of numbers

39Which is related to idealism, since the latter tends to identify what exists and what is in our mind.
40This idea is essentially the one proposed by Bertrand Russell in [426]; see [156] for a discussion.
41Except that he was speaking in terms of “continuous time”, i.e., of differential equations, rather
than “discrete time”, which is chosen here because it is more intuitive.
42In fact, one never observes a sufficiently large set of data taking twice the same values, so that the
condition that this set of data take two different sets of values at a later time is not really necessary;
it is added only because of the theoretical possibility of “eternal return”. But, even if that were true,
it would not refute the existence of our function F , since the complete state of the world would then
simply be a periodic function of time.
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that has the property of never being in exactly the same state at different times, ti and
t j , and in different states, at times ti+1 and t j+1. One can always find one function,
in fact many functions that map each set of numbers into the next one.

So let us propose the following definition: a physical system is deterministic if
there exists a function F , as described here, whenever we describe it in sufficient
detail. The important words here are “in sufficient detail”, or what physicists call a
fine-grained description, as opposed to a coarse-grained one (e.g., counting grains
in grams is fine grained, but counting in tons is coarse grained). It is quite simple to
see that any system that is deterministic can become non-deterministic if one coarse-
grains it. For example, consider a deterministic system with two variables, x and
y, both taking only the values 0 and 1. Suppose that the dynamics changes the pair
(0, 0) into (1, 0) and the pair (0, 1) into (0, 0) (and any other rule for the two other
pairs). Then if we look only at the variable x , which is a form of coarse graining,
the system becomes non-deterministic, since x = 0 can be mapped onto x = 0 or
x = 1, depending on the value of y.

But what is the point of this exercise? Simply to show that, if the idea of deter-
minism is phrased in terms similar to those of Laplace, and not confused with the
notion of predictability, then it is indeed hard to see how it could be refuted.43

Of course, the notion of determinism introduced here has very little to do with the
goals of science,which are not simply tofind a function like F . In a sense, scientists do
look for such functions, but with extra properties: simplicity, explanatory power, and,
of course, the possibility, using F , of making at least some predictions. So in a sense,
the question of the existence of F is “metaphysical” and of no scientific interest.
But so is the question of “determinism”: either it is identified with predictability by
us, humans, and determinism is trivially false, or it is defined as above, and it is
most likely true, but uninteresting. It is difficult to see how to formulate the issue of
“determinism” in a sense that makes it both interesting and decidable.

It is likely that the hostility to determinism comes from a desire to “save free
will”. Namely, to find a description of the physical universe that can be reconciled
with our deep feeling that, at least on some occasions, “we” choose to do X and not
Y. That is, that Y was possible, but did not happen because of our free choice. But,
if everything is caused by anterior events, ultimately going back to the Big Bang, Y
was not really possible (it only appeared to be so because of our ignorance) and free
will is an illusion. Since most of our moral, legal, and political philosophies assume
some kind of free will, a lot appears to be at stake.

But the problem is: what is the alternative to determinismwithin physics? Nothing
has ever been proposed except pure randomness!44 Or, in other words, events with no

43In [214], Nicolas Gisin thinks that he has shown that quantum mechanics offers an example of
true randomness. But his example, based on the nonlocal effects to be discussed in Chap. 4, does
not prove this claim, as we will see in Sect. 5.2.1.
44In classical physics, non-deterministic processes are often modeled by Markov chains or more
general stochastic processes in which an element of pure chance always enters. Of course, if one
thinks of these models as describing non-isolated systems, then that chance may simply model
the effect of unknown outside forces. But if wewere to look for a fundamental theory using the same

http://dx.doi.org/10.1007/978-3-319-25889-8_4
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cause. But that will not give us a picture of the world in which free will exists either.
Our feeling of free will is not that there is some intrinsically random process at work
in our minds, but that conscious choices are made. And that is simply something that
no known physical theory accounts for. Our feeling of free will implies that there is a
causal agent in the world, the “I”, that is simply “above” all physical laws. It suggests
a dualistic view of the world, which itself meets great difficulties. One solution is,
as mentioned above, to declare that free will is an illusion. But if that is the case,
it is a “necessary illusion” in the sense that we cannot live without, in some sense,
believing in it, unlike, say, believing in the dogma of the Immaculate Conception. It
is not clear what could constitute a solution to that problem,45 but one should avoid
using this problem to create within physics a prejudice in favor of indeterminism,
since neither determinism nor indeterminism in physics can “save” free will.

As Bertrand Russell observed, scientists should look for deterministic laws like
mushroom seekers should look for mushrooms. Deterministic laws are preferable to
non-deterministic ones because they give both away to control thingsmore efficiently
(at least in principle) and because they give more satisfactory explanations of why
things are the way they are. Looking for deterministic laws behind the apparent
disorder of things is at the heart of the scientific enterprise. Whether we succeed
or not depends in a complicated way both on the structure of the world and on the
structure of our minds. But the opposition to determinism tends to make people feel
that the project itself is doomed to fail. And that state of mind does run counter to
the scientific spirit.

3.4.2 Determinism and “Chaos Theory”

Since the 1960s there has been a renewed interest in the theory of dynamical systems,
that is, systems evolving in time according to deterministic laws, but laws that may
be more general than Newton’s (this theory was initiated at the end of the 19th
century by Henri Poincaré [400]). One basic notion that emerged from those studies
is popularly known as “chaos”.

Here is a simple example. Consider the set on which the dynamics takes place to
be simply the interval I = [0, 1[. And take as (discrete time) dynamics the function
f : x → 10x mod 1. This means, we take a number between 0 and 1, multiply it by
10, write the result as an integer plus a number between 0 and 1 and take the latter
as the result, i.e., f (x). This gives another number between 0 and 1, and we can
repeat the operation. Upon iteration, we obtain the orbit of x ; x itself is the initial
condition. To describe the latter concretely, one uses the decimal expansion. Any
number in I can be written as x = 0.a1a2a3 . . . , where ai equals 0, 1, 2, . . . , 9. It is

(Footnote 44 continued)
mathematics (like the spontaneous collapse theories discussed in Sect. 6.2), then that pure chance
would be postulated to be just there, with no further justification.
45The philosopher Colin McGinn has developed the interesting idea that the problem of “free will”
may lie beyond the limits of human understanding [329].

http://dx.doi.org/10.1007/978-3-319-25889-8_6
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easy to see that f (x) = 0.a2a3 . . . . This is a perfect example of a deterministic but
unpredictable system. Given the state x at some initial time, one has a rule giving
the state of the system for arbitrary times. Moreover, for any fixed time, one can, in
principle, find the state after that time, with any desired accuracy, given a sufficiently
precise characterization of the initial state. This expresses the deterministic aspect.
Unpredictability comes from the fact that, if we take two initial conditions at a
distance less than 10−n , which can be as small as one wants for n large, then the
corresponding orbits could differ by, say, 1/2, after n steps, because the difference
will be determined by the (n + 1)th decimal.46

This means that two systems obeying the same law may, at some moment in time,
be in very similar (but not identical) states and yet, after some time, find themselves
in very different states. This phenomenon is expressed figuratively by saying that a
butterfly flapping its wings today in Brazil could provoke a hurricane three weeks
from now in Texas. Of course, the butterfly by itself doesn’t do much. But if one
compares the two systems constituted by the Earth’s atmosphere, described in every
possible detail, but one system with the flap of the butterfly’s wings and the other
without it, the result three weeks from nowmay be very different (a hurricane or not).
One practical consequence of this is that we do not expect to be able to predict the
weather more than a few weeks ahead of time. Indeed, one would have to take into
account such a vast quantity of data, and with such accuracy, that even the largest
conceivable computers could not begin to cope with them.

However, the idea that this “butterfly effect” may occur is not so new. In fact, even
as early as 1909, Henri Poincaré wrote:

Why have the meteorologists such difficulty in predicting the weather with any certainty?
Why do the rains, the tempests themselves seem to us to come by chance, so that many
persons find it quite natural to pray for rain or shine, when they would think it ridiculous to
pray for an eclipse? We see that great perturbations generally happen in regions where the
atmosphere is in unstable equilibrium. The meteorologists are aware that this equilibrium
is unstable, that a cyclone is arising somewhere; but where they can not tell; one-tenth of a
degree more or less at any point, and the cyclone bursts here and not there, and spreads its
ravages over countries it would have spared. This we could have foreseen if we had known
that tenth of a degree, but the observations were neither sufficiently close nor sufficiently
precise, and for this reason all seems due to the agency of chance. Here again we find the
same contrast between a very slight cause, unappreciable to the observer, and important
effects, which are sometimes tremendous disasters.

Henri Poincaré [403 p. 398] (original [401])

However, the presentation given here, which is rather common in the popular liter-
ature, is not precise enough. Indeed, almost all processes have the property that “an
arbitrarily small error in the initial conditions makes itself felt after a long enough
time”. Take a pendulum, or even a more modern clock; eventually, it will indicate the

46Write f (n)(x) for the n th iterate of f applied to x . Then, if x = 0.a1a2a3 . . . anan+1an+2 . . . ,
we have f (n)(x) = 0.an+1an+2 . . . . So if we take, say, x = 0.a1a2a3 . . . anan+1an+2 . . . and y =
0.a1a2a3 . . . anbn+1an+2 . . . , then |x − y| ≤ 10−n , while | f (n)(x) − f (n)(y)| = |an+1 − bn+1|/10
which, by suitable choice of bn+1, given an+1, can be greater than or equal to 1/2.
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wrong time. In fact, for any system, whose initial state is imperfectly known (which
is always the case in practice), an imprecision in the initial data will be reflected in
the quality of the predictions we are able to make about the system’s future state. In
general, the predictions will become more inexact as time goes by. But the manner
in which the imprecision increases differs from one system to another: in some sys-
tems it will increase slowly, in others very quickly. More precisely, in the first case
the imprecision increases linearly or polynomially with time, i.e., as nk for some k,
where n is the (discrete) time, and in the second case exponentially, i.e., as exp(an)

for some a > 0. An example of the latter is given by the function f : x → 10x
mod 1 since there, at each time, the imprecision in the initial data is multiplied by
10, until it becomes of order unity.

To explainwhat this implies, let us imagine thatwewant to reach a certain specified
precision in our final predictions, and let us ask ourselves how long our predictions
will remain sufficiently accurate. Let us suppose, moreover, that a technical improve-
ment has allowed us to reduce by half the imprecision of our knowledge of the initial
state. For the first type of system (where the imprecision increases slowly, let us say
like nk with k = 1), the technical improvement will permit us to double the length
of time during which we can predict the state of the system with the desired preci-
sion. But for the second type of system (where the imprecision increases quickly),
it will allow us to increase our “window of predictability” by only a fixed amount:
for example, by one additional hour or one additional week (how much depends on
the circumstances).47 Simplifying somewhat, we shall call systems of the first kind
non-chaotic and systems of the second kind chaotic or sensitive to initial conditions.
Chaotic systems are therefore characterized by the fact that their predictability is
sharply limited, because even a spectacular improvement in the precision of the ini-
tial data (for example, by a factor of 1000 ∼ 210) leads only to a rather mediocre
increase in the duration over which the predictions remain valid.48

The real discovery in the theory of dynamical systems is not that a very complex
system, such as the Earth’s atmosphere, is difficult to predict, but rather that a sys-
tem describable by a small number of variables and obeying simple deterministic
equations—for example, a pair of pendulums attached together—may nevertheless
exhibit very complex behavior and an extreme sensitivity to initial conditions.

However, the discovery of “chaos” has repeatedly led people to consider it as an
argument against determinism (in fact, this is the idea behind the Lighthill quotemen-
tioned above); but it can only be considered as such if one confuses determinismwith

47To be precise, that window increases only logarithmically with the improvement in the precision
of the initial data. Indeed, if the uncertainty grows like exp(an), then, if the precision in the initial
data increases by a factor of, say, 1000 ∼ 210, the additional time over which our predictability
remains the same as before is given by exp(an) = 1000, i.e., n = (1/a) ln 1000 ∼ (10/a) ln 2.
48It is important to add one qualification: for some chaotic systems, the fixed amount that one
gains when doubling the precision in the initial measurements can be very long, which means
that in practice these systems can be predictable much longer than most non-chaotic systems. For
example, one knows that the orbits of some planets have a chaotic behavior, but the “fixed amount”
is here of the order of several million years [304].
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predictability. Actually, the existence of chaotic dynamical systems supports univer-
sal determinism rather than contradicts it. Indeed, suppose for a moment that no
classical mechanical system behaves chaotically. That is, suppose that there exists
a theorem proving that any such system must eventually behave in a non-chaotic
fashion. It is not completely obvious what the conclusion would be, but certainly
that would be an embarrassment for the classical deterministic world view. Indeed,
so many physical systems (like the weather) seem to exhibit sensitivity to initial
conditions that one would be tempted to conclude that classical mechanics cannot
adequately describe those systems. One might suggest that there must be an inher-
ent indeterminism in the basic laws of Nature. Deterministic chaos increases the
explanatory power of deterministic assumptions, and therefore, according to normal
scientific reasoning, strengthens those assumptions.

Moreover, empirical tests have been designed to check whether a series of num-
bers is “random”. But some deterministic chaotic systems (such as the function
f : x → 10x mod 1) produce sequences of numbers that can pass all these tests.
This is a very strong argument against the idea that one can ever prove that some
phenomenon is “intrinsically random”, in the sense that there does not exist a deter-
ministicmechanism underlying and explaining its behavior. So the recent discoveries
about chaos do not force us to change a single word of what Laplace wrote and, in
fact, they support his position.

3.4.3 Probabilities in Classical Physics

Since the notion of probability appears to lie at the heart of quantum mechanics, it
might be useful to explain first what probability means in classical physics.

There are at least two different meanings given to the word “probability” in the
natural sciences. The first notion is the so-called “objective” or “statistical” one, i.e.,
the view of probability as something like a “theoretical frequency”: if one says that
the probability of the event E under condition X, Y, Z equals p, one means that if
one reproduces the conditions X, Y, Z sufficiently often, the event E will appear
with frequency p.

In the example of coin tossing, this means that, if one throws a “fair” coin in an
“unbiased” way sufficiently often, it will land approximately the same number of
times heads or tails. Of course, “sufficiently often” is vague and this is the source
of much criticism of this notion of probability. But putting that objection aside for
a moment and assuming that “sufficiently often” can be given a precise meaning in
concrete circumstances, probabilistic statements are, according to this view, factual
statements that can be confirmed or refuted by observations or experiments.

By contrast, the “subjective” or Bayesian use of the word probability refers to
a form of reasoning, and not (at least not directly) to a factual statement. Used in
that sense, assigning a probability to an event expresses a (rational) judgment on the
likelihood of that single event, based on the information available at that moment.
Note that one is interested here in the probability of a single event, and not in what
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happens when one reproduces many times the “same” event, as in the objective
approach. This is of course very important in practice: when I wonder whether I
need to take my umbrella because it might rain, or whether the stock market will
crash next week, I am not so much interested in the frequencies with which such
events occur as in what will happen here and now. Of course, these frequencies may
be part of the information that is used in arriving at a rational judgment, but they are
typically not the only information available.

Howdoes one assign subjective probabilities to an event? In elementary textbooks,
a probability is defined as the ratio between the number of favorable outcomes and the
number of “possible” ones. While the notion of favorable outcomes is easy to define,
that of possible outcomes is much harder. Indeed, for a Laplacian demon, nothing
is uncertain and the only possible outcome is the actual one; hence, all probabilities
are equal to 0 or 1. But we are not Laplacian demons49 and it is here that ignorance
enters. We try to reduce things to a series of cases about which we are “equally
ignorant”, i.e., the information that we do have does not allow us to favor one case
over the other, and that defines the number of “possible” outcomes. The standard
examples include the throwing of a dice or of a coin, where the counting is easy, but
that is often not the case.

At the time of Laplace, this method was called the “principle of indifference”.
The modern version of that principle, which we will not discuss in detail, is the
maximum entropy principle. One starts by identifying a space of states in which the
system under consideration can find itself. If there are N possibilities, one assigns to
each probability distribution �p = (pi )

N
i=1 its Shannon (or Gibbs) entropy, given by

S( �p) = −
N∑

i=1

pi ln pi . (3.4.3.1)

One then chooses the probability distribution that has the maximum entropy, among
those that satisfy certain constraints that incorporate the information that we have
about the system. This probability distribution is then updatedwhen new information,
i.e., new constraints, become available.50

In the example of coin tossing, one might start with a probability of one half
for heads and one half for tails (which just reflects our ignorance, and maximizes
the entropy). But if the coin lands regularly heads more often than tails, one would
suppose that the coin is biased and one would update the probability to take this bias
into account, thereby making better predictions for the future.

The rationale, as for the indifference principle, is not to introduce bias in our
judgments, namely information that we do not have (like people who believe in lucky
numbers). And one can reasonably argue that maximizing the Shannon entropy is

49This was of course Laplace’s main point, as discussed in Sect. 3.4.1.
50For a good exposition of Bayesian reasoning, see, e.g., [282, 284].
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indeed the best way to formalize that notion. Without giving a complete argument,51

we note (as one can easily check) that the maximum value of S( �p) is reached when
pi = 1/N , ∀i = 1, . . . , N , and then equals ln N . The minimal value is 0, which is
reached for the distribution pi = 1, for some i and p j = 0, ∀ j �= i . So, the most
uniform distribution or the most uncertain one has the highest entropy and the one
where one event is certain and the others are impossible has the lowest entropy.

Note that probabilistic statements, understood subjectively, are forms of reason-
ing, although not deductive ones. Therefore, one cannot check them empirically. If
someones says: Socrates is an angel; all angels are immortal; therefore Socrates is
immortal, this is valid (deductive) reasoning. Likewise, if I say that all I know about
a coin is that it has two faces and that it looks symmetric, therefore the probability of
“heads” is one half, this is valid probabilistic reasoning. Throwing the coin a thou-
sand times with a result that is always tails would not disprove the reasoning; it would
only indicate that the initial assumption (of symmetry) was probably wrong (just as
seeing Socrates dead would lead one to reconsider the notion that he is an angel or
that the latter are immortal). The main point of Bayesian ideas is to give rules that
allow one to update one’s probabilistic estimates, given previous observations.

Some people think that a Bayesian or subjective view of probabilities presupposes
some form of idealism, meant as a doctrine in philosophy or philosophy of science
(discussed in Sect. 3.1). To make matters worse, Bayesians sometimes talk as if all of
science was about “information” and never about facts or laws. Moreover, Bayesians
often stress the idea that probabilities reflect our ignorance or quantify our ignorance
and thatmakes some physicists uneasy: putting aside parapsychology, our knowledge
or our ignorance do not play a causal role in the physical world, so why should they
enter in a fundamental way in our physical theories?

But there is no logical connection here: a subjectivist about probabilities may
very well claim that there are objective facts in the world and laws governing them,
and consider probabilities as being a tool used in situations where our knowledge
of those facts and those laws is incomplete. In fact, one could argue that, if there
is any connection between Bayesian ideas and philosophical idealism, it goes in
the opposite direction; a Bayesian should naturally think that one and only one
among the “possible” states is actually realized, and that there is a difference between
what really happens in the world and what we know about it. But the philosophical
idealist position often starts by confusing the world and our knowledge of it (for
example, much loose talk about everything being information often ignores the fact
that “information” is ultimately information about something which itself is not
information). Thus, Bayesians should not be thought of as natural fellow-travellers
of philosophical idealists.

Besides, even though ignorance does enter into computations of probabilities, we
will see in the next section that this does not mean that either knowledge or ignorance
are assumed to play a fundamental role in physics.

A related objection raised against the Bayesian view of probability is: what is the
physical meaning when we say there is a probability of one half for a single event?

51See, e.g., Jaynes [284] for detailed arguments.
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Bayesian thinking may be useful in bets or in various practical situations where
decisions have to be made, but what role could it have in physical theories, which
are supposed to describe the world as it is and not to deal with problems of practical
rationality? We will now answer that question.

3.4.4 The Law of Large Numbers and Scientific Explanations

The law of large numbers allows us to give an empirical meaning to Bayesian prob-
ability statements: the calculus of probabilities—viewed now as part of deductive
reasoning—leads one to ascribe subjective probabilities close to one for certain events
that are precisely those that the objective approach deals with, namely the frequen-
cies with which some events occur when we repeat the “same” experiment many
times.52

To explain the law of large numbers, consider the simple example of coin tossing.
Let 0 denote heads and 1, tails. The “space” of results of any single flip, viz., {0, 1},
will be called the physical space while the space of all possible results of N flips,
viz., {0, 1}N , will be called the phase space. The variables N0, N1 that count the
number of heads (0) or tails (1) will be called macroscopic (to use the terminology
from statistical mechanics). Here we introduce an essential distinction between the
macroscopic variables, or the macrostate, and the microstate. The microstate, for N
flips, is the sequence of results for all the flips, while the macrostate simply specifies
the values of N0 and N1.

Nowfix a small number ε > 0 and call a configuration such that |N0/N −1/2| ≤ ε
typical, for that given ε, and atypical otherwise. In other words, a configuration is
typical if the coin falls heads (and tails) approximately one-half of the time. Then (a
weak form of) the law of large numbers53 states that ∀ε > 0, PN (T (N , ε)) → 1 as
N → ∞, where T (N , ε) is the set of typical configurations and PN the probability
distribution that assigns independent probabilities 1/2 to each outcome of each flip.
A more intuitive way to say the same thing is that, if we simply count the number of
microstates that are typical, we find that they form a fraction of the total number of
microstates close to 1, for N large.

This lawallows us tomake a link between probabilities and scientific explanations.
A first form of scientific explanation is given by laws. If state A produces determin-
istically state B, then the occurrence of B can be explained by the occurrence of A.
If A is prepared in the laboratory, this kind of explanation is rather satisfactory. Of
course, if B is some natural phenomena, then A itself has to be explained, and that
leads to a potentially infinite regress, or at least a regress going back to the origin of
the universe.

52Of course, when we say that we repeat the “same” experiment, or that the results of different
experiments are “independent” of each other, we also try to quantify the knowledge that we have,
i.e., the fact that we do not see any differences or any causal connections between those experiments.
53See Appendix 3.A for a proof and more general statements.



3.4 Determinism 105

However, in many situations, we do not have strict knowledge of those laws or
of the initial conditions, e.g., in coin tossing, and thus we have to see what role
probabilities play in our notion of explanation. Observe first that, if we toss a coin
many times and we find approximately half heads and half tails, we do not feel that
there is anything special to be explained. If, however, the result deviates strongly from
that average, we’ll look for an explanation (e.g., by saying that the coin is biased).
This leads to the following suggestion. First, as discussed above, probabilities enter
situationswhere our knowledge is incomplete andBayesianmethods allowus tomake
the most rational predictions in those situations. Now, suppose we want to explain
some phenomenon when our knowledge of the past is such that this phenomenon
could not have been predicted with certainty.

We suggest that our knowledge, although partial, is sufficient to “explain” that
phenomenon if we would have predicted it using Bayesian computations and the
information we had about the past. That notion of “explanation” incorporates, of
course, as a special case, the notion of explanation based on laws. It also fits with
our intuition concerning the coin-tossing situation discussed above: being ignorant
of any properties of the coin leads us to predict a fraction of heads or tails around
one-half. Hence, such a result is not surprising or, in other words, does not “need to
be explained”, while a deviation from it requires an explanation.

A basically similar form of explanation is used in macroscopic physics, for exam-
ple, when one wants to account for the second law of thermodynamics, the law of
increase of entropy.54 We do not know all the microstates of, say, a gas; nor do we
know their evolution. But we can assign, in a Bayesian way, a probability distribu-
tion on microstates, given some information that we have on the initial macrostate
of the system, which may be a non-equlilibrium or low entropy state. Since for
each microstate the deterministic evolution leads to a well-defined evolution of the
macrostate, we can, in principle, compute the future probability, relative to our initial
distribution on themicrostates, of a givenmacrostate. If it happens that the one which
is predicted on that basis coincides with the one which is observed at a later time,
then one can say that the latter has indeed been accounted for by what we knew about
the initial macrostate and by the above reasoning. In fact, one can generalize this
kind of reasoning to establish a link between deterministic systems and statistical
predictions.

3.4.5 “Randomness” and Deterministic Dynamical Systems

It will be important, when we discuss the de Broglie–Bohm theory in Chap. 5, to
understand how a deterministic system can give rise to statistical predictions. Obvi-
ously, if the system is deterministic, any “randomness” must come from randomness
in initial conditions. But what does that mean? Consider a set of states of a system
and a deterministic dynamics on that set: each initial condition therefore gives rise to

54See, e.g., [80, 225, 307] for more details.

http://dx.doi.org/10.1007/978-3-319-25889-8_5
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a trajectory, i.e., a continuous or discrete family of states evolving in time. One may
then introduce a probability distribution on the initial conditions of the system.55

Then every trajectory of the deterministic dynamics has a probability given by the
probability of the initial condition that produces that trajectory. And, at a given time t ,
the probability of a given state is the probability of the trajectory (or the trajectories)
arriving at that state at time t .

But in order for that idea to lead to statistical predictions, we need a large number
of identical subsystems that can be considered independent of each other, like many
coins or many dice, although we are interested in more “physical” systems, like
many electrons, many atoms, many photons, etc. Then, the probability distribution
on the initial conditions of those subsystems leads to a probability distribution on
their states at a later time (now, for example) and, through the law of large numbers,
to definite empirical predictions, that can be compared with results of experiments.
This is how a deterministic dynamics may produce statistical predictions that could
be interpreted (if we didn’t know the laws of the dynamics) as the effect of some
intrinsic randomness in the system.

Of course, the extent to which this scheme can be considered an explanation of
those apparently random results depends on how natural the probability distribution
on the initial conditions of the subsystems is. This question will be important when
we discuss the origin of “randomness” in the deBroglie–Bohm theory (in Sect. 5.1.7).

3.4.6 Quantum Mechanics and Determinism

There are two questions that can be asked about the relationship between quantum
mechanics, determinism, and probability:

1. To what extent does quantum mechanics prove indeterminism, or to what extent
are probabilities in quantummechanics irreducible, or to what extent are quantum
events truly or intrinsically random? (These are reformulations of the same basic
idea.)

2. How do we understand the fact that the quantum state, whose meaning is purely
probabilistic, nevertheless evolves according to a physical law?

For the first question, as we said above, it is very difficult to prove that a phenomenon
is genuinely random, in the sense that one cannot give any deterministic description
of it. The mere fact that quantum mechanics is extremely successful and is formu-
lated in probabilistic terms does not in the least rule out a priori the possibility of a
deterministic theory underlying the apparent randomness of quantum mechanics. Of
course, such a theory would require a more detailed description of physical systems,
or, to use the standard terminology, the introduction of some “hidden variables”.

55It may be easier to think of the set of states as being countable. Otherwise, one has to introduce
a probability density.

http://dx.doi.org/10.1007/978-3-319-25889-8_5
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For the second question, the problem is that probabilities, understood in Bayesian
terms, do not evolve according to a physical law, but depend on our information. If
we throw a coin but don’t look at the result after it has fallen on one of its faces,
the probabilities of heads and tails will be (1/2, 1/2), but if we look, they will jump
to 0 or 1, depending on which is the case, while nothing changes in the state of the
coin. But the quantum state has a probabilistic meaning and yet evolves, between
measurements at least, according to a physical law (the Schrödinger equation).56

In ordinary quantum mechanics, there is no clear answer to that question because
of the fundamental lack of clarity regarding the status of the quantum state, as we
discussed in Sect. 2.5: is it a physical object or a mere reflection of our knowledge?
One view leads to the problem of macroscopic superpositions and the other view to
the difficulty posed by the no hidden variables theorem.

These questions can only be answered within a more complete theory than ordi-
nary quantum mechanics, and we will answer them within the de Broglie–Bohm
theory in Chap. 5. But before doing that, we must first consider another “mystery”
of quantum mechanics, far more surprising than anything we have discussed so far.

Appendix

3.A The Law of Large Numbers

Consider first a finite set of real numbers E = {ak}n
k=1 and a random variable ω

taking values in E , with probability distribution P(ω = ak) = pk , k = 1, . . . , n,
with pk ≥ 0,

∑n
k=1 pk = 1. Then, take N independent variables ωi , i = 1, . . . , N ,

with the same distribution as ω, and define the frequency ρN (�, k) with which the
variables � = (ω1, . . . ,ωN ) take the value ak by

ρN (�, k) =
∣
∣
{
i = 1, . . . , N |ωi = ak

}∣
∣

N
=

∑N
i=1 δ(ωi = ak)

N
, (3.A.1)

where |E | is the number of elements of the set E and δ the Kronecker delta. The
set of frequencies {ρN (�, k)}n

k=1 is called the empirical distribution of the variables
ωi , i = 1, . . . , N . In the language of Sect. 3.4.4, and of statistical mechanics, the
variables {ρN (�, k)}n

k=1 define themacrostate of the system, while the variables� =
(ω1, . . . ,ωN ) define its microstate. In the example of coin tossing in that subsection,
we have n = 2, a1 = 0, a2 = 1 and ρN (�, 1) = N0/N , ρN (�, 2) = N1/N .

56There is a school of thought, called QBism, that tries to give a purely Bayesian interpretation of
the quantum state. That will be discussed in Sect. 6.4.

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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Let PN be the joint probability distribution of the variables ωi , i = 1, . . . , N :

PN (ω1 = a1, . . . ,ωN = aN ) =
N∏

i=1

pi . (3.A.2)

Then, the law of large numbers says that, ∀ε > 0,

lim
N→∞PN ( max

k=1,...,n
|ρN (�, k) − pk | ≥ ε) = 0. (3.A.3)

To prove (3.A.3), let Ak = {
�||ρN (�, k) − pk | ≥ ε

}
, and write

PN ( max
k=1,...,n

|ρN (�, k) − pk | ≥ ε) ≤ PN (∪n
k=1Ak) ≤

n∑

k=1

PN (|ρN (�, k) − pk | ≥ ε),

(3.A.4)
then use Chebyshev’s inequality to get

n∑

k=1

PN (|ρN (�, k) − pk | ≥ ε) ≤ n max
k=1,...,n

PN (|ρN (�, k) − pk | ≥ ε)

≤ n
1

ε2
max

k=1,...,n
EN

([ρN (�, k) − pk]2
)
, (3.A.5)

where EN is the expectation with respect to PN . Using (3.A.1), we get

EN
([ρN (�, k) − pk]2

) ≤ 1

N 2

N∑

i, j=1

[
EN

(
δ(ωi = ak)δ(ω j = ak)

) − p2
k

]
, (3.A.6)

where we used EN
(
δ(ωi = ak)

) = pk .
Now insert EN

(
δ(ωi = ak)

2
) = EN

(
δ(ωi = ak)

) = pk and EN
(
δ(ωi = ak)δ(ω j =

ak)
) = p2

k for i �= j in (3.A.6). Since pk − p2
k ≤ 1, we get

EN
([ρN (�, k) − pk]2

) ≤ 1

N
.

Inserting this in (3.A.5), and combining (3.A.5) and (3.A.4), we get (3.A.3).
Thus, the law of large numbers says that, for N large, the empirical distribution

{ρN (�, k)}n
k=1 of the variables ωi , i = 1, . . . , N is almost equal to the numbers

(pk)
n
k=1, with a probability close to 1. This gives a physical meaning to the probabil-

ities (pk)
n
k=1. For a single event, the probability of an outcome can be any number

between 0 and 1, since it reflects partly our knowledge and partly our ignorance. But
when we have N copies of the same random event, we can make statements about
empirical distributions whose probabilities are close to 1, for N large, and which
thus become near certainties.
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One can even prove a stronger result (the strong law of large numbers): the
probability distribution (3.A.2) can be extended57 to infinite sequences � = (ω1,

ω2,ω3, . . . ) and, for that probability distribution, denoted P , there is a set of prob-
ability equal to 1 on which limN→∞ ρN (�N , k) = pk , ∀k = 1, . . . , n, where �N

denotes the first N elements of �.
Let us define a sequence of events � = (ω1,ω2,ω3, . . . ) to be typical if, for

every k = 1, . . . , n, limN→∞ ρN (�N , k) = pk . Then, the set of typical sequences
has P-probability 1.

Consider now a continuous variable ω ∈ R with a probability density p(x): for
B ⊂ R, P(ω ∈ B) = ∫

B p(x)dx . Let � = (ωi )
N
i=1 be N independent variables with

identical distribution whose density is p(x). We define the empirical distribution of
those N variables, for any (Borel) subset B ⊂ R :

ρN (�, B) = |{i = 1, . . . , N |ωi ∈ B}|
N

=
∑N

i=1 1B(ωi )

N
, (3.A.7)

where 1B is the indicator function of the set B.
Let PN be the joint probability distribution of the variables ωi , i = 1, . . . , N ,

whose density in R
N is PN (x1, . . . , xN ) = ∏N

i=1 p(xi ). Then the law of large num-
bers says that, for any set B, and ∀ε > 0,

lim
N→∞PN

(
|ρN (�, B) − PB | ≥ ε

)
= 0, (3.A.8)

where PB = ∫
B p(x)dx . To prove this result, one argues as in (3.A.4)–(3.A.6), using

the fact that EN (12
B(ωi )) = EN (1B(ωi )) = PB and EN (1B(ωi )1B(ω j )) = P2

B for
i �= j .

For continuous variables, it is the family of functions ρN (�, B) which is the
empirical distribution of the variables� = (ωi )

N
i=1 and which defines the macrostate

of the system, while its microstate is given by � = (ωi )
N
i=1.

One can again strengthen this result by extending, as in the discrete case, the
probability distribution PN to a probability P defined on infinite sequences � =
(ω1,ω2,ω3, . . . ) and then considering the family of sets B of the form ] − ∞, z],
for z ∈ R. There is a set of probability P equal to 1 on which limN→∞ ρN (�N , ] −
∞, z]) = P]−∞,z], ∀z ∈ R, where �N denotes the first N elements of �. The
convergence is even uniform in z, by the Glivenko–Cantelli theorem (see, e.g., [490,
p. 266]).

Since P]−∞,z] = ∫ z
−∞ p(x)dx , one can consider p(x) as the empirical density

distribution of the variables� = (ω1,ω2,ω3, . . . ). One can also define a sequence of
events � = (ω1,ω2,ω3, . . . ) to be typical if limN→∞ ρN (�N , ]−∞, z]) = P]−∞,z],
∀z ∈ R. Then the set of typical sequences has P-probability 1. So, just as in the

57One assigns to “cylinder sets” of the formω1 = a1, . . . ,ωN = aN ,ωi ∈ E, i > N the probability
(3.A.2) and then it is standard to extend this probability to the sigma-algebra generated by the
cylinder sets.
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discrete case, the empirical distribution ρN (�, B), for B an interval, is, for typical
configurations of many variables, close to the probability PB of a single variable
belonging to B.



Chapter 4
The Second Mystery: Nonlocality

4.1 Introduction

As we saw in Chaps. 1 and 2, Einstein held a heterodox and minority view during the
debates around the “Copenhagen” interpretation of quantum mechanics. He main-
tained that the quantum state is not a complete description of physical reality and that
particles have properties beyond what is included in their quantum state (the values
corresponding to these properties being called “hidden variables”). In other words,
he thought that quantum mechanics provides a very accurate statistical description
of quantum systems, but not a complete physical description of individual systems.

Einstein gave several indirect arguments in which he attempted to prove that quan-
tummechanics is incomplete,1 and in 1935, together with Podolsky and Rosen [164],
he produced the following reasoning: suppose there is a quantity I can measure on
one system and which, thanks to conservation laws such as conservation of momen-
tum, immediately tells me the value of the corresponding quantity for another system
which is far away. Then, if we assume that the measurement on the first system does
not affect the physical state of the second system, because of their spatial separation,
the second system must have had that property all along. But assuming that this
property exists means that there are “hidden variables” that complete the quantum
description given by the quantum state.

The Einstein, Podolsky, and Rosen (or EPR) argument was based on a thought
experiment, but similar experiments were actually performed later. Contrary to a
popular misconception, the EPR argument was not faulty, at least if it is stated
as follows: if a certain assumption of locality or of no “action at a distance” is
granted, then quantum mechanics is incomplete in the sense introduced here, and
there necessarily exist hidden variables2 that are not specified by the quantum state.

1We will discuss some of them, as well as the historical controversies and misunderstandings about
Einstein, Podolsky, and Rosen in Sect. 7.1.
2Such as the value of the momentum in the example given above, or the value of the spin in
the examples discussed in Sect. 4.4. Of course, we know, because of the theorem in Sect. 2.5 that it is
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Einstein, Podolsky, and Rosen did not state their result like that, because for them
the locality assumption was too obvious to be stated explicitly as an assumption.
Moreover, theEPRargumentwas generally ignoredormisrepresented (exceptmainly
by Schrödinger [441]), and most physicists thought that it had been countered by
Bohr (although Bohr’s argument is far less clear than the EPR paper, as we will show
in Sect. 7.1.4).

Almost thirty years later (in 1964), Bell showed that, in the context of the EPR
experiment, if we assume the existence of the hidden variables that are necessary
if we accept the locality assumption, then we obtain a contradiction with quantum
mechanical predictions [35]. And these predictions were later verified experimen-
tally.3

Unfortunately, Bell assumed at the beginning of his own reasoning that the EPR
argument was well known.4 But since most people had forgotten or misunderstood
the EPR paper, Bell’s argument was taken to be just one more proof that quantum
mechanics is complete in the sense that no other variables, that would complete the
quantum description, can be introduced without contradicting quantum mechanical
predictions.

Of course, that was the opposite of what Bell showed, and the opposite of what he
explicitly said: the conclusion of his argument, combined with the EPR argument,
is rather that there are nonlocal physical effects (and not just correlations between
distant events) in Nature.5

We will start by a little known, but very simple, thought experiment, known
as Einstein’s boxes. This example will allow us to raise and explain the issue of

(Footnote 2 continued)
not easy to introduce hidden variables. But we will re-examine here the issue of hidden variables
from a different perspective to the one in Chap.2.
3Our goal in this book is to present ideas in their simplest form, and we will do that also in this
chapter. But there are several caveats to be made: first, while we discuss below particles with
spin, actual experiments are made with photons, with their polarization playing the role of spin.
Moreover,wewill base our arguments in Sect. 4.4 on someperfect correlations predicted by quantum
mechanics. But the actual experiments do not test those correlations directly. Instead, they are based
on the Clauser–Horne–Shimony–Holt (CHSH) inequality [95]. We refer to [229] for a discussion
of various forms of the Bell and CHSH theorems and the relation between them. In any case, the
logic of our arguments always takes for granted the empirical correctness of quantum mechanical
predictions, which have been verified to great accuracy in all experiments, even if the tests were
made in somewhat different circumstances than the ones considered here. See [19–21] for some
of the original experiments and [229] for references to later ones. Several possible loopholes are
closed in [262].
4We note that Bell made no assumption whatsoever about “realism” or “determinism”. We mention
this here because there is an enormous amount of confusion in the literature based on the supposition
that Bell makes such assumptions. The reader unfamiliar with the literature on Bell’s theorem may
simply ignore this remark. Besides, those confusions will be discussed later, in Sect. 7.5.
5For discussions of Bell’s results similar to the one in this chapter, see, e.g., [10, 211, 229, 319,
327, 355–358, 459, 460, 478].
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Fig. 4.1 Einstein’s boxes.
Reproduced with permission
from T. Norsen: Einstein’s
boxes, American Journal of
Physics 73, 164–176 (2005).
Copyright 2005 American
Association of Physics
Teachers

locality. Thenwewill define preciselywhatwemean by nonlocality and give a simple
derivation of Bell’s argument (due to [149]), combined with the EPR argument. That
is the simplest and clearest way to arrive at the main conclusion, namely that the
world is nonlocal in a sense made explicit in Sect. 4.3.

4.2 Einstein’s Boxes

Consider the following thought experiment.6 There is a single particle in a box B
(see Fig. 4.1), and its quantum state is |state〉 = |B〉, meaning that its quantum state
is distributed7 over B. One cuts the box into two half-boxes, B1 and B2, and the two
half-boxes are then separated and sent as far apart as one wants.

According to ordinary quantum mechanics, the state becomes

1√
2

(|B1〉 + |B2〉
)

,

6We base ourselves in this section on [355], where the description of the experiment is due to de
Broglie [118, 119]. Einstein’s original idea was expressed in a letter to Schrödinger, written on 19
June 1935, soon after the EPR paper was published [186, p. 35]. However, Einstein formulated his
“boxes” argument in terms of macroscopic objects (small balls) and then gave a slightly different
and genuinely quantum mechanical example, but illustrating the same point as the one made here.
Figure4.1 is taken from [355]. The “boxes” argument is also mentioned by Deltete and Guy [120]
in a discussion of Einstein’s objections to the quantum orthodoxy. A somewhat similar experiment
to the one with the boxes was done by A. Ádám, L. Jánossy, P. Varga, in 1955 [1]; we will return
to it in Sect. 7.1.5.
7The precise distribution does not matter, provided it is spread over B1 and B2 defined below; it
could be distributed according to the square of the ground state wave function of a particle in the
box B.

http://dx.doi.org/10.1007/978-3-319-25889-8_7
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where the state |Bi 〉 means that the particle “is” in box Bi , i = 1, 2 (and again, each
state Bi is distributed in the corresponding box).8 Here, we put scare quotes around
the verb “is” because of the ambiguity inherent in the meaning of the quantum state9:
if it reflects our knowledge of the system, then the particle is in one of the boxes Bi ,
without quotation marks. But if one thinks of the quantum state as being physical
and of the position of the particle as being created or realized only when someone
measures it, then the quotation marks are necessary and “is” means: “would be found
in box Bi after measurement”.

Now, if one opens one of the boxes (say B1) and one does not find the particle
in it, one knows that it is in B2. Therefore, the state “collapses” instantaneously: it
becomes |B2〉 (and if one opens box B2, one will find the particle in it!).

Since B1 and B2 are spatially separated (and as far apart as we wish), if we reject
the notion of action at a distance, then it follows that acting on B1, namely opening
that box, cannot have any physical effect whatsoever on B2. However, if opening box
B1 leads to the collapse of the quantum state into one where the particle is necessarily
in B2, it must be that the particle was in B2 all along. That is, of course, the common
sense view and also the one that we would reach if the particle was replaced by any
large enough object.

But in the situation of the particle in the box, if we reject action at a distance, then
we must admit that quantum mechanics is not complete, in the sense that Einstein
gave to that word: there exist other variables than the quantum state that describe the
system, since the quantum state does not tell us which box the particle is in and we
just showed, assuming no action at a distance, that the particle is in one of the two
boxes, before one opens either of them.

In any case, with this argument, Einstein had already proven the following
dilemma: either there exists some action at a distance in Nature (opening box B1

changes the physical situation in B2) or quantum mechanics is incomplete. Since
action at a distance was anathema to him (and probably to everybody else at that
time), he thought that he had shown that quantum mechanics is incomplete.

There aremanyexamples at amacroscopic level thatwould raise a similar dilemma
and where one would side with Einstein in making assumptions, even very unnatural
ones, that would preserve locality. Suppose that two people are located far apart,
and each tosses coins with results that are always either heads or tails, randomly,
but always the same for both throwers. Or suppose that in two casinos, far away

8This is of course a thought experiment. We assume that we can cut the box in two without affecting
the particle. But similar experiments have been made with photons and were already suggested by
Heisenberg in 1929 (see Sect. 7.1.5).
9If we refer to the four possible positionsmentioned in Sect. 2.5 concerning the status of the quantum
state, then viewing the quantum state as reflecting our knowledge of the system is part of the third
reaction, while thinking of the quantum state as being physical and of the position of the particle as
being created when one measures it is part of the second reaction. In Chap. 2, we showed that the
third reaction is untenable if it applies to all “observables”, but not necessarily if it applies only to
particle positions (in Chap.5, we will see how a position can be attributed to particles independently
of measurements and in a consistent way). We also showed that the second reaction is untenable
because of the linearity of Schrödinger’s equation, unless one appeals to a non-physical agent.

http://dx.doi.org/10.1007/978-3-319-25889-8_7
http://dx.doi.org/10.1007/978-3-319-25889-8_2
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from each other, the roulette always ends up on the red or black color, randomly,
but always the same in both casinos. Or imagine twins far apart that behave exactly
in the same fashion.10 In all these examples (and in many others that are easy to
imagine), one would naturally assume (even if it sounded very surprising) that the
two coin throwers or the casino owners were able to manipulate their apparently
random results and coordinate them in advance or, for the twins, one would appeal
to a strong form of genetic determinism. Who would suppose that one coin tosser
immediately affects the result of the other one, far away, or that the spinning of the
ball in one casino affects the motion of the other ball, or that the action of one twin
affects the behavior of the other twin? In all these cases, one would assume a locality
hypothesis; denying it would sound even more surprising than whatever one would
have to assume to explain those odd correlations.

But one thing should be a truism, namely that those correlations pose a dilemma:
the results are either coordinated in advance or there exists a form of action at a
distance. Note, however, that Einstein’s assumption in the case of the boxes (incom-
pleteness of quantum mechanics), which is similar to the assumptions we made here
about coin throwers, casinos, and twins, was actually very natural.

As an aside, let us mention that the example of the boxes also raises a serious
question about the transition from quantum to classical physics. Indeed, if the quan-
tum particle is replaced by a “classical” one, meaning a large enough object, nobody
denies that the particle is in one of the boxes before one opens either. But where
is the dividing line between the quantum realm and the classical one? The transi-
tion from quantum to classical physics is usually thought of as some kind of limit,
like considering large masses or large energies (compared to the ones on the atomic
scale); but a limit is something that one gets closer and closer to when a parameter
varies. Here, we are supposed to go from the statement “the particle is in neither of
the boxes” to “the particle is in one of them, but we do not know which one”. This
is an ontological jump and not the sort of continuous change that can be expressed
by the notion of limit.

However, Bell’s arguments prove the existence of nonlocal effects in Nature,
independently of whether one considers quantummechanics complete or not. Before
showing that, we must define more precisely what we mean by nonlocality.11

4.3 What Is Nonlocality?

Let us consider what kind of nonlocality or actions at a distance would be necessary,
in the example of the boxes, in order to deny Einstein’s conclusion about the incom-
pleteness of quantummechanics. So assume that the particle is in neither box, before

10This example is given by Bell in his interview with Jeremy Bernstein [56, p. 63].
11We should stress (for the experts) that our notion of locality is not the same as what is sometimes
called locality or local commutativity in quantum field theory. See [48, 229] for a discussion of this
point.
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one opens one of them (which is what quantum mechanics being complete means).
Then opening one box, say B1, creates the particle, either in B1 or in B2, and consider
the latter possibility here. This would nonlocally create a particle in the unopened
box B2, and that action at a distance would have the following properties12:

1. That action should be instantaneous13: the particle has to be entirely in box B2,
at the same time as we open box B1.

2a. The action extends arbitrarily far: the fact that the particle is entirely in box B2,
once we open box B1, does not change with the distance between the boxes.

2b. The effect of that action does not decrease with the distance: the effect is the
creation of the particle in box B2 and that effect is the same irrespective of the
distance between the boxes.

3. This effect is individuated: suppose we have a thousand boxes, each containing
one particle, and that we cut each of them into two half-boxes, then send both
half-boxes far apart from each other. Then, opening one half-box will affect the
state in the other half-box (coming from the cutting in two of the same box) but
not in any other half-box.

4. That action cannot be used to transmit messages: if we open box B1, we learn
what the state becomes in box B2, but we cannot use that to transmit a message
from the place where B1 is to the one where B2 is. Indeed, if one repeats the
experiment many times with several boxes, one obtains that the particles are
sometimes in B1, sometimes in B2, in an apparently random fashion. Since we
have no way, by acting on one box, to choose in which of the two boxes the
particle will be, it is impossible to use that experiment to send messages.

The impossibility of sending messages is sometimes taken to mean that there is noth-
ing nonlocal going on. But nonlocality refers here to causal interactions as described
(in principle) by physical theories. Messages are far more anthropocentric than that,
and require that humans be able to control these interactions in order to communi-
cate. As remarked byMaudlin, the Big Bang and earthquakes cannot be used to send
messages, but they have causal effects nevertheless [319, pp. 136–137].

Let us compare this kind of nonlocality with the nonlocality in Newtonian gravity.
The latter also allows actions at a distance: since the gravitational force depends on
the distribution of matter in the universe, changing that distribution, say by moving
my body, instantaneously affects all other bodies in the universe. That action at a
distance has properties 1 and 2a, but not the others. Of course, its effect decreases
with the distance, because of the inverse square law, and it affects all bodies at a
given distance equally (it is not individuated). On the other hand, it can in principle
be used to transmit messages: if I decide to choose, at every minute, to wave my arm

12See Sect. 6.2 for examples of theories, different from the de Broglie–Bohm theory, in which there
is indeed such a nonlocal creation of particles.
13Of course, instantaneity is not a relativistic notion, so let us say, instantaneous in the reference
frame where both boxes are at rest. We will discuss relativity in Sect. 5.2.2 (when we speak of
relativity in this book, we always refer to the special theory, unless we mention the general one).
For the conflict between relativity and ordinary quantum mechanics in the example of the boxes,
see [355, Note 58].

http://dx.doi.org/10.1007/978-3-319-25889-8_6
http://dx.doi.org/10.1007/978-3-319-25889-8_5


4.3 What Is Nonlocality? 117

or not to wave it, then one can use that choice of movements to encode a sequence
of zeros and ones and, assuming that the gravitational effect can be detected, one
can therefore transmit a message instantaneously and arbitrarily far (but the further
away one tries to transmit it, the harder the detection). Of course, all this refers to
Newton’s theory. There have been no experiments performed in this framework that
could prove that gravitational forces really act instantaneously or at least at speeds
faster than the speed of light (and, as we shall see, this is a major difference with the
situation in quantum mechanics).

It is well known that Newton did not like this aspect of his own theory.14 In a
letter to the theologian Richard Bentley, he wrote:

[…] that one bodymay act upon another at a distance through a vacuumwithout themediation
of any thing else […] is to me so great an absurdity that I believe no man who has in
philosophical matters any competent faculty of thinking can ever fall into it.

Isaac Newton [330, 350]

Not surprisingly, Einstein also firmly rejected the idea of action at a distance. In his
discussions with Max Born, he wrote:

When a system in physics extends over the parts of space A and B, then that which exists in
B should somehow exist independently of that which exists in A. That which really exists in
B should therefore not depend on what kind of measurement is carried out in part of space
A; it should also be independent of whether or not any measurement at all is carried out in
space A.

Albert Einstein [79, p. 164]

In the example of the boxes, this means that opening one half-box cannot possibly
influence the physical situation in the other half-box.

The Dutch physicist Hendrik Casimir underlined the fundamental problem with
nonlocal actions:

If the results of experiments on free fall here in Amsterdam depended appreciably on the
temperature of Mont Blanc, on the height of the Seine below Paris, and on the position of
the planets, one would not get very far.

Hendrik Casimir [93], quoted in [48]

If everything is connected with everything through nonlocal actions, then science
becomes impossible, because, in order to test scientific theories, one always needs
to assume that one can isolate some systems or some variables. However, luckily,
the nonlocality in quantum mechanics does not go so far as to make isolated systems
impossible to realize in practice.15

14Newton thought that gravitation was mediated by particles moving at a finite speed, so that the
effect of gravitation could not be instantaneous. See [327] for more details.
15This is related to the phenomenon of decoherence, to be discussed in Sect. 5.1.6.
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However, because of the problems linked with nonlocality, post-Newtonian
physics has tried to eliminate property 1, while classical electromagnetism or the
general theory of relativity have kept only property 2a and the negation of 4. And,
due to special relativity, the combination of 1 and the negation of 4 allows in principle
the sending of messages into one’s own past,16 so that, if 1 holds, 4 must also hold.

One may ask whether quantum mechanics proves that there are physical effects
displaying properties 1–4. The example of Einstein’s boxes does not allow that con-
clusion, because one can consistently think that the quantum description is not com-
plete and that the particle is always in one of the boxes. Indeed, that is exactly what
happens in the de Broglie–Bohm theory (explained in Chap.5). In order to prove
nonlocality in the sense introduced here, i.e., a phenomenon having properties 1–4
above, we have to turn to a more sophisticated situation.

4.4 A Simple Proof of Nonlocality

4.4.1 An Anthropomorphic Thought Experiment

Let us start with an anthropomorphic thought experiment, but which is completely
analogous to what happens in real experiments and could even, in principle, be
realized in the anthropomorphic form presented here.17 Two people, A (for Alice)
and B (for Bob) are together in the middle of a room and go towards two different
doors, located at X and Y . At the doors, each of them is given a number, 1, 2, 3 (let’s
call them “questions”, although they do not have any particular meaning) and has to
say “Yes” or “No” (the reason why we introduce 3 questions will be clear in the next
section). This experiment is repeated many times, with A and B meeting together
each time in themiddle of the room, and the questions and answers vary apparently at
random (Fig. 4.2). When A and B are together in the room, they can decide to follow
whatever “strategy” they want in order to answer the questions, but the statistics of
their answers, although they look random, must nevertheless satisfy two properties.
We impose these properties because they are analogous to what happens in real
experiments with photons, but translating the experiments into an anthropomorphic
language may help us see how paradoxical our final conclusions are.

The first property is that, when the same question is asked at X and Y , one always
gets the same answer. How can that be realized? One obvious possibility is that A
and B agree upon which answers they will give before moving toward the doors.
Theymay decide, for example, that they will both say “Yes” if the question is 1, “No”

16At least, according to the usual understanding of relativity. We will return to this question in
Sects. 5.2.1 and 5.2.2. See [48, 319] for a more detailed discussion.
17Readers who prefer to see the real physical situation directly can proceed to the next section.
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Fig. 4.2 The
anthropomorphic experiment

X ←−

BA

−→ Y

3 questions 1,2,3
2 answers Yes/No

if it is 2 and “Yes” if it is 3. They can choose different strategies at each repetition
of the experiment and choose those strategies “at random” so that the answers will
look random.

Another possibility is that, when A reaches door X , she calls B and tells him
which question was asked and the answer she gave. Then, of course, B can just give
the same answer as A if he is asked the same question and any other answer if the
question is different.

But let us assume that the answers are given simultaneously,18 so that the second
possibility is ruled out unless there exists some superluminal action at a distance
between A at X and B at Y . Maybe A and B communicate by telepathy! Of course,
this is not to be taken seriously, but that is the sort of interaction that Einstein had in
mind when he spoke of “spooky actions at a distance” [79, p. 158].

The question that the reader should ask at this point is whether there is any other
possibility: either the answers are predetermined or (assuming simultaneity of the
answers) there is a “spooky action at a distance”, namely a communication of some
sort takes place between A and B when they are asked the questions.19 This is similar
to the dilemma about the boxes: either the particle is in one of the boxes or there is
some physical action between the two boxes.

Note that, to raise this dilemma, one question suffices instead of three: if the
answers on both sides are always the same, then they must be predetermined if no

18In the reference frame in which the experiment takes place.
19Someone who certainly thinks that the answers are predetermined is Robert Griffiths, who offers
the following analogy to illustrate the situation described here:

Colored slips of paper, one red and one green, are placed in two opaque envelopes, which
are then mailed to scientists in Atlanta and Boston. The scientist who opens the envelope in
Atlanta and finds a red slip of paper can immediately infer, given the experimental protocol,
the color of the slip of paper contained in the envelope in Boston, whether or not it has
already been opened.

RobertB.Griffiths [249]

We will discuss Griffiths’ views about quantum mechanics in Sect. 6.3.

http://dx.doi.org/10.1007/978-3-319-25889-8_6
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communication is possible between the two sides.20 This dilemma can be called the
EPR part of our argument, although Einstein, Podolsky, and Rosen used variables
taking continuous values (position and momentum) instead of discrete ones as here
(Yes/No). The reason we need three possible questions is that there is a second
property of the statistics of the answers: when the two questions addressed to A and
B are different, then the answers must be the same in only a quarter of the cases. And
this property, combined with the idea that the properties are predetermined, leads
to a contradiction. The whole argument provides a (very simple) version of Bell’s
theorem.21

Theorem (Bell) We cannot have these two properties together:

1 The answers are determined before the questions are asked and are the same on
both sides.

2 The frequency of having the same answers on both sides when the questions are
different is 1/4.

Proof. There are three questions numbered 1, 2, and 3, and two answers Yes and No.
If the answers are given in advance, there are 23 = 8 possibilities:

1 2 3
Y Y Y
Y Y N
Y N Y
Y N N
N Y Y
N Y N
N N Y
N N N

In each case there are at least two questions with the same answer. Therefore,

20One of the weaknesses of the original EPR paper was that they considered two quantities, position
and momentum, instead of one, which would have been sufficient for their argument to work: if one
can predict the momentum of particle A bymeasuring that of particle B, far away from A, and if that
measurement does not affect particle A (by assumption of locality), then particle A must have had
a well defined momentum all along. The same argument holds for the position: if the two particles
have opposite momenta and start from the same place, then measuring the position of one particle
allows us to infer the position of the other and therefore, assuming once again no effect on A from
the measurement on B, this means that particle A had a position all along. But by considering both
position and momentum, Einstein, Podolsky, and Rosen may have given the impression that they
were trying to prove that one could measure these two quantities simultaneously, which was not
their point, at least not Einstein’s point. We will discuss this further in Sect. 7.1.
21The argument given here is taken from [149]. In the original paper byBell [35], the proof, although
fundamentally the same, was more complicated. There has also been quite some discussion in the
literature about the difference between outcome independence and parameter independence, but
our approach bypasses that distinction (see [229, 319] for a critical discussion of these notions).
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Frequency (answer to 1 = answer to 2)

+ Frequency (answer to 2 = answer to 3)

+ Frequency (answer to 3 = answer to 1) ≥ 1 .

But if

Frequency (answer to 1 = answer to 2)

= Frequency (answer to 2 = answer to 3)

= Frequency (answer to 3 = answer to 1) = 1/4 ,

we get 3/4 ≥ 1, which is a contradiction. �
The inequality above, with the sum of the frequencies greater than or equal to 1, is an
example of a Bell inequality, i.e., an inequality which is a logical consequence of the
assumption of pre-existing values, and which is violated by quantum predictions.22

But before drawing conclusions from this theorem, let us see how the two people
described here could realize these “impossible” statistics.

4.4.2 A Real Quantum Situation

Let us first describe the situation in the previous section in a non-anthropomorphic
manner.23 A and B are replaced by particles with spin 1/2, and there are pieces
of apparatus at X and Y that “measure the spin” along some direction, these being
similar to the boxes discussed inChap. 2. The “questions” 1, 2, and3 are three possible
directions for that “measurement” (we put scare quotes here because, as we shall
see, no pre-existing value is measured in these experiments). The answers Yes/No
correspond to results Up/Down for the spin (we will define this correspondence more
precisely below).

The particles are sent towards the pieces of apparatus and the initial quantum state
of the two particles is

|�〉 = 1√
2

(|A 1 ↑〉|B 1 ↓〉 − |A 1 ↓〉|B 1 ↑〉)

= 1√
2

(|A 2 ↑〉|B 2 ↓〉 − |A 2 ↓〉|B 2 ↑〉)

= 1√
2

(|A 3 ↑〉|B 3 ↓〉 − |A 3 ↓〉|B 3 ↑〉) , (4.4.2.1)

22In [332], Mermin provides nice idealized illustrations of possible results of experiments showing
the violation of Bell’s inequality, in the version given here.
23This formulation of the EPR argument, with spin variables instead of position and momentum,
is due to Bohm [61] and was used by Bell in [35] and later. However, there exists an unpublished
note by Einstein discussing the problem in terms of spin variables [432].
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where we use a similar notation to the one in Chap. 2, so that |A 1 ↑〉 is the state in
which particle A has its spin up in direction 1 (meaning that a particle in that state
will have its spin up with certainty after a spin measurement in direction 1, or in other
words, this state is the “up” eigenstate of the spin operator in direction 1),24 and the
other symbols are defined analogously.We leave aside the issue of how to create such
a state in practice and note only that it can be done. We also accept without proof the
fact that this state has three similar representations25 in each of the directions 1, 2, or
3. We also leave aside the “spatial” part of that quantum state: we assume implicitly
that the state |A 1 ↑〉 is coupled to a wave function moving towards the apparatus
located at X , while the state |B 1 ↓〉 is coupled to a wave function moving towards
the apparatus located at Y , and similarly for the other parts of the state |�〉.

Consider now the standard quantum mechanical description of a measurement of
the spin of A at X in direction 1, without measuring anything on particle B for the
moment. If one sees ↑, the state becomes |A 1 ↑〉|B 1 ↓〉 (by the collapse rule). If
one sees ↓, the state becomes |A 1 ↓〉|B 1 ↑〉. And, of course, we get similar results
if we measure the spin of A in directions 2 or 3.

But then the state changes nonlocally for particle B, because, if one sees ↑, the
state “collapses”, i.e., becomes |A 1 ↑〉|B 1 ↓〉, while the part |A 1 ↓〉|B 1 ↑〉 of
the state is suppressed by the collapse. Another way to say this is that, after the
measurement of A at X , any measurement of B at Y is guaranteed to yield the
opposite result to what was found for A, while, before the measurement of A, the
result for B was undetermined, since in the state (4.4.2.1), the result of measuring
the spin at B could be either up or down. This gives rise to the same dilemma as for
Einstein’s boxes: either the measurement on A affects the physical situation of B, or
the particle B had its spin determined in advance, and anticorrelated with the spin
of A. Since we could measure the spin of B first and then the spin of A, the same
reasoning implies that the spin at A is also predetermined. And this argument works
for each of the three directions. One is therefore led to the following dilemma:

• either the spin values, up or down, were predetermined before the measurement,
and in all three directions, because the same reasoning applies to each one of them,

• or there is some form of action at a distance between X and Y , even if X and Y
are located arbitrarily far apart.

But the first assumption leads to a contradiction with observations made when the
directions in which the spin is “measured” are different for A and B. To see this,
denote by vA(a), vB(a) the pre-existing values of the results of measurements on A
and B (assuming that they exist), where a denotes a unit vector in one of the directions
1, 2, 3 (to be specified later) in which the spin is measured at X or Y . We make the
following conventions at X and Y : vA(a) = +1 means that the answer is “Yes” and
vA(a) = −1 means that the answer is “No”, but vB(a) = +1 means that the answer
is “No” and vB(a) = −1 means that the answer is “Yes”. With that convention, we

24See also Appendix 2.B for more details.
25This follows from the rotational invariance of the state (4.4.2.1) in spin space.
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see that we always get the same answer when the same questions are asked on both
sides. The contradiction comes from the fact that we get the same answer only 1/4
of the time when we ask different questions at X and Y , and the theorem of the
previous section shows that this is impossible. We explain in Appendix 4.A how to
obtain the number 1/4 for the frequency of answers to different questions, for an
appropriate choice of the directions 1, 2, 3 (this is just a standard quantummechanical
calculation).

Finally, if we wish to reproduce the anthropomorphic experiment described in the
previous section, we simply send the particles toward the two doors, once Alice (A)
and Bob (B) have reached them. At each door, there is an instrument with which
Alice and Bob “measure the spin” along the directions corresponding to the numbers
given to them. They then answer the “questions” according to the results of their
“measurements”. In that way the “impossible” statistics mentioned in the theorem
of the previous section can also be reproduced by human beings.

Of course, one has to run the experiment many times in order to get the “impos-
sible” statistics (impossible without accepting the existence of action at a distance).
But there are variants of Bell’s argument (with three particles instead of two) that do
not require any statistics: assuming locality implies the existence of “hidden” spin
values and this leads directly to a contradiction.26

Before drawing conclusions from what has been proven, let us stress that the non-
locality proven by Bell does indeed have the properties 1–4 discussed in Sect. 4.3.
The effect is in principle instantaneous, but one cannot check instantaneity experi-
mentally. However, it can at least propagate at speeds far greater than the speed of
light, something that can be checked experimentally. The effect does not decrease
with the distance between X and Y and is individuated, since it depends on a pair of
particles being in the state (4.4.2.1): acting on one particle in the pair will affect the
other particle in that pair, but no other particle. Finally, this effect cannot be used to
send messages from X to Y . The reason for this impossibility is similar to the one
applying in the case of Einstein’s boxes. Each side sees a perfectly random sequence
of results “spin up” or “spin down”. Since there is no mechanism that allows, given
the initial quantum state (4.4.2.1), to control or affect that result by acting on one side
of the experiment, there is no way to send a message from one side to the other.27

4.4.3 Conclusions

Taken by itself and forgetting about the EPR argument, Bell’s result can be stated as
a “no hidden variables theorem”, similar to the one in Sect. 2.5. Indeed, Bell showed
that the mere supposition that the values of the spin pre-exist their “measurement”,

26This is somewhat similar, but not identical, to the contradiction derived in Appendix 2.F. See
[240], [335, Sect. VIII], or [70, p. 146], for more details.
27For a general proof of the impossibility of using EPR-type experiments to send messages, see
[37, 158, 208], [70, p. 139], or [319, Chap.4].
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combined with the perfect anticorrelation when the axes along which measurements
are made are the same, and the 1/4 result for the frequencies of correlations when
measurements are made along different axes, leads to a contradiction. Since the last
two claims are empirical predictions of quantum mechanics that have been amply
verified (in a somewhat different form), this means that these hidden variables or
pre-existing values cannot exist.

But Bell, of course, always presented his result in combination with the EPR
argument, which shows that the mere assumption of locality, combined with the
perfect correlation when the directions of measurement (or questions) are the same,
implies the existence of those hidden variables that are “impossible”. So for Bell, his
result, combined with the EPR argument, was not a “no hidden variables theorem”,
but a nonlocality theorem, the result about the impossibility of hidden variables being
only one step in a two-step argument.

To repeat, the EPR part of the argument shows that, if there are no pre-existing
values, then the perfect correlations when the directions are the same imply some
action at a distance. The Bell part of the argument, i.e., the theorem of the previous
section, shows that the mere assumption that there are pre-existing values leads to a
contradiction when one takes into account the statistics of the results when the direc-
tions are different. That is why we used scare quotes on the word “measurement”:
there is no real property of the particle that is being “measured”, since no spin values
exist before the interaction with the “measuring” device (why this is so will become
clearer in Sect. 5.1.4).

But what does this mean? In fact, it means that some action at a distance does
exist in Nature, but it does not tell us what this action consists of. And we cannot
answer that question without having a theory that goes beyond ordinary quantum
mechanics. In ordinary quantum mechanics, what is nonlocal is the collapse of the
quantum state, as we see in the transformation of (4.4.2.1) into |A 1 ↑〉|B 1 ↓〉 or
|A 1 ↓〉|B 1 ↑〉, depending on the result of a measurement at A. This affects the state
at B, since the second part of |�〉 has now been suppressed.

Since the meaning of the quantum state and its collapse is ambiguous in ordinary
quantum mechanics, it is not clear that this is a real physical effect. But, as we have
emphasized, if there is no physical effect whatsoever or, if one interprets the collapse
of the quantum state as a mere gain of information, then this means that we must
have those predetermined values that lead to a contradiction. In Sect. 5.2.1, we will
explain what nonlocality means in a concrete theory going beyond ordinary quantum
mechanics, namely de Broglie–Bohm’s theory.

Given the radical nature of the conclusions of the EPR–Bell argument, many
attempts have been made to avoid them, i.e., to claim that the world is local after all.
One such strategy is to maintain that the perfect correlations between the answers
when the same questions are asked is simply a coincidence that does not need to be
explained (see for example [187, 492]). In the same vein, one sometimes claims that
science limits itself to predictions of empirical correlations, not to explanations.
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But the whole of science can be seen as an attempt to account for correlations
or empirical regularities: the theory of gravitation, for example, accounts for the
regularities in the motion of planets, moons, satellites, etc. The atomic theory of
matter accounts for the proportions of elements in chemical reactions. The effects of
medicines account for the cure of diseases, etc. To refuse to account for correlations,
without giving any particular reason for doing so, is in general a very unscientific
attitude. As Bell puts it:

You might shrug your shoulders and say ‘coincidences happen all the time’, or ‘that’s life’.
Such an attitude is indeed sometimes advocated by otherwise serious people in the context of
quantum philosophy. But outside that peculiar context, such an attitude would be dismissed
as unscientific. The scientific attitude is that correlations cry out for explanation.

John Bell [49, p. 152]

Another variant of the “shrugging one’s shoulders” argument, is to invoke a sort of
“conspiracy”: for example, that each person has an answer to only one question but
that, each time, and no matter how many times the experiment is repeated, that hap-
pens to be the question that is being asked to him or her. If we make that assumption,
then our theorem cannot be derived (for the proof of the theorem to work, we need
to assume pre-existing answers for three questions).28

That move can be considered as an instance of the Duhem–Quine thesis; nomatter
what the data are, one can always save one’s favorite theory (here it would be rejection
of nonlocality) if one is willing to make sufficiently ad hoc assumptions. But, again,
“outside that peculiar context, such an attitude would be dismissed as unscientific”.
As the authors of [229] observe, “if you are performing a drug versus placebo clinical
trial, then you have to select some group of patients to get the drug and some group of
patients to get the placebo.” But for that to work, you have to assume “that themethod
of selection is independent of whatever characteristics those patients might have that
might influence how they react to the drug” [229, Note 17]. If, by accident, the people
to whom the placebo is given were exactly those that are cured spontaneously, while
those to whom the drug is given are so sick that the drug has little effect on them,
then of course the study would be biased. And no matter how “random” the chosen
sample is, this will always remain a logical possibility.

In any case, refusing to face a problem is not the same thing as solving it.29 In
Chap.6, we will see other attempts to “save locality”, in certain interpretations of

28Another suggestion sometimes made is that the ordinary rules of probability do not apply in the
EPR–Bell situation. But, as pointed out by Tumulka [478], since the reasoning here relies only on
frequencies of results of experiments, and since the latter obviously do satisfy the ordinary rules
of probability, this attempt to “save locality”, by trying to deny the implications of the EPR–Bell
argument, does not work.
29Another reaction which, in a sense, also avoids the problem, is the one proposed by Gisin in
[214]: he does emphasize that Nature is nonlocal, but he attributes the nonlocal correlations to
“pure chance” and thinks that this proves the non-deterministic nature of the Universe. But since
there exists a nonlocal deterministic theory, the de Broglie–Bohm theory, that accounts for these
nonlocal effects, one cannot use them to prove that a deterministic account is impossible (see Chap.5
and [313].). One may “like” the de Broglie–Bohm theory or not, but one cannot deny its existence.
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quantum mechanics. But these attempts also consist in refusing to face the dilemma
that the perfect correlations pose. One thing is certain: nobody has yet proposed a
local explanation for those perfect correlations, and indeed nobody could do so, since
Bell has shown that it is impossible.

It is, however, important to realize that one cannot use this nonlocal effect to send
messages, as we explained at the end of the last section. This contradicts all the
pseudo-scientific uses of Bell’s result: there is no telepathy of any sort that can be
based on that result.

But if Alice and Bob tell each other which “measurements” have been made (1, 2,
or 3),without telling the results, they both knowwhich result has been obtained on the
other side when the same measurement is made on both sides. Then they both share
a common sequence of Yes/No or up/down, which is a form of “information”. This
information was not transmitted explicitly, by hypothesis, and it cannot come from
the source (the one that has emitted the two particles), because of the non-existence
of the pre-existing spin values. Thus, some nonlocal transfer of information must
have taken place.30

Once Alice and Bob share a common sequence of Yes/No, known only to them-
selves, they can use that to encrypt messages. These will be transmitted at sublu-
minal speeds, but they will be undecipherable by a third party.31 This is one of the
foundations of the field of “quantum information”,32 and in particular of “quantum
cryptography”, whose development will hopefully will lead to a better appreciation
of the radical consequences of Bell’s discovery (although, as we will see in Chap.7,
this appreciation is far from being realized at the present time).

Finally, one should emphasize that Einstein’s speculations, which looked purely
philosophical or even “metaphysical” to many,33 have led to what is probably “the
most profound discovery of science”, to use Henri Stapp’s apt phrase [458, p. 271],
namely the existence of nonlocal effects in the world. And the EPR and Bell papers
laid the foundation for the quantum information revolution. This should be a lesson
for “pragmatists”.

On the other hand, it is ironical that this result refutes Einstein’s most basic
assumption about Nature. As Bell said, the question raised by EPR was answered in
a way that Einstein would probably “have liked least”, by showing that the “obvious”
assumption of locality made by EPR is actually false [36, p. 11].

30See the book on relativity and nonlocality byMaudlin [319] for a detailed discussion of the differ-
ences between messages and information and of what exactly is compatible or not with relativity.
31One can show that if a spy tries to intercept the particles being transmitted from the source to Alice
and Bob, in order to know which results Alice and Bob will get when they do their measurements,
then because of the collapse rule, that interception will necessarily have effects on those results
such that Alice and Bob can detect the presence of the spy. In that sense, quantum cryptography is
foolproof.
32See, e.g., Nielsen and Chuang [352] or Preskill [404].
33See, for example, the quote by Pauli in Sect. 1.5.
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Appendix

4.A The Frequency of “Answers” to Different “Questions”

Herewe derive the number 1/4 for the frequency of answers to different questions, for
an appropriate choice of the directions 1, 2, 3.Compute firstEa,b ≡ 〈�|σA

a ⊗ σB
b |�〉,

where a, b are unit vectors in the directions (1, 2, or 3, specified below) in which the
spin is measured at A or B, and σA

a ⊗ σB
b is a tensor product of matrices, each one

acting on the A or B part of the quantumstate (withσa = a1σ1 + a2σ2 + a3σ3,where,
for i = 1, 2, 3, ai are the components of a and σi the usual Pauli matrices introduced
in Appendix 2.F). The quantity Ea,b is bilinear in a, b and rotation invariant, so it
must be of the form λa · b, for some λ ∈ R.

For a = b, the result must be −1, because of the anti-correlations (if the spin is
up at A, it must be down at B and vice versa). So λ = −1, and thus Ea,b = − cos θ,
where θ is the angle between the directionsa andb.Weknow thatvA(a), vB(b) = ±1.
Thus,

Ea,b = P
(
vA(a) = vB(b)

) − P
(
vA(a) = −vB(b)

) = 1 − 2P
(
vA(a) = −vB(b)

)
,

and

P
(
vA(a) = −vB(b)

) = 1 − Ea,b

2
= 1 + cos θ

2
.

One then chooses the directions

1 ←→ 0 degree ,

2 ←→ 120 degree ,

3 ←→ 240 degree .

Since cos 120 = cos 240 = −1/2,weget P
(
vA(a) = −vB(b)

) = 1/4. Thuswehave
perfect anticorrelations only 1/4 of the time when a and b are different.With our con-
vention, this means that one gets the same answer when one asks different questions
on both sides only 1/4 of the time.



Chapter 5
The de Broglie–Bohm Theory

In this chapter, we will outline a theory of “hidden variables” (although they are
not really hidden) that accounts for all the phenomena predicted by ordinary (non-
relativistic)1 quantum mechanics, is not contradicted by the no hidden variables
theorems, explains why measurements do not in general measure pre-existing prop-
erties of a system (in other words, it explains why measuring devices have an “active
role”), and incorporates and to some extent explains the nonlocality implied by Bell’s
theorem. It would seem that, given all the claims to the effect that such a theory is
impossible,2 its mere existence should be a subject of considerable interest, but this
is not the case. Although interest in the de Broglie–Bohm theory is probably increas-
ing, it is still widely ignored or misrepresented, even by experts on foundations of
quantum mechanics.

The theory was introduced at approximately the same time as the Copenhagen
interpretation, in 1927, by Louis de Broglie, but it was rejected at the time by a
large majority of physicists, and ignored even by critics of the Copenhagen school,
like Einstein and Schrödinger. The theory was even abandoned by its founder, only
to be rediscovered and completed by David Bohm in 1952, then further developed
and advertised by John Bell. Our presentation will very much rely on the work of
Detlef Dürr, Sheldon Goldstein, and Nino Zhangì, and several of their collaborators
[152, 153].

Since many expositions of the de Broglie–Bohm theory are now available,3 we
will simply explain the main points, relying often on simple examples. Once those

1In this chapter, we will discuss only the non-relativistic de Broglie–Bohm theory. The issue of
relativity (and of quantum fields) will be addressed in Sect. 5.2.2. By “relativity”, we mean the
special theory of relativity, unless the general one is mentioned.
2We saw such claims made in Chap. 1 and we will discuss them again in Chap. 7.
3See, e.g., [8, 9, 474] for elementary introductions and [24, 55, 70, 152, 153, 231, 268, 359, 473]
for more advanced ones. There are also pedagogical videos made by students in Munich, available
at: https://cast.itunes.uni-muenchen.de/vod/playlists/URqb5J7RBr.html.
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are understood, the reader may look at the advanced literature for a more detailed
understanding. Moreover, we will use mostly words and pictures in this chapter,
leaving the mathematics to the appendices (except in the next section).4

5.1 The Theory

5.1.1 The Equations of the Theory

The complete state of a system with N variables5 at time t is specified by
(
�(t), X(t)

)
,

where �(t) is the usual quantum state, �(t) = �(x1, . . . , xN , t) and X(t) =(
X1(t), . . . , X N (t)

)
are the actual positions of the particles.6 We use capital letters for

the positions of the particles and lower case for the arguments of �(x1, . . . , xN , t).
We use boldface letters X or x to denote vectors.

The theory assumes that the particles have positions at all times, and therefore
trajectories, independently of whether one measures them or not. These are, by
convention, what are called the “hidden variables” of the theory, because they are
not included in the purely quantum description, given by �. But here, the word
“hidden” is silly since the positions are not hidden at all: they are the only things that
are directly “seen”. For example, in the double-slit experiment, one detects particle
positions on the screen in Fig. 2.8. Actually, as we shall explain below, they are also
the only things that are directly “seen” in any experiment.

The state (�, X) is a function of time and its evolution is given by two laws7:

1. � obeys the Schrödinger equation at all times8:

i
∂

∂t
�(x1, . . . , xN , t) = H�(x1, . . . , xN , t) , (5.1.1.1)

with

H = −
N∑

j=1

1

2m j

∂2

∂x2
j

+ V (x1, . . . , xN ) , (5.1.1.2)

4In Sects. 5.1.3, 5.1.4, and 5.2.1, we will use the presentation of the de Broglie–Bohm theory in
Chap. 7 of David Albert’s book Quantum Mechanics and Experience [8].
5We let N be the number of variables associated with the system. So if the system consists of M
particles moving in three-dimensional space, we have N = 3M .
6We will call below the pair

(
�(t), X(t)

)
the state of the system, to be distinguished from the

quantum state �(t), which is only part of it.
7The equations here are (partial) differential equations, similar to those discussed in Appendix 2.A.
The reader unfamiliar with such equations can skip them and proceed to the remarks. The conse-
quences of these equations will be discussed and illustrated later.
8In this chapter, we set � = 1. See Appendix 2.A for more details on Schrödinger’s equation.

http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_7
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where V is the classical potential and m j the mass of the particle of index j . We
emphasize that �(x1, . . . , xN , t) always satisfies (5.1.1.1) whether one “mea-
sures” something or not. The quantum state is never reduced.

2. The evolution of the positions of the particles is determined by the quantum state
at time t . One writes �(x1, . . . , xN , t) = R(x1, . . . , xN , t) exp i S(x1, . . . , xN , t),
and the dynamics is simply

d

dt
Xk(t) = 1

mk

∂

∂xk
S
(
X1(t), . . . , X N (t), t

)
, (5.1.1.3)

∀k = 1, . . . , N . This can also be written as

d

dt
Xk(t) = V k

�

(
X1(t), . . . , X N (t), t

) = 1

mk

Im(�∗ · ∂�/∂xk)

�∗ · �

(
X1(t), . . . , X N (t), t

)
,

(5.1.1.4)

∀k = 1, . . . , N . This latter version can be generalized to particles with spin,9 by
letting the dots in �∗ · � and �∗ · ∂�/∂xk stand for the scalar product between
the spin components.10

When Bohm derived his version of the theory [62], he chose to write the dynamics
as a second order equation:

mk
d2

dt2
Xk(t) = − ∂

∂xk

[
V

(
X1(t), . . . , X N (t), t

) + Q
(
X1(t), . . . , X N (t), t

)]
,

(5.1.1.5)
∀k = 1, . . . , N , where V is the same potential as in (5.1.1.2) and Q is the “quantum
potential” defined by

Q = −
N∑

j=1

1

2m j

1

|�|
∂2|�|
∂x2

j

. (5.1.1.6)

We derive this equation from (5.1.1.1) and (5.1.1.3) in Appendix 5.B.
This equation has to be supplemented by a constraint on the initial conditions:

d

dt
Xk(0) = 1

mk

∂

∂xk
S
(
X1(0), . . . , X N (0), 0

)
, (5.1.1.7)

∀k = 1, . . . , N . This constraint is preserved in time by the dynamics (5.1.1.1) and
(5.1.1.5), meaning that

9Of course, in that case, the Schrödinger equation must be replaced by Pauli’s equation, but we will
not discuss that (see, e.g., [152, Sect. 8.4]).
10The reader familiar with quantum mechanics will recognize the right-hand side of (5.1.1.4) as the
quantum probability current divided by |�|2. This formula is derived in Appendix 5.A.
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d

dt
Xk(t) = 1

mk

∂

∂xk
S
(
X1(t), . . . , X N (t), t

)
,

for all t . Since this constraint is identical to (5.1.1.3), many authors find this reformu-
lation of the dynamics as a second order equation unnatural. One advantage is that
it is similar to Newton’s equations, where the usual potential is changed by adding
the “quantum potential”. This is sometimes useful when comparing classical and
quantum motions, and in order to obtain some intuition about the latter.

Remarks

1. Equations (5.1.1.3) and (5.1.1.4) are called the guiding equations: the quantum
state guides the motion of the particles. Given those equations, initial conditions
(�0, X0) determine the state at later times. Mathematically, we first show that
the Schrödinger equation (5.1.1.2) has a solution for all times, which is true for
a large class of potentials (see, e.g., [412, 413]), and then insert the solution in
(5.1.1.3)–(5.1.1.4) and prove that the latter has a solution X(t) for all times and
a sufficiently large class of initial conditions. This was done in [54, 471]. Since
particles have trajectories, they also have velocities at all times; and so, contrary
to what standard quantum mechanics may suggest, particles have both a position
and a velocity at all times. We will see in Sect. 5.1.8 why this does not contradict
Heisenberg’s uncertainty relations.11

2. The solution of the Schrödinger equation �(x1, . . . , xN , t) is a function defined
on R

N ×R. The variables (x1, . . . , xN ) represent all the possible positions of the
particles, but not the actual ones. By contrast, in Eq. (5.1.1.3),

(
X1(t), . . . , X N (t)

)

denote the actual positions of the particles. This is a theory of point particles, that
people sometimes regard as unrealistic.12 But the same idealization occurs in
classical physics, including electromagnetism. Nobody claims that this version
of the de Broglie–Bohm theory, which is not even relativistic, is the ultimate
theory.

3. Since the system is deterministic, any randomness must be due to “randomness”
in the initial conditions, as explained in Sect. 3.4.5. We will discuss this in detail
below (in Sects. 5.1.3, 5.1.4, and 5.1.7).

4. The particles are always guided by the value of the wave function and its derivative
at the point where the particles are, as can be seen from (5.1.1.3) or (5.1.1.4). In
particular, if a wave function is a sum of two functions with disjoint supports
(which means that their product always vanishes), the only part of the wave
function that matters as far as the motion of the particles is concerned is the
function in whose support the particles are actually located. Of course, the two
component wave functions with disjoint support might recombine in the future,

11A point that is clearly misunderstood by some, e.g., Gisin [214, p. 46]: “If there are hidden posi-
tions, there must therefore also be hidden velocities. But that contradicts Heisenberg’s uncertainty
principle which is a key part of the quantum formalism [. . .].”.
12See, for example, Gouesbet [237, Chap. 17], for an explicit objection to the de Broglie–Bohm
theory on that basis.

http://dx.doi.org/10.1007/978-3-319-25889-8_3
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as in the Mach–Zehnder interferometer. There, we have two paths for the wave
function, |2 ↑〉 and |2 ↓〉, and they recombine at the arrow in Fig. 2.3 (discussed in
Sect. 2.2), in which case one cannot simply forget about the other wave function
forever. However, one may do so as long as no recombination takes place.

5. There is some analogy between the de Broglie–Bohm theory and electromag-
netism: electric and magnetic fields are produced by moving charges (think of
static charges and electric fields if you are not familiar with the magnetic ones)
and they in turn act on the charges and move them (via the “Lorentz force”, see,
e.g., [152, Sect. 2.4] for a summary of electromagnetism). So in that sense, the
electromagnetic fields guide the particles, as does the wave function in (5.1.1.3).
And, like the wave function, the electromagnetic fields are defined everywhere,13

but the way they act on the particles depends only on the value of the fields at the
place where the particle actually is.
However, there are two major differences between the wave function and the
electromagnetic fields. First, the wave function, unlike the electromagnetic field,
has no source (the sources of the latter being the moving charges themselves).
Of course, there is a relation between the wave function and the particles, e.g.,
the dimension of the space on which the wave function is defined depends on
the number of particles, and the potential entering into (5.1.1.2) also depends on
the properties of the particles, but the wave function is just there; it guides the
particles but it is not considered to be created by them.
The second difference, which has more radical consequences, is that the electro-
magnetic field is always defined on the ordinary, physical space R

3, while the
wave function is not. Take, for example, an electric field: if E1(x), x ∈ R

3, is the
field created by charge e1 and E2(x) is the field created by charge e2, then the
field produced by both charges is simply E(x) = E1(x) + E2(x), and it is still a
function of x ∈ R

3.
However, as mentioned at the end of Appendix 2.A, the wave function of two
particles �(x1, x2), for example, is defined on R

3 × R
3. For M particles, it is

defined on R
3M , which is called configuration space, the space of all the possible

configurations of particles.
6. Another analogy one can make is between the wave function and the Hamiltonian

in classical mechanics. The latter also guides the motion of the particles, via
Hamilton’s equations, is also defined everywhere, and its action depends only on
the value of the derivatives of the Hamiltonian at the location of the particles.
And, unlike the electromagnetic field, it is defined on the “abstract” phase space,
R

6M for M particles in R
3, the space of all the positions and the momenta of the

particles. However, if there are no forces acting directly between the particles,
the Hamiltonian becomes a sum of terms, one per particle, and each term guides
the motion of the corresponding particle. As we will see in Sect. 5.2, in the de
Broglie–Bohm theory, the situation is more subtle.

We will now first illustrate, via simple examples, what sort of trajectories the de
Broglie–Bohm dynamics produces. And then, we will explain how that dynamical

13Setting aside the problems coming from the self-interaction of the particle with its own field.
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system reproduces the quantum mechanical predictions, first for measurements of
positions, then for measurements of other quantities, such as spin, momentum, etc.

5.1.2 How Does the de Broglie–Bohm Dynamic Work?

The reader who wants to see an explicit solution of (5.1.1.3), for the Gaussian wave
function (2.A.2.23), can find it in Appendix 5.D. But here we will consider the double-
slit experiment, described in Appendix 2.E, which can be analyzed without formulas.
It is interesting to see a numerical solution of that experiment within the de Broglie–
Bohm theory, as shown in Fig. 5.1. Each (wavy) line in the figure represents the
trajectory of a single particle (since particles are sent one by one, there is no interaction
between the particles). Different lines correspond to different initial conditions. One
assumes that the initial wave function � is symmetric: �(z) = �(−z), where z is
the coordinate of the vertical axis, with z = 0 half-way between the slits.

Fig. 5.1 De Broglie–Bohm trajectories computed for the double-slit experiment. Reproduced with
the kind permission of Società Italiana di Fisica and the authors, from C. Philippidis, C. Dewdney,
B.J. Hiley: Quantum interference and the quantum potential, Il Nuovo Cimento B 52, 15–28 (1979)

Each particle goes through only one slit, but the wave function evolves differently
when both slits are open than when only one of them is, and this in turn affects the

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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motion of the particles via (5.1.1.3). This is rather easy to understand intuitively:
the function � propagates like a wave through (5.1.1.1) and spreads out in space
(which is not surprising for a wave) [see (2.A.2.23) and (2.A.2.24)]. Obviously, a
wave beyond the slits will be different if it has two sources (one for each slit) or one.
Thus, the behavior of the particle (depicted here for both slits open) is affected by the
fact that the slit through which it does not go is open or not. As an analogy, imagine
a water wave coming through the slits, and a small, light object being carried by that
water wave; evidently, the form of the wave will depend on whether one slit is open
or both, and that will affect the motion of the object, even though the latter goes
through only one slit (of course, this is just an analogy, because the equations here
are not the same as for water waves).

Note that the motion here happens in vacuum (there is no force or potential acting
directly on the particles). The de Broglie–Bohm theory is highly non-classical. It
does not satisfy Newton’s first law of motion, namely propagation along straight
lines in the absence of forces.14 But here, of course, the motion “in vacuum” is
still affected by the wave function. In the Bohm version of the theory (5.1.1.5),
the ordinary potential V (x) vanishes beyond the slits, but the quantum potential Q,
defined by (5.1.1.6) with N = 2, which depends solely on �, does not; and neither
is it constant.15 Note also the presence of a nodal line: by the symmetry of �, i.e.,
�(z) = �(−z), we have d�(0)/dz = 0, so by (5.1.1.3) the speed vanishes on that
line and the particles cannot cross it. As a consequence, one can determine the slit
the particle went through a posteriori by detecting the particle on the screen.

It is also interesting to compare this numerical solution with an experimental result
for the two slit experiment, as shown in Fig. 5.2. This is the result of a so-called weak
measurement of velocities, from which trajectories are reconstructed. The idea of
weak measurement16 was introduced by Aharonov et al. [3]. Roughly speaking,
to obtain a weak measurement of velocities, one first measures the position of the
particle “weakly”, which means without disturbing the wave function very much. But
then, one does not get a precise location of the particle either. Since that measurement
is weak, one can do a “strong”, i.e., ordinary, measurement, a little later and obtain
the precise location then. By repeating that operation many times, one can produce
a statistical distribution of positions, and by taking its average, obtain a position at
the first location. But then, one has two consecutive positions and a time interval
between them, so one can compute from that a velocity which one may associate

14However, if the wave function is a plane wave, viz., �(x) = exp(ikx), a rather idealized situation,
then (5.1.1.3) yields straight line motion with velocity k/m. We will see in the next two subsections
that this violation of Newton’s first law does not contradict conservation of momentum, which also
holds in quantum mechanics. Indeed, this conservation law concerns results of measurements and the
de Broglie–Bohm theory will predict, in a subtle but natural way, the same results of measurements
as ordinary quantum mechanics.
15For a picture of that potential, see [70, p. 34].
16See [151, 362, 522] for a discussion of weak measurements in the context of the de Broglie–Bohm
theory.

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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Fig. 5.2 Weak measurement of trajectories in the double-slit experiment. From S. Kocsis, B.
Braverman, S. Ravets, M.J. Stevens, R.P. Mirin, L.K. Shalm, and A.M. Steinberg: Observing the
average trajectories of single photons in a two-slit interferometer, Science 332, 1170–1173 (2011).
Reprinted with permission from AAAS

with the first position.17 It can be shown that this yields the true velocities in the de
Broglie–Bohm theory [151, 522].

By repeating that “weak measurement” in different places, one obtains a velocity
field (i.e., an assignment of velocities at each point in space) and the trajectories can
be reconstructed from this field by drawing the lines whose tangents are given by the
velocity field.

This is not meant to “prove” that the de Broglie–Bohm theory is correct, because
other theories will make the same empirical predictions,18 but the result is neverthe-
less suggestive, because the predictions made here by the de Broglie–Bohm theory
is very natural within that theory, and is confirmed by these observations. Moreover,
it should be said that the experiments reported in Fig. 5.2 are done with photons, not

17This does not contradict Heisenberg’s uncertainty relations, because we need to do many opera-
tions and take an average to get this result. Heisenberg’s uncertainty relations apply to the results
of strong, i.e., ordinary, measurements.
18Those theories will be discussed in Sect. 5.4.1.
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electrons, unlike the trajectories shown in Fig. 5.1. An experiment with electrons has
been proposed (but not performed) in [317].

Here is how John Bell summarized the de Broglie–Bohm theory in the case of the
double-slit experiment:

Is it not clear from the smallness of the scintillation on the screen that we have to do with a
particle? And is it not clear, from the diffraction and interference patterns, that the motion
of the particle is directed by a wave? De Broglie showed in detail how the motion of a
particle, passing through just one of two holes in the screen, could be influenced by waves
propagating through both holes. And so influenced that the particle does not go where the
waves cancel out, but is attracted to where they cooperate. This idea seems to me so natural
and simple, to resolve the wave–particle dilemma in such a clear and ordinary way, that it is
a great mystery to me that it was so generally ignored.

John Bell [49, p. 191]

It is interesting to compare this statement to the ones by Feynman and Landau and
Lifshitz, quoted in Appendix 2.E, with regard to the double-slit experiment:

Nobody knows any machinery. Nobody can give you a deeper explanation of this phenom-
enon than I have given; that is, a description of it.

Richard Feynman [185, p. 145]

It is clear that [the results of the double-slit experiment] can in no way be reconciled with
the idea that electrons move in paths. […] In quantum mechanics there is no such concept
as the path of a particle.

Lev Landau and Evgeny Lifshitz [302, p. 2]

What is surprising is the dogmatic assurance of the latter statements: how does one
know that nobody can do something that has not yet been done? Or that an experiment
can in no way be reconciled with a concept? Moreover, the de Broglie version of
the theory already explained that experiment back in 1927 (if anyone had bothered
to look at it), and Feynman was quite close to Bohm and seems to have held in him
great esteem.19

5.1.3 What About the Statistical Predictions of Quantum
Mechanics?

So far, we have been discussing the way various individual trajectories behave, but
what about the statistics of the results? As we said in Sect. 3.4.5, this must come
from statistical assumptions regarding the initial conditions, since the dynamics is
completely deterministic.

Let us consider, for simplicity, systems composed of a single particle (like in the
double-slit experiment or the Mach–Zehnder interferometer discussed in the next

19See [386, pp. 272–273].
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subsection); the extension to systems with many particles is straightforward. Let us
also first discuss the quantum mechanical predictions for measurements of positions.

Consider a large number of particles (meaning a large number of copies of single
particle systems). In Appendix 3.A, we introduced the notion of the empirical density
distribution of those particles, which is a positive functionρ(x), with

∫
R3 ρ(x)dx = 1,

such that, for every20 subset B ⊂ R
3, the fraction of particles in B is approximately

equal to
∫

B ρ(x)dx. Of course, this becomes precise only in the limit where the
number of particles tends to infinity, hence the use of the word “approximately”, but
this is the case with all applications of the law of large numbers in probability. In
practice, the statistical predictions will be sufficiently precise to be compared with
observations for all sets B such that

∫
B ρ(x)dx is not too small. We always assume

below that the number of particles is large enough, so that the approximation we
make by “taking it to infinity” does not matter.

Now suppose we have a large set of particles, with empirical density distribution
ρ(x, 0) at some initial time t = 0 and that those particles obey some deterministic
dynamical law (any such law, not necessarily the one specified by the de Broglie–
Bohm theory): X(0) → X(t). Let φt (x) denote the solution of (5.C.1.3) at time t
when the initial condition is X(0) = x at time 0. Then, at a later time t > 0, the
particles will have a well-defined empirical density distribution ρ(x, t) defined by21

∫

B
ρ(x, t)dx =

∫

1B(φt (x))ρ(x, 0)dx , (5.1.3.1)

where 1B is the indicator function of the set B. The identity (5.1.3.1) means that the
fraction of particles in B at time t is simply defined by the fraction of particles at
time t = 0 whose trajectories are in B at time t .

Now, an elementary property of the de Broglie–Bohm dynamics is that it is
equivariant, to use an important notion introduced in [141]. This means that, if
we assume, for a system in R

N and some initial time 0, that a set of particles is dis-
tributed with an empirical density distribution ρ(x, 0) = |�(x, 0)|2, where �(x, 0)

is the quantum state of a single particle in R
3 at time 0, then at any later time t > 0,

we will have
ρ(x, t) = |�(x, t)|2 , (5.1.3.2)

where �(x, t) comes from Schrödinger’s equation (5.1.1.1), and φt (x) in the defin-
ition (5.1.3.1) of ρ(x, t) comes from the deterministic de Broglie–Bohm dynamics
through (5.1.1.4). This in proven in Appendix 5.C.22 We also prove the property
of equivariance explicitly in Appendix 5.C, using the solution of the Schrödinger

20To be mathematically precise, one should add “measurable” or “Borel” here.
21Here we use the fact that a function can be defined by giving the value of its integral on every
(Borel) subset, if the measure defined by those integrals is absolutely continuous, and we assume
here that the map φt (x) is such that this measure has this property.
22To be precise, this is rather a consequence of what is called equivariance in [141]. See the second
part of that appendix.
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Fig. 5.3 Illustration of the property of equivariance of the |�(x, t)|2 distribution, in one dimension,
for a Gaussian �. Each dot represents the position of a particle, both at time 0 and at time t , connected
by trajectories. The density of particles is (approximately) given by |�(x, 0)|2 on the left of the
picture and by |�(x, t)|2 on the right. An exact computation of the de Broglie–Bohm dynamics in
this situation is given in Appendix 5.D.1. Note that the point with initial condition X (0) = 0 does
not move

equation (5.1.1.1) and of the guidance equation (5.1.1.3), for the special case of the
Gaussian wave function (2.A.2.23).

The property of equivariance (for a one-dimensional system) is illustrated in
Fig. 5.3, where each dot denotes the position of a particle and each line its trajectory.
We see that the density of particles, which is a function of x ∈ R here, is more or
less equal to the square of the wave function, both at time 0 and at time t .

Equivariance can also be illustrated by Fig. 5.1. There, one assumes a distribution
of particles (i.e., of initial positions just behind the slits) given by |�(x, 0)|2, 0
denoting the time of passage through the slits. Then, the right side of the figure
indicates the place where the particle lands on the screen and these dots are distributed
according to |�(x, t)|2, t being the time of arrival on the screen and �(x, t) being the
solution of the Schrödinger equation with initial data �(x, 0). Since the trajectories
of the particles are numerically computed from the guidance equation (5.1.1.3), the
identity ρ(x, t) = |�(x, t)|2 holds here too.

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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So if we assume that the empirical density distribution of particles at some initial
time is given by ρ(x, 0) = |�(x, 0)|2, this will be true at all later times. In Sect. 5.1.7,
we will discuss the naturalness of this assumption, but let us first explain why this
implies the agreement between the de Broglie–Bohm theory and all quantum pre-
dictions.

5.1.4 Measurements of “Observables” in the de
Broglie–Bohm Theory

We have seen in Sect. 2.5 that the idea that quantum “measurements” actually mea-
sure, in general, intrinsic properties of quantum systems is untenable: the no hidden
variables theorems forbid us to think of measurements as revealing pre-existing val-
ues of the quantities associated with quantum “observables”, such as, for example,
spin components or momentum.

How does the de Broglie–Bohm theory deal with that? And how does one obtain
the results of these measurements if the only hidden variables of the theory are the
positions of the particles? Besides, how can one reconcile the fact that particles have
a position and a velocity at all times with the Heisenberg uncertainty relations, which
prohibit a joint measurement of those quantities beyond a certain accuracy?23 Even
more seriously, how can one reconcile this fact with the second part of the no hidden
variables theorem (see Sect. 2.5.2), which says that one cannot consistently view the
numbers resulting from a measurement of position and of momentum as revealing
pre-existing properties of the particles?

The fact that the de Broglie–Bohm theory can escape these dilemmas, or even
apparent dead ends, and does so in a extremely natural way, is probably its main
virtue.

First, let us explain why all measurements can in the end be reduced to position
measurements. Consider a “spin measurement”, as described in Sect. 2.1. What we
directly see are particles exiting the boxes through one hole or the other in Fig. 2.1
or 2.2, i.e., we detect their positions. We never directly see their spin (assuming
this expression means something). Or, to take a more concrete example, consider
the setup in Fig. 5.4, to be analyzed below. A magnetic field deflects the particles,
upwards for those with spin up, downward for those with spin down. Again, what
we see are particle positions, never the spin.

Alternatively, suppose we try to measure a momentum. One way to do it, as we
saw in Appendix 2.C, would be to measure the distance travelled by a particle in a
certain amount of time, which again brings us back to a measurement of positions.

One can convince oneself that the same is true for other measurements of quantum
observables. But one can also use a more abstract argument: in the end, all these
measurements are “seen” by traces on macroscopic devices: the position of a pointer
on a screen, or the positions of ink dots on a computer printout. The upshot is that

23See Appendix 2.C.

http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
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any theory that makes the correct predictions for the (statistics) of the positions of all
particles will automatically get the correct predictions for the results of all the other
“observations”.

One might object that the results of some measurements could be signaled by a
color, say a red light if the particle in Fig. 5.4 goes up and a green one if it goes down.
But in that situation, one would simply correlate a color signal with the detection of
a position. Once we get the right predictions for the positions, we get them also for
the colors. We shall now analyze two special cases.24

Spin Measurements

We start by describing how the strange effects associated with the spin measurements
described in Chap. 2 are explained within the de Broglie–Bohm theory.25 First of all,
the boxes “measuring” the spin in Chap. 2 are in practice Stern–Gerlach devices.
This means that a charged particle with spin (an electron for example) goes through
a device where an inhomogeneous magnetic field is present.

Suppose we start with a quantum state �(x, z)|1 ↑〉, and the field is oriented
in direction 1 (by assumption, this is the direction indicated in Fig. 5.4), �(x, z)
denotes the spatial part of the quantum state, and |1 ↑〉 its (normalized) spin part. We
consider here a two-dimensional motion, where z denotes the “vertical” direction in
which the spin is “measured” by the Stern–Gerlach apparatus and x the transverse
direction in which the particle moves towards the apparatus.

Assume that �(x, z) is a function whose support is concentrated around zero along
both axes. As far as the free motion of the particle is concerned, we have a rectilinear
motion along the x axis (there is also some spreading of the wave function, but we
will neglect that, assuming that the duration of the experiment is short enough). We
will furthermore neglect that motion and replace �(x, z) by �(z).

If one includes an inhomogeneous magnetic field in the Hamiltonian at some time,
say 0, the solution of the time evolution is then, with much simplification26:

�(z − t)|1 ↑〉 , (5.1.4.1)

24We will take for granted in this subsection that one can detect the positions of particles, and we
will see how the de Broglie–Bohm theory accounts for the usual quantum predictions, given that
assumption. However, this detection does of course necessitate the coupling of the particle with a
macroscopic device, and that coupling, described in conventional terms in Appendix 2.D, will be
explained in the context of the de Broglie–Bohm theory in Sect. 5.1.6 and Appendix 5.E.
25It should be stressed that all the “experiments” are only meant to illustrate the theory, not to
explain how real experiments are performed.
26The time evolution is given by Pauli’s equation rather than Schrödinger’s equation. See [152,
Sect. 8.4] or [360] for a detailed discussion. The solution given here is similar to the one in Appen-
dix 2.D, except that here we consider the evolution of the wave function of the particle, while in
that appendix we considered the evolution of the wave function of the pointer.

http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
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where t means vt , with the velocity set equal to 1 for simplicity (thus t here denotes
a length), which means that the particle will always go in the direction of the field.
If we start with a quantum state �(x, z)|1 ↓〉 the solution will be

�(z + t)|1 ↓〉 , (5.1.4.2)

and the particle will always go in the direction opposite to the field.
A more interesting situation is when we start with a quantum state

�(z)
(|1 ↑〉 + |1 ↓〉) . (5.1.4.3)

The solution of the time evolution is then

�(z − t)|1 ↑〉 + �(z + t)|1 ↓〉 . (5.1.4.4)

This means that the particle has a quantum state which is composed of two parts,
one localized near t , the other near −t , along the z axis. If t is not too small, those
two regions are far apart, and by detecting the particle, we can see in which region
it is. If it is near t , the spin is up and if it is near −t , it is down. This is illustrated in
Fig. 5.4.

Fig. 5.4 An idealized spin measurement
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Fig. 5.5 Two successive
spin measurements in the
same direction

As already mentioned, all we see in that “measurement” is the position of the
particle. In the de Broglie–Bohm theory, the particle has a position and therefore a
trajectory, so it will go either up or down.

Now, suppose that � is symmetric in z: �(z) = �(−z). Then the derivative
∂�(z)/∂z vanishes at z = 0 and, by (5.1.1.4), the particle velocity is zero for z = 0.
Therefore, the particle never crosses the line z = 0 (which is said to be nodal). From
this, we conclude that the particle will go up if its initial condition satisfies z > 0
and down otherwise.27

Let us now see how the de Broglie–Bohm theory accounts for the phenomena
described in Sects. 2.1 and 2.2. First, suppose that we start with a quantum state
�(x, z)|1 ↑〉, and that the field is oriented in direction 2 (by assumption, this is
the direction indicated at the bottom of Fig. 5.5). With the same conventions and
simplifications as above, the solution of the time evolution is then

�(z − t)|2 ↑〉 + �(z + t)|2 ↓〉 . (5.1.4.5)

If one starts with a particle position as in Fig. 5.5 and the initial wave function is
symmetric, i.e., �(x, z) = �(x,−z), the particle will go upward, as indicated in the
figure. But then, since the particle is guided only by the part of the wave function in
the support of which it lies, we only have to consider the quantum state �(z−t)|2 ↑〉.
Thus, if we perform a second measurement28 in the direction 2, indicated by the box

27One can check that the presence of a magnetic field does not destroy the symmetry �(z) = �(−z).
28In that part of the figure, as well as in Fig. 5.6, the holes are not put in a natural way (top and
bottom), but that is just a convention, chosen for graphical convenience.

http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
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Fig. 5.6 Two successive spin measurements in different directions

at the top of Fig. 5.5, we will necessarily get the result |2 ↑〉, since the quantum state
of the particle is now effectively �(z − t)|2 ↑〉.

This explains the rather unsurprising fact that, once we obtain a given result for
a measurement of the spin in direction 2, we will get the same result with certainty
if we again measure the spin in direction 2, even if the original state, before the first
measurement, was a superposition like (5.1.4.5) (and, of course, the statistical results
of the first measurement are 50 % up, 50 % down, as we will show at the end of this
subsection).

Now consider Fig. 5.6, which shows what happens if we first measure the spin in
direction 1 and then in direction 2, starting with a particle for which the spin part of
the quantum state is |2 ↑〉 and thus a superposition of |1 ↑〉 and |1 ↓〉 (this experiment
was described in Fig. 2.2).

Again, the quantum state becomes a sum like (5.1.4.5) after the first measurement
(with |1 ↑〉 and |1 ↓〉 instead of |2 ↑〉 and |2 ↓〉 and different spatial parts of the wave
function, corresponding to different conventions for the holes in Figs. 5.5 and 5.6).
If we consider two initial particle positions, as in Fig. 5.6, and if they are both below
the nodal line where ∂�(z)/∂z = 0, they will both exit the first box through the
“down” hole. But each particle position will be modified by the time evolution, and
we may get the situation before the measurement of the spin in direction 2, on the
right of Fig. 5.6, where the quantum state, being of the form |1 ↓〉 (for its spin part)
is a superposition of |2 ↑〉 and |2 ↓〉. Then, the introduction of a magnetic field in
direction 2 will produce a quantum state of the form �(z−t)|2 ↑〉+�(z+t)|2 ↓〉. As
for the particle positions, if they are as in Fig. 5.6 before entering the box measuring
the spin in direction 2, one particle will go up and the other down, if we assume

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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that there is again an axis of symmetry and thus that the particles cannot cross the
horizontal line in the middle of that box.

This explains what we saw in Fig. 2.2, namely that, if we measure the spin in
direction 2 after measuring it in direction 1, we do not always obtain the up result,
even if we started with spin state |2 ↑〉 before the measurement in direction 1. In fact,
we will get 50 % of the particles exiting with spin |2 ↑〉 and 50 % with spin |2 ↓〉.

Consider finally the interference phenomena illustrated by Figs. 2.3 and 2.4. What
happens in the de Broglie–Bohm theory is illustrated in Fig. 5.7. The two parts of the
wave functions follow different paths, one for the |2 ↑〉 part and one for the |2 ↓〉 part.
We assume as before that the wave function is symmetric so that there is a nodal line.
Two possible initial conditions of the particles are indicated in Fig. 5.7: one particle,
starting above the nodal line will go up and its wave function will follow the path
|2 ↑〉, whereas the other particle, starting below the nodal line, will go through the
|2 ↓〉 hole and its wave function will follow the path |2 ↓〉. In each case, the particle
follows a unique path and is guided by the part of the wave function that follows
that path. If both paths are open, the two parts of the wave function recombine at
the arrow, and the particle is guided by a pure |1 ↓〉 quantum state, independently of
the path that it followed. Thus, upon measurement in direction 1 after the arrow, the
result “down” will occur for both particles. What happens here is like the behaviour
described by (5.1.4.2).

If on the other hand the wall is inserted along the path followed by the |2 ↓〉 part
of the state, as in Fig. 2.4, then the wall effectively blocks that part and it will not
contribute to the recombination of the quantum state at the arrow.29 Thus, after the
arrow, the quantum state will be purely |2 ↑〉 and the result of a measurement of
the spin in direction 1 will give 25 % up, 25 % down. The same is true for each of
the boxes measuring the spin in direction 1, as in Fig. 2.5: we have a quantum state
which is either |2 ↑〉 or |2 ↓〉 and in each case the result of a measurement of the
spin in direction 1 will give 25 % up, 25 % down.

There is no problem either, in the de Broglie–Bohm theory, with the “delayed
choice” experiment discussed in Sect. 2.2. The particle is guided at all times by the
wave function in whose support it is located. Whether one inserts a wall or not or
whether one inserts or removes the arrow, will affect the behavior of the particle
when it hits the wall or when it goes through the arrow (if they are there), but before
that, it follows one path, while its associated wave function goes through both paths.
In the de Broglie–Bohm theory, there is no sense in which our present choices affect
the past.30

The Elitzur–Vaidman bomb testing mechanism,31 although counterintuitive, is
equally unsurprising.32 The bombs that are duds do not affect the wave function in

29To be more precise, “blocking” here has to be understood as a collapse of the quantum state,
whose meaning, in the de Broglie–Bohm theory, will be explained in the next subsection.
30See [38, 69] for further discussion of the “delayed choice” experiment in the de Broglie–Bohm
theory.
31See Sect. 2.2 and Appendix 2.D.
32Englert, Scully, Sussman, and Walther have suggested that the de Broglie–Bohm trajectories
are “surrealistic” rather than realistic [175], because those trajectories can have counterintuitive

http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
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Fig. 5.7 Interference viewed in the de Broglie–Bohm theory

any way (putting a dud on the path is like putting nothing), while those that are active
block the part of the wave function along the path that the particle does not take,
without exploding (they would explode if they detected the particle). Thus, they act
then like a wall and the particle is guided later only by the quantum state associated
with the other path alone |path 2 ↑〉. And, if the bomb is on the path of the particle,
it detects it and explodes. In that way, one can identify 25 % of the initial stock of
active bombs as being active without exploding them, since half of the particles that
do not take the path of the active bombs (that is, a quarter of the total number of
particles) will have their spin equal to |1 ↑〉 if one measures the spin in direction
1 after the arrow. Since one would always have gotten the result |1 ↓〉 if there had
been no active bomb on the path |path 2 ↓〉, we know that, whenever one obtains the
result |1 ↑〉 after the arrow, that the bomb on the path |path 2 ↓〉 is active.

However, one can find statements, similar to those of Feynman and Landau and
Lifshitz about the double-slit experiment quoted in Sect. 5.1.2, and claiming that the
de Broglie–Bohm theory explanation of the Mach–Zehnder interferometer is simply
impossible: in a caption to a figure similar to our Fig. 2.3, one reads:

Any explanation which assumes that the photon takes exactly one path through the interfer-
ometer leads to the conclusion that the two detectors should on average each fire on half the
occasions when the experiment is performed.33 But experiment shows otherwise!

David Deutsch, Artur Ekert, Rosella Lupacchini [129]

(Footnote 32 continued)
aspects, like the ones discussed here. Originally, the situation described in [175] was presented as
an argument against the existence of de Broglie–Bohm trajectories, but in fact those “surrealistic”
trajectories can be perfectly understood, in a natural way, within the de Broglie–Bohm theory. See
[28, 130, 143, 176, 265] for further discussion of these trajectories.
33In our language, where we speak of electrons rather than photons, it would mean that the par-
ticles are detected after the arrow with spin up and spin down in the direction 1 half of the time.
(Note by J.B.).

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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But this confuses the fact that there is a difference between the photon following
a path and that same photon being detected along that path. The detector along one
path changes the quantum state (by “collapsing” it), even if it does not detect a
photon, and therefore modifies the behavior of the particle following the other path
when it is detected after the arrow.

Let us now go back to the situation illustrated in Fig. 5.4 and show something
apparently surprising about it, but which is fundamental if one wants to understand the
de Broglie–Bohm theory. Suppose that we reverse the direction of the magnetic field.
Then, the solution of the time evolution becomes (again, with much simplification)

�(z + t)|1 ↑〉 + �(z − t)|1 ↓〉 . (5.1.4.6)

So now, if the particle is near −t , the spin is up and if it is near t , it is down.
However, if we do the experiment starting with exactly the same quantum state

and exactly the same particle position, the particle will go in the upward direction
again if its initial condition satisfies z > 0 and downward otherwise, since it cannot
cross the line z = 0. But now, as we just saw, it will be in the support of the wave
function with spin down if it goes in the positive z direction, and in the support of
the wave function with spin up, if the particle goes in the negative z direction. This
is illustrated in Fig. 5.8.

Fig. 5.8 An idealized spin measurement with the field reversed relative to Fig. 5.4
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In other words, the value up or down of the spin that actually results from the
measurement is “contextual”: that value does not depend only on the quantum state
and the original particle position but on the concrete arrangement of the “measuring”
device.34 Here the scare quotes are used because we finally see the truth of something
that we have emphasized several times: there is no intrinsic property of the particle
that is being “measured”, in general, in a “measurement”.

Of course, since the system is deterministic, once we fix the full initial state (the
quantum state and the position) of the particle and the experimental device, the result
of the experiment is predetermined. But that does not mean that the spin value that
we “observe” is predetermined, because, as we saw, we can measure the spin along
a given axis by orienting the magnetic field in one direction or the opposite one
along that same axis. So the value of the “spin” of the particle that results from a
measurement depends on our conventions, which means that it does not exist as an
intrinsic property of the particle.

So not only is the word “hidden variable” misleading, but so are the words “observ-
able” or “measurement”, since, except when one measures positions, one does not
observe or measure any intrinsic property of the system being observed or measured.
This vindicates in some sense Bohr’s emphasis on:

[…] the impossibility of any sharp distinction between the behavior of atomic objects and
the interaction with the measuring instruments which serve to define the conditions under
which the phenomena appear.

Niels Bohr [73, p. 210], quoted in [49, p. 2] (italics in the original)

But in the de Broglie–Bohm theory, this follows from the equations of the theory
and not from some more or less a priori notion. Besides, this is good news, since
it explains how the de Broglie–Bohm theory can introduce hidden variables (the
positions of the particles) without having to introduce the hidden variables (the spin
values) that would lead to a contradiction, because of the no hidden variables theorem,
at least if one assumes that those hidden spin variables are distributed according to
the quantum mechanical predictions for the results of their “measurements”.35

Finally, one may ask how the de Broglie–Bohm theory can reproduce the quantum
statistics in the case of spin measurements. Since the theory is deterministic, all
“randomness” must be in the initial conditions, and the answer again relies on the
notion of equivariance.

34The word “contextual” sometimes has a different meaning, as we saw in Appendix 2.F, namely that
the result of a measurement may depend on which other measurement is performed simultaneously
with the first one. But since one sees here that the result of the “measurement” depends on the details
of the apparatus, one can understand that it may also depend on whether another measurement is
performed simultaneously. We will come back to this notion of contextuality in Sects. 5.1.5 and
5.3.4.
35Within the de Broglie–Bohm theory, one can introduce, if one wants, “hidden” spin variables,
but their value is a function of the quantum state and the positions of the particles (hence, they are
redundant) and the actually measured spin values will be affected by the measuring devices and
thus not pre-exist their “measurement”. See [268, Chap. 9] or [70, Chap. 10] and references therein
for more details on these spin variables.
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Consider, instead of (5.1.4.3), a more general quantum state of the form

�(z)
(
c1|1 ↑〉 + c2|1 ↓〉) , (5.1.4.7)

with |c1|2 + |c2|2 = 1 and
∫ |�(z)|2dz = 1 (we suppress here the x variable). Con-

sider an ensemble of particles distributed at the initial time according to the empirical
density distribution ρ(z) = |�(z)|2. The solution of the Schrödinger equation (in
the situation described by Fig. 5.4) will be

�(z − t)c1|1 ↑〉 + �(z + t)c2|1 ↓〉 , (5.1.4.8)

and, by equivariance (5.1.3.2), the empirical density distribution of the particle posi-
tions will be given by |�(z − t)c1|2 + |�(z + t)c2|2. But if t is not too small, the
supports of �(z − t) and �(z + t) will be approximately disjoint.36 Let B± denote
the respective supports of �(z ± t), assumed to be strictly disjoint for simplicity.
Then we get

∫

B−

∣
∣�(z − t)c1|2 + |�(z + t)c2

∣
∣2

dz =
∫

B−

∣
∣�(z − t)c1

∣
∣2 = |c1|2 , (5.1.4.9)

because of the disjointness of the supports B− and B+ and the normalization∫
B− |�(z − t)|2dz ≈ ∫ |�(z)|2dz = 1. We get the same result for B+, with |c2|2

instead of |c1|2.
Thus, equivariance (5.1.3.2) implies that, in the situation depicted in Fig. 5.4, a

fraction approximately equal to |c1|2 of the particles will go upwards and a fraction
approximately equal to |c2|2 of them will go downwards, so that the usual quantum
predictions (“Born’s rule”) are recovered in the de Broglie–Bohm theory.

The same statistics hold also if we reverse the direction of the field, as in Fig. 5.8.
Indeed, instead of (5.1.4.8), one then gets

�(z + t)c1|1 ↑〉 + �(z − t)c2|1 ↓〉 , (5.1.4.10)

whence a fraction approximately equal to |c1|2 of the particles will go downwards
(i.e., now with spin up) and a fraction approximately equal to |c2|2 of them will go
upwards. This is why we only need to know the “observable” being “measured” and
not the details of the measurement setup if we are only interested in the statistics
of the measurement. But, as we saw by contrasting Figs. 5.4 and 5.8, the result for
individual measurements depends on the details of this setup.

36This is only approximate (hence the use of the symbol ≈ below), because of the spreading of
the wave functions under free evolution, which implies that, even if the initial wave function has
a bounded support, this will not be true at later times. One says that the time evolution produces
“tails” of the wave function, namely regions where it is small but nonzero. However, in practice,
the probability of finding the particle in one of the tails of the wave function is exceedingly small.
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Now that we have seen how a measurement of something else than position
emerges naturally from an analysis of measurements of positions within the de
Broglie–Bohm theory, and before discussing further the implications of this obser-
vation, we will analyze another example.

Momentum Measurements

Let us consider a wave function that is real �(x1, . . . , xN , t), as many wave functions
are.37 Then, by (5.1.1.3), nothing moves! That sounds paradoxical, but is not a priori
contradictory. However, it means that the particle has zero momentum, while the
probability density for the results of measurements of the momentum38 is given by
|�̂(p, t)|2, where �̂(p, t) is the Fourier transform of �(x, t), and this distribution
is never exactly concentrated at zero. This does seem to lead to a contradiction.

But in order to “measure” that momentum, we cannot look at the particle as it
is, with “God’s eye” so to speak. One has to interact with the particle in a definite
way and observe, at the end of that interaction, its position. It is by analyzing that
interaction that one can see that there is no contradiction.39

Let us illustrate this with a simple example, discussed mathematically in Appen-
dix 5.D, which has some historical significance, since it is based on an objection
that Einstein raised against the de Broglie–Bohm theory in his contribution to the
book published in honor of Max Born when he retired [172]. Consider a particle in a
box of side L (which we consider in one spatial dimension, to simplify the notation).
Suppose it is free to move in that box. There is a family of wave functions �n(x, t) for
that system whose associated probability distributions are stationary, i.e., |�n(x, t)|2
is independent of time, and whose phase is constant in x , so that nothing moves,
but for which quantum mechanics predicts a nonzero distribution of velocities (or
momenta), if the latter are measured.

Einstein used this example to raise two objections. One was that, according to
standard quantum mechanics, the quantum behavior should approach, in some limit
(corresponding here to the index n of �n being large), the classical behavior, and a
classical particle should be somewhere in the box, while the wave functions �n(x, t)
only assign a probability of being observed at a given place in the box. This is a famil-
iar objection of Einstein against the completeness of ordinary quantum mechanics.
The other objection was directed at de Broglie and Bohm. Einstein thought that it
was unacceptable to have a zero velocity, since in the classical large n limit, one
would expect the particle to move back and forth between the two walls of the box,
as classical particles are expected to do.

37Or, which amounts to the same, with a phase S that is independent of (x1, . . . , xN ). Ground state
wave functions are, in general, real.
38See Appendix 2.C.
39In [70, Sect. 6.3], Bohm and Hiley give a general analysis of such an interaction. We will discuss
only a concrete example.
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Bohm’s reply to Einstein [66] was that his theory was not contradicted by any
experimental facts and that Einstein’s demand was therefore arbitrary.40 But it is
nevertheless interesting to show that, even in the situation considered by Einstein,
we obtain the usual quantum mechanical predictions if we “measure” the momentum
of the particle, even though its original momentum is zero.

Let us first see how one can measure the momentum of the particle. One way to
do it is to remove the walls of the box in which the particle is trapped and to detect
the position x of the particle after a certain time t . Then x/t gives a “measurement of
momentum” (we have set the mass m = 1), as we saw in Appendix 2.C. But removing
the walls of the box modifies the wave function of the particle, and gives it a non-
constant phase S(x), and thus, because of (5.1.1.3), it also implies that the particle
starts moving. This is explained mathematically in Appendix 5.D. We also show in
that appendix, by explicit computation, that one recovers two kinds of motions in
the limit of large n, one with a given velocity along the positive x axis and one with
the same absolute velocity, but with opposite sign. So one does recover Einstein’s
expectation in that “classical” limit, but only after interacting with the particle (by
removing the walls of the box).

One could go on and discuss more examples (see for example [70, 268] for a
number of them), but we prefer here to draw a more general conclusion.

5.1.5 “Contextuality” and Naive Realism About Operators

The statement that the measurement of an observable depends on the concrete exper-
imental arrangement used to “measure” it is true, not only for spin and momentum,
as we saw, but also for all quantum mechanical “observables”, other than position41

[105]. John Bell repeatedly emphasized the misleading character of the word “mea-
surement”, because it gives the impression that some real property of the system is
being measured. He raised the following “charge” against the use of this word:

[…] the word comes loaded with meaning from everyday life, meaning which is entirely
inappropriate in the quantum context. When it is said that something is ‘measured’ it is
difficult not to think of the result as referring to some pre-existing property of the object in
question. This is to disregard Bohr’s insistence that in quantum phenomena the apparatus as
well as the system is essentially involved.

John Bell [46, p. 34]

Moreover, it is because of “measurements” that we have this dual nature of the time
evolution in quantum mechanics: Schrödinger’s equation between measurements and
collapse when they occur. Would it not be more natural to have a theory in which

40For another reply, see Gondran and Hoblos [234, 235] who, following Born [77], consider a non-
stationary initial wave function and then obtain a de Broglie–Bohm motion close to the classical one.
41However, one can even have measurements of the position operator that do not measure positions.
See [147, Sect. 7.5] for an example of this situation.
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measurements were just ordinary physical processes, governed by the same physical
laws as those acting outside of measurements? But, as we just saw, that is exactly
what the de Broglie–Bohm theory does for us. The price to pay, so to speak, is that
measurements do not in general measure anything pre-existing to them.

But that is no price to pay at all! Indeed, the logical consequence of the no
hidden variables theorems is that measurements are “contextual”, namely that one
cannot think that a pre-existing value v(A) is revealed when one “measures” the
“observable” A, at least not for each A in a natural class of such observables. But this
contextuality is naturally explained by the de Broglie–Bohm theory, since the result
of measurement may depend, in each individual case, on the precise experimental
setup of the measuring device (although the statistical results will not depend on
this setup).

It is usually the orthodox discourse that falls into a sort of “naive realism with
respect to operators” [105], by giving the impression that one measures the values
of observables represented by matrices (or operators). Dürr, Goldstein, and Zanghì
have clearly expressed what is wrong about this sort of realism:

“Properties” that are merely contextual are not properties at all; they do not exist, and their
failure to do so is in the strongest sense possible!

Detlef Dürr, Sheldon Goldstein, Nino Zanghì [147]

The only thing we ever “see” are particle positions, and the calculus with operators
allows us to compute the statistics of those positions in certain types of interac-
tions, called, misleadingly, measurements.42 But that does not mean that one has
“measured” a physical quantity intrinsic to the quantum system.

5.1.6 What About the Collapse of the Quantum State?

The short answer, which we will elaborate in this subsection, is that there is never any
collapse of the quantum state in the de Broglie–Bohm theory, but there is an effective
collapse or a collapse “in practice”, which coincides with the one in ordinary quantum
mechanics, at least when the latter is unambiguous.43

As we saw, if a quantum state is a superposed state, namely a sum of two (or
more) terms corresponding to different physical situations, for example spin up and
spin down, or going through one slit or the other (in the double-slit experiment),
then one has to keep both terms in order to predict the future behavior of the system
correctly, although when the terms have disjoint supports, the particle will be guided
by only one of them, the one whose support it happens to lie in. This is because the

42See [147] for a more detailed discussion.
43The last sentence is needed because in ordinary quantum mechanics the exact time when the
collapse occurs is not well defined. It is defined by the “observation” but, as we discussed before,
that notion itself is imprecise.
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two terms may recombine later, in the sense that their supports overlap again, and
then both terms will affect the behavior of the particle. This is what happens both in
the double-slit experiment and in the Mach–Zehnder interferometer.44

On the other hand, we are supposed to keep only one term when we observe a
quantum system. What is the difference? In order to observe something, we need the
particle to interact with a macroscopic system, because that is the only sort of thing
we can perceive. A macroscopic system means that N in (5.1.1.1) and (5.1.1.4) is
large, of the order of Avogadro’s number N ∼ 1023. Such a system could be any
detector in a laboratory, a pointer pointing up or down, a cat that can be alive or dead,
etc. In Appendix 5.E, following Bohm and Hiley [70, Sect. 6.1], we consider an ion
chamber.

Suppose we have two terms, each of which corresponds to macroscopically dis-
joint situations. Consider again the example (2.5.1.1) of Chap. 2:

c1

(
1
0

)

ϕ↑(z) + c2

(
0
1

)

ϕ↓(z) , (5.1.6.1)

where ϕ↑(z) and ϕ↓(z) correspond to the last two pictures in Fig. 2.6. It is important
to realize that the variable z is a function of a large number of variables ∼1023. For
example, it could be defined as the center of mass of all the variables in the pointer.

The particle will be in the support of one of the terms. However, in principle we
must keep both terms because they may recombine later. But is such a recombination
possible in practice for macroscopic systems? The answer is no, and the reason is
that, as we illustrate in Appendix 5.E, one would have to get the support of the
quantum state to overlap again for each of the N variables. And while this is possible
for small N , it is quite a different matter to do it for N ∼ 1023. Thus, if we can be
sure that no overlap will occur in the future between the two terms, we can simply
keep the term in the support of which the particle happens to lie (and we know which
one it is because of the coupling between the particle and the macroscopic device,
by simply looking at the latter), as far as the predictions for the future behavior of
the system are concerned.45

So, in some sense, we do “collapse” the quantum state when we look at the result
of an experiment. But this is only a practical matter. We can still consider that the
true quantum state is and remains forever given by the time evolution of the full
quantum state (5.1.6.1). It is simply that one of the terms of the quantum state no
longer guides the motion of the particle, either now or at any time in the future.

The measuring process here is an entirely physical process, with no role what-
soever left to the observer. And the latter only uses the reduction of the quantum

44See Bell [38] for a discussion, similar to the one given here, of the effective collapse of the
quantum state in the de Broglie–Bohm theory, but in the example of the double-slit experiment.
45It is sometimes thought that, for such an effective collapse to occur, one needs the measuring
device to interact with an environment, such as the air molecules surrounding it, and ultimately the
entire universe. But that is not true: any sufficiently macroscopic device suffices, even if the latter
were perfectly isolated from the rest of the universe (which is never the case, but that is not relevant
since what we say would be true even if perfect isolation were possible).

http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
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state as a practical tool for further calculations on the system. We also see that this
reduction is a matter of degree: as the number N increases it becomes more and more
difficult to make the two terms of the quantum state interfere in the future, but there
is no N for which there would be a sharp jump from a non-reduced quantum state to
a reduced one.

This effect, namely the fact that the two terms in (2.5.1.1) will not overlap or
interfere in the future, is called decoherence and has been the subject of an extensive
literature. But, for our purposes, the basic idea, already given by David Bohm [62,
Part1, Sect. 7] in 1952 and outlined here, is already sufficient.

This is also very similar to what happens in classical statistical mechanics. It is
well known that Newton’s equations are “time-reversal invariant”. This means that
if we let any system of N particles, whose positions are X(t) = (

X1(t), . . . , X N (t)
)
,

evolve from time 0 to time T and, at time T , reverse the velocities of all the particles,
then the system will retrace its path backwards until it reaches, at time 2T , its initial
positions, with all the velocities reversed.

To give a concrete example of this behavior, consider a box divided in two halves
by a wall, with all the particles in one half of the box, and let us remove the wall at
time t = 0. Then the particles will disperse themselves throughout the whole box. We
never see them going back to the half box from which they started, although we just
gave a mechanism (reverse the velocities of all the particles) that will, in principle,
produce such a result. But what is possible in principle becomes impossible in practice
once N is large, although it would be possible if N were small.46 We say that the
behavior is irreversible for large N . But, just like the reduction of the quantum state,
this is a practical consideration, not a matter of principle, and it is a question of
degree: there is no sharp jump from microscopic and reversible to macroscopic and
irreversible as N increases. Reversal of the velocities just becomes more and more
difficult, in practice, as N increases. If one accepts that there is no mystery in the
irreversible behavior of classical statistical mechanical systems, one should likewise
accept that there is no mystery in the reduction of the quantum state within the de
Broglie–Bohm theory.

Moreover, once the particles are more or less homogeneously distributed through-
out the whole box, we can take this homogeneous distribution as a new “initial” state
for all future behavior of the system, i.e., we can forget the fact that all the particles
came from one half box in the past. For example, suppose that our box is part of
a second, larger box, and that we let the gas expand into that larger box once it is
homogeneously distributed in the first box. Then, there will be no noticeable dif-
ference between the behavior of the gas if we assume that it starts from a uniform
distribution in the first box or if we remember that it came earlier from one half of
that box.

This is again very similar to the situation in quantum mechanics, where one can,
in practice, use the reduced state, after the measurement, as the “real” state of the
system, as far as predicting its future behavior is concerned, and forget about the other

46For more details, see, e.g., [80, 225, 307].

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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“branches” of the quantum state, where the branches refer to the different terms in
(2.5.1.1) or in any other macroscopic superposition, such as (5.1.6.2).

Finally, let us stress that there is a rather common misconception about decoher-
ence, namely that this phenomenon not only allows us to make sense of the effective
collapse (hence to solve the “measurement problem”) within the de Broglie–Bohm
theory, but that it is also, on its own, sufficient to account for the collapse. The idea
is roughly that, if the different terms in the sum involving a macroscopic object like
(5.1.6.1) do not overlap, then we just pick up the one we see at the end of the exper-
iment in order to predict the future behavior of the system. The problem with this
view is that, if there is nothing in the “outside world” to distinguish that term from
the others in the sum, we get back to putting the observations in the very formulation
of our physical theories, which is what the de Broglie–Bohm theory manages to
avoid.47

There are more sophisticated ways to try to make decoherence the cornerstone of
a solution to the measurement problem, such as the many-worlds interpretation and
the decoherent histories approach, but these will be discussed in Chap. 6.

We note finally that this analysis can be extended without change to the general
measurements described in Appendix 2.D, resulting in states of the form

∑

n

cnϕ0(z − λnt)|en(x)〉 . (5.1.6.2)

For t not too small, in each term of the sum, ϕ0(z − λnt) will correspond to macro-
scopically different situations (for example, different positions of a pointer) and the
terms will in practice “decohere”, i.e., it will be impossible to make them overlap
again.

5.1.7 What Are the Meaning and the Origin of the Statistical
Assumptions on the Initial Conditions in the de
Broglie–Bohm Theory?

As we saw, we recover the statistical predictions of quantum mechanics if we assume
that the initial conditions in a given experiment are distributed with the probability
density |�(x, 0)|2, where �(x, 0) is the initial wave function of the system, and, for
simplicity, x ∈ R. This assumption is called the quantum equilibrium assumption.
But what does this assumption mean exactly and how can it be justified?

As regards its meaning, we already sketched it in Sect. 5.1.3 and Fig. 5.3. If we
have N particles in one spatial dimension, each of which have the same wave function
�(x, 0), then we assume that the positions of the particles are independent random
variables with identical distribution |�(x, 0)|2. By the law of large numbers, this

47There is also the crucial question, which we put aside for now, of what it could mean for the world
to be a wave function (see Sect. 6.1).

http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_6
http://dx.doi.org/10.1007/978-3-319-25889-8_6
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means that the empirical density distribution of the particles (in the sense explained
in Sect. 5.1.3 and in Appendix 3.A) will be given by the density ρ(x) = |�(x, 0)|2.

But this raises the question: why should the initial positions be distributed accord-
ing to |�(x, 0)|2? By the equivariance (5.1.3.2) of the |�(x, t)|2 distribution, we
know that any system that has the distribution |�(x, 0)|2 at the initial time 0 will
have the corresponding distribution |�(x, t)|2 at a later time. So, ultimately, we just
have to assume that the particles were distributed according to the |�(x, 0)|2 density
at the beginning of the universe. Having to make assumptions about the initial con-
ditions of the universe is something that always makes some people uneasy. But in a
deterministic world, assumptions about initial conditions always ultimately refer to
those of the universe.

In fact, if one wants to account for the increase of entropy (even from the point of
view of classical statistical mechanics), one has to assume that the universe started
in a very low entropy state, namely a very special or “improbable” one,48 and that
assumption is less easy to justify than the one we have to make in the de Broglie–
Bohm theory. But since there is only one universe, and not an ensemble of universes,
what does it mean to make statistical assumptions about it (whether in a classical or
quantum context)? Obviously, the empirical significance of such an assumption can
only come from empirical distributions of a large number of identical subsystems
of the “universe”. But to make sense of that, we must first explain what the wave
function of a subsystem means.

In ordinary quantum mechanics, one assumes that a system is “prepared” in a
given quantum state, which means that, by performing a measurement on a system
and looking at the result, one knows, because of the collapse rule, which quantum
state the system is in after that measurement.49 So let us consider what happens
in a measurement. We write the coordinates of the particles in the system and the
apparatus as (X, Y ), X for the system, Y for the apparatus (or the environment).
After the measurement, the wave function can be written as

�(x, y) = ψ(x)	(y) + �⊥(x, y) , (5.1.7.1)

where the lower case x, y denote the generic arguments of the functions, as opposed to
(X, Y ), which denote the actual positions.50 We assume that the actual coordinate Y is
in the support of 	 and that �⊥ denotes the “empty” part of the wave function which,
as we saw when we analyzed the measurement process in the previous subsection,
has a support in the y variables that is disjoint from the support of 	(y) and remains
so in the future.

48See [185, Chap. 5] and [389, Chap. 7] for pedagogical discussions of this idea.
49Assuming that the eigenvalue that is observed is non-degenerate.
50We follow the notation of [141] and do not use boldface letters, even though x, y, X, Y generally
belong to a space of more than one dimension. This is because we will use boldface letters below
for coordinates of several copies of the same system.
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For example, in the quantum state (5.1.6.1), if the pointer is in the support of

ϕ↑(z), then ψ(x)	(y) in (5.1.7.1) will correspond to

(
1
0

)

ϕ↑(z) and �⊥(x, y) to
(

0
1

)

ϕ↓(z). In the more general situation (5.1.6.2), if the pointer is in the support of

ϕ0(z − λk t) for some k in the sum, then ψ(x) = |ek(x)〉, and 	(z) = ϕ0(z − λk t),
while �⊥(x, y) = ∑

n =k cnϕ0(y − λnt)|en(x)〉.
The function ψ(x) is then called in [141] the effective wave function of the sys-

tem.51 This is simply the usual quantum mechanical wave function of a system that
has been “prepared” in a given quantum state by a previous measurement.

If we assume a quantum equilibrium distribution for the “universe” composed of
the system and its environment for which the probability density is

P(X = x, Y = y) = |�(x, y)|2 , (5.1.7.2)

and if y ∈ supp 	, then we get the conditional probability density

P(X = x |Y = y) = |ψ(x)|2 , (5.1.7.3)

where ψ(x) is the effective wave function of the system.52 We did not include the
time variable here, but this holds for any given time t .

In order to understand the empirical significance of (5.1.7.3), we need to consider
a system composed of a large number N of identical systems, with position variables
x = (x1, . . . , xN ), and the same effective wave function ψ(xi ), i = 1, . . . , N . We
can think of several measurements of similarly prepared systems, not necessarily in
the same place.53 We assume these systems to be non-interacting with one another.
Note that all experiments testing the statistical predictions of quantum mechanics
actually have this form. Even if one considers sets of particles that are interacting,
all the statistical tests are made with many non-mutually-interacting copies of those
sets of particles. Then, by (5.1.7.1), for each i = 1, . . . , N , we have

�(xi , yi ) = ψ(xi )	i (yi ) + �⊥
i (xi , yi ) , (5.1.7.4)

51In the situations where the decomposition (5.1.7.1) does not hold, there is a more general notion,
the conditional wave function [141]:

�(x) = �(x, Y ) ,

where x are the generic variables of the system and Y is the actual position of the environment. Of
course, �(x, Y ) = ψ(x)	(Y ) when the decomposition (5.1.7.1) holds.
52We have P(X = x |Y = y) = P(X = x, Y = y)/P(Y = y), and P(Y = y) =∫

P(X = x, Y = y)dx = ∫ |�(x, y)|2dx . By (5.1.7.1), if y ∈ supp 	, the latter is equal to∫ |ψ(x)	(y)|2dx = |	(y)|2, since
∫ |ψ(x)|2dx = 1. So finally, P(X = x, Y = y)/P(Y = y) =

|ψ(x)	(y)|2/|	(y)|2 = |ψ(x)|2.
53Nor necessarily at the same time either, although the treatment of measurements at different times
is more subtle, see [141, Sects. 8–10].
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where we write only the arguments xi , yi , the other variables being considered as
parameters.

One can show that, if Yi is in the support of 	i for each i , this yields the factor-
ization formula, proven in Appendix 5.F:

�(x1, . . . , xN , Y) = ψ(x1) · · · ψ(xN )	(Y) , (5.1.7.5)

where Y = (Y1, . . . , YN ), and 	 is a function only of Y. So here ψ(x1) · · · ψ(xN )

is the effective wave function of the system composed of N identical subsystems.
This implies, as in (5.1.7.3), that the probability density of X = (x1, . . . , xN ), given
Y = (Y1, . . . , YN ) = y, with yi in the support of 	i for each i , is

P(X1 = x1, . . . , X N = xN |Y = y) = |ψ(x1)|2 · · · |ψ(xN )|2 , (5.1.7.6)

which is the probability density of independent random variables (x1, . . . , xN ), with
identical distribution |ψ(xi )|2, ∀i = 1, . . . , N (see Appendix 3.A).

By the law of large numbers, this implies that the empirical distribution of the
results of position measurements of a large number of identical systems with wave
function ψ will satisfy Born’s rule. But once that rule is satisfied for the position
measurements, it is satisfied for all other “observables”, as we saw in the examples of
the spin and momentum measurements (see [141, 147] for an analysis of the general
case).

So once the laws of physics are given and once the initial quantum state �(x) of
the universe is chosen, with x = (x1, . . . , xN ) being the variables associated with all
the particles in that universe, the only thing the physicists’ metaphorical god had to
choose was a set of positions for all the particles of that universe. How did he do it?

Let us consider, for simplicity, a “universe” composed of N copies of the same
microscopic system, each system having a wave function ψ(x). In order to account
for the Born rule, all we have to assume is that this set of positions was chosen to
be typical with respect to the distribution |�(x)|2 = |ψ(x1)|2 · · · |ψ(xN )|2, meaning
that the empirical density distribution of those particles54 agrees to a very good
approximation with |ψ(x)|2. And once this holds at the initial time, it will hold for
all later times, because of the equivariance of that distribution.

How should one regard that last assumption, i.e., the quantum equilibrium assump-
tion? There are at least two ways to try to justify it. The first [141] is to say that,
because of the equivariance of |�(x)|2, this is a natural assumption, with no need
for further justification, since, once it is postulated to hold at a given time, it will
hold at all times. That initial time can then be taken to be the origin of the Universe.
The quantum equilibrium assumption is then viewed as analogous to the equilib-
rium distribution in statistical mechanics (hence the name): in statistical mechanics,
it is any non-equilibrium distribution that has to be justified, since the equilibrium
distribution is the most probable one. And the existence of a non-equilibrium distrib-
ution at the beginning of the universe is simply postulated, in order to account for the

54See Sects. 3.4.4 and 3.4.5 and Appendix 3.A for a definition of those notions.

http://dx.doi.org/10.1007/978-3-319-25889-8_3
http://dx.doi.org/10.1007/978-3-319-25889-8_3
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increase in entropy, with no deeper justification. Therefore, the quantum equilibrium
assumption is certainly more natural than the usual one made in statistical mechanics
in order to account for the law of increase of entropy.

However, it should be emphasized that this justification is not natural from a
Bayesian point of view. For example, if we consider particles in a one-dimensional
box [0, L], with the ground state wave function

ψ(x) =
√

2

L
sin

πx

L
,

then the quantum equilibrium distribution is

2

L

∣
∣
∣sin

πx

L

∣
∣
∣
2

,

while from a Bayesian or “indifference” point of view, one would rather take a
uniform distribution, with density 1/L . If we adopt that approach, the quantum
equilibrium assumption has to be considered as an independent principle.

Another line of thought, in order to justify the quantum equilibrium assumption,
is to argue that, even if the universe started in a non-quantum-equilibrium state,
it would quickly evolve towards quantum equilibrium under the de Broglie–Bohm
dynamics. This is far from being proven in general, but there is some good numerical
evidence for it in special cases [100, 487].55

Of course, if the universe was in a non-quantum-equilibrium state in the past, the
Born rule would not have been satisfied then. Moreover, as we will see in Sect. 5.2.1,
a non-equilibrium distribution generally allows instantaneous transmission of mes-
sages. But provided that such an initial non-quantum-equilibrium distribution has
disappeared and that we are now in quantum equilibrium, no contradiction arises
from the assumption of a non-quantum-equilibrium initial state of the universe. On
the other hand, it is not clear what one gains by assuming an initial non-equilibrium
distribution, unless one finds evidence that such a non-equilibrium distribution has
existed in the past.56

5.1.8 Heisenberg’s Relations and Absolute Uncertainty

The Heisenberg uncertainty relations57 do not conflict with the de Broglie–Bohm
theory since the statistical predictions of the latter are the same as those of ordinary

55This convergence to equilibrium cannot be true in full generality since, for any real wave function
�(x) nothing moves, hence all distributions are stationary in that situation and do not converge to
anything. There have also been some attempts to prove convergence to equilibrium theoretically
[67, 481–484].
56See [484, 485, 488] for a discussion of a possible non-equilibrium distribution in the early universe.
57See Appendix 2.C.
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quantum mechanics, and the Heisenberg uncertainty relations are only relations
between the variances of those statistical predictions. But since, according to the
de Broglie–Bohm theory, particles do have positions and velocities at all times,
why can’t we measure them with more accuracy than is allowed by the quantum
formalism?

The answer lies in Eq. (5.1.7.3) or (5.1.7.6). Everything we can know about a
system, if we assume that the universe is in quantum equilibrium, is encoded in
the values of the Y variables, which are those of the environment or the measuring
devices. But even if we knew everything, down to the position of every particle in the
environment, which is obviously far more than we can ever know (even if the world
obeyed classical laws), the probability density, conditioned on that knowledge, is
given by the right-hand side of (5.1.7.3) or (5.1.7.6). So whichever measurement we
perform, we will never obtain a better knowledge of the system than the one encoded
in that quantum equilibrium distribution.

Moreover, since ψ has a dynamical role and not only a probabilistic one, that
distribution will tend to become more spread out under the time evolution [as we
saw, for the case of a free evolution in (2.A.2.24)], so that the initial uncertainty
can only grow. This is what Dürr, Goldstein, and Zanghì call absolute uncertainty
[141, Sect. 11]. It goes beyond the Heisenberg uncertainty relations, the latter being
a consequence of that fundamental uncertainty.58

An intuitive way to understand this is by reflecting on the fact that all our knowl-
edge of the world depends on the latter being in a non-equilibrium situation. Indeed,
if the world was in equilibrium, there would be no brains to start with and no record-
ing devices either: think for example of a homogeneous gas or fluid as examples of
equilibrium states; they are too structureless to record information. In other words,
the world is assumed, in the de Broglie–Bohm theory, to be in quantum equilibrium,
relative to the universal wave function. But the universal wave function itself is in a
situation similar to the positions and momenta of all the particles of the universe in
classical statistical mechanics and therefore has to be far from a thermal equilibrium
state for anything interesting (like us, humans) to be around.59

Finally, let us remark that if one measures the spin of a single particle in a given
direction, noted 1, then in another direction noted 2 and one repeats the operation
(measuring again in direction 1, then 2 etc.) an arbitrary number of times, after
each measurement, the conditional probability density will always be given by the

58Indeed, if we perform, say, a position measurement and, as a result we obtain a wave function with
a relatively narrow support ψ(x), then, of course, a subsequent measurement of momentum will
start from that wave function and will have a variance Var(p) related by (2.C.1.4) to the variance
Var(x) of the original x measurement (see Appendix 2.C for the computation of those variances
for Gaussian wave functions). On the other hand, if we consider the example of a particle in a box,
discussed in Sect. 5.1.4 and Appendix 5.D, the initial momentum is zero and therefore has a variance
equal to zero. But, since what we “measure” is not that initial momentum but the asymptotic position
of the particle after removing the walls of the box, and thus setting the particle in motion, the result
of that “measurement” will coincide with the ordinary quantum predictions (see Appendix 5.D),
and will therefore also satisfy the Heisenberg uncertainty relations.
59See [141, Sects. 12–14] for more details.

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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right-hand side of (5.1.7.3) for the ψ that is being observed (either up or down). So
that, no matter how many measurements we perform, we can never predict the future
better than what is allowed by the wave function at any given time. This sounds
counterintuitive, because, after all, if we fix the initial wave function and the initial
position of the particle, as well as the measuring procedure for each measurement,
the entire sequence of results is determined.

Actually, this was also the basis of an objection, by von Neumann,60 to the idea of
hidden variables: if one makes those alternating measurements, in direction 1, then 2,
etc., sufficiently often, then eventually one should be able to narrow down the range
of the values of those hidden variables so that the future would become predictable
with more precision than is allowed by quantum mechanics. The above analysis
shows that this is not true. The system behaves in a way which is similar to the map
f : x → 10x mod 1 on I = [0, 1[ encountered in Sect. 3.4.2. Here, too, the system
is deterministic but if our “observations” consist in recording which is the first digit
a1 of x = 0.a1a2a3 . . . , then a2 of f (x) = 0.a2a3 . . . , a3 of f ( f (x)) = 0.a3a4 . . . ,
etc., then no matter how many such observations we make, there will always be an
equal probability of finding any ai = 0, 1, 2, . . . , 9 at the next step.61

5.1.9 What Is the Relationship Between the de Broglie–Bohm
Theory and Ordinary Quantum Mechanics?

The answer to this question may shock certain people, but it is the same theory!
Or, more precisely, the de Broglie–Bohm theory is a theory, while ordinary quantum
mechanics is not. Indeed, quantum mechanics doesn’t even pretend to be a theory, but
rather claims to be an algorithm allowing us to compute “results of measurements”.
Another way to say this is that ordinary quantum mechanics is the algorithm used to
compute results of measurements that is derived from the de Broglie–Bohm theory.

One might also say that ordinary quantum mechanics is simply a truncated version
of the de Broglie–Bohm theory: in ordinary quantum mechanics, one ignores the
particle trajectories, but since the empirical predictions of the de Broglie–Bohm
theory are statistical, and are the same as those of ordinary quantum mechanics,
there are no practical consequences of that omission.

Thus, ordinary quantum mechanics is sufficient “for all practical purposes”
(FAPP) to use Bell’s expression [46]. But it is the de Broglie–Bohm theory that
explains why ordinary quantum mechanics is sufficient FAPP, something that is
true but mysterious without de Broglie–Bohm. In particular, both the collapse rule
and the statistical nature of the predictions find a natural explanation within the

60At least according to Wigner, who told the story as though von Neumann was his “friend”, see
[516, Note 1, p. 1009].
61Here, the probability refers to the Lebesgue measure on the interval [0, 1[, which amounts to
considering all the symbols ai to be independently distributed and giving equal probability to each
possible value of ai = 0, . . . , 9.

http://dx.doi.org/10.1007/978-3-319-25889-8_3
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de Broglie–Bohm theory, due firstly to the analysis of measurement as a purely
physical mechanism, always governed by the Schrödinger equation, and secondly to
the hypothesis of quantum equilibrium.

5.2 Some Natural Questions About the de Broglie–Bohm
Theory

5.2.1 How Does the de Broglie–Bohm Theory Account
for Nonlocality?

In Chap. 4, we gave an argument combining those of EPR and Bell which proved that
there exist nonlocal effects in Nature. But we did not say what these effects were due
to, nor how we could explain them. Indeed, in order to do that, we have to go beyond
ordinary quantum mechanics, where nonlocality only manifests itself through the
“collapse rule”, whose status is unclear.

On the other hand, the de Broglie–Bohm theory “explains” the nonlocality, insofar
as it can be explained. At least, one can see what is going on in those nonlocal effects.
We will explain this in three steps: first in general terms, then in a simple example,
and finally, in the EPR–Bell situation.

The wave function is defined on configuration space, not on ordinary space. As
we saw in Sect. 5.1.1, this is a major difference with respect to electromagnetic
fields, which are always defined on R

3, independently of the number of particles
producing them. The fact that the wave function is defined on configuration space is
the source of nonlocality, because it implies that the motion of each particle depends
on the positions of all the other particles. This in turn happens because, in (5.1.1.3),
S
(
X1(t), . . . , X N (t), t

)
is evaluated at all the actual positions of all the particles.

This means, say for N = 2, that if we change the position X1(t) of the first particle,
we will in general change the value of S

(
X1(t), X2(t)

)
and of its derivatives, and

therefore the velocity of X2(t), no matter how far apart X1(t) and X2(t) happen to be.
There is, however, an important exception, namely when the quantum state factor-

izes into a product of states, one for each particle: �(x1, . . . , xN ) = ∏N
j=1 �k(x j ).

Then the phase

S
(
X1(t), . . . , X N (t), t

) =
N∑

j=1

Sj
(
X j (t), t

)
,

and taking derivatives, we get, for each k = 1, . . . , N ,

d

dt
Xk(t) = 1

mk

∂

∂xk
Sk

(
Xk(t), t

)
, (5.2.1.1)

so that each particle then follows its own law, independently of the other particles.

http://dx.doi.org/10.1007/978-3-319-25889-8_4
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This is the situation which is analogous to the Hamiltonian being a sum of terms in
classical mechanics, implying that there is no direct interaction between the particles.
But, and this is the main difference with the classical situation, in the de Broglie–
Bohm theory, it is not enough for there to be no direct interaction between the particles
for them to move independently of each other: one must also have factorization of
the quantum state into a product of states in order to obtain an equation of motion of
the form (5.2.1.1). The example of the quantum state (4.4.2.1) in Chap. 4 shows that
one can have non-factorization, even when there is no direct interaction between the
particles.

Nevertheless, if the quantum state factorizes approximately, then the particles
do behave approximately independently of each other. One expects this to occur
typically for macroscopic systems, and as a result, the world is more or less local.
This then explains why Casimir’s worry [93], mentioned in Chap. 4, about “the
results of experiments on free fall here in Amsterdam” depending appreciably “on
the temperature of Mont Blanc, on the height of the Seine below Paris and on the
position of the planets”, will never really give cause for concern.

To illustrate the nonlocality of de Broglie–Bohm theory, consider two particles
in one dimension (to simplify matters), with (X1, X2) denoting the positions of the
particles, and let V be a potential localized around x1 = a and acting on particle 1
(Fig. 5.9). This affects �(x1, x2) via the Schrödinger equation:

i
∂

∂t
�(x1, x2, t) = H�(x1, x2, t) , (5.2.1.2)

with

H = −1

2

(
∂2

∂x2
1

+ ∂2

∂x2
2

)

+ V (x1 − a) , (5.2.1.3)

where a ∈ R and we set the masses equal to 1. We assume that V ( · ) is a function
localized around 0. The presence of V will affect the value of �(x1, x2), at least
when x1 is close to a (in fact, in general, the effect propagates in time even to values
of x1 far away from a, but we leave that aside).

Fig. 5.9 An illustration of
nonlocality in the de
Broglie–Bohm theory

2
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Fig. 5.10 Paths A, A′, B, and B ′ with two mirrors. Reproduced with permission from D.A. Rice:
A geometric approach to nonlocality in the Bohm model of quantum mechanics, American Journal
of Physics 65, 144–147 (1997). Copyright 1997, American Association of Physics Teachers

This, in turn, affects the behavior of the second particle via the guiding equation

Ẋ2 = ∂

∂x2
S(X1, X2, t) , (5.2.1.4)

where �(x1, x2, t) = R(x1, x2, t)ei S(x1,x2,t). The state � can be viewed as the graph
of a surface above the (x1, x2) plane (which is complex in general). Changing that
surface around some value x1 = a affects it right along the line in the plane where
the coordinate x1 = a, and this may affect the motion of a particle located at X2, if
X1 is close to a, even if X2 is arbitrarily far away from the value a where the wave
function is affected, in its x1 variable.

To understand all this more intuitively, let us consider the following example, due
to Dien Rice [416]. Figure 5.10 shows a two-particle quantum state, emitted from the
source S, and which is a superposition of “particle 1 following path A and particle
2 following path B” and of “particle 1 following path A′ and particle 2 following
path B ′”:

|�〉 = 1√
2

(|1A〉|2B〉 − |1A′〉|2B ′〉) . (5.2.1.5)

Of course, in ordinary quantum mechanics, the particles do not follow any path, so
the paths in Fig. 5.10 are just paths along which the wave function propagates. On the
other hand, in the de Broglie–Bohm theory, the particles do follow paths, determined
by the part of the wave function |1A〉|2B〉 or |1A′〉|2B ′〉 whose support they happen
to lie in. In Fig. 5.10, there are mirrors along the possible paths followed by the wave
function 1 that reflect it, so that the paths A and A′ cross. Now, if we detect particle
2 along path B (at the top of Fig. 5.10), this means that the support of the particles is
in the part |1A〉|2B〉 of the wave function, and therefore that particle 1 will be found
along path A, if detected (that is, at the bottom of Fig. 5.10), and vice versa for paths
B ′ and A′.

Let us now introduce more mirrors, this time along the possible paths followed
by wave function 2, as in Fig. 5.11. To proceed with our argument, we need an
important but elementary property of the de Broglie–Bohm evolution (5.1.1.3): the
paths of the particles can never cross each other, at the same time, in the space R

4
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Fig. 5.11 Paths A, A′, B, and B ′ with four mirrors. Reproduced with permission from D.A. Rice:
A geometric approach to nonlocality in the Bohm model of quantum mechanics, American Journal
of Physics 65, 144–147 (1997). Copyright 1997, American Association of Physics Teachers

(each particle’s motion takes place in a plane R
2). This is because (5.1.1.3) is a first

order equation, and the velocities are uniquely determined by the positions, at any
given time. Crossing of trajectories at the same time is therefore impossible, since it
would mean that the same positions (at the point where they cross) could correspond
to two different velocities (each pointing in the direction of one of the crossing paths).

But then, the only possibility is that the paths followed by the particles bounce
off each other,62 as in Fig. 5.11. What the arrows in that figure now indicate are
the possible particle paths. Note, however, that the paths A, A′, B, B ′ of the wave
functions cross each other, as in Fig. 5.10 for A, A′ and now symmetrically for B,
B ′, contrary to the particle paths.63

Thus, now, if particle 1 starts out in the support of the part A of the wave function,
it will end up in the support of part A′ and vice versa; and similarly for particle 2
and the support of parts B, B ′ of the wave function. When the paths of the wave
functions cross each other, the particles will go from being in the support of the part
|1A〉|2B〉 of the quantum state (5.2.1.5) to being in the support of the part |1A′〉|2B ′〉.
The particles switch horses so to speak, i.e., they go from being guided by one of
the wave functions to being guided by the other. So if the particle 2 is detected at the
top of Fig. 5.11, particle 1 will also be detected at the top of that figure (unlike what
happened without the mirrors on the possible paths of particle 2).

This illustrates how nonlocality works in the de Broglie–Bohm theory: by putting
mirrors along the possible paths of particle 2, one instantaneously modifies the path
followed by particle 1 since, without those mirrors, if particle 1 starts in the support of
the part |1A〉|2B〉 of the quantum state (5.2.1.5), it will end at the bottom of Fig. 5.10,
while if the mirrors are inserted, it will end at the top.

62Of course, this assumes a perfect symmetry between the two parts of Fig. 5.11.
63The Schrödinger equation (5.1.1.1) is also first order in time, but that does not imply that the
paths followed by the wave functions cannot cross each other. Indeed, in order for that crossing to
be forbidden, one would need the right-hand side of (5.1.1.2) to coincide for the two wave functions
when they cross, i.e., the wave functions and their second derivatives would have to coincide, and
there is no reason why that should happen.
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Of course, since the situation is symmetrical, one could insert or not mirrors along
the possible paths of particle 1 (assuming that there are already mirrors along the
possible paths of particle 2) and instantaneously affect the path taken by particle 2.

However, since this does not affect the statistics of what one detects, it cannot
be used to send messages instantaneously: whatever is done to particle 2, one will
detect particle 1 half of the time on each of the paths A or A′.

But this last result depends on the fact that we are in quantum equilibrium. Sup-
pose that we had an ensemble of particles such that, even though the wave function is
still given by (5.2.1.5), all the particles are in the support of the first term in (5.2.1.5)
(which would of course constitute an initial state that was not in quantum equilib-
rium). Thus, all the particles 1 will initially follow path A and all the particles 2
will follow path B. Then by inserting or not inserting a mirror along the paths of
particle 2, we can ensure that, after the trajectories cross or bounce off one another,
the detection of particle 1 will be either at the top (if the mirrors are inserted) or at the
bottom of the picture (if the mirrors are not inserted). By repeating the experiment
several times, this would of course allow the person who controls the mirror on the
paths of particle 2 to send a message to the person who detects particle 1. It is enough
to associate a symbol 0 with the absence of the mirrors and 1 to their presence. Then
any sequence of 0 and 1 s can be transmitted by repeating the experiment several
times.64 Here we see why the hypothesis of quantum equilibrium is crucial: without
it, one could send messages instantaneously.65

Finally, let us analyze the EPR–Bell experiments in the framework of the de
Broglie–Bohm theory. This is illustrated in Figs. 5.12 and 5.13. We start with a
quantum state like (4.4.2.1), but consider only the spins in direction 1 and reintroduce
the spatial part of the state:

|�〉 = 1√
2

[
|A 1 ↑〉|B 1 ↓〉�A(xA, z A)�B(xB , zB) − |A 1 ↓〉|B 1 ↑〉�A(xA, z A)�B(xB , zB)

]
,

(5.2.1.6)

where xA, xB, z A, zB are the x and z coordinates of particles A and B, which are as
in Fig. 5.4: the z coordinates denote the vertical direction in which the particle may
be deflected, and the x coordinates denote the direction in which the particle moves
towards the measuring devices (we will neglect the x coordinates below).

Consider Fig. 5.12. If we measure first66 the spin of particle A in direction 1, we
will get the up result, given the initial particle position, assuming that things are
symmetric, as in Fig. 5.4. But this means that the quantum state (5.2.1.6) becomes

64The fact that a non-equilibrium distribution would allow us to send messages instantaneously is
in fact quite general [486].
65And, because of the relativity of simultaneity, discussed in the next subsection, one could in
principle send them into one’s own past, at least when one does not introduce an additional structure,
such as a preferred foliation into spacetime. See [319, Chap. 4] and [48] for a discussion of the
relationship between nonlocality and the sending of messages.
66Readers may wonder what “first” and “later” mean in a relativistic framework. This will be
discussed in the next subsection.

http://dx.doi.org/10.1007/978-3-319-25889-8_4
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Fig. 5.12 Measurement of the spin on the left first

Fig. 5.13 Measurement of the spin on the right, after a measurement on the left

effectively |A 1 ↑〉|B 1 ↓〉�A(z A − t)�B(zB), since the particle A is in the support
of that part of the state, and the other part |A 1 ↓〉|B 1 ↑〉�A(z A + t)�B(zB) now
has a support disjoint from |A 1 ↑〉|B 1 ↓〉�A(z A − t)�B(zB).

This implies that particle B must also be guided only by that part of the wave
function. Since the spin part of the quantum state is |B 1 ↓〉, it will go down in all
cases, irrespective of its initial position, if one measures its spin in direction 1, after
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Fig. 5.14 Measurement of the spin on the right first

the measurement at A, as in Fig. 5.13. The final quantum state for the two particles
will be |A 1 ↑〉|B 1 ↓〉�A(z A − t)�B(zB + t).

Consider now Fig. 5.14. There one measures the spin of particle B first (in
direction 1). Since the initial position is above the symmetry axis, as in Fig. 5.13,
particle B goes up and the quantum state of the two particles becomes |A 1 ↓〉|B 1
↑〉�A(z A)�B(zB − t). But then a later measurement of the spin of particle A
in direction 1 yields the result down, again irrespective of the initial position of
that particle, and the final quantum state for the two particles is |A 1 ↓〉|B 1
↑〉�A(z A + t)�B(zB − t).

Finally, if the orientation of the magnetic field is reversed (as in Fig. 5.8), if
one measures first the spin of particle A, one obtains the quantum state |A 1 ↓〉|B 1
↑〉�A(z A−t)�B(zB) and a later measurement at B produces the up result, irrespective
of the initial position of the B particle (see Fig. 5.15). So the final quantum state
for the two particles is |A 1 ↓〉|B 1 ↑〉�A(z A − t)�B(zB + t), if one reverses
also the direction of the field acting on particle B, as in Fig. 5.15, while it will be
|A 1 ↓〉|B 1 ↑〉�A(z A − t)�B(zB − t) if one does not reverse it.

All this illustrates how nonlocality works in the de Broglie–Bohm theory. There
is a genuine action at a distance here, since choosing the orientation of the magnetic
field that measures the spin of particle A will affect the motion of that particle, but
also of particle B, no matter how distant the two particles are from one another.
Another way to see this nonlocal action is to note that, if we measure the spin at A
first, then with the initial particle positions as in Figs. 5.12 and 5.13, particle B will
go down, whereas if we measure the spin at B first, then particle B will go up.

However, in the de Broglie–Bohm theory, no message can be sent in the EPR–Bell
type situations if we assume quantum equilibrium, because then each side will see
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Fig. 5.15 Measurement of the spin on the left first, with the field reversed on both sides

a “random” sequence of up and down results, whichever measurement one chooses
to make, and there is no way to manipulate those measurements so as to transmit a
message.67 But if one were in a non-quantum-equilibrium situation, one could send
messages, just as in the situation with the mirrors described above.

The fact that the de Broglie–Bohm theory is nonlocal is a quality rather than
a defect, of course, since Bell showed that any correct theory must be nonlocal.
Moreover, the nonlocality is of the right type (assuming that we are in quantum
equilibrium), i.e., just what is needed to reproduce Bell’s results, but not more,
where “more” might be a nonlocal theory allowing the transmission of messages.

5.2.2 What About Relativity?

This question, which is probably the most frequent objection made against the de
Broglie–Bohm theory (apart from some silly ones to be discussed later), has to
be divided into several sub-questions. From the 1930s, physicists tried to extend
quantum mechanics to classical field theories, such as electromagnetism, which is
the simplest example of a relativistic theory. A field is (to give a very simple idea)
just a function φ(x, t) depending on x ∈ R

3 and on time. The idea was to “quantize”
them, which in our language means that, instead of being defined as a function on
R

3N (for N particles), the quantum state would have to be defined on a space of
functions: �(φ), with φ = φ(x, t) being a field configuration.68 This extension led

67See [37, 158, 208], [70, p. 139], and [319, Chap. 4] for a general argument.
68This is not the way quantum field theory is usually presented, but it allows us to make a straight-
forward connection with ordinary quantum mechanics.
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to extremely successful predictions in quantum electrodynamics, and later in the
theory of elementary particles.

So one may ask a first question: is there a de Broglie–Bohm version of those
theories? In particular, since the usual theory deals with particles, can it deal with
fields? And since the number of particles is fixed in the de Broglie–Bohm theory,
how does it deal with the creation and annihilation of pairs of particles (which occurs
in many elementary particle processes)?

To answer such questions, one would have to define a dynamics for the fields rather
than for the particles, and the guidance equation would apply to the dynamics of field
configurations. That is certainly doable and was partly achieved by Bohm back in
1952 [62]. One can also propose other Bohm-like quantum field theories, including
theories of particles and their pair creation.69 However, this issue is too technical to
be discussed here. We only emphasize that the upshot is that all the predictions of the
usual quantum field theories are also obtained in those Bohmian-type models and, to
the extent that those models are rather ill-defined mathematically, the same thing is
true for ordinary quantum field theories,70 which is not the case for non-relativistic
quantum mechanics or the corresponding de Broglie–Bohm theory for particles.

But there is another question, concerning the compatibility of the de Broglie–
Bohm theory and relativity theory, which brings in the notion of Lorentz invariance.
To explain briefly what is at issue here, let us start with Galilean invariance, a notion
that arises in classical mechanics. To formulate the laws of physics, we need a system
of coordinates, that is, we have to fix an origin of space and choose three perpendicular
axes, in the directions x , y, and z. We also have to choose an origin for the time
axis, and we have to choose length units such as the meter and time units such as the
second. Obviously these choices are conventional and the way we formulate the laws
of physics cannot depend on our conventions. A given set of such conventions (the
origin of space and time and the perpendicular axes) is called a frame of reference.

But there is another, less obvious property of these laws. To explain it, we need the
notion of inertial frames of reference, which can be defined as a frame of reference
such that a particle on which no forces act will move on a straight line at constant
speed (possibly equal to zero). Here, one defines the fact that no force acts by saying
that the particle is very far away from everything else.71 Obviously, if one described
the world by attaching coordinates to a merry-go-round (that is, by defining a frame
of reference in which the merry-go-round is at rest), everything would look as if it
were rotating, and at increasing speed as one moved away from the merry-go-round.
But this would just be an artifact of our choice of coordinates. In practice, one can
find approximate inertial frames of reference, like the Earth, which do rotate, but
whose rotation can be neglected, at least in most circumstances.

69See [145, 146, 148, 150]. For reviews and references to the original papers, see [464, 465, 477].
70See, for example, [216] for an introduction to a rigorous approach to quantum field theories. One
can always put a cutoff on the range of momenta to which the theory applies in order to make it
well defined, although that trick does not answer the real question, namely, what happens if one
removes the cutoff.
71This is, of course, an idealization, but it is good enough to allow us to identify approximate inertial
frames of reference.
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Since in an inertial frame of reference, a particle on which no forces act moves
on a straight line at constant speed, different inertial frames also move, one relative
to another, on a straight line at constant speed (i.e., there is no “absolute” state of
rest for an inertial frame of reference). Now, suppose that one describes the motion
of a particle in two different inertial frames of reference. Is one frame preferable
to the other or is the choice between them also conventional? The answer is that
there is no preferred frame, and this is expressed in classical mechanics by saying
that the laws of physics are invariant under certain transformations of our systems
of coordinates, called Galilean transformations. These transformations are rather
obvious: one simply adds to the velocity of an object in a first frame of reference the
velocity of that first frame relative to a second frame, and one obtains the velocity of
the object in the second frame. Newton’s laws of motion are invariant under Galilean
transformations, which means that they have the same form in all inertial frames of
reference, and no physical effect distinguishes one inertial frame from another.

However, it turns out that the laws of electromagnetism are not invariant under
these Galilean transformations!72 This is one of the discoveries that gave rise to
the theory of relativity,73 which still postulates that the laws of physics should be
invariant under transformations between different inertial frames of reference, but
under the Lorentz transformations rather than the Galilean ones.74

The main consequence, for our purposes, of the replacement of Galilean transfor-
mations by Lorentz transformations is that it implies the relativity of simultaneity.
This means that, while we naively think that there is a “now” that applies to the
entire universe (it seems to make sense to say that an event here and on the moon
happen at the same time), and while this is true in classical mechanics, it is not so in
relativity. Whether two events happen at the same time depends on the inertial frame
of reference one uses. If someone passes my present location, but in a moving rocket,
his present and my present will be different for distant objects. Thus, if the laws of
physics are invariant under Lorentz transformations, they should not make any ref-
erence to the notion of “absolute simultaneity” (meaning simultaneity independent
of any frame of reference).

But this poses a priori a problem for a relativistic formulation of the de Broglie–
Bohm theory, since in Eqs. (5.1.1.3) and (5.1.1.4), the right-hand side depends on the
positions of all the particles, but evaluated at the same time, which means that the
very formulation of the theory seems to require a notion of absolute simultaneity.

However, this problem is in reality the expression, in the de Broglie–Bohm theory,
of the existence of nonlocal causal connections proven by Bell, the latter being

72This is because the speed of light enters into those equations. But then the equations cannot
be invariant under Galilean transformations, since those transformations change the speed of any
object when one passes from one frame to another.
73For a good introduction to the theory of relativity, see [469], and for a careful conceptual discus-
sion, see [326].
74Under the Lorentz transformations, the speed of light is constant and the laws of electromagnetism
are invariant.
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instantaneous.75 But instantaneous in which frame? If the theory is Lorentz invariant,
it should not matter. But suppose we describe an EPR experiment, like those discussed
in Sect. 4.2 [see the quantum state (4.4.2.1)], using the language of the collapse of
the quantum state. If the measurement at X is done first on particle A, then that also
collapses the quantum state of particle B at Y , and vice versa. But if the events are
spatially separated and if the collapse is instantaneous, then which comes first, the
measurement on A or on B, is frame-dependent. On the other hand, if there is a cause
and effect relation, we would like the cause to precede the effect in all frames.

But that is simply impossible! The only way to avoid the instantaneous collapse
causing such a problem would be if the collapse were purely epistemic and not in
any sense a physical occurrence. In the language of Chap. 4, this would mean that
the answers to the “questions” are predetermined. Then there would indeed be no
problem in learning about one answer by obtaining the correlated answer far way.
But Bell has shown that this idea simply does not work.

In fact, if one looks at books that purport to unify quantum mechanics and rel-
ativity, specifically books on quantum field theory, one never finds a discussion of
the collapse rule in relativistic terms, although this rule is essential to ordinary quan-
tum mechanics. Why? Because quantum field theory essentially allows us to compute
“scattering cross-sections”, that is, the results of what happens when particles collide
with one another. The results are, it is true, invariant under Lorentz transformations,
but so are the predictions of Bohm-like quantum field theories, since they are the
same as those of the usual theories.

The predictions of quantum field theory are extremely impressive, but contrary
to received opinion, it is not true that there exists a fully relativistic quantum the-
ory. After all, such a theory should be a generalization of non-relativistic quantum
mechanics and should include (as one of its approximations) the results of EPR–Bell
experiments (or any similar experiments involving a collapse of the quantum state
when the latter is an entanglement of states whose parts are spatially separated). But
that would require a relativistic treatment of the collapse as a physical process, and
such a treatment simply does not exist. Moreover, one would encounter enormous
difficulties if one tried to formulate it, as we just explained.

The reason why few people worry about this sort of question is probably just that
the implications of EPR and Bell concerning the nonlocality of the world have not
yet been fully grasped. We will discuss this further in Chap. 7.

So ordinary quantum mechanics, including quantum field theories, and the de
Broglie–Bohm theory are on an equal footing here, except that the latter faces a
problem that the former simply ignores. And within the de Broglie–Bohm framework,
one can introduce a sort of simultaneity in a Lorentz invariant way [154].76 Once
such a notion of simultaneity is introduced, one can write down equations such as
(5.1.1.3) and (5.1.1.4), or their analogue for relativistic quantum field theories, since
they depend on the positions of all the particles at the same time. The trick that allows

75At least, since one cannot check experimentally that this simultaneity is absolute, much faster
than the speed of light.
76Technically, this is called a foliation of spacetime.

http://dx.doi.org/10.1007/978-3-319-25889-8_4
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one to do that in a Lorentz invariant way is to relate this notion of simultaneity to
the wave function of the universe. Of course, it can be objected that introducing a
global nonlocal object, such as the wave function of the universe goes against the
common understanding of relativity, and it certainly goes against the way Einstein
thought about relativity.

That common understanding supposes that Lorentz transformations can be applied,
not only to the entire universe, but also to subsystems of that universe, which can
in practice be considered isolated from the rest: for example, one often considers
the Earth as an isolated system, which of course is not strictly true (e.g., because of
the attraction of the Sun). If the Lorentz transformations were applicable only to the
entire universe, then they would be pretty useless, since all the applications of the
theory of relativity concern subsystems much smaller than the universe.77 But the
nonlocality proven by Bell shows that systems can be non-isolated, even though they
do not interact directly with anything, because their quantum state may change due
to a measurement done far away that collapses their state, as shown in the example of
the quantum state (4.4.2.1). So because of Bell’s result, we need to introduce some
nonlocal structure in our theories, and the nonlocal structure introduced in [154] may
therefore not be so objectionable after all.

In any case, the problem of a genuine Lorentz invariance of our most basic physical
theory, namely quantum mechanics, in the face of EPR–Bell experiments is probably
the biggest problem that theoretical physics faces today, even though it is not even
recognized as such by most theoretical physicists. Here is how John Bell summarized
the situation:

[The usual quantum] paradoxes are simply disposed of by the 1952 theory of Bohm, leaving
as the question, the question of Lorentz invariance. So one of my missions in life is to get
people to see that if they want to talk about the problems of quantum mechanics — the real
problems of quantum mechanics — they must be talking about Lorentz invariance.

John Bell [47]

5.2.3 What About the Classical Limit?

In ordinary quantum mechanics, one expects the theory to approximate classical
mechanics in certain limits, e.g., if objects have large masses or large energies. One
expects that the wave function will not then spread too much, and its motion will be
more or less classical.78 But that does not answer the question of the status of the
wave function: if it only means that it determines the probability of finding a particle

77For example, when one derives conservation laws, such as conservation of energy, momentum,
and angular momentum, one always assumes that the systems to which those laws apply are isolated,
otherwise there would be no way to derive those laws. But if the conservation laws held only for
the universe, they would have no practical applications.
78In (2.A.2.24), one sees that the larger the mass, the slower the spreading, since time enters in
(2.A.2.24) only through the factor t/m.

http://dx.doi.org/10.1007/978-3-319-25889-8_4
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somewhere after a measurement, then even in a “classical limit”, the particle is not
actually in any specific location before being measured, no matter how narrowly
concentrated in space the wave function is.

Actually, it is easy to give examples where the wave function is not concentrated in
space, even for large objects. Consider Einstein’s boxes. In that situation, as already
mentioned in Chap. 4, the wave function is extended over both boxes, no matter how
big the particle is. If the particle is in neither of the boxes before being observed, what
happens if we replace the particle by larger and larger groups of particles? When do
we make an ontological jump from “not being in either box” to “being in one box or
the other, but we don’t know which one”? That cannot happen just because we take
a limit in some equation!

In the de Broglie–Bohm theory, there is no such problem, because particles have
trajectories, whether we look at them or not and whether the particles are big or small.
The only issue is whether their motion, which can be highly non-classical, as we see
in Fig. 5.1, becomes approximately classical for large particles.79 The simplest way
to see when and why this happens is probably by looking at the second order equation
(5.1.1.5): the equation is just like Newton’s equation of motion, but with an extra
term in the potential, the quantum potential. Thus, the motion will be approximately
classical if the term in (5.1.1.5) equal to the derivative of the quantum potential, is
so small as to be negligible. Many examples of this situation are given by Bohm and
Hiley [70] and Holland [268]. A general discussion and an explicit conjecture about
the validity of the classical limit is given in [11].

5.3 Other Objections

As Sheldon Goldstein observed in his Encyclopedia of Philosophy article on
“Bohmian mechanics” (called the de Broglie–Bohm theory here)80:

A great many objections have been and continue to be raised against Bohmian mechanics.
Here are some of them: Bohmian mechanics makes predictions about results of experi-
ments different from those of orthodox quantum theory so it is wrong. Bohmian mechanics
makes the same predictions about results of experiments as orthodox quantum theory so it
is untestable and therefore meaningless. Bohmian mechanics is mathematically equivalent
to orthodox quantum theory so it is not really an alternative at all. Bohmian mechanics
is more complicated than orthodox quantum theory, since it involves an extra equation.
(This objection is based on the surprisingly common misconception that orthodox quantum
theory is defined solely by Schrödinger’s equation, and does not actually need as part of

79For particles in the box, this corresponds to large index n in the wave functions �n (see Appen-
dix 5.D).
80Here are some remarks that may help to understand the quote. The many-worlds theory will
be discussed in Sect. 6.1. The von Neumann theorem will be discussed in Sect. 7.4. The Kochen–
Specker theorem is a version of the theorem in Sect. 2.5. The curved trajectories in the absence of
forces are illustrated in Fig. 5.1. The stationary quantum states referred to here are those were the
wave function is real, whence the particles do not move, according to (5.1.1.3). In Appendix 5.D,
we give examples of such states, even with high energies.

http://dx.doi.org/10.1007/978-3-319-25889-8_4
http://dx.doi.org/10.1007/978-3-319-25889-8_6
http://dx.doi.org/10.1007/978-3-319-25889-8_7
http://dx.doi.org/10.1007/978-3-319-25889-8_2
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its formulation any of the measurement postulates found in textbook quantum theory. It
is only within a many-worlds framework that this view could begin to make sense, but I
strongly doubt that it makes sense even there.) Bohmian mechanics requires the postulation
of a mysterious and undetectable quantum potential. Bohmian mechanics requires the addi-
tion to quantum theory of a mysterious pilot wave. Bohmian mechanics, as von Neumann
has shown, can’t possibly work. Bohmian mechanics, as Kochen and Specker have shown,
can’t possibly work. Bohmian mechanics, as Bell has shown, can’t possibly work. Bohmian
mechanics is a childish regression to discredited classical modes of thought. Bohmian trajec-
tories are crazy, since they may be curved even when no classical forces are present. Bohmian
trajectories are crazy, since a Bohmian particle may be at rest in stationary quantum states.
Bohmian trajectories are crazy, since a Bohmian particle may be at rest in stationary quantum
states, even when these are large-energy eigenstates. Bohmian trajectories are surrealistic.
Bohmian mechanics, since it is deterministic, is incompatible with quantum randomness.
Bohmian mechanics is nonlocal. Bohmian mechanics is unintuitive. Bohmian mechanics is
the many-worlds interpretation in disguise. (For a bit of discussion of some of these objec-
tions, see the exchange of letters on Quantum Theory Without Observers, in the February
1999 issue of Physics Today, particularly the last four of the eight letters [223].)

Sheldon Goldstein [231] (in the 2001 edition)

Although our discussion so far should allow the reader to answer many of those
objections, we shall deal with some of them here.

5.3.1 Isn’t This a Return to Classical Mechanics?

An American president might reply to that question by saying: “It depends what you
mean by classical.” The theory is “classical” in the sense that particles have definite
properties (but only their positions81) without being measured or observed. But then
the special and general theories of relativity are also classical in that sense. If the
particles do not have any property whatsoever, then we do not know what the theory
says about the world, outside of measurements.

On the other hand, the motion of the particles is highly non-classical, if “classical”
refers to intuitions based on classical mechanics, since one can have particles that
do not move82 or move in a “strange” fashion, as in the double-slit experiment (see
Fig. 5.1). So the de Broglie–Bohm theory should not be blamed for being a return to
classical mechanics, in the same way that nobody would raise that objection against
the special and general theories of relativity.

Besides, the theory introduces a minimal set of “classical” variables, only the
positions, and it accounts for all the other “variables” as emerging from an analysis
of the motion of the particles.

81Since their positions vary with time, they also have velocities but, as we discussed in Sect. 5.1.4,
when one “measures” the “momentum”, one does not get the actual value of those velocities. So in
the de Broglie–Bohm theory, there are no “hidden variables” for the momenta. We will discuss this
important property of the de Broglie–Bohm theory again in Sect. 5.3.3.
82Like the particles in the box whose states are discussed in Appendix 5.D, or certain electrons,
whose wave function is also real, for example, those in an atomic “ground state”.
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Moreover, what could be less classical than nonlocal dynamics, such as we find
in the de Broglie–Bohm theory? And once we understand, thanks to the EPR–Bell
argument, that nonlocality is unavoidable, what could be a serious defect is turned into
a major quality: making the nature of nonlocality in the world thoroughly explicit.

In fact, when discussing the de Broglie–Bohm theory, one often hears contradic-
tory objections: first that the theory is “a return to classical mechanics”, then that the
motion of the particles is counterintuitive or that it does not put all observables on an
equal footing (since only the positions have values independently of measurements).
But one cannot have it both ways: if particles have no positions and no trajectories (as
the orthodoxy maintains), then what could be strange about the trajectories that are
proposed by the de Broglie–Bohm theory? People who raise that objection must have
in mind some picture of what is going on outside of measurements, for example, that
particles in a box bounce back and forth or that electrons move around the nucleus.
But that is not what the orthodoxy says: in orthodox quantum mechanics, there are
no trajectories and so one should not speak of “particles bouncing back and forth” or
of “electrons moving around the nucleus”. Similarly, when people object that posi-
tions have a “privileged status” relative to other observables in the de Broglie–Bohm
theory, either they think that all observables have definite values before measure-
ments (which leads to contradictions because of the no hidden variables theorems)
or they think that nothing “exists” independently of measurements, which leads one
to wonder what measuring devices are made of.

5.3.2 Isn’t the Theory Too Complicated?

The theory is not very complicated, since the equation of motion (5.1.1.3) is the sim-
plest one which could be associated with the wave function and which is equivariant
(5.1.3.2). If we want to introduce particles that move, then it is natural to have their
motion determined by that law. As noted by the philosopher and logician Hilary
Putnam, responding to the charge made in Wikipedia that “Bohm’s theory is math-
ematically inelegant”:

The formula for the velocity field is extremely simple: you have the probability current in
the theory anyway, and you take the velocity vector to be proportional to the current.83 There
is nothing particularly inelegant about that; if anything, it is remarkably elegant!

Hilary Putnam [410]

Moreover, all the quantum phenomena, including all the strange interference effects,
experiments with spin, etc., can be derived from that assumption alone, together
with the quantum equilibrium assumption on the initial conditions. What could be
simpler?

Finally, there is a big difference between being complicated and being mysterious
or incomprehensible. Ordinary quantum mechanics may seem simple, but that is true

83See Appendix 5.A for the definition of the probability current. (Note by J.B.).
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only as long as one does not ask where the collapse rule comes from or what the
wave function means physically. It is only by overlooking the collapse rule (which is
indispensable for the quantum predictions to agree with observations) that one can
pretend that ordinary quantum mechanics has only one equation (the Schrödinger
equation) while de Broglie–Bohm has two equations, and hence is more complicated.

Of course, the story we have been telling about how measurements work and the
assumption of quantum equilibrium is more complicated than the simple collapse
rule. But this is like saying that statistical mechanics is more complicated than ther-
modynamics. Of course it is, because the former explains the latter. And the long
story we have been telling explains why the collapse rule works, without making it
into a deus ex machina. If someone wants to have a “simple” theory, they can just use
ordinary quantum mechanics, with the dual laws of the Schrödinger evolution and
the collapse rule, but knowing that there is a deeper explanation that unifies both of
these rules, just as they can use thermodynamical formulas for the entropy without
worrying about their justifications, but knowing that they exist.

5.3.3 What About the Symmetry Between Position
and Momentum?

Heisenberg [259, p. 118] and Pauli [379, p. 33], [381, p. 12] have raised the following
objection to the de Broglie–Bohm theory84: in quantum mechanics, there is a “perfect
symmetry” between positions and momenta in the sense that the usual wave function
�(x) is related to the probability density of positions (when they are measured!),
which is given by |�(x)|2, while its Fourier transform �̂(p) is related in a similar
way to the probability density of momenta (also when they are measured!), which
is given by |�̂(p)|2, as we saw in Appendix 2.C.85 The de Broglie–Bohm theory,
by giving an ontological status to positions, is supposed to break that symmetry and
should thus be rejected, if only on esthetic grounds.

But what exactly is the Heisenberg–Pauli argument? This symmetry suggests that
the particles have positions and momenta, even when we do not measure them, and
the probability densities of their distributions are given by |�(x)|2 and |�̂(p)|2,
respectively. That of course would contradict de Broglie–Bohm because that theory
does not assign positions and momenta (when they are not measured) according
to those distributions, at least not for the momenta, as we saw in the example of
the particle in the box. But that is also not what ordinary quantum mechanics says,
because of its emphasis on measurements. It does not say that particles have positions
and momenta distributed according to |�(x)|2 and |�̂(p)|2; it only says that we will
find those distributions as results of our measurements. Moreover, the no hidden
variables theorem discussed in Chap. 2 makes it impossible to assume that particles
have both positions and momenta that are simply revealed by their “measurements”.

84See [344] for a detailed discussion of this objection, and see also [89].
85This holds for any given time t , which we suppress here in the arguments of �(x) and �̂(p).

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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The de Broglie–Bohm theory solves this problem in the most elegant way: it
does assume that particles have positions and momenta, but not of course distributed
according to the impossible statistics of |�(x)|2 and |�̂(p)|2, and yet it explains, by
taking into account the active role of measurements, why the results of measurements
for both positions and momenta agree with the usual quantum mechanical predictions.

So where is the problem? Of course, the no hidden variables theorems preventing
us from assigning both a position and a momentum to particles (outside of observa-
tions) whose distributions would be given by |�(x)|2 and |�̂(p)|2 were not known
to Heisenberg and Pauli, but it is fair to say that we can see now why their objection
is devoid of substance.

5.3.4 What About the No Hidden Variables Theorems?

We have already answered that objection. The no hidden variables theorems show
that certain variables, such as the spin values, cannot be introduced as existing prior to
their measurements, if those values are such that measurements merely reveal them.
But the de Broglie–Bohm theory accounts for those measurements precisely by not
assuming that those measured values pre-exist and by showing how the results of
measurements emerge naturally from a theory that assumes only that particles have
positions.

Bohm and Hiley [70, p. 121] give the following concrete illustration of the way the
de Broglie–Bohm theory avoids the impossibility implied by the no hidden variables
theorems. We define the following operators:

A = σ 1
x , B = σ 2

y , A′ = σ 1
z σ 2

z , B ′ = σ 1
y σ 2

x , C = σ 1
x σ 2

y ,

where the sigma matrices are the Pauli matrices, as in Appendix 2.F, and the super-
scripts 1, 2 refer to two different particles with spin (but the operators A, B, etc., are
different here and in that appendix). From the relations (2.F.4)–(2.F.7) between these
matrices, we get

C = AB = A′ B ′ , (5.3.4.1)

where the last identity follows from A′ B ′ = σ 1
z σ 2

z σ 1
y σ 2

x = σ 1
z σ 1

y σ 2
z σ 2

x , since σ 2
z

and σ 1
y commute (2.F.7), and then one uses the commutation and anticommutation

relations (2.F.5, 2.F.6) to get σ 1
z σ 1

y = −iσ 1
x and σ 2

z σ 2
x = iσ 2

y , which yields A′ B ′ = C .
The matrices A, B, C commute among themselves, and so do A′, B ′, C , because

σ 1
z anticommutes with σ 1

y and σ 2
z anticommutes with σ 2

x by (2.F.5), but A and B do
not commute with A′, B ′, because σ 1

x does not commute with σ 1
z and σ 1

y , and σ 2
y does

not commute with σ 2
z and σ 2

x . So we can measure C in two different ways. The first
would be to measure A and then B, and finally C : if we get the values a and b for
the first two measurements, we necessarily get the value ab for the measurement of
C (the quantum state resulting from the first two measurements being an eigenvector

http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
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of C).86 But we could also measure first A′ and then B ′, and finally C : in that case,
if the results of the measurements of A′ and B ′ are a′ and b′, we will get the value
a′b′ for the measurement of C .

But there is no reason why the result a′b′ of the second measurement should coin-
cide with the result ab of the first measurement. Indeed, if we assumed that, we would
be guilty of “naive realism with respect to operators”. The two experimental arrange-
ments corresponding to the sequence of measurements, A, B, C and A′, B ′, C are
different and since, as we saw in the example of the spin measurements in Sect. 5.1.4,
the result of a measurement depends on the detailed experimental arrangement of the
measuring device. Thus, there is no reason to expect these two different experimental
arrangements for the measurement of C to give the same results.

In this way, the de Broglie–Bohm theory avoids the contradictions that would
otherwise be implied by the no hidden variables theorems if it assumed that there
were values pre-existing the measurements and that the latter revealed them. For we
know that, if the theory made that assumption, and if v(A) denoted this value for a
given A, we would have v(AB) = v(A)v(B), whenever A and B commute and, in
the example above, we would then have v(C) = v(A)v(B) = v(A′)v(B ′). But as
we saw in the no hidden variables theorem in Chap. 2, assuming this sort of relation
leads directly to a contradiction.

5.3.5 If the Predictions of the de Broglie–Bohm Theory
Are the Same as Those of Quantum Mechanics,
What Is the Point of the de Broglie–Bohm Theory?

We have already answered this question: if ordinary quantum mechanics is a theory,
what is it a theory of? If it is a theory about results of measurements, then it is not a
physical theory, which is supposed to deal with the world outside of our laboratories
and to be checked by experiments, but not be limited to them. If it is a theory about
the world outside of our laboratories, then what does it say? As we saw in detail
in Sect. 2.5, the answer to that crucial question is often ambiguous or even, when
made precise, false (because no quantum state ever collapses under the ordinary
quantum evolution, or because of the no hidden variables theorems). So the point of
the de Broglie–Bohm theory is simply to be the missing theory behind the quantum
algorithm.

5.3.6 Why Isn’t there an Action–Reaction Principle
in the de Broglie–Bohm Theory?

In classical mechanics, there is a well-known action–reaction principle: if body 1
exerts a force on body 2, then body 2 exerts a force on body 1, of the same strength,

86See Appendix 2.C.2.

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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but in the opposite direction to the first force. In classical field theories, such as
electromagnetism or general relativity, the matter or energy content of the universe
both generates fields and is affected or guided by them. But there is no relationship of
this kind between particle positions in the de Broglie–Bohm theory and the quantum
state. The latter guides the motion of the particles, but is not affected by them. The
quantum state is just there. This is seen as a problem for the de Broglie–Bohm theory
by some authors, for example by Anandan and Brown [17].

Dürr, Goldstein, and Zanghì have stressed the analogy between the quantum state
and the Hamiltonian in classical physics, since this is also an object that is defined on
an abstract space, guides the particles, and is not affected by them [144].87 The double
role of the quantum state, both dynamical and statistical (via the quantum equilibrium
hypothesis), is also true for the Hamiltonian, since the probability distribution in
equilibrium is given by exp(−βH). So the analogy is that H is similar to − log �,
with β = 2, since the equilibrium distribution is given by88 | exp(2 log �)| = |�|2,
and the equations of motion (5.1.1.3) involve the derivative of log �, just as they
involve the derivatives of the Hamiltonian in classical mechanics.

An obvious objection to this analogy is that, in general, the quantum state changes
with time, even for an isolated system, while the Hamiltonian does not. But Dürr,
Goldstein, and Zanghì point out that one may have models of a quantum state for the
universe that is static, yet such that one can also define quantum states for subsystems
(of the universe) that evolve in time (see [144, Sect. 13] for a simple example).

Even putting aside the merits of this latter argument, the analogy with the Hamil-
tonian helps us think of the quantum state as being an aspect of the physical laws
rather than a physical object. In the de Broglie–Bohm theory, what is fundamen-
tally “physical” are the trajectories, and the quantum state that guides them can be
considered as somewhat similar to a law of Nature.

5.4 Conclusions

In this section, we will first review the problems faced by the de Broglie–Bohm
approach,89 then summarize its merits.

5.4.1 Trouble in Paradise?

There are two sorts of problems that the de Broglie–Bohm theory faces. One is the
issue of relativity. But as we saw, because of nonlocality, a genuine merger between

87Of course, both the Hamiltonian and the quantum state depend on the existence and the properties
of the particles via the potential term in the Hamiltonian or in the Schrödinger equation.
88Writing � = Rei S , we get log � = log R + i S and | exp(2 log �)| = R2 = |�|2.
89The title of the next subsection was inspired by [89].



5.4 Conclusions 181

quantum mechanics and relativity is still an open problem for everyone, not just
for defenders of the de Broglie–Bohm theory. Indeed, it may be the deepest current
problem in theoretical physics, and certainly the deepest unrecognized problem in
theoretical physics.

The other problem, which we have not discussed yet, is underdetermination.
Indeed, the guiding equation (5.1.1.4) is far from being the only one that will repro-
duce the quantum predictions.

First of all, there exists a replacement of (5.1.1.4) by a stochastic equation, due to
Imre Fényes and developed by Edward Nelson (see [182, 217, 348, 349]) that will
reproduce the quantum predictions. In that theory, the trajectories will be random
and will certainly not coincide with those of the de Broglie–Bohm theory. Moreover,
there exists a one-parameter family of such stochastic theories.

But even restricting oneself to deterministic theories, Deotto and Ghirardi have
shown [122] that there is an infinity of equations, similar to (5.1.1.4) but with a
modified right-hand side, that give rise to an equivariant dynamics relative to the
|�(x, t)|2 distribution.90 And one still has an infinity of equations, even after impos-
ing restrictions of “naturalness” on these modified equations. All these dynamics
will predict the same results for the weak measurements of Fig. 5.2, even though it is
only in the usual de Broglie–Bohm theory that those measurements reveal the actual
velocities (in that sense, the usual de Broglie–Bohm theory is more natural than all
these alternative theories).

The situation seems to be somewhat worse when considering quantum field the-
ories: there the problem is not that one cannot formulate a de Broglie–Bohm type of
quantum field theory, but that there is no unique way to do it91: one can formulate field
theories for bosons92 in a rather standard way, analogous to the de Broglie–Bohm
theory for particles, with a dynamics for field configurations instead of (5.1.1.4).
Here what exists are only the fields, without localized particles (of course, as in the
case of particles, the velocity law for fields is not unique).

However, for fermions, formulating a de Broglie–Bohm quantum field theory is
more problematic. If one introduces instead a theory based on particles rather than
fields, there are several possibilities, but a discussion of these would go beyond the
scope of this book. However, the problem is certainly not that one cannot reproduce
the usual quantum field theory predictions within a de Broglie–Bohm like theory.93

90This follows from the observation that, if one adds any term of the form j(x, t)/|�(x, t))|2 to
the right-hand side of (5.1.1.4), where ∇ · j = 0, then the |�(x, t)|2 distribution density remains
equivariant, because the left-hand side of (5.A.1) in Appendix 5.A is not modified by the addition
of a current of the form (5.A.6) with ∇ · j = 0.
91See [464, 465] for a summary of the different possibilities and for references to the original papers.
92Here we introduce a distinction between bosons and fermions which is essential in quantum
field theory, but which is not discussed elsewhere in this book. Without entering into a detailed
discussion, one can think of bosons, e.g., photons, as mediating interactions between particles, and
fermions, e.g., electrons, protons, and neutrons, as constituents of ordinary matter.
93In [145, 146, 148, 150], one introduces a stochastic process with creation of pairs of particles
at random times and a deterministic evolution in-between. In [99], one introduces a deterministic
model with a “Dirac sea”.
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In [226], Goldstein, Taylor, Tumulka, and Zanghì have shown that there exists an
even more radical form of underdetermination: suppose that we have a theory with
a certain number of types of particle (say, quarks, electrons, protons, etc.). Then,
if one keeps the Schrödinger equation and the quantum state unchanged, one can
modify (5.1.1.4) so as to restrict it to a subset of all the types of particles, in such
a way that all our macroscopic records will be unchanged, so that there is no way
to test whether all particles are real or whether only some of them are (for example,
quarks could be real, but not electrons).94 One can go even further and give “quite
ridiculous” versions of that argument, to use the expression of Schrödinger about
his cat being both alive and dead, and claim that nothing exists outside the solar
system, or that women don’t exist (for men and, of course, vice versa) and yet, all
the observable predictions remain the same. We will not explain how one constructs
such implausible theories, which are nevertheless empirically equivalent to the usual
one [226], but the fact that these constructions are possible is related to the absolute
uncertainty implied by quantum equilibrium. Because of quantum equilibrium, we
cannot observe the trajectories, nor manipulate the initial conditions so as to obtain
results that go beyond what the quantum formalism predicts, but as shown in [226],
the uncertainty goes much further than this.

Before drawing the conclusion that this shows the unreliability of the de Broglie–
Bohm theory and to use it as an argument in favor of ordinary quantum mechanics, one
should observe that, from the point of view of [226], in ordinary quantum mechanics,
nothing exists. Indeed, what is done in [226] is to restrict the set of species of particles
that are assumed to exist. But in ordinary quantum mechanics, nothing at all exists
(outside of measurements). Put another way, one “chooses” the empty set as subset
of all the types of particles!

How should one think about these various forms of underdetermination? For the
last one, one has to remember the Duhem–Quine thesis discussed in Chap. 3: one
can always introduce “crazy” theories in an ad hoc way. Here it is quite natural to
put all the particles (or, in some cases, the fields) that enter the quantum state and
the Hamiltonian on the same footing, i.e., assume that they exist, and that a guiding
equation like (5.1.1.4) holds for all of them.

For the theories exhibited by Deotto and Ghirardi or for the “choice” between
stochastic (Nelson) and deterministic (de Broglie–Bohm) theories, one might a priori
hope that some unique version arises as a limit of deeper, relativistic theories.95 But
then, what about the underdetermination in quantum field theories? Again, one may
hope that quantum field theories are not the last word and that they arise from a
unique deeper theory (strings for example?).

However, such hopes are not likely to be realized. One might also argue that some
theories are more natural or elegant than others (and that argument can be made for
the version of the de Broglie–Bohm theory given in this book [152, Sect. 8.1]). But

94One could also introduce only fermionic variables and not bosonic ones. This is actually Bell’s
approach in [42].
95For a discussion of the situation for relativistic de Broglie–Bohm theories, see [269, 270].

http://dx.doi.org/10.1007/978-3-319-25889-8_3
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we have no good reason to believe that the world is kind enough to conform itself to
what we, humans, consider natural or elegant.

Another, more modest, viewpoint is that we just have to live with underdetermi-
nation and to consider it as part of the human condition, i.e., of the limitations of our
knowledge, just as the absolute uncertainty, discussed in Sect. 5.1.8 and following
from quantum equilibrium, limits our ability to know a system with more precision
than is allowed by the quantum formalism. But in no way does this uncertainty sug-
gest that we should give up the project underlying the de Broglie–Bohm theory, viz.,
a rational understanding of quantum mechanics. Indeed, it is only because of this
deeper understanding that the issue of underdetermination can be raised. In an ill-
defined theory or in a “theory” restricted to predicting “measurements”, everything
is underdetermined in a sense, because nothing is being said about the world itself.

5.4.2 The Merits of the de Broglie–Bohm Theory

We want to emphasize two of the main merits of the de Broglie–Bohm theory. The
first one is that it exists. And since it is a truism that a single counterexample is
enough to refute a general claim, it is a counterexample to three claims that have
been almost universally accepted by physicists, commented by philosophers, taught
in classes, and sold to the general public:

1. That quantum mechanics signals the end of determinism in physics.
2. That quantum mechanics assigns a special role, in its very formulation, to the

“observer”. There has been quite some debate as to whether this “observer” is
a set of laboratory instruments or a human consciousness, but the debate would
never have got under way if the central role of observations in quantum mechanics
had not been accepted to start with.

3. That quantum mechanics is something that “nobody understands”, to quote
Richard Feynman [185]; that quantum mechanics is mysterious and requires a far
more drastic revision in our ways of thinking than any previous scientific revo-
lution; or, even more radically, as Murray Gell-Mann reportedly said: “[T]here’s
much more difference […] between a human being who knows quantum mechan-
ics and one that doesn’t than between one that doesn’t and the other great apes.”
[203].

By simply existing, being deterministic, and describing the “measurements” as purely
physical processes, the de Broglie–Bohm theory constitutes a refutation of claims 1
and 2.

A further quality of de Broglie–Bohm theory is its perfect clarity, which refutes
claim 3. The philosopher of science David Albert gave a nice formulation of that
idea:

This is a kind of theory whereby you can tell an absolutely low-brow story about the world,
the kind of story (that is) that’s about the motions of material bodies, the kind of story
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that contains nothing cryptic and nothing metaphysically novel and nothing ambiguous
and nothing inexplicit and nothing evasive and nothing unintelligible and nothing inexact
and nothing subtle and in which no questions ever fail to make sense and in which no
questions ever fail to have answers and in which no two physical properties of anything
are ever “incompatible” with one another and in which the whole universe always evolves
deterministically […]

David Albert [8, p.169]

Of course, some effort is needed to understand this theory, but not more than to
understand, say, the theories of special and general relativity (at least not for someone
who knows the mathematics of standard quantum mechanics). The de Broglie–Bohm
theory contains paradoxes galore, but so do the theories of relativity. However, in
neither case do the paradoxes imply any contradiction: they are simply due to the
fact that we are misled by our intuitions.

Since the de Broglie–Bohm theory is nothing but a rational version of quantum
mechanics, it makes no new predictions. But it has several concrete applications, such
as numerical simulations of the wave function in quantum chemistry [524], many-
body simulations based on Bohmian ideas [399], and semi-classical approximations
(see [466] and references therein).

However, its main virtue is to clarify our ideas. Given that there are endless
bookshelves of confused talk about the role of the “observer” in physics or about the
death of determinism, this is no small feat, especially given the number of times that
this accomplishment has been declared impossible. Moreover, the following quote
by John Bell shows the essential role of Bohm’s work in his own thinking and in his
discovery of nonlocality:

When I first realized that [Bohm’s theory is nonlocal], I asked: “Is that inevitable or could
somebody smarter than Bohm have done it differently and avoided this nonlocality?” That
is the problem that [Bell’s] theorem is addressed to. The theorem says: “No! Even if you
are smarter than Bohm, you will not get rid of nonlocality,” that any sharp mathematical
formulation of what is going on will have that nonlocality . . . In my opinion the picture
which Bohm proposed then completely disposes of all the arguments that you will find
among the great founding fathers of the subject—that in some way, quantum mechanics was
a new departure of human thought which necessitated the introduction of the observer, which
necessitated speculation about the role of consciousness, and so on. All those are simply
refuted by Bohm’s 1952 theory.

John Bell [47]

The objections made by Einstein seemed purely philosophical or even “metaphys-
ical” to many physicists. Recall the quote in Sect. 1.5 in which Pauli compared
Einstein’s queries to the question of “of how many angels are able to sit on the point
of a needle” [79, p. 223].

But such speculations have led, through the work of Bell, to the discovery of
nonlocality. Furthermore, because they lie at the basis of quantum information theory,
they have also led to various technological applications. And as we have just seen,
Bohm’s papers were a major source of inspiration for Bell.

http://dx.doi.org/10.1007/978-3-319-25889-8_1
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So let us leave the last word to Bell, hoping that other people will appreciate the
“impossible” when it is done. After recalling the von Neumann argument, reported
by Born,96 against the impossibility of hidden variables, Bell “saw the impossible
done” in Bohm’s 1952 papers:

Bohm’s 1952 papers on quantum mechanics were for me a revelation. The elimination of
indeterminism was very striking. But more important, it seemed to me, was the elimination
of any need for a vague division of the world into “system” on the one hand, and “apparatus”
or “observer” on the other. I have always felt since that people who have not grasped the
ideas of those papers . . . and unfortunately they remain the majority . . . are handicapped in
any discussion of the meaning of quantum mechanics.

[…]

Why is the pilot wave picture ignored in textbooks? Should it not be taught, not as the only
way, but as an antidote to the prevailing complacency? To show that vagueness, subjectivity,
and indeterminism are not forced on us by experimental facts, but by deliberate theoretical
choice?

John Bell [49, pp.173, 160]

One possible answer to that question could be that “the pilot wave picture” is just
one “interpretation” of quantum mechanics among many, so why pay attention to
that one alone? The next chapter will deal with that objection.

Appendices

5.A The Continuity Equation for the |�|2 Distribution

Let us consider Schrödinger’s equation (5.1.1.1) with H given by (5.1.1.2). We will
first prove the following continuity equation:

∂|�(x, t)|2
∂t

+ ∇ · j(x, t) = 0 , (5.A.1)

where ∇ = (∂/∂x1, . . . , ∂/∂xN ) is the gradient, the dot denotes the scalar product,
and j(x, t) = ( jk(x, t))N

k=1 (we index the components here by k instead of j) is the
“probability current” or the “quantum flux” defined by

jk(x, t) = 1

2imk

[

�∗(x, t)
∂

∂xk
�(x, t) − �(x, t)

∂

∂xk
�∗(x, t)

]

(5.A.2)

= 1

mk
Im

[

�∗(x, t)
∂

∂xk
�(x, t)

]

.

96This was in Born’s book Natural Philosophy of Cause and Chance [76], since Bell did not read
German and von Neumann’s book [496] was only translated into English in 1955. We will discuss
Born and von Neumann’s views in Sects. 7.2 and 7.4.

http://dx.doi.org/10.1007/978-3-319-25889-8_7
http://dx.doi.org/10.1007/978-3-319-25889-8_7
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To prove (5.A.1), write

∂|�(x, t)|2
∂t

= �∗(x, t)
∂�(x, t)

∂t
+ �(x, t)

∂�∗(x, t)

∂t
, (5.A.3)

take the complex conjugate of (5.1.1.1), viz.,

− i
∂�∗

∂t
(x, t) = H�∗(x, t) , (5.A.4)

and insert this and (5.1.1.1) into (5.A.3). The potential term cancels out and we get

∂|�(x, t)|2
∂t

= −1

i

N∑

k=1

1

2mk

[

�∗(x, t)
∂2

∂x2
k

�(x, t) − �(x, t)
∂2

∂x2
k

�∗(x, t)

]

.

(5.A.5)
It is enough to observe that

∂

∂xk

[

�∗(x, t)
∂

∂xk
�(x, t) − �(x, t)

∂

∂xk
�∗(x, t)

]

= �∗(x, t)
∂2

∂x2
k

�(x, t)

− �(x, t)
∂2

∂x2
k

�∗(x, t)

to obtain (5.A.1).
Now, if we consider (5.1.1.4), we see that the function j(x, t) = ( jk(x, t))N

k=1
[whose arguments are the generic variables x rather than the actual positions of the
particles as in (5.1.1.4)] is of the form

j(x) = V�(x, t) |�(x, t)|2 , (5.A.6)

and we can write (5.A.1) as

∂|�(x, t)|2
∂t

+ ∇ ·
[
V�(x, t)|�(x, t)|2

]
= 0 , (5.A.7)

which is the continuity equation97 one would obtain for a “fluid” of density ρ(x, t) =
|�(x, t)|2, with local velocity V�(x, t). This will be useful when we come to prove
the equivariance of the |�(x, t)|2 distribution in Appendix 5.C.

97This equation was first written by Erwin Madelung, who gave it a “hydrodynamic” interpretation
[315, 316].
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5.B A Second Order Dynamics and the Quantum Potential

Here we derive (5.1.1.5) from (5.1.1.1)–(5.1.1.3). We insert �(x, t) = R(x, t)ei S(x,t)

into Schrödinger’s equation (5.1.1.1), where x = (x1, . . . , xN ). Suppressing here the
arguments (x, t), we get

i∂ R

∂t
ei S − ∂S

∂t
� = −

N∑

j=1

1

2m j

[
∂2 R

∂x2
j

− R

(
∂S

∂x j

)2
+ 2i

∂ R

∂x j

∂S

∂x j
+ i R

∂2S

∂x2
j

]

ei S + V � .

(5.B.1)

Dividing both sides by ei S and separating the real and imaginary parts give rise to
two equations:

R∂S

∂t
=

N∑

j=1

1

2m j

[
∂2 R

∂x2
j

− R

(
∂S

∂x j

)2
]

− V R , (5.B.2)

∂ R

∂t
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N∑

j=1

1

2m j

[

2
∂ R

∂x j

∂S

∂x j
+ R

∂2S

∂x2
j

]

= 0 . (5.B.3)

Dividing (5.B.2) by R gives

∂S

∂t
=

N∑

j=1

1

2m j

[
1

R

∂2 R

∂x2
j

−
(

∂S

∂x j

)2
]

− V . (5.B.4)

Multiplying (5.B.3) by 2R gives

∂ R2

∂t
+

N∑

j=1

1

m j

∂

∂x j

(

R2 ∂S

∂x j

)

= 0 ,

which, with R2 = |�|2 and using (5.A.6), is the same as (5.A.1).
Now, if we consider (5.1.1.3) and take its time derivative, remembering that S

depends on time through
(
X1(t), . . . , X N (t)

)
and t , we get

mk
d2

dt2
Xk(t) =

N∑

j=1

∂2S

∂x j∂xk
Ẋ j + ∂2S

∂xk∂t
. (5.B.5)

If we use (5.1.1.3) to replace Ẋ j by (1/m j )(∂S/∂x j ) in (5.B.5), and insert (5.B.4)
in the second term of (5.B.5), evaluating the functions at X instead of x, the terms
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N∑

j=1

1
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∂

∂x j
S and − ∂

∂xk
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1

2mk

(
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cancel each other and we get

mk
d2

dt2
Xk(t) = − ∂

∂xk
(Q + V ) ,

where the quantum potential Q is given by

Q = −
N∑

j=1

1

2m j

1

R

∂2 R

∂x2
j

. (5.B.6)

This proves (5.1.1.5).

5.C Proof of the Equivariance of the |�(x, t)|2 Distribution

5.C.1 Equivariance in R
N

We will first prove98 that, for a system in R
N and ∀A ⊂ R

N ,

P
(
X(t) ∈ A

) =
∫

A
|�(x, t)|2dx , (5.C.1.1)

provided that, at t = 0, ∀A ⊂ R
N ,

P
(
X(0) ∈ A

) =
∫

A
|�(x, 0)|2dx . (5.C.1.2)

In (5.C.1.1), the left-hand side involves X(t), the solution of (5.1.1.4), while on the
right-hand side, �(x, t) is the solution of Schrödinger’s equation (5.1.1.1).

Consider first a general differential equation

dX(t)

dt
= V

(
X(t), t

)
, (5.C.1.3)

with X : R → R
N . We assume that V is such that (5.C.1.3) has solutions for all times.

Let φt (x) denote the solution at time t of (5.C.1.3) with initial condition X(0) = x at
time 0. Then, given any probability density ρ(x, 0) on the initial conditions X(0) = x,

98This property is what is called equivariance in [141].
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define99 ρ(x, t), ∀A ⊂ R
N , by

∫

A
ρ(x, t)dx = P

(
X(t) ∈ A

) =
∫

1A
(
φt (x)

)
ρ(x, 0)dx , (5.C.1.4)

where 1A is the indicator function of the set A.
Then we have

∂ρ(x, t)

∂t
+ ∇ ·

[
V(x, t)ρ(x, t)

]
= 0 . (5.C.1.5)

To prove (5.C.1.5), observe that, by approximating integrals by sums, for any smooth
function with compact support, we get from (5.C.1.4):

∫

F(x)ρ(x, t)dx =
∫

F
(
φt (x)

)
ρ(x, 0)dx . (5.C.1.6)

Then, differentiating both sides of (5.C.1.6) with respect to t , and using the fact that
(5.C.1.3) implies ∂φt (x)/∂t = V

(
φt (x), t

)
, we have

∫

F(x)
∂ρ(x, t)

∂t
dx =

∫

∇F
(
φt (x)

) · V
(
φt (x), t

)
ρ(x, 0)dx .

Using (5.C.1.6) with F(·) replaced by ∇F(·) · V(·, t), the right-hand side of this
equals ∫

∇F(x) · V(x, t)ρ(x, t)dx .

Integrating by parts, this is

−
∫

F(x)∇ ·
[
V(x, t)ρ(x, t)

]
dx . (5.C.1.7)

Since (5.C.1.7) is valid for any F , it implies (5.C.1.5).
Now, if we consider the differential equation (5.C.1.3) with V(X, t) = V�(X, t),

with V�(X, t) given by (5.1.1.4), and ρ(x, t) = |�(x, t)|2, we get, using (5.C.1.4),
(5.C.1.5), and (5.A.7),

99We assume, as in (5.1.3.1), that the integrals (5.C.1.4) are absolutely continuous, so that they define
the function ρ(x, t). Equation (5.C.1.4) is similar to (5.1.3.1), but here it applies to a probability
distribution on R

N , with N the number of variables of the system, whereas in (5.1.3.1) it referred
to the empirical density in R

3. These concepts are different, even if the formulas look similar. The
connection between them is made at the end of this appendix.
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d

dt
P

(
X(t) ∈ A

) =
∫

A

∂ρ(x, t)

∂t
dx

= −
∫

A
∇ · [

V�(x, t)ρ(x, t)
]
dx

= d

dt

∫

A
|�(x, t)|2dx , (5.C.1.8)

which proves (5.C.1.1) if we assume that (5.C.1.1) holds at t = 0, which is (5.C.1.2).

5.C.2 Proof of Equivariance of the Empirical Distributions

To finish the proof of (5.1.3.2), consider a large number N of copies of non-interacting
identical systems,100 whose initial wave function101 is

�(x, 0) = �(x1, . . . , xN , 0) =
N∏

i=1

ψ(xi , 0) . (5.C.2.1)

The density of the associated probability distribution is

|�(x1, . . . , xN , 0)|2 =
N∏

i=1

|ψ(xi , 0)|2 , (5.C.2.2)

which means that the variables xi are independent identically distributed random
variables with distribution |ψ(x, 0)|2. This implies, by the law of large numbers (see
Appendix 3.A), that the empirical density distribution ρ(x, 0) of the N particles will
be given, as N → ∞, by ρ(x, 0) = |ψ(x, 0)|2.

By (5.C.1.1), the probability distribution density of (x1, . . . , xN ) at time t > 0
will be

|�(x1, . . . , xN , t)|2 =
N∏

i=1

|ψ(xi , t)|2 , (5.C.2.3)

and the empirical density distribution ρ(x, t) of the N particles at time t will be
given, as N → ∞, by ρ(x, t) = |ψ(x, t)|2. This completes the proof of (5.1.3.2).

100We consider here each xi ∈ R, but one could also consider xi ∈ R
3.

101This wave function could be the effective wave function of those non-interacting identical sys-
tems, defined by (5.1.7.5).



Appendices 191

5.D Examples of de Broglie–Bohm Dynamics

5.D.1 The Gaussian Wave Function

Consider the time evolution of a Gaussian wave function (2.A.2.23), with initial
condition �(x, 0) = π−1/4 exp(−x2/2), which we copy here102:

�(x, t) = 1

(1 + i t/m)1/2

1

π1/4
exp

[

− x2

2(1 + i t/m)

]

. (5.D.1.1)

It is easy to see that, if we write �(x, t) = R(x, t) exp
[
i S(x, t)

]
, we have (up to a

constant term)

S(x, t) = t x2

2m(1 + t2/m2)
,

so that (5.1.1.3) gives rise to the equation of motion

d

dt
X (t) = t X (t)

m2 + t2
, (5.D.1.2)

which can be easily integrated by a separation of variables:

X (t) = X (0)

m

√
m2 + t2 = X (0)

√

1 +
(

t

m

)2

. (5.D.1.3)

This gives the explicit dependence of the position at time t on the initial condition
and shows that the particle does not move if it is initially at X (0) = 0, but moves
asymptotically, when t → ∞, according to X (t) ∼ X (0)t/m.

Equation (2.A.3.3) can be checked explicitly here. Indeed, putting m = 1 as in
Appendix 2.A.3, we get from (2.A.2.24)

t |�(pt, t)|2 = t
1

√
π(1 + t2)

exp

(

− p2t2

1 + t2

)

, (5.D.1.4)

whose limit as t → ∞ is π−1/2 exp(−p2) = |�̂(p, 0)|2.
It is also easy to verify explicitly the property (5.1.3.2) of equivariance. From

(5.D.1.3), we get φt (x) = x
√

1 + (t/m)2. If we make the change of variable y =
φt (x) in the integral on the right-hand side of (5.1.3.1), we get, with the initial
distribution ρ(x, 0) = |�(x, 0)|2 = π−1/2 exp(−x2),

102For more details on this example and on similar ones, see Holland [268, Chap. 4] or Bohm and
Hiley [70, Sect. 3.6].

http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
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ρ(y, t) = 1
√

π
[
1 + (t/m)2

] exp

[

− y2

1 + (t/m)2

]

. (5.D.1.5)

Changing the y variable back to x , this coincides with |�(x, t)|2 given by (2.A.2.24),
with the prefactor 1/

√
1 + (t/m)2 coming from dx = dy/

√
1 + (t/m)2.

5.D.2 The Particle in a Box

Consider a particle in a box,103 in one dimension, of size L , chosen to be the inter-
val [0, L]. The particle is free in the box, but constrained to remain in it. Let us
look for solutions of the Schrödinger equation (5.1.1.1), with N = 1, of the form
exp(−i Et)�(x), whose associated probability distribution | exp(−i Et)�(x)|2 =
|�(x)|2 is independent of time.104

We model the presence of the box by setting the potential in (5.1.1.2) such that
V = 0 inside the box and V = ∞ outside the box, which means that �(x) vanishes
outside V . So we have to solve

1

2

d2

dx2
�(x) = −E�(x) , (5.D.2.1)

with �(0) = �(L) = 0. We have set the mass m = 1.
The general solution of (5.D.2.1) is

A exp
(
i
√

2Ex
) + B exp

( − i
√

2Ex
)

, (5.D.2.2)

and the conditions �(0) = �(L) = 0 imply A = −B and En = n2π2/L2, for
n ∈ Z, n = 0. From (5.D.2.2), we get the eigenvectors

�n(x) =
√

2

L
sin(kn x)1[0,L](x) , (5.D.2.3)

where 1[0,L] is the indicator function of [0, L], and kn = nπ/L . The sine function
being odd, we can restrict ourselves to n = 1, 2, . . . ,∞, since the solution should
be nonzero and is defined up to a multiplicative factor which does not affect the
motion of the particle, as can be seen from (5.1.1.4).105 The factor

√
2/L ensures

that
∫
�

|�n(x)|2dx = 1.
If we take a function �n(x) as initial condition in (5.1.1.1), then the time-

dependent solution is

103This Appendix is based on [268, Sect. 6.5].
104Of course, these are eigenvectors of the Hamiltonian, and the corresponding E are its eigenvalues.
105The theory of Fourier series implies that the set

(
�n(x)

)∞
n=1 forms a basis of L2([0, L], dx), but

we will not use this fact.

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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�n(x, t) =
√

2

L
e−i En t sin(kn x)1[0,L](x) . (5.D.2.4)

Now comes the apparent paradox: the phase Sn of �n(x, t) is constant in x , so
∂Sn/∂x = 0, and by (5.1.1.3), the particle is at rest in the box. Let us see how to
solve that paradox. As we said, one method to measure the momentum is to remove
the walls of the box and to detect the position x of the particle after a certain time t ,
and give x/t as a “measure” of momentum.

To see what happens when the walls of the box are removed, we have to compute
the time evolution of the wave function with initial condition (5.D.2.3). Since the
walls are removed, the time evolution is governed by the free Schrödinger equation
(5.1.1.1). The solution is therefore obtained from (2.A.2.21) and we need to compute
�̂(p, 0) from (5.D.2.3), leaving out the index n on �. Thus,

�̂(p, 0) = 1√
2π

∫

�

e−i px

√
2

L
sin(kn x)1[0,L](x)dx (5.D.2.5)

= 1√
2π

∫ L

0
e−i px

√
2

L
sin(kn x)dx .

Writing sin(kn x) = (eikn x −e−ikn x )/2i , making the change of variable x = x ′ + L/2,
and integrating over x ′ ∈ [−L/2, L/2], we obtain

�̂(p, 0) = −i√
π L

[

ei(kn−p)L/2 sin
[
(p − kn)L/2

]

p − kn
− e−i(kn+p)L/2 sin

[
(p + kn)L/2

]

p + kn

]

.

(5.D.2.6)

This can be written as:

�̂(p, 0) = −i√
π L

e−i pL/2eikn L/2

[
sin

[
(p − kn)L/2

]

p − kn
− e−ikn L sin

[
(p + kn)L/2

]

p + kn

]

= −i√
π L

e−i pL/2eikn L/2

[
sin

[
(p − kn)L/2

]

p − kn
+ (−1)n+1 sin

[
(p + kn)L/2

]

p + kn

]

,

(5.D.2.7)

since e−ikn L = e−inπ = (−1)n . From (2.A.2.21) we get, using the variable x ′ =
x − L/2,

�(x ′, t) = −i

π
√

2L
eikn L/2

∫

�

exp

(

−i t
p2

2
+ i px ′

) [
sin

[
(p − kn)L/2

]

p − kn

(5.D.2.8)

+ (−1)n+1 sin
[
(p + kn)L/2

]

p + kn

]

dp .

http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
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From Plancherel’s theorem [see also (2.A.2.26)], we know that

∫

�

|�(x ′, t)|2dx ′ =
∫

�

|�̂(p, t)|2dp =
∫

�

|�̂(p, 0)|2dp =
∫

�

|�(x, 0)|2dx = 1 .

Now, for t = 0, if we write �(x ′, t) = R(x ′, t)ei S(x ′,t), there is no reason why we
should have ∂S(x ′, t)/∂x ′ = 0 and an analysis of (5.D.2.8) shows that we do indeed
have ∂S(x ′, t)/∂x ′ = 0 for t = 0. In fact, we can see this indirectly using (2.A.3.2)
and (2.A.3.3), which imply

lim
t→∞

∫

At
|�(x ′, t)|2dx ′ =

∫

A
|�̂(p, 0)|2dp . (5.D.2.9)

This means that the support of �(x ′, t) spreads as t → ∞ (away from x ′ = 0, i.e.,
away from the center of the box x = L/2), and by equivariance (5.1.3.1), this means
that the particles will move towards either +∞ or −∞.

To illustrate this, consider what happens in the limit of large n, L (mathematically,
n, L → ∞) with kn = nπ/L fixed.106 It is well known (from the theory of Fourier
transforms) that

sin(Ly/2)

y
= 1

2

∫ L/2

−L/2
eisyds −→ πδ(y) , (5.D.2.10)

as L → ∞, in the sense of distributions. So in that limit, we may change variables
y = p − kn or y = p + kn in (5.D.2.8) and, to a good approximation, replace the
integral in (5.D.2.8) by the value of the factor exp(i tp2/2 + i px) at p = ±kn . We
then obtain

�(x ′, t) ≈ −ieikn L/2

√
2L

[
e−i tk2

n/2+ikn x ′ + (−1)n+1e−i tk2
n/2−ikn x ′]

, (5.D.2.11)

which represents two plane waves propagating in opposite directions with absolute
velocity kn , since ∂(±kn x ′)/∂x ′ = ±kn .

Of course, one has to be a bit careful with this limit, since we have L → ∞
and 1/

√
L in (5.D.2.11). But the function in square brackets in (5.D.2.11) is not

square integrable over R (while we know that
∫
�

|�(x ′, t)|2dx ′ = 1 for all t), and
moreover, its phase is constant in x ′. So what the limit means is that, for large t ,
�(x ′, t) is the sum of two square integrable functions, one whose Fourier transform
is localized near p = kn , and the other whose Fourier transform is localized around
p = −kn . And by (5.D.2.8) and equivariance, we find that the particles that are in
the support of one of those two wave functions move with a speed approximately
equal to ±kn .

106This may seem artificial as a limit, but if we put back factors of � in our equations, it simply
means that we take L large compared to the de Broglie wavelength of the particle.

http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_2
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The result (5.D.2.11) is exactly what Einstein asked for, when he thought of the
classical limit as being made of a motion going back and forth between the walls of
the box,107 except that here this only happens once we remove the walls of the box.108

5.E The Effective Collapse of the Quantum State
and Decoherence

Let us describe the measurement process of Appendix 2.D in more detail (here we
follow [70, Sect. 6.1]). When the particle is deflected by the magnetic field, either up
or down, its presence is detected by a macroscopic device. One example of such a
device would be, for a charged particle, an ion chamber. A cascade of ionization of
atoms will eventually produce a pulse that can be observed, at a macroscopic level,
by a galvanometer.

Consider two measuring devices, one detecting the particle if it goes up, and one
detecting it if it goes down. Let the initial wave function for the two devices be

	0(x1, . . . , xN , y1, . . . , yN ) = 	
up
0 (x1, . . . , xN )	down

0 (y1, . . . , yN ) , (5.E.1)

where x1 . . . xN are the coordinates of the particles making up the first device and
y1 . . . yN are those for the second device, while N is of the order of the Avogadro
number (N ∼ 1023). Let 	

up
f (x1, . . . , xN ) and 	down

f (y1, . . . , yN ) (f for “final”)
denote the wave functions of the detector after the particle has been detected. Note
that these wave functions have a support that is disjoint from the support of 	

up
0 , 	down

0
for each variable xi , yi . Indeed, if we think of an ion chamber, then the electrons lost
by the ions will move towards an electric plate in 	

up
f , while they will remain bound

to their atoms in 	
up
0 (and the same holds for 	down

0 , 	down
f ). But this can occur only

if the supports of the wave functions are disjoint, for each electron.
If the initial quantum state of the particle is given by (5.1.4.7), then the combined

initial quantum state of the particle and the ion chamber is

	0 = 	0(x1, . . . , xN , y1, . . . , yN )�(z)
(
c1|1 ↑〉 + c2|1 ↓〉) .

Then, the final quantum state [see (5.1.4.8)] will be:

	
up
f 	down

0 �(z − t)c1|1 ↑〉 + 	
up
0 	down

f �(z + t)c2|1 ↓〉 , (5.E.2)

where we have left out the arguments of the wave functions 	
up
f 	down

0 and 	
up
0 	down

f .
This means that, for the �(z − t)c1|1 ↑〉 part of the quantum state, the up detector

107See Sect. 5.1.4 and [172].
108One can also check that, in this limiting situation, the acceleration of the particles vanishes, since
the velocity is given by kn , and the quantum potential defined by (5.B.6) is constant, whence its
contribution to (5.1.1.5) vanishes.
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will be activated and the down part will remain in its original state, and vice versa
for the �(z + t)c2|1 ↓〉 part.

Now, since the two parts in (5.E.2) have disjoint supports, the original particle can
only be in one of them, and so will be guided only by that part of the quantum state
in whose support it happens to lie. However, we cannot generally neglect the part
of the wave function in the support of which the particle is not located, because the
two parts could subsequently be brought together, in such a way that their supports
overlap. This is exactly what causes the interference phenomena, exemplified by the
Mach–Zehnder interferometer, as discussed in Sect. 2.2. In our example, the quantum
state of the particle, viz.,

�(z)
(
c1|1 ↑〉 + c2|1 ↓〉) ,

evolves into
�(z − t)c1|1 ↑〉 + �(z + t)c2|1 ↓〉 , (5.E.3)

where �(z−t) and �(z+t) have disjoint supports (for t not too small). In a quantum
state like (5.E.3), the particle is guided by �(z−t) or �(z+t), depending on where it
is, but we cannot “reduce” the quantum state and keep only that part, because �(z−t)
and �(z + t) may later evolve into wave functions with overlapping supports.

But how can one do that with a quantum state like (5.E.2) involving of the order
of 1023 particles? It is not enough to make �(z − t) and �(z + t) overlap, we need
to do that also with 	

up
f 	down

0 and 	
up
0 	down

f . But this is impossible in practice. Let
us see why.

Remember that these wave functions represent a collection of N ∼ 1023 particles,
all of which have different locations, some moving more or less freely and some being
bound to their atoms. Hence, the wave functions must have different supports for
each particle. Consider, for simplicity, a wave function that factorizes:

	
up
0 (x1, . . . , xN ) =

N∏

i=1

	0i (xi ) , (5.E.4)

and similarly for 	
up
f , 	down

0 , and 	down
f . The support of 	0i is disjoint from the

support of 	fi for every particle since, in the support of 	0i , the particle is bound to
the atom and, in the support of 	fi , it is moving.

For the two wave functions to interfere again, we need the wave functions 	0i (xi )

of all the particles to overlap in the future. Indeed, 	
up
0 and 	

up
f have disjoint sup-

ports if
	

up
0 (x1, . . . , xN )	

up
f (x1, . . . , xN ) = 0 , (5.E.5)

∀(x1, . . . , xN ) ∈ R
N . Of course, the same equation also holds for 	down

0 (x1, . . . , xN )

	down
f (x1, . . . , xN ). But for (5.E.5) to be true, it is enough to have 	0i (xi )	fi (xi ) = 0,

∀xi ∈ R, for a single value of i . Hence, for interference to occur, we need to get the
wave functions of every particle in (say) the ion chamber to overlap again.

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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It is clear that this is, in practice, impossible. The same is true for the particles
constituting the live cat and the dead cat, the pointer pointing up or down, the exploded
and unexploded bomb, etc. Now, of course, once the position of the original particle
is in the support of one of the two terms in (5.E.2), we can simply reduce the quantum
state to that term, since we can be sure that the other term will never again interfere
with it.

But we can know in which of the supports of the two terms the particle happens
to be located simply by looking at the (by definition) macroscopic result. Hence,
in some sense, we do “collapse” the quantum state after we look at the result of an
experiment. However, this is an entirely practical matter. We can still consider, if we
wish, that the true quantum state is and remains forever given by the time evolution
of (5.E.2). Put simply, there is one of the terms that does not guide the motion of the
particle, either now or ever again.

5.F Proof of the Factorization Formula

We now prove (5.1.7.5). Note that (5.1.7.4) implies that

�(x1, . . . , xM , Y) = ψ(xi )	i (x̂i , Y) , (5.F.1)

where x̂i = (x1, . . . , xM) with xi missing and we have put in 	i (x̂i , Y) the arguments
that were not indicated in (5.1.7.4).

To prove (5.1.7.5), consider M = 2. By (5.F.1), we have

�(x1, x2, Y) = ψ(x1)	1(x2, Y)

= ψ(x2)	2(x1, Y) . (5.F.2)

Dividing by ψ(x1)ψ(x2), we get

	1(x2, Y)

ψ(x2)
= 	2(x1, Y)

ψ(x1)
, (5.F.3)

which means that both sides are functions of Y alone, which we can write 	(Y).
Thus,

�(x1, x2, Y)

ψ(x1)ψ(x2)
= 	(Y) ,

which is (5.1.7.5) for M = 2. The argument easily extends to all M .



Chapter 6
Are There Any Alternative Theories?

By “alternative” we mean alternative to de Broglie–Bohm, of course. We have pre-
sented the de Broglie–Bohm theory as being a completed and rational version of
ordinary quantum mechanics, so that we do not “count” the latter as an alternative
to the de Broglie–Bohm theory, but rather as a truncated version of it, which is
perfectly sufficient for all practical purposes. However, the field of “foundations” of
quantummechanics seems to be full of various theories or interpretations of quantum
mechanics that could count as competitors to de Broglie–Bohm.

But that is not quite right. One can, roughly speaking, divide the alternatives
into four categories (three of which were advocated, along with de Broglie–Bohm
theory, during a “science festival” debate1 in New York in June 2014). We will
discuss these in the historical order of their invention: themany-worlds interpretation,
the spontaneous collapse (of the wave function) theories, the decoherent histories
approach, andQBism.2 However, we shall leave aside ideas such as “quantum logic”,
“quantum probabilities”, or the “modal interpretation”, partly because they are not
that popular any more.3 Our goal is to show that none of these alternatives reaches
the level of clarity and explanatory power of the de Broglie–Bohm theory.

It will be useful to introduce here words like ontology and beables, the first being
a traditional philosophical term, already used in Chap. 3, and the second an invention

1The debate, entitled Measure for Measure: Quantum Physics and Reality can be viewed
at www.worldsciencefestival.com/2014/06/measure-measure-can-reconcile-waves-particles-qua-
ntum-mechanics/. The positions defended during the debate were the de Broglie–Bohm theory
(by Sheldon Goldstein), the many-worlds interpretation (by Sean Carroll), spontaneous collapse
theories (by David Albert), and quantum Bayesianism (by Rüdiger Schack).
2In a section entitled: “The proliferation of interpretations”, Freire discusses more or less the same
four categories, see [195, pp. 319–327]. In [301], Laloë discusses more interpretations than we do,
and discusses in detail the ones that we consider. For an encyclopedic review of “interpretations”,
from a viewpoint very different from ours, see Auletta [22].
3The idea of quantum logic and quantum probabilities goes back to Birkhoff and von Neumann
in 1936 [58], see [518] or [281, Chap.8] for a review of quantum logic and [311] for the modal
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by John Bell. They both refer to what exists or at least to what a theory postulates
as existing. The word beable was invented to contrast with “observables”, because
a physical theory should be concerned with what there is and not only with what is
observed. Of course, physicists do have an ontology, made of electrons and protons,
quarks and gluons, etc. But because of the ambiguous status of the quantum state, it
is not exactly clear what all this means, except when one falls back on observations.

In the non-relativistic de Broglie–Bohm theory, the ontology comprises particles
that have trajectories. In the quantum field version, it could be a mixture of fields
and particles. For each of the theories below, it will be important to specify what
ontology is actually posited. If one is not explicit about which beables a given theory
assumes to exist, one easily falls back into predicting “results of measurements”, for
which ordinary quantum mechanics is just fine.

6.1 The Many-Worlds Interpretation

The many-worlds interpretation was introduced in 1957 by Hugh Everett III, then
a graduate student at Princeton University working under the supervision of John
Wheeler. We will first discuss what we call the “naive view of the many-worlds
interpretation”. Then, we will give a mathematical formulation of it, due to Allori
et al. [14], and finally discuss a more sophisticated version of the many-worlds
interpretation which is favored by some of its defenders.

6.1.1 The Naive Many-Worlds Interpretation

The naive view4 is that, when the proverbial cat (or any other macroscopic device)
finds itself in a superposed state, such as (5.1.6.2), then instead of having a col-
lapse by fiat as in ordinary quantum mechanics or an effective collapse as in the de

(Footnote 3 continued)
interpretation.Albert andLoewer offer a criticismof themodal approach in [7] (see also the appendix
to [8]). Both of these approaches try to assign properties (other than positions) to quantum systems
even when they are not measured, but in our opinion, the problem is that they try to ignore the active
role of measurement devices and therefore run into difficulties because of the no hidden variables
theorem. As Bell remarked:

When one forgets the role of the apparatus, as the word “measurement” makes all too likely,
one despairs of ordinary logic — hence “quantum logic”. When one remembers the role of
the apparatus, ordinary logic is just fine.

John Bell [46, p. 34]

4The reader can watch the 2012 popular presentation of the many-worlds interpretation by David
Wallace called The Long Earth: Multiverse Physics (available at www.youtube.com/watch?v=
GRJT9qY21nA), to see that this “naive view” is not very different from the one that some defenders
of the many-worlds interpretation present to a general audience.

http://dx.doi.org/10.1007/978-3-319-25889-8_5
www.youtube.com/watch?v=GRJT9qY21nA
www.youtube.com/watch?v=GRJT9qY21nA
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Broglie–Bohm theory, both terms simply continue to exist. But how can that be
possible? We always see the cat alive or dead but not both! The short answer is that
they both exist, but in different “universes” or “worlds”.

Hence, still thinking naively, whenever an experiment leads to a macroscopic
superposition, the universe splits into two or more worlds, depending on the number
of distinct macroscopic states in the sum in (5.1.6.2), one for each possible result.
But why do I always perceive only one of the results? It is simple: I, meaning my
body, my brain (and thus also my consciousness) gets entangled with the states of
the cat, so there are two or more copies of me also, one seeing the dead cat in one
world, another seeing the live cat in another world. And that, of course, is also true
for everything else: every molecule in the entire universe gets to be copied twice
(maybe not instantaneously, but that is another question), since the two different
copies of me, or of the cats, could in principle interact later with those molecules and
that might affect their state. Or one can think of different light rays reflected from
the cat, whose details will depend on whether the cat is alive or dead, and which will
propagate arbitrarily far.

The physicist and proponent of the many-worlds interpretation, Lev Vaidman,
describes this multiplication of worlds rather vividly:

“I” am an object, such as the Earth, a cat, etc. “I” is defined at a particular time by a complete
(classical) description of the state of my body and of my brain. “I” and “Lev” do not refer
to the same things (even though my name is Lev). At the present moment there are many
different “Lev”s in different worlds (not more than one in each world), but it is meaningless
to say that now there is another “I”. I have a particular, well defined past: I correspond to a
particular “Lev” in 2012, but not to a particular “Lev” in the future: I correspond to amultitude
of “Lev”s in 2022. In the framework of theMWI it is meaningless to ask:Which Lev in 2022
will I be? I will correspond to them all. Every time I perform a quantum experiment (with
several possible results) it only seems to me that I obtain a single definite result. Indeed, Lev
who obtains this particular result thinks this way. However, this Lev cannot be identified
as the only Lev after the experiment. Lev before the experiment corresponds to all “Lev”s
obtaining all possible results.

Lev Vaidman [480]

Bryce DeWitt, another proponent of the many-worlds interpretation, also stresses
that this multiplication of worlds has to be taken literally and not metaphorically:

This universe is constantly splitting into a stupendous number of branches,5 all resulting
from the measurementlike interactions between its myriad components. Moreover, every
quantum transition taking place on every star, in every galaxy, in every remote corner of the
universe is splitting our local world on earth into myriads of copies of itself.

Bryce S. DeWitt [131], reprinted in [132, p. 161]

To say that this view is weird is accepted by all sides. Indeed, after the passage quoted
here, Bryce DeWitt also writes:

5The word “branches” refers to the different terms in a macroscopic superposition such as (5.1.6.2).
(Note by J.B.).

http://dx.doi.org/10.1007/978-3-319-25889-8_5
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I still recall vividly the shock I experienced on first encountering this multiworld concept.
The idea of 10100+ slightly imperfect copies of oneself all constantly splitting into further
copies, which ultimately become unrecognizable is not so easy to reconcile with common
sense.

Bryce S. DeWitt [131], reprinted in [132, p. 161]

That last phrase might qualify as being the understatement of the century.
Even in the original paper [180] (reprinted in [132, p. 146]), Everett stressed that

“all elements of a superposition (all ‘branches’) are ‘actual’, none any more ‘real’
than the rest.” Everett felt obliged to write this because “some correspondents” had
written to him saying that, since we experience only one branch, we have only to
assume the existence of that unique branch. This shows that some early readers of
Everett were already baffled by the radical nature of the “many-worlds” proposal.

But why am I not conscious of this proliferation of copies of myself? To explain
that, one appeals to decoherence: since, for macroscopic systems, the different
branches of the wave function do not interfere with each other, in practice at least,6

the copies of me do not “see” each other. They could pass through the same place
without having any effect on each other, since each branch of the wave function
evolves independently of the other branches, in the sense that no branch interferes
with any other branch.

Defenders of the many-worlds interpretation argue that the same objection (about
my not being conscious of those copies of myself) was raised against Copernicus
and Galileo (why don’t we feel the motion of the Earth around the Sun?),7 against
Darwin (how comewe are so different from apes or other animals if we have common
ancestors?), and against the atomic theory of matter (how come things look full when
they are mostly empty?), and that, in each case, science answers those objections
by explaining why things look to us in certain ways, while in reality they are not as
they seem. Decoherence is supposed to be a similar answer for this multiplication
of unobservable worlds and identities. But there are several differences between the
many-worlds interpretation and those historical examples. The atomic theory made
many novel predictions, and Galileo and Darwin’s theories had great explanatory
power (and led also later to many confirmed predictions).

So, one may ask: why postulate the existence of all those worlds which I am not
conscious of? Doesn’t Ockham’s razor8 suggest the rejection of such a proliferation
of worlds? The usual answer is that, in the many-worlds interpretation, there is
only the wave function and its Schrödinger evolution, nothing else. It is sometimes
said that the many-worlds interpretation amounts to just taking quantum mechanics
“literally”: there is a quantum state and its time evolution through the Schrödinger

6See Sect. 5.1.6 and Appendix 5.E.
7This replywas given in aNote added in proof to the original paper byHugh Everett [180], reprinted
in [132, pp. 146–147].
8This is the principle, going back to the scholastic philosopher William of Ockham, that one should
not introduce in our explanations more entities than what is necessary. Obviously, the correct
application of this “principle” depends very much on the context.

http://dx.doi.org/10.1007/978-3-319-25889-8_5
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equation or some relativistic/quantum field theoretical extension of it, and that is
all there is. Proponents then appeal to Ockham’s razor (but to reach the conclusion
opposite to the one eliminating the unexperienced worlds) to justify the “paucity” of
theoretical assumptions: no particle positions, no wave function collapse, no hidden
variables, etc.

First of all, in the naive view, this paucity of assumptions is not true: there are
also cats and brains multiplying themselves to infinity in the usual three-dimensional
space and that is not merely a wave function. After all, the latter is simply a function
defined on configuration space. We will come back to the distinction between a wave
function and three-dimensional distributions of matter in Sect. 6.1.3.

But even putting aside this objection, as well as theweirdness of themultiplication
of “worlds”, one should ask whether the scheme of many worlds is coherent. A first
problem concerns the Born rule. Suppose that the probability of having the cat alive
or dead is (1/2, 1/2). And suppose that we repeat a similar experiment many times (let
us assume that we have a large supply of cats, or, let’s say, of pointers). Then, first of
all, for every possible sequence of outcomes, there will be some of my “descendants”
(by that I refer to the many copies of me, or of Lev Vaidman, that exist in all the
future worlds) that will see it. There will be a sequence of worlds in which the cats
are always alive and one where they are always dead. There are also many sequences
of worlds where the cats are alive one quarter of the time and dead three quarters
of the time, and that is true for any other statistics different from (1/2, 1/2). So that
we can be certain that many of our descendants will not observe Born’s rule in their
worlds. Of course, this is also true for many of our “cousins”, i.e., descendants, like
us, of some of our ancestors, if many identical experiments have been made in the
past in each of those worlds.

But one could argue, on the basis of the law of large numbers that, at least in the
vast majority of worlds, the Born rule will be obeyed, since in the vast majority of
worlds the frequencieswill be close to (1/2, 1/2). It is just as in coin tossing (discussed
in Sect. 3.4.4 and in Appendix 3.A): each world splits into two worlds, one for each
possible outcome, so that after N iterations of this process, there will be, in the vast
majority of worlds, approximately N /2 splittings where the cats end up alive and N /2
splittings where they end up dead. So one can use a sort of typicality argument, as we
did in the de Broglie–Bohm theory, to justify the Born rule: we and our descendants
just happen to live in a typical sequence of worlds, so that the quantum frequencies
are observed in them.

But what happens if, instead of being (1/2, 1/2), the probabilities predicted by
quantum mechanics are, say, (3/4, 1/4), or anything else different from (1/2, 1/2)?
We will still have two worlds coming out of each splitting, since the number of
worlds corresponds to the number of terms in the macroscopic superposition and
is independent of the coefficients cn in (5.1.6.2). But then the same use of the law
of large numbers leads to the conclusion that, in the vast majority of worlds, the
quantum predictions will not be observed, since our descendants will still see N/2
splittings where the cats end up alive and N/2 splittings where they end up dead,
instead of the (3/4, 1/4) frequencies.

http://dx.doi.org/10.1007/978-3-319-25889-8_3
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To make the point more explicit, let us introduce two different probability distri-
butions:

(1) The counting probability distribution

Consider a sequence of similar experiments made in each of the successive
worlds and let us count the number of worlds in which a given sequence of
results occur. In the example above, with two possible outcomes, that probability
distribution will give most of its weight to sequences where one result happens
half of the time and the other result also.

(2) The “Born rule” probability distribution

One can define a probability distribution, in the example above, as the one asso-
ciated with a sequence of independent random variables taking two values with
probabilities (3/4, 1/4). Then, of course, the law of large number implies that,
relative to that probability distribution, the frequencies will coincide with the
Born rule. But what does this mean concerning what my “descendants” will
actually observe?

In his original article [180], Everett introduces the “Born rule” probability, from
which of course he deduces the “right” frequencies (appealing to the law of large
numbers and to what we call “typicality”, as in statistical mechanics), but without
explaining what that probability distribution has to do with the observed frequencies
in the many worlds, which for him are, as we saw, all equally real. In fact, Everett
“deduces” the “Born rule” probability from a natural condition of additivity of a
measure defined on the coefficients that we denote by cn in (5.1.6.2). But the problem
is that the number of worlds that are created at each splitting depends on the number
of terms in (5.1.6.2), and not on the values of the coefficients cn . One might wish
to try to modify the many-worlds interpretation by making the number of worlds
depend on those coefficients, but then it would be an entirely different theory, with
new problems, e.g., what to do if some of the cn have irrational values?

In [238], Neill Graham gives a numerical example of the difference between the
two probability distributions: he considers three possible outcomes, with one of them
having probability 0.8, and he finds that in most worlds the event “with probability
0.8” occurs only one-third of the time (which is what the counting probability pre-
dicts, since there are three possible outcomes here, instead of two). Numerically, for
N = 45 trials, Graham computes that there are over 800 million times more worlds
where the Born rule is not satisfied than those where it is [132, p. 233]. So the prob-
lem is not just that there exist worlds in which the Born rule is not satisfied (which
would be the case even if all outcomes were equiprobable), but that this rule is not
satisfied in the overwhelming majority of worlds, or, in the language of statistical
mechanics, in a “typical” world. From this, Graham concludes:

Everett gives no connection between his measure and the actual operations involved in
determining a relative frequency, no way in which the value of his measure can actually
influence the reading of, say, a particle counter. Furthermore, it is extremely difficult to see

http://dx.doi.org/10.1007/978-3-319-25889-8_5
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what significance such ameasure can havewhen its implications are completely contradicted
by a simple count of the worlds involved, worlds that Everett’s own work assures us must
all be on the same footing.

Neill Graham [132, p. 236]

Another way to visualize the problem is to imagine a biased coin, with probability
3/4 of falling heads and 1/4 of falling tails.9 What sense could we make of those
probabilities ifwewere told that both results, heads and tails, happen, but in “different
worlds”, each of which includes of course observers that “see” the coin being heads
in one world and being tails in another world? Upon repetition of the coin tossing
in each successor world, most of our descendants would see the coin falling heads
approximately half of the time and tails the other half.

This is prima facie a serious problem for the many-worlds interpretation. There
have been many proposals to solve this problem but it would be too long and too
technical to discuss all of them here.10 For example, after giving the numerical
example that we mentioned, Graham introduces a “relative frequency” operator (or
“observable”), which supposedly counts the frequency with which certain worlds,
characterized by given results of measurement, occur. He then computes the average
and the variance of that operator with respect to what is in reality the Born rule
probability distribution.11 Unsurprisingly, he recovers the quantum predictions. But
that is just a way to introduce the Born rule probability distribution by fiat, as Everett
did, without explaining what relevance it has to the many worlds in which the future
copies of myself actually live.

In [501], David Wallace objects that what we call the counting probability dis-
tribution is not time invariant. Indeed, suppose that if I do an experiment at time t1
leading to twoworlds, and in one of themmy descendant gets, say, a hat. Next, repeat
the experiment at time t2 in that world but not in the other one, leading to another
splitting of the world with the hat into two worlds. So we have a total of three worlds
at time t2, two with a hat and one without. Then the (counting) probability of me
having a hat at time t1 is 1/2, while it will be 2/3 at time t2. But that misses the point
of the objection to the many-worlds interpretation based on counting the worlds. All
our evidence for the truth of quantum mechanics is based on certain observed sta-
tistics. If I can invent scenarios, like the one with probabilities (3/4, 1/4) above, that
will guarantee that most of my descendants will not observe the correct statistics,
then why should I expect to observe them in the future? And since the present is just
the future of the past and since such scenarios may have happened in the past, why

9One can, if one wants, produce such a coin by mechanically coupling it to the result of a quantum
experiment with two possibles outcomes, having those probabilities (3/4, 1/4), so that the coin is
heads if one outcome occurs and tails otherwise.
10For a review of such proposals and critiques of them, see e.g., [26, 289, 328, 435, 501]. For a
critique of older proposals, see [288].
11To be precise, Graham does this as if what onemeasures are these frequency operators. Measuring
those operators will then orient the splittings of the worlds in a way that is compatible with the
Born rule probability distribution. But the actual measurements made in a laboratory are related to
ordinary operators, such as the spin, and not to those frequency operators.
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should I expect to observe the correct statistics now?12 Of course, since all results
do occur (in different worlds), the correct statistics will also occur, but will be very
rare. This objection has nothing whatsoever to do with the counting probability dis-
tribution being a “nice” probability from some a priori viewpoint, such as requiring
it to be time invariant.13

Another way to “solve” the problem is to relate the numbers |cn|2 to a certain
“measure of existence” or “reality” of the world corresponding to the coefficient cn

in (5.1.6.2). Lev Vaidman introduces this notion as follows:

A believer in MWI can define a measure of existence of a world, the concept which yields
his subjective notion of probability. The measure of existence of a world is the square of the
magnitude of the coefficient of this world in the decomposition of the state of the Universe
into the sum of orthogonal states (worlds). The probability postulate of MWI is: If a world
with a measure14 μ splits into several worlds then the probability (in the sense above) for a
sentient being to find itself in a world with measure μi (one of these several worlds) is equal
to μi /μ.

Lev Vaidman [479]

Another supporter of the many-worlds interpretation, the French physicist Thibault
Damour, explains that:

Each configuration q will have more or less “reality” according to the value of the ampli-
tude A(q). In other words, we interpret A as an existence amplitude, and not (like in the
Born–Heisenberg–Bohr interpretation) as a probability amplitude.15 Indeed, the notion of
probability amplitude for a certain configuration q suggests, from the very beginning, a ran-
dom process bywhich only one configuration among an ensemble of possible configurations,
is realized, passing from the possible to the actual. By contrast, the notion of existence ampli-
tude suggests the simultaneous existence (within a multiply exposed frame) of all possible
configurations, each actually “existing”, but with more or less intensity.

Thibault Damour [104, p. 155], quoted in [325]

But although one can imagine oneself living in “another world” than the one we live
in (for example, if some event had or had not occurred in our past), it is difficult to
see what it could mean to “exist” in another world, but with a different “intensity”
than the one we live in, and those suggestions flatly contradict Everett’s dictum that

12Of course, we don’t know if this scenario is realized in the existing worlds, and we have no idea
what the worlds look like, because the set of branchings is extremely complicated and impossible
to compute, which is also an argument put up by Wallace. But then we have no idea either whether
Born’s rule is observed in these worlds. If one can convince oneself that, in simple cases, the Born
rule won’t be satisfied in most worlds, it does not help to reply that the actual splittings into multiple
worlds are very complicated and that we have no idea how many worlds actually exist.
13In [180], Everett imposes an additivity requirement that yields the Born rule probability dis-
tribution, but does not explain what this has to do with the empirical statistics observed in most
worlds.
14Here μ and μi refer to what we denote by |cn |2, with cn coming from (5.1.6.2). (Note by J.B.).
15Here A(q) denotes what we call ψ(x), q being the position variable. If one deals with a sum like
(5.1.6.2), then A(q) corresponds to cn (Note by J.B.).

http://dx.doi.org/10.1007/978-3-319-25889-8_5
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“all elements of a superposition (all ‘branches’) are ‘actual’ none any more ‘real’
than the rest” [132, p. 146]. Are all the worlds equally real or are some worlds more
equally real than others?

David Deutsch and David Wallace have tried to justify the “Born rule probability
distribution” by appealing to betting strategies by a rational agent (see, e.g., [128,
498, 500]). But putting aside the fact that rational (or irrational) decisions made by
agents has nothing to do with accounting for empirical frequencies, which is what
physics is supposed to do,16 if all outcomes occur and are all real, then it is not clear
what sense it makes to bet on one of my descendant, rather than another (this point
is developed in [328]).

A final problem with the naive many-worlds interpretation is that what we just
described so far is vague. Can one define this multiplication of worlds in precise
mathematical terms? There is a way to do that, due to Allori et al. [14] (but not one
favored by most supporters of the many-worlds interpretation) and we will discuss
it now.

6.1.2 A Precise Many-Worlds Interpretation

Allori et al. [14] associate a continuous matter density with the wave function of a
system of N particles. For each x ∈ R

3, and t ∈ R, one defines

m(x, t) =
N∑

i=1

mi

∫

δ(x − xi )|�(x1, . . . , xN , t)|2dx1 . . . dxN , (6.1.2.1)

where�(x1, . . . , xN , t) is the usual wave function of the system at time t . This equa-
tion makes a connection between the wave function defined on the high-dimensional
configuration space and an object, the matter density, existing in our familiar space
R

3. Here, the ontology does not consist only of the wave function, but also of the
matter density (one can have several matter densities in the relativistic version, but
let us leave that aside). In our three-dimensional world, there is just a continuous
density of mass: there is no structure, no atoms, nomolecules, no brain cells, etc., just
an amount of “stuff”, with high density in some places and low density elsewhere.

The authors of [14] analyze this model and claim that it is empirically equivalent
to ordinary quantum mechanics as far as the probabilistic predictions are concerned
(see below for a discussion of that claim). But they also show that the theory is
nonlocal, as it must be because of the EPR–Bell argument.

Note that each term in a sum like (5.1.6.2) will give a different contribution
to the matter density, provided that the terms in (5.1.6.2) do not overlap: if we

16Note also that the many-worlds interpretation is often advertised as being relevant for cosmology,
because there were no observers at the time of the Big Bang. But then, there was nobody betting
either.

http://dx.doi.org/10.1007/978-3-319-25889-8_5
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write �(x1, . . . , xN , t) = ∑
n cnϕ0(z − λnt)|en〉 (remember that z is a function of

x1, . . . , xN , for example, their center of mass), and if the different terms in the sum
have disjoint support in configuration space,17 we get that |�(x1, . . . , xN , t)|2 is
approximately equal to

∑
n |cn|2|ϕ0(z − λnt)|en〉|2, since the cross terms vanish if

the supports of the different terms do not overlap.
So this version of many worlds makes precise the naive picture sketched in the

previous subsection. Lev Vaidman (and all of us) have many copies of ourselves
in these different worlds. And because the coefficient |cn|2 will enter into (6.1.2.1),
one can say that the different copies of ourselves living in the different worlds have
different “intensities”. But that does not tell us what it means to live in a low intensity
world.

Indeed, it is not clear how to think of this model. If we assume that the cat which
is alive does not move and stays at the same place as the dead cat, then the matter
density will be somewhat mushy, since all there is is the function m(x, t), which
is the sum of the contributions from the two cats [which are like different terms in
(5.1.6.2)], and it is not clear how to “see” each cat in the resulting sum. Certain
details of the cats will be different, one has her blood circulating, the other not, for
example. And, of course, if the live cat was moving, its contribution to the matter
density would be distinct from that of the dead cat. Besides, the wave functions of
our bodies and our brains also get entangled with the wave functions of the cats, so
that they also have two contributions to their matter density. The authors of [14] offer
an analogy: the world, in that theory, is like a TV set that is not correctly tuned so
that a mixture of several channels is seen at any given same time.

We leave it to the reader to decide whether this analogy makes the theory more
understandable, but it is still not clear how one is supposed to think about our per-
ceptions: is a “mind” attached to each matter density or only to the total density? If it
is attached to each density, then there are many minds, one for each individual, each
being conscious of the cat being alive or dead, but not both. But then we would not
“see” the incorrectly tuned TV set; each of our minds would see a clear picture, but a
different one for each mind. Only “god”, looking at the world from the outside, sees
an incorrectly tuned TV set.18

Let us also note that, if the god of the physicists was trying not to be malicious19

and if the many-worlds version of [14] is true, then he failed badly: indeed, it means
that we were wrong all along when we “discovered” atoms, nuclei, electrons, etc.,
and that we are lying to schoolchildren when we tell them that matter is mostly void
with a few pieces of matter (the atoms) here and there. Indeed, in that theory, matter
is continuous after all, with higher and lower density in some places, and we have
simply been fooled by this version of the many-worlds interpretation of quantum
mechanics into thinking that it is not.

17The reason why this is so is given in Appendix 5.E.
18According to Roderich Tumulka, this is how one should think of the version of many worlds in
[14] (private communication).
19The famous quote “God is subtle but he is not malicious” is attributed to Einstein.

http://dx.doi.org/10.1007/978-3-319-25889-8_5


6.1 The Many-Worlds Interpretation 209

Finally, it is not clear how this many-worlds theory solves the problem of the
probabilities discussed above. The coefficients cn in (2.D.6) will determine different
weights |cn|2 associated with the decoherent branches corresponding to the different
worlds. So coming back to our example with two outcomes, one having probability
3/4 and the other 1/4, the density of matter will be different in the world where ones
“sees” the outcome having probability 3/4 and in the one having probability 1/4. But
what difference does it make? In what way does having a smaller or larger matter
density affect my states of mind? And if it does not, we are back to the problem that,
if one repeats many times the experiment whose outcomes have probabilities (3/4,
1/4), most of my descendants (some of course having a small matter density) will
see massive violations of the Born rule. One can, as is done in [14] (and was done by
Everett in [180]), define a “probability” on those sequences ofworlds that is built from
the coefficients |cn|2, andwhich is what we call the Born rule probability distribution.
Relative to that probability distribution, the ordinary quantum predictions will be
typical. But what that probability distribution means for the sequences of worlds
generated by repeating the same experiment with probabilities (3/4, 1/4) in each one
of them remains unclear.

The authors of [14] argue that our counting probability distribution defined above
“is not an option”, because it is difficult to determine, in general, the number of
different (macroscopic) worlds (as we saw, the same objection is made by Wallace
in [501]). But if one reads the “founding fathers” of the many-worlds interpreta-
tion, Everett et al. (in [132]), one has the definite impression that it is exactly this
multiplication of macroscopic worlds that their theory was trying to account for,
and that they discuss it in idealized situations, with the cat being alive in one world
and dead in another. Of course, the example we gave above with two macroscopic
worlds emerging after each experiment, which, by assumption, is repeated in each
successive world, with probabilities equal to (3/4, 1/4), is an idealization, but why is
it less legitimate than other idealizations in physics? And that example does produce
the wrong statistics in the vast majority of worlds. Unless one can understand why a
world with a small matter density is less real than one with a larger matter density,
the problem will remain.

In any case, the version of the many-worlds interpretation due to [14], with its
extravagant ontology consisting of a constant multiplication of every material entity,
does not appeal to many partisans of the many-worlds interpretation. Defenders of
the many-worlds interpretation tend to dismiss both this approach and the naive one
and prefer to speak of a pure wave function ontology, something wewill discuss now.

6.1.3 The Pure Wave Function Ontology

In this ontology, the world is made of a universal wave function and nothing
else.20 There are, in actual fact, no cats, pointers, brains, etc., situated in ordinary

20For a more detailed discussion, see the section on what is called GRW0 in [13], and also [322,
323, 325, 361].
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three-dimensional space, but only a mathematical object, a complex function defined
on an abstract space, containing all the possible configurations of particles and fields
in the universe.21 In the language of Bell [42], there are no “local beables” in that
theory, i.e., things that exist (beables) and that are localized in R

3.
It is also important to realize that the ontology of the “pure wave function” many-

worlds interpretation is a purely mathematical object: a function defined on a space
of “configurations” (of particles and fields), but without any particles or fields being
part of the ontology. Indeed, if we put particles and fields, existing in ordinary three-
dimensional space, into our ontology, then we get back to the “naive” picture of
worlds constantly splitting and multiplying themselves.

But it is very difficult to see how tomake sense of this purewave function ontology,
in particular how to relate it to our familiar experience of everyday objects situated
in three-dimensional space. As Bell has emphasized, there is no sense in saying that
the wave function has a certain value at a given point x ∈ R

3, unless one specifies a
lot of other points x2, . . . xN ∈ R

3 and one considers the value of �(x1, . . . , xN , t),
with x = x1.22 If we think of the live and dead cat, in this ontology, it just means
that the wave function has a high value on configurations corresponding to the dead
cat and also on configurations corresponding to the live cat, but without there being
particles constituting the cat (either alive or dead). Just as in the well-knownMagritte
painting “this is not a pipe”, a wave function with a high density on a set of points that
would constitute a cat, if those points corresponded to particle positions, is simply
not a cat if there are no particles.

This critique is of course rejected by supporters of themany-worlds interpretation.
For example, Lev Vaidman writes23:

If a component of the quantum state of the Universe, which is a wave function in the shape
of a man, continues to move (to live?!) exactly as a man does, in what sense is it not a man?
How do I know that I am not this “empty” wave?

Lev Vaidman [479]

Similarly, David Wallace summarizes his views in what he calls a “slogan”:

A tiger is any pattern which behaves as a tiger.

David Wallace [498]

The counterargument is that Vaidman, like tigers and everything else, is located
somewhere in our three-dimensional space and is composed of various parts, also

21In fact, because of the spin variables, we have a family of such functions, but we will leave that
aside.
22N being potentially the number of particles in the universe, and setting aside here the existence
of fields.
23This is his main objection to the de Broglie–Bohm theory, where of course only oneworld actually
exists, characterized by the term in the sum (5.1.6.2) in whose support the particles are actually
located. The other terms in the sum are sometimes called “empty waves”.
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located in three-dimensional space, and that “a wave function”, even one “in the
shape of a man” or a “pattern which behaves as a tiger”, is not.

This basic disagreement about the actual structure of the world leads some sup-
porters of the many-worlds interpretation to consider that the de Broglie–Bohm
theory is just “many worlds in denial”.24 Indeed, for them, since the empty branches
of the quantum state continue to exist after they decohere from the branch in whose
support the particles are located, all these branches are equally real, and “adding
particles” to one branch does not change anything.

But as stressed by Valentini in [489], the de Broglie version of the theory, before
1927, did not “add particles” to anything. At that time, quantum mechanics did not
exist, and de Broglie was simply proposing a theory about the motion of particles.25

He was not solving the measurement problem, because that “problem” arose only
within the post-1927 “orthodox” version of quantum mechanics.

From the de Broglie–Bohm point of view, it is the motion of the particles them-
selves, in three-dimensional space, that is fundamental, with the wave function
“merely” guiding this motion. The existence of empty branches of the wave function
can be considered as somewhat similar to the fact that a Hamiltonian or electromag-
netic fields are defined even where there are no particles on which they “act”.

Finally, we have to leave it to the reader to decide whether the “pure wave function
ontology” makes sense or not. But to make that judgment, he or she should eliminate
all familiar three-dimensional pictures of the world, and think of the world as being
only an abstractmathematical object that takes certain “large” values on sets of points
that would correspond to particles constituting cats, tables, or brains, if such things
existed. In particular, one should not be misled by the expression “configuration
space”, since there are no configurations in that theory.

The many-worlds interpretation with the pure wave function ontology is some-
times presented as being a local theory, hence compatible with relativity. The argu-
ment is that, since all there is in theworld is thewave function and since the potentials
entering the Schrödinger equation are local (meaning that for an interaction, say,
between two bodies, the strength of the interaction decays with the distance between
those bodies, unlike the EPR–Bell nonlocal effects), then everything evolves locally.
The problem with that argument is that, since there are no “local beables” in that
theory, no objects localized in space, and not even a spacetime, the issue of nonlo-
cality cannot even be formulated. Indeed, nonlocality has to do with the fact that,
acting on an object localized somewhere (like a detector) can affect what happpens to
another object localized far away from the first object (like another detector). But if
the world is only an abstract mathematical object, the wave function of the universe,
which is intrinsically nonlocal since it is defined on the configuration space of the

24See Valentini [489], for references to that criticismmade by Deutsch [127], Zeh [525], and Brown
and Wallace [86].
25De Broglie even said [24, p. 346]: “It seems a little paradoxical to construct a configuration space
with the coordinates of points that do not exist.” See Sect. 7.6.1 for a further discussion of what de
Broglie thought.
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entire universe, what does it mean for a theory whose ontology is reduced to that
object to be local?

Let us mention also another way to (sort of) make sense of the many-worlds
interpretation: the many minds version of David Albert and Barry Loewer [5, 6, 8],
where the “material world” is just the pure wave function, but each individual is
equipped with an infinity of minds and the splitting occurs inside the set of minds.
Again, we leave the reader make up his or her mind(s) about the plausibility of such
a scenario.

The multiplicity of ways to try to make sense of the many-worlds interpretation
suggests that it is not so easy to do, i.e., to give a precise meaning to the naive picture
described at the beginning of this section.26 This is probably why it is the naive
view that remains in the mind of most people who speak about the many-worlds
interpretation or who claim to “like” it.

Regarding the many-worlds interpretation with the pure wave function ontology,
Travis Norsen speaks of solipsism “for all practical purposes” [361], although the
defenders of the many-worlds interpretation usually present themselves as strong
supporters of realism. This is because the world of the pure wave function ontology
has a status similar to that of the brain in a vat story mentioned in Chap. 3, and
this is what Norsen calls “solipsism FAPP”. Indeed, it may be that we are radically
deluded about living in a three-dimensional world and that the only thing that exists
is this universal wave function. Perhaps we can tell some story that explains why
our conscious experiences are so radically mistaken about the world (although it is
not at all clear how such a story would go), just as it may be that we are brains in a
vat, with our brains manipulated from the outside in just such a way as to make our
conscious experiences what they are, even though we are radically mistaken about
the way the world really is.

Norsen makes this point about the pure wave function ontology, but it also applies
to themany-minds version of themany-worlds interpretation and also, to some extent,
to the continuous matter density version, because in all these theories we are deeply
mistaken about everything, not only the very small or the very large or the distant
past, but even about the familiar macroscopic reality. But why should we believe
those theories any more than believing the brain in a vat story?

As we argued in Chap.3, common sense realism comes first, i.e., before scientific
realism: all our reasons to “believe” our scientific theories are based on observations
of the macroscopic world (including of course, positions of pointers and meter read-
ings). If a scientific theory tells us that we are radically deluded about the existence
and the basic properties of the macroscopic world (like saying that the moon is not
there when nobody looks [332] or that reality is only an abstract wave function), then
why believe it?

26In [289], Adrian Kent gives a list of 22 papers trying, in various ways, to make sense of the
many-worlds interpretation.
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6.2 The Spontaneous Collapse Theories

In [209], Ghirardi, Rimini, andWeber (GRW) introduced amodified version of quan-
tum mechanics.27 We saw in Sect. 2.5 that, thanks to the linearity of the Schrödinger
equation, there is never a collapse of the wave function and this leads to the existence
of macroscopic superpositions.

In order to solve that problem, GRW introduce a mechanism by which wave func-
tions spontaneously collapse. To be precise, in their model, the wave function evolves
according to the Schrödinger equationmost of the time, but there is a set of spacetime
points (yi , ti ) chosen at random, such that the wave function �(x1, . . . , xN , t) for a
system of N particles is multiplied at the chosen times ti by a Gaussian function in
the variable xi (chosen uniformly among 1, . . . , N ), centered in space at the chosen
space points yi . The probability distribution of these random points is determined
by the wave function of the system under consideration (which, theoretically, is the
entire universe) at the times when they occur, and is given by the familiar |�|2 dis-
tribution. This ensures that the predictions of the GRW theory will (almost) coincide
with the usual ones.

The above-mentioned multiplication factors localize the wave function in space,
and for a system of many particles in a superposed state, effectively collapse the
quantum state onto one of the terms.28 Now, the trick is to choose the parameters
of the theory so that spontaneous collapses are rare enough for a single or for a few
particles to ensure that they do not lead to detectable deviations from the quantum
predictions, but frequent enough for a large number of particles, say N = 1023, to
ensure that they will not stay in a superposed quantum state such as (5.1.6.2) for
more than a split second.

There are two parameters in this theory, to be thought of as new constants of
Nature: the rate at which collapses occur and thewidth of theGaussianmultiplication
factor. For instance, in [209], the rate of collapse is chosen equal to 10−16 s−1 and
the standard deviation of the Gaussian is chosen equal to 10−5 cm. Of course, other
choices are possible (provided that collapses occur rarely enough for small systems
and often enough for large ones), and there is no evidence that those parameters are
the right ones.29 The fact that the multiplying function is Gaussian is also an arbitrary
“choice”.

The GRW theory is not the same as the de Broglie–Bohm theory or ordinary
quantum mechanics, since the spontaneous collapse theory leads to predictions that
differ from the usual ones, even for systems made of a small number of particles.30

27For reviews and further discussions of those theories, see [13, 15, 32, 210–212, 230, 383–385].
28See Appendix 6.A for an explanation of why these macroscopic superpositions quickly disappear.
29Indeed, if there was such evidence, it would mean that quantum mechanics is wrong, since
quantum mechanics assumes that the time evolution of the quantum state is always linear and that
it never spontaneously collapses.
30For systems with many particles, the predictions are also different of course, unless one incorpo-
rates the collapse rule by fiat into the rules of quantum mechanics.

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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But the parameters of the theory are simply adjusted so as to avoid being refuted by
experiments, which is not exactly an appealing move.

Moreover, as for the many-worlds interpretation, there is also the problem of
making sense of a pure quantum state ontology (even when the latter collapses, since
the collapsed quantum state is still just a function defined on a high-dimensional
space),which is called the “bare”GRWtheory in [13]. Theproponents of spontaneous
collapse theories should be credited for having recognized this problem, in contrast to
those who favor the many-worlds interpretation. Two solutions have been proposed
to give a meaning to the GRW theory beyond the pure wave function ontology: the
matter density ontology [210] often denoted GRWm, and the flash ontology [44]
denoted GRWf.

In the first solution, one associates the continuous matter density defined in
(6.1.2.1) with the wave function of a system of N particles. So the ontology here is
exactly the same as in the version of many worlds due to [14], but the time evolu-
tion of the quantum state is of course different: whereas it was the pure Schrödinger
evolution in the many-worlds case, it is that evolution interrupted at some random
times by random collapses in the GRWm theory. This has the advantage that there
is, in practice, only one macroscopic world.

In the flash ontology, one has a world made only of spacetime points at the center
of the Gaussian multipliers of the wave function that “collapse” it. As Bell puts it,
all there is in the world, according to that theory, is a “galaxy” of spacetime points:

[…] the GRW jumps […] are well localized in ordinary space. Indeed each is centered on a
particular spacetime point (x, t).31 So we can propose these events as the basis of the ‘local
beables’ of the theory. These are the mathematical counterparts in the theory to real events
at definite places and times in the real world (as distinct from the many purely mathematical
constructions that occur in the working out of physical theories, as distinct from things which
may be real but not localized, and distinct from the ‘observables’ of other formulations of
quantum mechanics, for which we have no use here). A piece of matter then is a galaxy of
such events.

John Bell [49, p. 205]

But again, if either the GRWm or the GRWf theories are true, then the god of the
physicists is quite malicious. In the GRWm case, this is true for the same reason,
explained above, as for the version of many worlds described in [14]. On the other
hand, if the flash ontology is true, then we have been fooled into thinking that there
exists something most of the time (like atoms): if we take the visible universe since
the Big Bang, then it has contained only finitely many flashes. Since the flashes are
all there is in that ontology, this means that, most of the time, the universe is just
empty.

To get a feeling for howodd those theories are,32 considerwhat happens, from their
point of view, in the thought experiment of Einstein’s boxes discussed in Sect. 4.2.

31This is one of the points that we denoted (yi , ti ) above. (Note by J.B.).
32See Maudlin [319, Chap.10] for a similar discussion of the GRWm and GRWf ontologies, as
opposed to the de Broglie–Bohm ontology.
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First note that, in the de Broglie–Bohm theory, nothing surprising happens: the par-
ticle is in one of the half-boxes all along and is found where it is. But in the GRWm
theory, there is one-half of the matter density of a single particle in each half-box, at
least if we assume that no collapse of the wave function of that particle occurs, which
is likely since collapses are very rare for a single particle. But when one opens one
of the half-boxes, the evolution of the wave function of the particle becomes coupled
with a macroscopic measuring device and many collapses occur quite rapidly, so
that the matter density suddenly jumps from being one-half of the matter density of
a single particle in each half-box to being the total matter density of a particle in
one half-box and nothing in the other. Of course, this happens randomly, so that the
matter density may jump from the half-box that one opens to the other half-box. In
any case, there is a nonlocal transfer of matter in the GRWm theory, while there is
no such thing in the de Broglie–Bohm theory, and not even anything nonlocal when
one deals with one particle.33

In theGRWf theory, there is simply nothing in either half-box, just awave function
traveling so to speak with the half-boxes. When one opens one of the half-boxes and
the wave function of the particle becomes coupled with a macroscopic device, there
is suddenly a “galaxy of flashes” appearing (randomly) in one of the two half-boxes,
which we interpret as meaning that the particle is in that half-box. Again, the theory
is more nonlocal, in a sense, than de Broglie–Bohm, since, by opening one half-box,
one may trigger a galaxy of flashes in the other half-box.

These two alternatives, GRWmandGRWf, do not quite qualify as being “Duhem–
Quine monstrosities”, but they come dangerously close to that unenviable status.

One of the arguments in favor of these theories is that they have relativistic exten-
sions, without introducing a privileged reference frame (or foliation) as one does in
the relativistic versions of the de Broglie–Bohm theory discussed in Sect. 5.2.2 [33,
475–477]. But the problem is to understand why one has to be so realistic about
relativity if one is willing to admit that all our scientific view of the micro-world
is radically wrong.34 After all, in the de Broglie–Bohm versions of quantum field
theories, the predictions are “relativistic” in the sense that they agree with the usual
ones, and one can debate to what extent the introduction of a sort of true simultaneity
(which can be done in a Lorentz covariant way) is or is not compatible with the spirit
of relativity. But why insist on that spirit if one is willing to jettison so much of
our understanding of the world, and in particular the existence of atoms as localized
objects (as opposed to a continuous distribution of matter) or the existence of a world
that is not most of the time empty?

The GRW proposal, even putting aside the issue of its two bizarre ontologies, is
terribly ad hoc, since the parameters of the theory are simply chosen so as to avoid the
possibility of experimental refutations. So it is difficult to see why one would adopt
a theory that does make different predictions than the de Broglie–Bohm theory, and

33Bell-type arguments establishing the existence of nonlocal causal effects apply only to systems
composed of at least two particles.
34See Maudlin [319, 3rd edn, Chap.10] for a detailed discussion of this issue.
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yet manages to avoid being refuted, at least given current technologies (this may of
course change in the future), by suitably adjusting its parameters.

The GRW approach stems from the desire to “solve the measurement problem”,
but it is not clear that this proposal would ever have been made if the fact that the de
Broglie–Bohm theory solves this problem in a natural way had been better known.
Actually, one may wonder, why not simply add a particle ontology to the GRW
models, as in de Broglie–Bohm? One could have a dynamics like (5.1.1.3) even if
thewave function satisfied amodified Schrödinger equation (with random collapses).
Wouldn’t that ontology be more natural than either the continuous matter density or
the flashes? The obvious answer is that, if one adopts a particle ontology, then there
is no need to modify Schrödinger’s equation through the collapses, since the latter
are accounted for as “effective collapses” within the de Broglie–Bohm theory, as we
saw in Sect. 5.1.6. This strongly suggests that the spontaneous collapse models are
the result of a desire to solve an artificial problem (at least, it is artificial from the
point of view of the de Broglie–Bohm theory), namely, the problem of “collapses”
or “measurements”.

Of course, one should consider the possibility of a more natural modification of
Schrödinger’s equation, say by a nonlinear term, which would be a new theory. Lajos
Diósi [134] andRogerPenrose [390] haveproposed suchmodified equations. Penrose
draws an analogy between Newton’s gravitation, where the gravitational potential
is a solution of a linear equation (Poisson’s equation) and general relativity, whose
equations are nonlinear, to suggest a nonlinear modification of quantum mechanics.
For another nonlinear modification of Schrödinger’s equation, see Weinberg [502,
503], but such deterministic nonlinearmodificationswould allow superluminal trans-
mission of messages, as shown by Gisin [213] (as we saw in Sect. 5.2.1, the same
phenomenon of superluminal transmission of messages is possible in the de Broglie–
Bohm theory if one assumes the existence of an ensemble of particles that are not
in quantum equilibrium). There are also spontaneous collapse models that modify
Schrödinger’s equation (apart from the collapses) and try to incorporate the effect of
gravitation [135, 136, 391].

All these models may be thought of as being toy models for an as yet unknown
totally new theory that would some day supersede quantum mechanics, perhaps also
incorporating gravity. However, that new theory would not be an “interpretation”
of quantum mechanics but a replacement of it. Of course, it should have testable
consequences and one would still have to see which ontology (besides the wave
function) would naturally supplement such a nonlinear evolution.

6.3 The Decoherent Histories Approach

In a series of papers and books, Robert Griffiths [241–248], Roland Omnès
[365–368], Murray Gell-Mann, and Jim Hartle [201, 202, 204, 253] have introduced
and advocated a decoherent histories or consistent histories approach to quantum
mechanics. The idea is to assign probabilities in a coherent way to histories of real
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events, meaning events that happen in the world whether we measure them or not,
like the particle trajectories in de Broglie–Bohm, but for more general sorts of events,
for example the spin being up or down in a given direction, or any other “observable”
having a given value. Naturally, those assigned probabilities agree with the quantum
mechanical ones, whenever observations are made.

Robert Griffiths explains quite clearly the goal of the decoherent or consistent
histories approach. He writes, about “the role of measurements in standard quantum
mechanics and in consistent histories”:

For example, one can show that a properly constructed measuring apparatus will reveal a
property that the measured system had before the measurement, and might well have lost
during the measurement process. The probabilities calculated for measurement outcomes
(pointer positions) are identical to those obtained by the usual rules found in textbooks.
What is different is that by employing suitable families of histories one can show that
measurements actually measure something that is there, rather than producing a mysterious
collapse of a wave function.

Robert B. Griffiths [249]

From this, it should be clear that one is talking about probabilities of real events, not
just of measurements. From a consistent history point of view, there is no problem
with the collapse postulate:

From the consistent histories perspective, wave function collapse is a mathematical pro-
cedure for calculating certain kinds of conditional probabilities that can be calculated by
alternative methods, and thus has nothing to do with any physical process. That is, “col-
lapse” is something which takes place in the theorist’s notebook, not in the experimentalist’s
laboratory. Consequently, there is no conflict between quantum mechanics and relativity
theory.

Robert B. Griffiths [249]

Not surprisingly, Griffiths also claims that there is no nonlocality in quantum
mechanics35:

Einstein, Podolsky, and Rosen (EPR) in a celebrated paper [164] showed that by measuring
the property of some system A located far away from another system B one can, under
suitable conditions, infer something about the system B. By itself the possibility of such an
indirect measurement is not at all surprising, as one can see from the following example.
Colored slips of paper, one red and one green, are placed in two opaque envelopes, which
are then mailed to scientists in Atlanta and Boston. The scientist who opens the envelope in
Atlanta and finds a red slip of paper can immediately infer, given the experimental protocol,
the color of the slip of paper contained in the envelope in Boston, whether or not it has already
been opened. There is nothing peculiar going on, and in particular there is no mysterious
influence of one “measurement” on the other slip of paper.

Robert B. Griffiths [249]

35See Sect. 7.5 for similar claims made by Gell-Mann.
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Stated in the language of our Chap.4, the idea expressed here by Griffiths is that
answers (being here the colors of the slips of paper) pre-exist the questions being
asked at X and Y (i.e., Atlanta and Boston), and the answers are carried by the
particles (the opaque envelopes) coming from the source. But that is precisely what
Bell has shown to be impossible, by considering the statistics of answers to different
questions at X and Y .

Something, somewhere, must be wrong!
To understand where the problem comes from, let us start by discussing how

probabilities are assigned in the decoherent histories approach. This cannot be done
in a naive way, because of interference. Suppose, for example, that in the double-slit
experiment36 we want to associate a probability to the following pair of “histories”:
“the particle goes through the upper slit and is detected at a certain place x on the
screen”, and “the particle goes through the lower slit and is detected at x on the
screen”. The probability of being detected at x should be the sum of the probabilities
of those two sequences of events, but the probability of being detected at x when
both slits are open is different from the sum of the probabilities of being detected at x
and going through each slit, when only one slit is open. This means that a priori there
is a difficulty in assigning probabilities consistently to those histories.37 Of course,
if one considers two histories made of different sequences of events: “the particle is
detected at the upper slit and is detected again at x on the screen”, and “the particle is
detected at the lower slit and is detected again at x on the screen”, then one can assign
probabilities consistently to such a pair of histories, because the detection at the slits
in effect collapses the wave function and thus destroys the interference phenomenon.
Then the situation is the same as when only one slit is open (see Fig. 2.8).

So the above-mentioned authors introduce conditions of decoherence between
members of a family of histories in such a way as to allow the application of the
usual rules of probability to that family. Then, the probabilities assigned to events
agree with the quantum mechanical predictions when measurements are performed.
We will not discuss in detail those conditions (see Appendix 6.B for a sketch of
the decoherence condition and the probabilistic formulas), because what they try to
avoid are inconsistencies that might arise when one attributes probabilities to events
occurring at different times (as in the example of the particle going through the upper
or lower slit and being detected at a certain place x on the screen) and the problem
that we want to focus on, in the decoherent histories approach, occurs already when
one considers events happening at a single time.

Indeed, and this cannot be stressed enough, the originality and the merits of the
decoherent histories approach are that it tries to make sense of probabilities of real
events happening in the world, whether we observe them or not. If it did not try to
do that, then there would be nothing new, since the formulas for sequences of events
occurring at different times in that approach are just the usual quantum mechanical

36Discussed in Appendix 2.E.We refer the reader to Fig. 2.8 to illustrate what follows. This example
is discussed from a decoherent histories point of view by Hartle in [253, Sect. 2].
37However, we will see below how this can be done in a more subtle way in the de Broglie–Bohm
theory.
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ones, obtained from the combination of Schrödinger evolution and the collapse rule.
Moreover, those real events are definedby thevalues takenbyarbitrary “observables”.
In principle, this is once again to the credit of the decoherent histories approach, since
if it could be done, it would be close to the spirit of quantum mechanics, or at least
to the way it is usually presented, i.e., putting all “observables” on an equal footing.

However, and this is the source of the difficulties, by considering as real events the
values taken by arbitrary observables, this approach treads on the dangerous terrain
of the no hidden variables theorems. And this leads to a problem, raised in papers
by Sheldon Goldstein [222] and by Angelo Bassi and Giancarlo Ghirardi [29] (see
[30, 31, 246] for further discussions), a problem which exists even if one considers
“histories” occurring at a single time and for which the decoherence condition is
trivially satisfied. The arguments presented by these authors are based on the no
hidden variables theorems discussed at the end of Chap.2.

Goldstein gives an example of four decoherent histories, based on an example
due to Lucien Hardy [252]. Consider four quantities A, B, C, D, associated with a
pair of spin 1/2 particles, which have the following properties38:

(1) A and C can be measured simultaneously,39 and if one gets A = 1, then C = 1.
(2) B and D can be measured simultaneously, and if one gets B = 1, then D = 1.
(3) C and D can be measured simultaneously, but it never happens that both C = 1

and D = 1.
(4) A and B can be measured simultaneously, and it sometimes happens40 that both

A = 1 and B = 1.

Each of these four statements corresponds to a decoherent history in a trivial way,
since both quantities, in each of the pairs involved here, can be measured simul-
taneously, and we are considering everything at a single time. So one can assign
probabilities to those events in a consistent way. For example, in (1), the probability
that C = 1, given that A = 1, is equal to 1.

But these four statements cannot all be true, because when it happens that A = 1
and B = 1, as it sometimes does, by (4), onemust have, by (1) and (2), thatC = 1 and
D = 1, which is impossible because of (3). Of course, each of the statements above
is true if they all refer to results of measurements. But then no contradiction arises,
because the measurements to which they refer are different and cannot be performed
simultaneously since they do perturb the system (as reflected by the collapse rule in
ordinary quantum mechanics and understood through the analysis in Sect. 5.1.4 in
the context of the de Broglie–Bohm theory).

As stressed by Goldstein, the inconsistency is a problem, but only from the deco-
herent history (DH) point of view:

38See Appendix 6.B for a definition of those quantities, and the proof of those properties. Here we
are only interested in the logic of the argument; for more detail, see [219, 222, 252, 336].
39This means that the matrices representing those quantities commute (see Appendices 2.B, 2.C,
and 6.C).
40“Sometimes” here means that it occurs in about 9% of the cases, but that precise value does not
matter for the logic of the argument.
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It is important to appreciate that, for orthodox quantum theory (and, in fact, even for Bohmian
mechanics), the four statements above, if used properly, are not inconsistent, because they
thenwould refermerely to the outcomesof four different experiments, so that the probabilities
would refer, in effect, to four different ensembles.

However, the whole point of DH is that such statements refer directly, not to what would
happen were certain experimental procedures to be performed, but to the probabilities of
occurrence of the histories themselves, regardless of whether any such experiments are
performed.

Sheldon Goldstein [222]

Following a similar logic, Bassi and Ghirardi [29] consider six decoherent histories41

and deduce a contradiction, but without having to rely on a probabilistic statement
like (4) above.

The response from Gell-Mann and Hartle and from Griffiths [223] consists basi-
cally in saying that there is no decoherent history including the four operators A,
B, C , and D or the six histories of Bassi and Ghirardi. This is true, because A and
D cannot be measured simultaneously, nor can B and C . But that answer misses
the point, which is that each decoherent history is supposed to be a statement about
real events happening in the world, to which truth values can be assigned. So each
of the above statements is meant to be true, but they cannot all be true, since, taken
together, they lead to a contradiction.

It is worth quoting in full Goldstein’s reply to Gell-Mann and Hartle and to
Griffiths:

Concerning this issue, Murray Gell-Mann and James Hartle complain that I have “misunder-
stood one important point” — namely, that “it is essential to restrict statements relating the
probabilities of occurrence of histories to a given family containing them” because “incon-
sistencies can arise if statements relating the probabilities of occurrence of histories aremade
while referring to different families in the course of a given argument.” I am puzzled by their
response. Each of my four individual statements concerns only probabilities for a single fam-
ily (with, of course, a different one for each statement). And the fact that “inconsistencies
can arise …” is precisely the point of the example I used in the article and am using here.

Robert Griffiths is more explicit about the cause of my having made “the erroneous assertion
that the consistent histories formalism is …inconsistent” — namely, my not “paying serious
attention to [Omnès’s] Rule 4.” Here is the rule, as given on page 163 of the reference
Griffiths mentions42: “Any description of the properties of an isolated physical system must
consist of propositions belonging together to a common consistent logic. Any reasoning to
be drawn from the consideration of these properties should be the result of a valid implication
or of a chain of implications in this common logic.” What Omnès calls a “consistent logic”
amounts more or less to a (decoherent) family.

I have always had great difficulty with this rule. I don’t understand what it actually means, in
terms of both detail and basic meaning. Does the description provided by the four statements
in my example, which requires reference to four families, violate this rule because the four
statements are on adjacent lines? What if they were on different pages, or were made by
different people? It can hardly be expected that, when thinking about the same system, all

41Based on operators related to those used in the proof of the no hidden variables theorems in
Chap.2.
42The reference is [367]. (Note by J.B.).

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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people at all times will — by some peculiar harmony — formulate statements concerning
only the same common family.

Besides, why are my four statements not a counterexample? They are a description of pre-
cisely the sort that Rule 4 informs us “must” not be. This raises the question as to exactly
what is meant in the rule by “must,” and, in its next sentence, by “should”.

The real problem, I believe, is this: If we “must” or “should” restrict our descriptions and
reasoning in the manner described by Rule 4, it must be because of the meanings of the
statements under consideration and the way the language expressing them is intended to
function. For example, if (as would be appropriate in orthodox quantum theory) we were
to use the four statements above as an elliptical way of talking about results of possible
experiments, then it is apparent that we could get into trouble by considering, at one time,
several of these statements, should we slide into the mistake of thinking that the several
statements refer to a common experiment.

However, if, for DH, descriptions such as those provided by the statements above are to be
understood with their usual meanings, then Rule 4 is simply false, to the extent that it has
any meaning at all. And if the proponents of DH have some other meaning in mind for such
statements, they should so inform us and supply this meaning — something that, as far as I
am able to tell, they nowhere do.

It may be argued that Rule 4 should be regarded as merely a rule— that is, as merely defining
a certain game. But then why must I play this game when analyzing the implications of DH?

It is true that, to deduce or recognize that the four statements above are inconsistent, we must
consider a collection of statements involving more than a single family. If we obey Rule 4 in
our analyses, we will encounter, as Gell-Mann and Hartle say, “no inconsistencies along the
way.” But the statements will remain inconsistent even if we invoke and adhere to rules that
demand, in effect, that we ignore the inconsistency.

Sheldon Goldstein [222]

One possible way to avoid this inconsistency would be to restrict the set of histories
considered real, by choosing three of the four statements (1)–(4) above and dropping
the fourth one. But it is not obvious how to do that, because the four statements are
equally plausible (if one adopts the decoherent histories approach). As we said in
Chap.2, the natural interpretation of the no hidden variables theorems is that none of
these statements referring to pre-existing spin values (or pre-existing values for the
similar quantities A, B, C, D, discussed here) that would be revealed by observations
is actually true.

The fundamental problem of the decoherent history approach is once again naive
realismabout operators, that is to say, thinking that the physical quantities represented
by operators do have values whether one observes them or not and thus, forgetting
Bohr’s insistence on the “active role” of the measuring devices.

Finally, one may contrast the decoherent history approach and the de Broglie–
Bohm theory. After all, by assigning probabilities, at each time, to particle positions,
the de Broglie–Bohm theory also assigns probabilities to certain “histories”, namely
the particle trajectories. One can do this as follows: assign to a trajectory X(t), sat-
isfying Eqs. (5.1.1.1) and (5.1.1.4), with initial condition X(0) = x, a probability
density given by |�(x, 0)|2. By equivariance, this assigns the usual quantummechan-
ical probability density for X(t) = x, given by |�(x, t)|2, at all times, and hence
also predicts the quantum mechanical probabilities for all observables. But note that

http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_5
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these histories (the particle trajectories) are not decoherent, in the sense of the deco-
herent history approach! Indeed, they do assign probability densities to the history
of a particle going through the upper slit and ending at a given point x on the screen
and to the history of a particle going through the lower slit and ending at the same
point x on the screen, but in a consistent way (unlike what happens if one assigns
these probabilities in what we called a naive way at the beginning of this section).

It is easy to see why, by looking at Fig. 5.1. If the point x is in the upper half of the
screen, then the probability of going through the lower slit and ending at x is zero,
while the conditional probability of going through the upper slit, given that one ends
at x , is one, so there is no inconsistency in these assignments of probabilities: the
probability density of ending at x is (for this assignment of probabilities) the sum of
the probability densities of going through the lower slit and ending at x (which is zero)
and of of going through the upper slit and ending at x (which equals the probability
density of ending at x). This may sound counterintuitive, but this assignment of
probabilities is consistent and its counterintuitive nature arises solely from a quantum
mechanical “intuition” that is deeply linked with results of measurements.

If, on the other hand, one observes the slit the particle goes through, then one does
get decoherent histories and the de Broglie–Bohm probabilities become the familiar
quantum mechanical ones; but the de Broglie–Bohm theory accounts for that by
taking into account the effective collapse of the wave function that such observations
induce, so that the probability distribution after the slits is no longer given by the
|�(x, t)|2 density without measurement, but by the corresponding density of the
collapsed wave function behind the slit the particle went through (t being the time
of passage through the slits), which is the same as what happens with only one slit
opened (see Fig. 2.8). Note that in this situation, there is a nonzero probability for
the particle that goes through the upper slit to end up on the lower half of the screen,
and vice versa, as opposed to what happens when both slits are open.

This example illustrates one of the merits of the de Broglie–Bohm theory, namely
that it renders explicit the “active role” of measuring devices, because the proba-
bilities when measurements are performed are different from those when there are
no measurements, while in the decoherent histories approach, no such distinction is
made.

6.4 QBism

This is the most recent “interpretation” of quantum mechanics, and it is presented
as being linked to what Alain Aspect calls the “second quantum revolution”, i.e.,
the “quantum information” revolution43: this includes quantum cryptography, which
already exists and allows more secure encryptions than anything that can be done

43See Aspect’s introduction to the 2004 edition of [49]. For the theory of quantum information, see,
e.g., [352, 404].

http://dx.doi.org/10.1007/978-3-319-25889-8_5
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classically, as well as quantum computation, which will be able in principle (but not
yet in practice) to perform some calculations much faster than classical computers.

The field of quantum information is intimately related to the phenomenon of
entanglement and is, in a sense, a product of the work by EPR, Schrödinger, and
Bell. But since everything in the field of quantum information is an application of
ordinary quantum mechanics (possibly a revolutionary application, but nevertheless
based on the usual principles), one cannot use those remarkable applications to justify
a particular way to understand quantum mechanics.

In QBism, Q stands for quantum and B for Bayesianism. As explained in Chap.3,
the subjective Bayesian view of probabilities considers them as judgements: if a coin
is thrown and we do not look at the result, it is rational, because of the symmetry
of the situation, to assign probabilities (1/2, 1/2) to each side. But if one looks at
the result, those probabilities jump to (1, 0) or (0, 1). If Alice has seen the result,
but Bob has not, then her probabilities have changed but Bob’s probabilities have
not. If Alice tells Bob the result (and if he thinks she is reliable), then Bob updates
his probabilities. Thus, probabilities simply reflect our degree of knowledge of the
world and nothing else, so different individuals assign different probabilities to the
same event. This holds also for more complicated situations: a doctor may assign
different probabilities than a patient to the latter’s health and a meteorologist will
assign different probabilities than the man in the street to tomorrow’s weather.

So far so good: there is nothing surprising or paradoxical or counterintuitive
here. QBism wants to extend this “subjective” view of probabilities to the quantum
probabilities. Since they are defined in terms of the quantum state, why not also
give the latter a purely subjective meaning? For a QBist, the quantum state is simply
something that I assign to the world. Fuchs and Peres write:

[…] the time dependence of the wavefunction does not represent the evolution of a phys-
ical system. It only gives the evolution of our probabilities for the outcomes of potential
experiments on that system. This is the only meaning of the wavefunction.

Christopher A. Fuchs, Asher Peres [196]

Therefore, there is nothing surprising for a QBist in the collapse rule: just as I update
my probabilities when I learn something about the world, I update my quantum state
when I learn something, for example after a “measurement”, as Fuchs, Mermin, and
Schack explain:

Quantum states determine probabilities through the Born rule. Since probabilities are the
personal judgments of an agent, it follows that a quantum state assignment is also a personal
judgment of the agent assigning that state. The notorious ‘collapse of the wave-function’ is
nothing but the updating of an agent’s state assignment on the basis of her experience.

Christopher A. Fuchs, N. David Mermin, and Rüdiger Schack [199]

http://dx.doi.org/10.1007/978-3-319-25889-8_3
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QBism is a sort of return to Copenhagen, but with a vengeance.44 It is more radical
than the usual Copenhagen interpretation, because according to the latter (at least as
it is generally understood), a physical system has a quantum state; this state is an
objective property of the world, even though it is only a tool allowing us to predict
results of measurements.

One should not confuse QBism with the idea, suggested by some people, that it
is our consciousness that produces the collapse of the quantum states, viewed as an
objective fact.45 Indeed, for QBists, there is nothing objective about the quantum
state to start with. It represents only a certain information that we have.

But there is then an obvious question: information about what? If the world is
fundamentally quantum mechanical, and if the most basic quantum concept is the
quantum state and if even that is not objective, then what is? In ordinary quantum
mechanics, one can be ignorant about the true quantum state, in which case one
assigns a probability distribution over those states, which is then similar to a classical
probability. But for Qbists there is no such thing as a true, but unknown, quantum
state, just as there is no true probability of the coin being heads or tails (before we
look). There are just different degrees of information.46

But for the coin, there is a fact of the matter as to whether it is heads or tails (after
it has fallen). Our information, or lack of it, refers to something “out there”. If one
assigns a probability 1 to heads or tails, depending on the result, it is because one has
learned a fact about the world. Even when one assigns probabilities (1/2, 1/2), it is
because one knows that the coin is symmetric, which is again a fact about the coin.

It is sometimes suggested that the information is only about the macroscopic
world, or even only about results of measurements:

The thread common to all the nonstandard “interpretations” is the desire to create a new the-
ory with features that correspond to some reality independent of our potential experiments.
But, trying to fulfill a classical worldview by encumbering quantum mechanics with hidden
variables, multiple worlds, consistency rules, or spontaneous collapse, without any improve-
ment in its predictive power, only gives the illusion of a better understanding. Contrary to
those desires, quantum theory does not describe physical reality. What it does is provide
an algorithm for computing probabilities for the macroscopic events (“detector clicks”) that

44One of David Mermin’s papers is entitled QBism puts the scientist back into science [340], which
is exactly what we have been trying to avoid in this book, for the obvious reason that one would like
science to say something about places and times where and when there are no scientists around.
45See, e.g., the quotes by Wigner in Sect. 1.3.
46See, for example, [94] for an explicit rejection of the idea that there can be, from a Qbist point
of view, an unknown quantum state: “If a quantum state is a state of knowledge, then it must be
known by somebody”. In [474], Tumulka gives a nice counterargument to the idea that the wave
function is a state of knowledge: a computer could prepare a quantum system in a given state of
the form (2.B.1), corresponding to a quantity A, with some of the coefficients cn equal to zero and
others not. It then prints on a piece of paper the set of coefficients cn equal to zero, puts the paper
in a sealed envelope, and erases the quantum state from its memory. Hence, nobody knows what
the state is. Yet we know with certainty that a measurement of A will yield one of the eigenvalues
corresponding to the terms in which cn �= 0 (and that could be checked by opening the envelope
after the measurement). So in a sense “Nature” still knows the state, after it has been erased from
the computer’s memory, even if no human being nor any machine knows it.

http://dx.doi.org/10.1007/978-3-319-25889-8_1
http://dx.doi.org/10.1007/978-3-319-25889-8_2
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are the consequences of our experimental interventions. This strict definition of the scope of
quantum theory is the only interpretation ever needed, whether by experimenters or theorists.

Christopher A. Fuchs, Asher Peres [196]

But then we run into the usual problem of how to construct a real macroscopic world
out of a non-real microscopic one. Dennis and Norsen underline this in their reply
to Fuchs and Peres:

Instead, FP’s answer is that the probabilities calculated in quantum theory refer only to
macroscopic events. But this simply places a different name on the same ambiguity that had
previously been shuffled under the idea of “measurement”. Where exactly is the cut between
micro- and macroscopic, and why should such a cut enter into the fundamental laws of
physics? If one electron is not objectively real, and two electrons are not objectively real,
why should a collection of 1023 electrons be real? Things like temperature and elasticity
may be emergent properties, but surely existence as such is not. Nothing real can emerge
from that which doesn’t exist.

Eric Dennis and Travis Norsen [121]

But in many instances, QBists claim that, in their view, quantum mechanics is only
about subjective experiences, and not about an outside world, even a macroscopic
one. For example, concerning the question of what information is about, Mermin
writes:

Partly from my associations with quantum computer scientists and partly from endless
debates with constructivist sociologists of science, I have come to feel that “Information
about what?” is a fundamentally metaphysical question that ought not to distract tough-
minded physicists. There is no way to settle a dispute over whether the information is about
something objective, or is merely information about other information. Ultimately it is a
matter of taste, and, like many matters of taste, capable of arousing strong emotions, but in
the end not really very interesting.

David Mermin [338]

And Fuchs similarly declares:

‘Whose information?’ ‘Mine!’ Information about what? ‘The consequences (for me) of my
actions upon the physical system!’ Its all ‘I-I-me-me mine’, as the Beatles sang.

Christopher Fuchs [197], quoted in [361]

Fuchs, Mermin, and Schack even seem to think that “reality” depends on which
“agent” one considers:

This means that reality differs from one agent to another. This is not as strange as it may
sound. What is real for an agent rests entirely on what that agent experiences, and different
agents have different experiences. An agent-dependent reality is constrained by the fact that
different agents can communicate their experience to each other, limited only by the extent
that personal experience can be expressed in ordinary language. Bob’s verbal representation
of his own experience can enter Alice’s, and vice-versa. In this way a common body of reality
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can be constructed, limited only by the inability of language to represent the full flavor —
the “qualia” — of personal experience.

A QBist takes quantum mechanics to be a personal mode of thought — a very powerful tool
that any agent can use to organize her own experience. That each of us can use such a tool to
organize our own experience with spectacular success is an extremely important objective
fact about the world we live in. But quantum mechanics itself does not deal directly with the
objective world; it deals with the experiences of that objective world that belong to whatever
particular agent is making use of the quantum theory.

Christopher A. Fuchs, N. David Mermin, and Rüdiger Schack [199]

Unavoidably, this radical idealism leads to a form of relativism:

A child awakens in the middle of the night frightened that there is a monster under her bed,
one soon to reach up and steal her arm—that we-would-call-imaginary experience has no
less a hold on onticity than a Higgs-boson detection event would if it were to occur at the
fully operational LHC. They are of equal status from this point of view — they are equal
elements in the filling out and making of reality.

Christopher Fuchs [197], quoted in [361]

Of course, QBists claim not to be solipsists (people who write articles and books
to convince others of their views rarely claim to be solipsists), but if physics is all
about updating my subjective experiences, then in what sense does it differ from
solipsism? Travis Norsen calls it solipsism FAPP in [361], but it is rather solipsism
in denial, since that approach does not deal with anything except one’s subjective
experiences; so the difference with solipsism is only that one denies being solipsist,
without saying anything about what could exist outside one’s conscious states of
mind.

Indeed, if one is not a solipsist, then one will try to describe the world “outside of
us” as having certain objective properties (a coin has two faces and a dice six) and
“information” would then be about those properties.

If the proverbial Alice and Bob decide to become QBists, then they should not ask
themselves which objective properties the world possesses that make the updating
of their quantum states work so well (at least for statistical predictions).

QBists also claim that their approach is perfectly local, which in a sense is true,
but so is solipsism. If all Alice does is update her subjective states of mind, then
in the EPR–Bell situation, if she measures the spin in one direction, she will learn
later that, if Bob has measured the spin in the same direction, his result is perfectly
correlated with hers. But if all there is to science is to adjust one’s state of mind in
order to predict one’s future sensations, Alice is not supposed to be puzzled by these
correlations nor to try to explain them through local causes, in which case she would
realize that Bell’s theorem prevents her from doing so. Such an enterprise is just not
part of science, according to QBists.

It is not true to say that QBism has given a local explanation for those EPR–Bell
correlations; it rather defends a view of science that refuses to address this sort of
question, which is very different.
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There is something odd about insistence on relativistic invariance, whether by
QBists or by defenders of the many-worlds interpretation, while in their theories,
either there is no reality or reality is reduced to an abstract function defined on a
high-dimensional space. Maudlin has drawn attention to this paradox:

Physicists have been tremendously resistant to any claims of nonlocality, mostly on the
assumption (which is not a theorem) that nonlocality is inconsistent with Relativity. The
calculus seems to be that one ought to be willing to pay any price — even the renunciation
of pretensions to accurately describe the world — to preserve the theory of Relativity. But
the only possible view that would make sense of this obsessive attachment to Relativity is
a thoroughly realistic one! These physicists seem to be so certain that Relativity is the last
word in spacetime structure that they are willing even to forego any coherent account of the
entities that inhabit spacetime.

Tim Maudlin [321, p. 305]

Moreover, QBists tend to present their viewpoint as non-philosophical, just bare
quantum mechanics, without any “interpretation”. Indeed, one paper by Fuchs and
Peres is entitled: Quantum theory needs no ‘interpretation’ [196]. Eric Dennis and
Travis Norsen provide harsh but apposite criticism of this attitude:

Alan Sokal once described the motivation for his famous prank47 as follows [452]: “What
concerns me is the proliferation not just of nonsense and sloppy thinking per se, but of a
particular kind of nonsense and sloppy thinking: one that denies the existence of objective
realities, or (when challenged) admits their existence but downplays their practical rele-
vance.” Sokal was, of course, referring to the depths of irrationality to which some fields in
the humanities and social sciences have descended.

It is frightening that the same anti-realism Sokal ridiculed there can be put forward as a
supposedly natural and uncontroversial interpretation of quantum theory. It is even more
frightening that this anti-realism is glibly passed off as non-philosophical, for this suggests
not only that many physicists have accepted a fundamentally anti-scientific set of philosoph-
ical ideas but that, in addition, they have done so unwittingly.

Does the community ofphysicists—those individualswhose lives are dedicated to observing,
understanding, and learning to control the physical world — really accept as solid, hard-
nosed science the idea (hedged or not) that there is no physical world — that, instead, its all
in our minds?

Eric Dennis and Travis Norsen [121] (italics in the original)

6.5 Conclusions

Although there is a general perception that there are many theories competing with
the de Broglie–Bohm theory or that this theory is just one “interpretation” among
others, we claim to have shown here that it is the only theory48 that is free from any
of the following problems:

47In 1996, the physicist Alan Sokal managed to have an article, full of “postmodernist” nonsense,
published in the journal Social Text. See [51, 451, 453, 455] and Chap.8 (Note by J.B.).
48Putting aside the question of underdetermination discussed in Sect. 5.4.1.

http://dx.doi.org/10.1007/978-3-319-25889-8_8
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• Inconsistency, like the decoherent histories approach.
• Making different predictions than quantum mechanics, hence also than the de
Broglie–Bohm theory, as the spontaneous collapse theories do, while adjusting its
parameters so that no empirical contradiction can be detected.

• Putting the observer back at the center of our physical theories, as QBism does, or
as the defenders of the decoherent histories approach also do (sometimes).

• Being ill-defined or hard to make sense of, like the many-worlds interpretation,
or the “bare” GRW theory (the one without a matter density ontology or a flash
ontology).

In Chap.1, we criticized the “Copenhagen” approach for making a rhetorical use of
TINA, “there is no alternative”; aren’t we doing the same here, but with de Broglie–
Bohm, instead of Copenhagen? Not really, because even though we try to show that
there is no existing alternative to de Broglie–Bohm that reaches the level of clarity
and explanatory power of the latter, we do not claim that the de Broglie–Bohm theory
is the “end of history”, mainly because a complete understanding of how to combine
nonlocality and relativity is still missing, and this may be the source of a future
upheaval of our world view.

Finally, one may ask: isn’t the bride too beautiful? If the de Broglie–Bohm theory
has so many qualities, why is it so generally ignored? To answer this, we must turn
to the history of quantum mechanics and take into account some psychological and
sociological factors. We will do this in the remaining two chapters.

Appendices

6.A Spontaneous Collapse

We will explain here why macroscopic superpositions quickly disappear in GRW-
type models, due to spontaneous localizations: consider a superposition of the form
(5.E.2), with �

up
0 , �up

f , �down
0 , �down

f of the form (5.E.4). As already observed, the
support of �0i is disjoint from that of �fi for every particle. So suppose that the
wave function of a single particle is “hit” by a spontaneous collapse. This means
that its wave function becomes effectively either �0i or �fi : indeed, the Gaussian
that multiplies the wave function will be centered around either the support of �0i

or the support of �fi (because the statistical distribution of the hits is determined by
the square of the absolute value of the wave function, which has two parts |�0i |2
and |�fi |2 here, with almost disjoint supports) and, since the latter are far apart, one
of the wave functions will be multiplied by a tail of the Gaussian and will become
almost equal to zero.

But then, because the whole wave function in (5.E.2) is a product of the form
(5.E.4), the fact that one factor in (5.E.4) (almost) vanishes makes the whole product
(almost) zero. We are then left effectively with one of the two terms in (5.E.2), and
the macroscopic superposition has been eliminated. Now, when the number N in

http://dx.doi.org/10.1007/978-3-319-25889-8_1
http://dx.doi.org/10.1007/978-3-319-25889-8_5
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(5.E.4) is of the order of the Avogadro number (∼1023), we can arrange the rate of
collapse so that the probability of a collapse per unit of time is very small for a single
particle (thus, there will be no observable violation of the quantum predictions for
small systems), yet a collapse will occur with probability very close to 1 for at least
one of the N particles in a very small interval of time.49 And as we just saw, that is
enough to “collapse” the macroscopic superposition.

6.B Decoherent Histories: The Formalism

A history α = (
(α1, t1), (α2, t2), . . . , (αn, tn)

)
is a sequence of times and projection

operators at the prescribed times50:

{
P1

α1
(t1), P2

α2
(t2), . . . , Pn

αn
(tn)

}
,

satisfying ∑

αk

Pk
αk

(tk) = 1, (6.B.1)

where 1 is the unit operator, and

Pk
αk

(tk)Pk
α′

k
(tk) = δαk ,α

′
k
Pk

αk
(tk), (6.B.2)

which means that they form a complete set of orthogonal projection operators. The
operator Pk

αk
(tk) is the projection operator Pk

αk
evolved up to time tk . This is called

the “Heisenberg picture”, but it can be explained by saying that we have the pure
Schrödinger evolution between the different times t1, . . . , tn , without collapses.

These projection operators project onto certain subspaces associated with eigen-
values of “observables”. We can simply think of them, in the language of Appen-
dix 2.B, as “collapsing” the quantum state, given certain results of measurement. For
example, one could take (with n = 2) a history α of a spin variable, where at time
t1, σx = 1, and at time t2, σz = −1 [222].51 We can associate a product of projection
operators with such a history:

Cα = Pn
αn

(tn) · · · P2
α2

(t2)P1
α1

(t1).

Given an initial state�, one can associate a probability with a history by the formula

P(α) = 〈Cα�|Cα�〉, (6.B.3)

49If an event has probability p to occur in each of N independent random events, then the probability
that it never occurs is equal to (1 − p)N ∼ 0 if pN � 1.
50We follow here the pedagogical article by Hartle [253].
51We use the expression σx = 1 as a shorthand for “the value of the spin σx equals 1”.

http://dx.doi.org/10.1007/978-3-319-25889-8_5
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which is the standard quantum mechanical formula for the probability of a sequence
of results of measurement, corresponding to the outcomes α1, α2, . . . , αn at times
t1, . . . , tn . But remember that the goal of Griffiths, Omnès, Gell-Mann, and Hartle is
to define probabilities of events happening in the world, whether we observe them
or not.

Using our example with spin, with the Hamiltonian equal to zero, i.e., a time
evolution which is constant, and taking the state |�〉 to be the eigenstate of σz =
+1, P(α) = 1/4. (This is the product of two factors of 1/2: the probability that
σx = 1 at time t1, given that the initial quantum state has spin up in direction z,
and the probability that σz = −1 at time t2, given that at time t1 the quantum state
is the eigenstate of σx with eigenvalue 1.) The problem is that one could consider
another history, given by, at time t1, σx = −1 and, at time t2, σz = −1, which also
has probability 1

4 . But this could lead to inconsistencies. Indeed, if we ignore what
happens at t = t1 (or if we sum over the two possibilities σx = 1 and σx = −1, both
terms being positive), the probability would be zero: if the time evolution is constant
and the initial quantum state has spin up in direction z, then the probability of having
σz = −1 at a later time is zero. As observed in [222], there is no such inconsistency
in ordinary quantum mechanics, because a measurement of the spin in direction x at
time t1 will change the state, by collapsing it onto the eigenvector corresponding to
the observed eigenvalue.

As we saw in Sect. 6.3, a similar problem occurs in the double-slit experiment.
This is why one introduces a decoherence condition: a family of histories H is
decoherent if

〈Cα′�|Cα�〉 ∼ 0, (6.B.4)

for all α �= α′ inH.
To illustrate this condition, consider two histories with a single spin, first α, where

at time t1, σx = 1 and at time t2, σz = −1, and then α′, where at time t1, σx = −1
and at time t2, σz = −1. They are not decoherent in the quantum state |�〉 which is
the eigenstate of σz = +1, since 〈Cα′�|Cα�〉 = 1/4 �= 0.

Then one can check that the formula (6.B.3), applied to the histories of a consistent
family defines a consistent probability satisfying the usual rules. For example, if one
considers a history containing three events, one wants to show that

∑

α2

P(α3, α2, α1) ∼ P(α3, α1), (6.B.5)

which, by (6.B.3), means

∑
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〈
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α1
�
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α1
P3

α3
P3
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α1
�

〉 = P(α3, α1). (6.B.6)

This holds, because, by (6.B.4), we have
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, (6.B.7)

since the sum over the terms with α′
2 �= α2 is negligible. But then, by (6.B.1), we get

(6.B.6).

6.C Decoherent Histories: Proof of Inconsistency

As we said in Sect. 6.3, if we consider “histories” defined by eigenvalues of commut-
ing observables at a single time, then the decoherence condition is trivially satisfied
[if Cα , Cα′ in (6.B.4) contain only one factor, then, because of (6.B.2), (6.B.4) holds
automatically], and the probability formula (6.B.3) is supposed to be, from the deco-
herent histories point of view, the probability of real events.Wewill give here explicit
formulas for matrices A, B, C, D used by Goldstein [222] to prove that the different
histories are inconsistent, but our presentation will follow Mermin [336].

Consider a basis (|e1〉, |e2〉) of vectors for a two-dimensional spin space associated
with a first particle and a basis (| f1〉, | f2〉) associatedwith a second particle. Consider
then the quantum state (the products between states are tensor products)

|�〉 = a|e1〉| f2〉 + a|e2〉| f1〉 − b|e1〉| f1〉, (6.C.1)

with the normalization
2a2 + b2 = 1, (6.C.2)

where a, b will be chosen below. Introduce the vectors

|g〉 = c|e1〉 + d|e2〉, (6.C.3)

|h〉 = c| f1〉 + d| f2〉, (6.C.4)

where c2+d2 = 1 and c, d are chosen so that 〈g f1|�〉 = 〈e1h|�〉 = 0, which means
that

ad − bc = 0. (6.C.5)

Let Pe1 denote the projection operator on the vector |e1〉, and similarly for the other
vectors. We define A, B, C, D as follows:

(1) A = Ph,

(2) B = Pg,

(3) C = Pe2 = 1 − Pe1 ,

(4) D = Pf2 = 1 − Pf1 ,

where in the last two identities we use the fact that (|e1〉, |e2〉), (| f1〉, | f2〉) are basis
vectors of a two-dimensional space.
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All these operators are projection operators, so their only eigenvalues are 0 and 1.
We will write A = 1, B = 0 to mean that the result of the measurement of A gives
1, of B gives 0, etc. It is easy to check that all the pairs (A, C), (B, D), (C, D), and
(A, B) commute, since they operate on different particles, while A does not commute
with D, and B does not commute with C , since they project onto non-orthogonal
vectors.52

If we measure these operators when the quantum state is (6.C.1), we get:

(1) If A = Ph = 1, then since 〈e1h|�〉 = 0, we must have Pe1 = 0, and this means
that C = Pe2 = 1 − Pe1 = 1.

(2) If B = Pg = 1, then since 〈g f1|�〉 = 0, we must have Pf1 = 0, which means
that D = Pf2 = 1 − Pf1 = 1.

(3) C D = Pe2 Pf2 = 0, because the state |e2〉| f2〉 is absent from the sum (6.C.1).
Thus, if one projects |�〉 onto | f2〉, one gets |e1〉| f2〉, and Pe2 acting on that latter
state is zero. This means that one cannot have both the results C = Pe2 = 1 and
D = Pf2 = 1.

(4) Ph = 1 and Pg = 1, meaning A = 1, B = 1, has a nonzero probability of
occurring. The probability is

|〈gh|�〉|2 =
∣
∣
∣
(
c〈e1| + d〈e2|

)(
c〈 f1| + d〈 f2|

)
�〉

∣
∣
∣
2 = (2acd − bc2)2 = b2c4,

(6.C.6)
where in the last equality we have used (6.C.5). By (6.C.5) and (6.C.2) and the
fact that c2 + d2 = 1, one gets b2 = (1 − c2)/(1 + c2), and the maximum of
(1−c2)c4/(1+c2) is reached for c2 = (

√
5−1)/2 (the reciprocal of the golden

mean), which yields a probability of about 9%.

Another way to state this result is that, if we want to attribute “hidden variables”
taking the values 0 or 1 for each “observable” A, B, C, D and if we assume that they
would be revealed by the measurement of those observables, then, if the quantum
state is (6.C.1), we run into a contradiction. As shown by Mermin [336], this argu-
ment can be used to give another proof of EPR–Bell: since the two particles can be
arbitrarily far from each other, if we assume no action at a distance, those hidden
variables associated with the observables A, B, C, D must exist (this is the EPR part
of the argument) and what we have shown here is that this assumption leads to a
contradiction (the Bell part of the argument).

The decoherent histories approach would not directly claim that the four observ-
ables A, B, C, D have pre-existing values (because they do not all commute with
each other), but they would attribute such values to each decoherent history corre-
sponding to each commuting pair (A, C), (B, D), (C, D), and (A, B). But then, we
get four statements that are mutually contradictory.

52As we said, the decoherence condition (6.B.4) is trivially and exactly satisfied (no need for ∼).
To see this explicitly, consider the pair (A, C). We can introduce four “histories” (at a single time)
defined by the projectors Ph Pe2 , Ph Pe1 , (1 − Ph)Pe2 , (1 − Ph)Pe1 . The sum of those projectors
satisfies (6.B.1) and two different projectors (or histories) satisfy (6.B.4), since all those projectors
are mutually orthogonal by (6.B.2).



Chapter 7
Revisiting the History of Quantum Mechanics

We will not attempt to give here a comprehensive history of quantum mechanics.
That would take several volumes. But we will try to explain why the standard view
of that history, the view that is taught to students (including me when I was one) and
is probably shared by the majority of physicists, is widely off the mark.

That view can be summarized as follows (and this will be illustrated by many
quotes from very respectable physicists below). Einstein did not like the indetermin-
ism of ordinary quantummechanics. Hewas old-fashioned and attached to a classical
view of the world.1 Therefore, he invented several clever arguments in order to prove
that quantum mechanics was wrong, in particular that the Heisenberg uncertainty
relations could be violated, but Niels Bohr successfully answered all his objections.

Moreover, in 1932, vonNeumann [496] actually provedmathematically that “hid-
den variables”, that might give a more complete description of quantum systems than
the one provided by quantum mechanics, could not be introduced without leading to
a contradiction with the experimental predictions of quantum mechanics. His result
was strengthened in the 1960s by Kochen and Specker [291] and by Bell [35].

In 1952, Bohm [62], elaborating on earlier ideas of de Broglie, tried to introduce
a “hidden variables” theory (thus running against von Neumann’s result). However,
this theory was nonlocal, therefore non-relativistic, and could only deal (maybe) with
the special case of non-relativistic quantum mechanics.

Finally, in 1964, John Bell proved that any theory reproducing certain quantum
mechanical predictions must be either nonlocal or non-realistic [35]. Given that
nonlocality obviously conflicts with relativity, we must reject realism, since the pre-
dictions in question have been verified experimentally.

We claim that all of the above is historically wrong. Moreover, in order to under-
stand why, one does not need to have a deep understanding of physics, but simply

1We already saw in Chap.1 that Einstein was reproached for this.
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to grasp the English language (since most texts originally in German or French
have been translated.2) Someone who agrees with the mainstream view of quantum
mechanics, dislikes the de Broglie–Bohm theory, and thinks that Bell has not proven
the existence of nonlocal effects, could nevertheless see how wrong the standard
view of history is, simply by carefully reading de Broglie, Einstein, Schrödinger,
Bohm, and Bell, and trying to understand what they actually said.

We want to show in this chapter that the views of Einstein, Schrödinger, and
Bell were widely misunderstood, while those of de Broglie and Bohm were simply
ignored most of the time.3

7.1 The Bohr–Einstein Debate

That debate is considered to be one of themost famous intellectual debates of the 20th
century, and probably themost famous one between physicists.Wewill examine three
episodes in that debate. The first, during the fifth Solvay Conference in 1927, which
is the founding event of the “Copenhagen” interpretation of quantum mechanics;
another, less well known one, during the sixth Solvay Conference in 1930; and
finally the discussion about the EPR paper of 1935. There was a final rehearsal of
these debates in the collective volume devoted in 1949 to Einstein “philosopher–
scientist” [436]. But we must first outline what were the main positions of Einstein
and Bohr and what their disagreement was about.

7.1.1 What Was the Debate Really About?

The most often quoted phrase of Einstein is probably “God does not play dice”.4 But
this is misleading. It is true that Einstein did express concerns about determinism,
for example, in 1924, in a letter to Born’s wife Hedwig:

2However, as we will see below, these translations must sometimes be double-checked.
3For books giving other heterodox accounts of the history of quantummechanics, see Bacciagaluppi
and Valentini [24], Beller [52], Cushing [102], Freire [195], and Wick [512]. The book by Jammer
[281] is a comprehensive overview of the history of quantum mechanics. The book by Belinfante
[34] offers a review of attempts to build hidden variables theories, including de Broglie–Bohm,
but also many others (that run into problems because of the no hidden variables theorems). The
“bibliographic guide” by Cabello [88], containing a mere 10340 references, might be useful.
4The complete quote comes from a letter to Max Born in 1926 [79, p. 91]: “Quantum mechanics
is very worthy of regard. But an inner voice tells me that this is not yet the right track. The theory
yields much, but it hardly brings us closer to the Old One’s secrets. I, in any case, am convinced that
He does not play dice.” Of course, as Einstein emphasized several times, his “God” had nothing to
do with the personal gods of the “revealed” religions.
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I find the idea quite intolerable that an electron exposed to radiation should choose of its
own free will, not only its moment to jump off, but also its direction. In that case, I would
rather be a cobbler, or even an employee in a gaming-house, than a physicist.

Albert Einstein, letter to Hedwig Born, 29 April 1924 [79, p. 82]

But that was in 1924, before quantum mechanics was developed, and it is not true
that Einstein was preoccupied above all with determinism, especially in his debates
with Bohr. That determinism was Einstein’s main concern was even strongly denied
by Pauli, who was, in general, on the Copenhagen side of the arguments (if one wants
to use this somewhat reductionist terminology) and who wrote in 1954 to Max Born:

Einstein does not consider the concept of “determinism” to be as fundamental as it is fre-
quently held to be (as he told me emphatically many times) […] he disputes that he uses as
a criterion for the admissibility of a theory the question: “Is it rigorously deterministic?”

Wolfgang Pauli [79, p. 221]

But if determinism was not Einstein’s main concern, what was? A clue to the answer
is given in another letter, written in 1942, which also speaks of God not playing dice:

It seems hard to sneak a look at God’s cards. But that he plays dice and uses “telepathic”
methods (as the present quantum theory requires of him) is something that I cannot believe
for a single moment.

Albert Einstein [168] quoted in [140, p. 68]

The telepathy here is of course the action at a distance analyzed in Chap.4. Indeed,
Einstein saw, unlike most of his critics, that, if the world is local, then quantum
mechanics is incomplete and a certain form of “determinism” must hold, namely
that, in the Bohm version of the EPR situation, the spin values must pre-exist their
measurement, or, in the original EPR version, the positions and velocities of the
correlated particles must pre-exist.5 If a measurement creates a “random” jump, then
a measurement at A would have to create the correlated result at B, and that would
be nonlocal. And this, Einstein could not accept: but it was locality that was for him
the “sacred principle” as Bell puts it [49, p. 143], not determinism per se.

The dilemma for Einstein was: either quantum mechanics is complete, in which
case it is nonlocal, or it is local but incomplete, and hidden variables have to be added
to it. In his 1949 Reply to criticisms, Einstein did pose the question in the form of a
dilemma, implied by the EPR paradox:

[…] the paradox forces us to relinquish one of the following two assertions:

(1) the description by means of the ψ-function is complete,

(2) the real states of spatially separated objects are independent of each other.

Albert Einstein [436, p. 682]

5See Sect. 7.1.4 for more details on that version.

http://dx.doi.org/10.1007/978-3-319-25889-8_4
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Historian of science Don Howard [274], and also Bacciagaluppi and Valentini [24],
claim that Einstein’s main concern, right from the beginning of the study of quantum
phenomena (even before quantum mechanics was formulated),6 was the fact that
quantum mechanics seemed to require a sort of non-independence of distant events.

Let us now try to formulate Bohr’s viewpoint. This is not something everybody
agrees on, but, from what I understand, he insisted that quantum mechanics, and in
particular the uncertainty relations, impose limitations to how much we can know
about themicroscopic world. In order to talk about that world, we need to use “classi-
cal” concepts, meaning concepts that deal with macroscopic objects or experimental
devices, and since one cannot measure mutually incompatible properties in a single
experiment, one has to resort to “complementary” views of the microscopic world:
if we set up one type of experiment, we can talk about, for example, positions, and
through another experiment, aboutmomenta; or we could talk about spins in different
directions, one for each experimental setup. In each setup, we can have well-defined
answers, but is is pointless to try to combine these different “complementary” aspects
of reality into a coherent mental image.

The root of the difference betweenEinstein andBohr is that Einsteinwas arguing at
the level of ontology, ofwhat there is, insisting that a complete description of physical
systems must go beyond the description given by ordinary quantum mechanics, if
the world is local. Bohr, on the other hand, was answering systematically at the level
of epistemology, of what we can know. Bohr was not answering Einstein, he was
simply not listening to his objections. Let us show that this was already the case at
the 1927 Solvay Conference.

7.1.2 The 1927 Solvay Conference

At that Solvay Conference, Einstein considered a particle going through a hole, as
shown in Fig. 7.1. In the situation described in the picture, the wave function spreads
itself over the half circle, but one always detects the particle at a given point, on
the hemispherical photographic film denoted by P in Fig. 7.1. If the particle is not
localized anywhere before its detection (think of it as a sort of “cloud”, as spread out
as the wave function), then it must condense itself at a point, in a nonlocal fashion,
since the part of the particle that is far away from the detection point must “jump”
there instantaneously. If, on the other hand, the particle is localized somewhere before
its detection, then quantum mechanics is incomplete, since it does not include the
position of the particle in its description.

Einstein contrasted two conceptions of what the wave function could mean:

Conception I. The de Broglie–Schrödinger waves do not correspond to a single electron, but
to a cloud of electrons extended in space. The theory gives no information about individual
processes, but only about the ensemble of an infinity of elementary processes.

6When he introduced photons as particles in 1905, and also in his work on Bose–Einstein statistics
in 1925.
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Fig. 7.1 Einstein’s objection at the 1927 Solvay Conference. Reproduced with the permission of
the Solvay Institutes and of Cambridge University Press. See [24, p. 440], or [456, p. 254] for the
“original” (published in French translation at the time of the Solvay Conference). In fact Einstein
raised a similar issue as early as 1909, at a meeting in Salzburg [24, p. 198]

Conception II. The theory claims to be a complete theory of individual processes. Each
particle directed towards the screen, as far as can be determined by its position and speed,
is described by a packet of de Broglie–Schrödinger waves of short wavelength and small
angular width. This wave packet is diffracted and, after diffraction, partly reaches the screen
P in a state of resolution.7

Albert Einstein [24, p. 441]

The distinction made here was repeated by Einstein all his life. Either one adopts
a statistical view (conception I) and a more complete theory can be envisioned, or
one declares the quantum description “complete”, but this means that the particle is
spread out in space before being detected on the screen.

After explaining the merits of conception II, Einstein raises the following objec-
tion:

But the interpretation, according to which |ψ|2 expresses the probability that this particle
is found at a given point, assumes an entirely peculiar mechanism of action at a distance,
which prevents the wave continuously distributed in space from producing an action in two
places on the screen.

Albert Einstein [24, p. 441]

Indeed, if the particle is spread out in space before being detected (which is what
the expression “complete description” means), then the fact that it is always detected
at a given point implies that it condenses itself on that point and that its presence
vanishes elsewhere. Thus something nonlocal must be taking place. Einstein adds:

In my opinion, one can remove this objection [action at a distance] only in the following way,
that one does not describe the process solely by the Schrödinger wave, but that at the same
time one localises the particle during the propagation. I think that Mr de Broglie is right to

7That last expression is not very clear, but the original German text has been lost and the French
translation [456], from which this is translated into English, is not clear either. (Note by J.B.).
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search in this direction.8 If one works solely with the Schrödinger waves, interpretation II
of |ψ|2 implies to my mind a contradiction with the postulate of relativity.

Albert Einstein [24, p. 441]

Thus, the essence of Einstein’s objection to the orthodox view of quantummechanics
(including the conflict between nonlocality and relativity) was already expressed in
1927!

It is interesting to read Bohr’s response:

I feel myself in a very difficult position because I don’t understand what precisely is the
point which Einstein wants to [make]. No doubt it is my fault.

Niels Bohr [24, p. 442]

Einstein’ objections became sharper as time went on, specially with the EPR argu-
ment. But there is an intermediate episode between the Solvay Congress of 1927 and
that 1935 argument.

7.1.3 The Photon and the Box Experiment

At the sixth Solvay meeting, held in Brussels in October 1930, there were several
discussions between Bohr and Einstein that were later (in 1949) recounted by Bohr.
We do not have traces of these discussions, except in Bohr’s recollections almost
twenty years later; his version of the story was, however, corroborated by Heisenberg
[510, p. 8]. But we have no record of Einstein’s point of view, except for a letter
from Ehrenfest to Bohr that we will discuss below, and that contradicts the Bohr–
Heisenberg version.

The historian of science Don Howard nicely summarizes Bohr’s version of the
discussion:

A box containing a photon has an opening covered by a shutter that is activated by a timer
attached to a clock inside the box by means of which we could accurately time the emission
of the photon from the box. The whole box is suspended by a spring by means of which
arrangement we could weigh the box both before and after the photon’s emission with
whatever accuracy we desire, thus determining the photon’s energy via the mass–energy
equivalence relation.9 As Bohr tells the story, Einstein introduced the photon-box thought
experiment for the purpose, yet again, of exhibiting violations of Heisenberg indeterminacy.
Simply perform both measurements: weigh the box to fix the emitted photon’s energy and
open the box to check the clock and fix the time of emission. Bohr tells us that, at first,
Einstein had him completely stumped. He could find no flaw in Einstein’s reasoning. Only
in the wee hours of the morning did it come to him. Ironically, general relativity would

8See Sect. 7.6.1 below for a discussion of de Broglie’s ideas and of the reactions to them. (Note by
J.B.).
9What is described here is a Gedanken or thought experiment. One is not claiming that such
measurements could actually be made accurately enough in practice. (Note by J.B.).
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save quantummechanics, specifically the general relativistic effect of a gravitational field on
clock rates.10 A quick calculation showed Bohr that the change in the box’s mass when the
photon is emitted changes, in turn, its vertical location in the Earth’s gravitational field, and
that the effect of the latter change on the rate of the clock in the box induces precisely the
uncertainty in the clock’s rate needed to insure satisfaction of the Heisenberg indeterminacy
principle [73, pp. 227–228]. Bohr uses general relativity against Einstein to save quantum
mechanics! A wonderful story. But is it true?

Don Howard [275]

TheHeisenberg indeterminacy relationmentioned here is the time–energy relation.11

If Var(E) is the variance of the distribution of the photon energy and Var(t) the
variance of the time at which the photon is emitted, their product is bounded from
below by

Var(E)Var(t) ≥ 1

4
, (7.1.3.1)

putting � = 1. This bound is of course similar to (2.C.1.4) in Appendix 2.C.
Bohr’s argument is based on the fact that, in the general theory of relativity,

the way clocks run is affected by gravitational fields, and he uses that property to
“derive” (7.1.3.1).12 This sounds like a knock-down argument against Einstein, since
he himself discovered the general theory of relativity! But there is much less here
than meets the eye. First of all, the fact that Bohr’s argument uses a theory discovered
by Einstein may be psychologically impressive, but has no significance whatsoever
for the correctness of his argument. Second, Bohr did not really derive (7.1.3.1); he
reduced the validity of the time–energy uncertainty relation to that of the position–
momentum relation (2.C.1.4). If the latter is correct, shows Bohr, then using a general
relativistic argument, the time–energy uncertainty relation will also be correct.

But this raises a natural question: how could the internal consistency of quantum
mechanics depend on the truth of general relativity? Quantum mechanics was devel-
oped in a perfectly “classical” context, that is, it accepted the spacetime structure
of classical mechanics, with its Galilean invariance. It did not assume the truth of
general relativity or of any theory of gravitation whatsoever. Moreover, even now,
it remains an open problem to combine quantum mechanics with general relativity.
So it is difficult to see why one would need to use an argument based on general
relativity to “save” the consistency of quantum mechanics.13

10In general relativity, a gravitational field will affect the way a clock runs; this is somewhat related
to the relativity of simultaneity in special relativity. (Note by J.B.).
11There is some debate in the literature as to the exact meaning of this relation, and in particular
as to whether time can be put on the same footing as energy, position, or momentum. But this will
not matter for our discussion here. For a proof of the relation in the context of Bohr’s argument, we
refer to [353].
12For a picture of the experiment and more details, see [73, p. 227].
13It is true that Einstein’s argument, as recalled by Bohr, did use the link between mass and energy
(E = mc2) of special relativity, but there is no reference in that argument to general relativity.

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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However, all of this is somewhat academic from the point of view of physics,
since there exists a correct derivation of the time–energy uncertainty relation in the
situation discussed by Bohr, due to Nikolić [353]. That derivation is based on a
proper quantum mechanical reasoning and appeals to neither special relativity nor
general relativity. But from a historical point of view, this story is interesting, since
it shows that, although Bohr’s argument was beside the point, it is often regarded
by physicists as one of his “victories” over Einstein, for the purely psychological
reason that Bohr used Einstein’s own theory! But things are even worse. There is
evidence that Einstein’s goal in discussing the photon in the box experiment was
totally different from the one that Bohr attributed to him in 1949.

The evidence comes from a letter sent by the Austrian physicist Paul Ehrenfest
(who was close to both Bohr and Einstein) to Bohr in July 1931.14 As explained by
Don Howard:

Ehrenfest and Einstein seem to have had a long and thorough chat about the debate with Bohr
at the previous fall’s Solvay meeting. Ehrenfest reports to Bohr a most surprising comment
from Einstein:

He [Einstein] said to me that, for a very long time already, he absolutely no longer doubted
the uncertainty relations, and that he thus, e.g., had BYNOMEANS invented the “weighable
light-flash box” (let us call it simply L-F-box)15 “contra uncertainty relation”, but for a totally
different purpose. (Ehrenfest to Bohr, 9 July 1931 [159] […]).

Whatwas that totally different purpose? Itwas nothing other than an anticipation ofEinstein’s
later argument for the incompleteness of quantum mechanics.

As Ehrenfest explains to Bohr, Einstein’s idea was this. Let the photon leave the box and be
reflected back from a great time and distance, say one-half light year. At about the time when
the photon is reflected, we can either weigh the box or check the clock, making possible
our predicting either the exact time of the photon’s return or its energy (literally, its color),
which is to say that, depending upon which measurement we choose, we ascribe a different
theoretical state to the photon, onewith definite energy, one entailing a definite time of arrival.
Crucial is the fact that the event of performing the measurement on the box—weighing it the
second time or checking the clock—is space-like separated16 from the event of the photon’s
distant reflection, because then our choice of a measurement to perform can have no effect
on the real state of affairs of the photon, meaning that the photon’s real state of affairs when
it returns will be one and the same, regardless of the measurement we performed on the
box. This is all just quantum mechanics, in Einstein’s view. But then quantum mechanics

14Jammer [281, p. 171] discusses this letter at length, but according to Howard [275], mistranslates
part of it: Einstein said that “for a very long time already, he absolutely no longer doubted the
uncertainty relations”, while Jammer says that, according to the letter, Einstein “no longer intends to
use the box experiment ‘against the indeterminacy relations”’, which suggests that he did originally
use it for that purpose. On the other hand, Heisenberg corroborates the story told by Bohr in his
“commentary” on the Bohr–Einstein dialogue in [510, p. 8]. So we cannot be sure of what was
really said in 1930, but we are mostly interested here in what Einstein thought well before the EPR
article.
15This is what we call the photon and the box experiment. (Note by J.B.).
16This means that the events are sufficiently far apart so that the time between their occurrence is
shorter than the time that would be taken by a ray of light to travel between them. (Note by J.B.).
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has associated two different theoretical states with one real state of affairs, which is possible
only if the quantum theory’s state descriptions are incomplete.

Don Howard [276]

This looks awfully similar to the later EPR argument. By choosing to make one
measurement or the other (and not both as Bohr thought), when the photon is far
away, we can affect its state (having a definite energy or a definite time of return). But
then, barring actions at a distance, the photon must have possessed both properties,
irrespective of our measurements made on the box. However, there is no indication
here that Einstein wanted to disprove the uncertainty relation (7.1.3.1). Saying that
both properties exist is not the same thing as saying that one can measure them
simultaneously with an arbitrary precision.

In actual fact, as explained by Nikolić [353], the correct quantum mechanical
discussion of the photon and the box experiment does imply a form of nonlocality
similar to what Bell proved in the EPR situation. The states of the photon and the box
are “entangled”, in a way similar to the states (4.4.2.1) used in Chap.4, and acting
on the box (by a measurement) affects the state of the photon.

Bohr does actually discuss the Ehrenfest’s letter in his contribution to the volume
on Einstein “philosopher–scientist”, but his answer misses the point:

In fact, we must realize that in the problem in question we are not dealing with a single
specified experimental arrangement, but are referring to two different, mutually exclusive
arrangements. […]

In both theses cases, as also assumed by Einstein, the observable effects are expected to be
in complete conformity with the predictions of the theory.

Niels Bohr [73, pp. 229–230]

But Einstein’s point was not about the “observable effects”, and he quite agreed that
there were “two different, mutually exclusive arrangements”. But it was precisely
because he could choose one of the two experimental arrangements and learn one
property or the other of the photon while it was “one-half light year” away that,
without action at a distance, the photon must have had both properties to start with.

7.1.4 The Einstein–Podolsky–Rosen Argument

We explained the EPR argument in Chap.4. We used there spin variables and this
version of the argument is due to Bohm [61]. The original EPR article did not use
spin, but position and momentum.17 The authors considered two particles starting
from the same place and moving in opposite directions, in such a way that their total
momentum was conserved and equal to zero. Thus, by measuring the momentum

17There exists an unpublished manuscript by Einstein, written in 1954 or 1955, that uses the spin
variables to reach the usual incompleteness conclusion, assuming locality [432].

http://dx.doi.org/10.1007/978-3-319-25889-8_4
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of one particle, one could know the momentum of the other particle. But if one
measured instead the position of that particle, one would know the position of the
other particle (since they move at the same speed in opposite directions). However,
if the two particles are far apart, and if locality holds, the choice that we make of
the quantity to measure on one particle cannot affect the state of the other particle.
Thus, that second particlemust possess awell-definedmomentum and awell-defined
position, and this shows that quantum mechanics is incomplete, since the quantum
state does not include those variables.

As already emphasized,18 Einstein’s concern with “determinism” was not due
to determinism itself, but to his attachment to locality. Indeed, he understood that
locality required that variables such as the spin values or positions and momenta
must exist if measures on one side (on A) do not affect the physical situation on the
other side (on B).

However, the EPR article was maybe not as transparent as one might have liked it
to be. In particular, therewas no need to invoke both position andmomentum.The fact
that one of them, say position, could be determined for one particle by ameasurement
on the other particle, arbitrarily far away, is enough to prove incompleteness of
quantummechanics (since the quantum state does not in general assign a determinate
position to either particle), if one takes locality for granted.19 The article, according
to Einstein, was written by Podolsky “for reasons of language”, because Einstein’s
English was far from perfect. But Einstein complained in a letter to Schrödinger on
19 June 1935 [165, 276] that “it has not come out as well as I really wanted” and
that “the main point was, so to speak, buried by the erudition”.

One rather common misconception is, again, to think that the goal of EPR was to
beat the uncertainty principle and to show (using the notation of Chap. 4) that one
could measure, say, the spin in direction 1 at X and in direction 2 at Y , and therefore
know the values of the spin of both particles in directions associated with operators
that do not commute (and cannot therefore be simultaneously measured, according
to standard quantum mechanics).20

Actually, Einstein explicitly denied that his goal was to refute the uncertainty
principle in his letter to Schrödinger of 19 June 1935.21 His argument, expressed
in the language of Chap.4, was that, in the state (4.4.2.1), if one measures the spin
in direction 1 at X , one may get, for example, the state |A 1 ↑〉|B 1 ↓〉 and if one
measures the spin in direction 2, one may get, say, the state |A 2 ↓〉|B 2 ↑〉. But then

18See also Maudlin [327].
19This is discussed in detail by Maudlin [319, 3rd edn, pp. 128–132]. However, even taking these
criticisms into account, if one takes locality for granted, the EPR argument against completeness
of quantum mechanics was perfectly valid.
20Of course, since EPR were speaking of position and momentum instead of spin, it is those
quantities that would have been simultaneously measured. But the misconception is in part due to
the fact that EPR consider these two quantities, while one would have been enough, as shown by
the “boxes” argument. See [355] for further discussion of this point.
21It was in this same letter that Einstein gave the “boxes” argument discussed in Chap. 4, and that
argument again proves the incompleteness of quantummechanics, if Nature is local, without getting
into the more complex EPR argument.

http://dx.doi.org/10.1007/978-3-319-25889-8_4
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at Y , one gets two different states |B 1 ↓〉 and |B 2 ↑〉, and this leads to different
predictions for the future behavior of the system. Hence, by choosing which quantity
tomeasure at X , one changes the state atY in different ways: action at a distance!And
that is what Einstein objected to. However, Einstein emphasized that “he couldn’t
care less” whether the collapsed states at X and Y were eigenstates of observables
that could not be measured simultaneously, like the spin in directions 1 and 2 [186,
p. 38].

In fact, the reason why one cannot measure simultaneously the spin in direction
1 at X and in direction 2 at Y is that either of those measurements will affect the
quantum state (by “collapsing” it) and it will affect it in both places, i.e., nonlocally,
so that a measurement of the spin in direction 1 at X will generally change the
results of a spin measurement in direction 2 at Y . In the EPR situation, it is because
of the nonlocal character of the collapse that one cannot perform these simultaneous
measurements. But if things were perfectly local, then one could measure the spin
in direction 1 at X (or the position of the particle at X ) and the spin in direction 2
at Y (or the momentum of the particle at Y ), since neither of these measurements
would affect the state of the other particle and thus one would know, because of the
perfect correlations, the spin in both directions (or the position and the momentum)
at X and at Y .

The “onslaught” of EPR “came down upon us as a bolt from the blue”, wrote Léon
Rosenfeld, who was in Copenhagen at that time and who reported EPR’s argument
to Bohr. The latter then worked intensely “week after week” on a reply.22 There is
a widespread belief among physicists that Bohr came up with an adequate answer
to the EPR paper [72]. But, unlike Born, whose misunderstanding of Einstein (see
Sect. 7.2) is clearly stated, Bohr’s answer is hard to understand,23 despite the fact
that, according to Rosenfeld, one of his favorite aphorisms was a line from the poet
Friedrich von Schiller [510, p. 143]: “Only fullness leads to clarity, and truth dwells
in the depths.”

So what was Bohr’s reply? EPR had written that:

If, without in anyway disturbing a system,we can predict with certainty (i.e., with probability
equal to unity) the value of a physical quantity, then there exists an element of physical reality
corresponding to this physical quantity,

Albert Einstein, Boris Podolsky, Nathan Rosen [164], reprinted in [510, pp. 138–141]

This again means that if, by doing something at A, we can learn something about the
situation at B, then what we learn must exist before we learn it, since A and B can
be far apart. Here of course, EPR assumed locality.

Bohr replied:

[…] the wording of the above-mentioned criterion […] contains an ambiguity as regards
the meaning of the expression “without in any way disturbing a system”. Of course there

22See Rosenfeld’s commentary in [510, p. 142].
23As an amusing side remark, we note that, in the reprint of Bohr’s paper in [510], which was the
most accessible source of that paper before Internet, pp. 148 and 149 are the wrong way round.
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is in a case like that just considered no question of a mechanical disturbance of the system
under investigation during the last critical stage of the measuring procedure. But even at
this stage there is essentially the question of an influence on the very conditions which
define the possible types of predictions regarding the future behavior of the system […]
their argumentation does not justify their conclusion that quantummechanical description is
essentially incomplete […] This description may be characterized as a rational utilization of
all possibilities of unambiguous interpretation of measurements, compatible with the finite
and uncontrollable interaction between the objects and themeasuring instruments in the field
of quantum theory.

Niels Bohr [72], quoted in [49, p. 155] (italics in the original)

Bell dissects this passage as follows:

Indeed I have very little idea what this means. I do not understand in what sense the word
‘mechanical’ is used, in characterizing the disturbances which Bohr does not contemplate,
as distinct from those which he does. I do not know what the italicized passage means —
‘an influence on the very conditions […]’. Could it mean just that different experiments
on the first system give different kinds of information about the second? But this was just
one of the main points of EPR, who observed that one could learn either the position or
the momentum of the second system. And then I do not understand the final reference to
‘uncontrollable interactions between measuring instruments and objects’, it seems just to
ignore the essential point of EPR that in the absence of action at a distance, only the first
system could be supposed disturbed by the first measurement and yet definite predictions
become possible for the second system. Is Bohr just rejecting the premise — ‘no action at a
distance’ — rather than refuting the argument ?

John Bell [49, pp. 155–156] (italics in the original)

Actually, Einstein also thought that Bohr rejected EPR’s premise that “the real situ-
ation of B could not be influenced (directly) by any measurement taken on A” (see
[436, pp. 681–682]). But this is by no means clearly stated and, because of Bohr’s
reaction at the 1927 Solvay Conference (admitting that he did not understand Ein-
stein) and because of his comment in 1949 on Ehrenfest’s 1935 letter, where he
manifestly missed Einstein’s point, one may doubt that Bohr really understood Ein-
stein. Indeed, the latter’s main point was that certain quantities must exist, because
of locality, and not that we can know or control them.

7.1.5 Who Won the Bohr–Einstein Debate?

Léon Rosenfeld, who was a staunch supporter of Bohr, wrote about the latter’s
response to the EPR paper:

Einstein’s problem was reshaped and its solution reformulated with such precision that the
weakness in the critics’ reasoning became evident, and their whole argument, for all its false
brilliance, fell to pieces.

Léon Rosenfeld [423]
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Although most physicists would probably not go that far, the idea is widespread that
Bohr carried the day in his debate with Einstein.

Regarding the EPR paper, the physicist Abraham Pais, who produced a well-
known biography of Einstein [370], and another of Bohr [371], writes:

‘No reasonable definition of reality could be expected to permit this.’24 The only part of
this article which will ultimately survive, I believe, is this last phrase which so poignantly
summarizes Einstein’s views on quantum mechanics in his later years. The content of this
paper has been referred to on occasion as the Einstein–Podolsky–Rosen paradox. It should
be stressed that this paper contains neither a paradox nor any flaw of logic. It simply con-
cludes that objective reality is incompatible with the assumption that quantum mechanics
is complete. This conclusion has not affected subsequent developments in physics and it is
doubtful that it ever will.

Abraham Pais [369, p. 904]

It is odd that Pais, who had the privilege of being a colleague of Einstein at the
Institute for Advanced Study in Princeton,25 so seriously misunderstood Einstein’s
point, and also that he seems to consider “objective reality” as a sort of superfluous
concept.

There is a sense in which Einstein was wrong: Nature is not local. But that was
proven long afterwards, in 1964, by Bell. As Bell puts it [49, p. 150]: “It would be
wrong to say that ‘Bohr wins again’; the argument [of Bell] was not known to the
opponents of Einstein, Podolsky and Rosen.” But there is slim evidence that Bohr
really understood the idea of locality in the EPR argument. Aswewill see in Sect. 7.3,
Schrödinger was far more explicit about the consequences of EPR.

Heisenberg, on the other hand, did understand the problem, even in 1929, long
before the argument of Einstein’s boxes26 was given, in 1935. He considered an
example similar to Einstein’s boxes (also due to Einstein), but with the wave function
of a photon split into two parts (transmitted and reflected) by a beam splitter27:

We imagine a photonwhich is represented by awave packet built up out ofMaxwell waves. It
will thus have a certain spatial extension and also a certain range of frequency. By reflection
at a semitransparent mirror, it is possible to decompose it into two parts, a reflected and a
transmitted packet. There is then a definite probability for finding the photon either in one
part or in the other part of the divided wave packet. After a sufficient time the two parts will
be separated by any distance desired; now if an experiment yields the result that the photon
is, say, in the reflected part of the packet, then the probability of finding the photon in the
other part of the packet immediately becomes zero. The experiment at the position of the
reflected packet thus exerts a kind of action (reduction of the wave packet) at the distant

24Pais is referring to the sentence in the EPR paper which stresses that the properties of one system
cannot depend on the type of measurements made on a distant system, which was EPR’s main point.
(Note by J.B.).
25As mentioned in Sect. 1.3, it was to Pais that Einstein addressed his famous rhetorical question
[369, p. 907]: “Whether I [Pais] really believed that the moon exists only when I look at it?”.
26Discussed in Sect. 4.2.
27This experiment was actually performed by the Hungarian physicists A. Ádám, L. Jánossy, and
P.Varga in 1955 [1]. The experimentwas suggested to thembySchrödinger. See [97] for a discussion
of their results and [355] for the relation between that situation and Einstein’s boxes.
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point occupied by the transmitted packet, and one sees that this action is propagated with
a velocity greater than that of light. However, it is also obvious that this kind of action can
never be utilized for the transmission of signals so that it is not in conflict with the postulates
of the theory of relativity.

Werner Heisenberg [257, p. 39], quoted in [521]

As discussed in Chaps. 4 and 5, it is not true that there is no conflict with relativity,
unless that theory is understood as the mere impossibility of sending messages; the
point is that a physical theory ought to be causal and a nonlocal causality is not easy
to reconcile with relativity. But at least, Heisenberg understood that the reduction
of the wave function, in this example or in Einstein’s boxes, involves some kind of
action and “that this action is propagated with a velocity greater than that of light”.
Nowhere does Bohr say this as explicitly as Heisenberg did. It is true that elsewhere,
Heisenberg has a more epistemic understanding of the wave function. For example,
in 1958, he wrote that “the discontinuous change in our knowledge in the instant
of registration […] has its image in the discontinuous change of the probability
function” ([259], quoted in [521]), but at least in 1929, he seemed to recognize the
problem posed by the reduction of non-localized wave functions.

Bell’s judgment on the “debate” was as tranchant as Rosenfeld’s, but in the oppo-
site direction:

I felt that Einstein’s intellectual superiority over Bohr, in this instance, was enormous; a vast
gulf between the man who saw clearly what was needed, and the obscurantist.

John Bell in [56, p. 84]

It is interesting to observe, as the physicist Howard Wiseman does:

When reviewing the Einstein–Bohr debates in 1949 [73], Bohr concluded his summary of
his reply to EPR by quoting his defence based upon complementarity. Astonishingly, he
immediately followed this by an apology for his own ‘inefficiency of expression which must
have made it very difficult to appreciate the trend of the argumentation […]’! But rather
than taking the opportunity to explain himself more lucidly, he instead directed the reader
to concentrate on the earlier debates with Einstein regarding the consistency of quantum
mechanics.

Howard Wiseman [521]

We may note also that, in his 1949 “Reply to criticisms” [170], Einstein does not
address Bohr’s criticisms in any detail. Maybe this was due to the fact that he did
not have a very high opinion of Bohr’s “philosophy”; as we saw, in his private letters
to Schrödinger, Einstein referred to Bohr as the “Talmudic philosopher” for whom
“reality is a frightening creature of the naive mind” [165].

Coming back to Einstein’s argument, his reasoning was always of the form: if p
(locality) is true, then q (incompleteness of quantum mechanics) is true. The reason-
ingwas correct. It turns out thatwe knownow that p is false, but q is nevertheless true,
at least in the sense that the de Broglie–Bohm theory proves that a more complete
theory than ordinary quantummechanics is possible. And that is certainly something

http://dx.doi.org/10.1007/978-3-319-25889-8_4
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that Bohr always denied. So for Bohr also, history turned out in a way that he “would
have liked least”, to use Bell’s phrase about how Einstein would have reacted to the
existence of nonlocal effects [36, p. 11]. Maybe some day physicists will admit that
Einstein lost a battle (about locality) but won the war (about incompleteness).

7.2 Born and Einstein

Born and Einstein were lifelong friends; they both had to leave Germany, to avoid
persecution,Born settling inEdinburgh, Einstein inPrinceton. They exchanged a long
correspondence, about physics, personal matters, and politics, which was edited by
Born in 1971, long after Einstein’s death in 1955. In that correspondence, they also
discussed quantummechanics. It is rather fascinating to read their exchange of letters
and to observe the systematic misunderstanding of Einstein’s point of view by Born.

For example, Einstein wrote an article in 1948 and sent it to Born (it is reproduced
in the correspondence), begging him to read it as if he had just arrived “as a visitor
from Mars”. Einstein hoped that the article would help Born to “understand my
principal motives far better than anything else of mine you know” [79, p. 168]. In
that article, Einstein restated his unchanging criticisms:

If one asks what, irrespective of quantum mechanics, is characteristic of the world of ideas
of physics, one is first of all struck by the following: the concepts of physics relate to a
real outside world, that is, ideas are established relating to things such as bodies, fields,
etc., which claim a ‘real existence’ that is independent of the perceiving subject — ideas
which, on the other hand, have been brought into as secure a relationship as possible with
the sense-data. It is further characteristic of these physical objects that they are thought of
as arranged in a spacetime continuum. An essential aspect of this arrangement of things in
physics is that they lay claim, at a certain time, to an existence independent of one another,
provided these objects ‘are situated in different parts of space’. […]

The following idea characterizes the relative independence of objects far apart in space (A
and B): external influence on A has no direct influence on B.

Albert Einstein [169], reproduced in [79, pp. 170–171]

Then Einstein repeats his argument28 that different choices of measurement at A
create (through the collapse rule) a different state at B.

Here is Born’s reaction to that very same article:

The root of the difference between Einstein andmewas the axiom that events which happens
in different places A and B are independent of one another, in the sense that an observation
on the states of affairs at B cannot teach us anything about the state of affairs at A.

Max Born [79, p. 176]

28Outlined in Chap.4, with X instead of A and Y instead of B.

http://dx.doi.org/10.1007/978-3-319-25889-8_4
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As Bell says:

Misunderstanding could hardly be more complete. Einstein had no difficulty accepting that
affairs in different places could be correlated. What he could not accept was that an inter-
vention at one place could influence, immediately, affairs at the other.

These references to Born are not meant to diminish one of the towering figures of modern
physics. They are meant to illustrate the difficulty of putting aside preconceptions and listen-
ing to what is actually being said. They are meant to encourage you, dear listener, to listen
a little harder.

John Bell [49, p. 144] (italics in the original)

What Born said was that making an experiment in one place teaches us something
about what is happening at another place, which is unsurprising. If, in the anthropo-
morphic example given in Chap.4, both people had agreed on a common strategy,
one would learn what B would answer to question 1, 2, or 3, by asking A that same
question. But, and that was Einstein’s point, it would mean that the answers were
predetermined.

In fact, in his comments about Einstein, Born gives the following example:

When a beam of light is split in two by reflection, double-refraction, etc., and these two
beams take different paths, one can deduce the state of one of the beams at a remote point B
from an observation at point A.

Max Born [79, p. 176]

But here Born is giving a classic example, where the properties of the beam (which
is not a single particle) do pre-exist their measurement.29 This is exactly contrary to
the idea that the quantum state is a complete description, since the latter does not,
in general, specify any value of the position, momentum, spin, angular momen-
tum, energy, etc., i.e., when it is a superposition of different eigenstates of the
operator corresponding to the given physical quantity [as, for example, in the state
(4.4.2.1)].

This suggests that Born thought that, in our language, there are pre-existing
answers, namely that the spins are up or down before the measurements, and that
particles have correlated positions and velocities. In other words, it seems that Born
did in fact agree with Einstein that quantum mechanics is incomplete, but simply did
not understand what Einstein meant by that.

29From an ordinary quantum mechanical point of view, this is simply because the beam may have
definite properties, since they are statistical properties of a large number of particles. Of course,
if individual particles do not have any properties whatsoever, it is not clear how an ensemble of
particles can acquire them.
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7.3 What Did Schrödinger Really Worry About?

Schrödinger is, togetherwithEinstein, oneof the twobest-knowncritics of theCopen-
hagen interpretation of quantum mechanics. With the example of his cat, which is
supposed to be “both alive and dead”, Schrödinger hoped to give the ultimate argu-
ment against the orthodox view of quantummechanics. Unfortunately, Schrödinger’s
cat turned out to bewhat is probably themostmisunderstood piece of reasoning about
the “foundations” of quantum mechanics.

Schrödinger is often quoted for having said to Bohr: “If we are going to stick
to this damned quantum-jumping, then I regret that I ever had anything to do with
quantum theory”, to which Bohr replied that “the rest of us are thankful that you
did”.30

But what was Schrödinger really criticizing? When he introduced his equation,
Schrödinger’s initial idea was a sort of continuous matter theory, like the one dis-
cussed in Sect. 6.1.2, but with the mass replaced by the charge.31 If the Schrödinger
waves remained localized in a small region of space, that would make sense—in
fact it would be easier to conceive of the particles as somewhat spread out in space
rather than having them localized exactly at a point (as they are idealized in classical
physics or in the de Broglie–Bohm theory).

Unfortunately, the solutions of Schrödinger’s equation spread in space as time
goes by.32 We see that in Fig. 7.1, in the double-slit experiment (Appendix 2.E),
or in the calculation (2.A.2.24) in Appendix 2.A. Of course, in standard quantum
mechanics, the spreading of the quantum state is dealt with through the collapse
postulate (i.e., what Schrödinger called “jumps”). But Schrödinger understood the
eternal problem with this postulate: why should we have this extra rule, and at which
level (microscopic, macroscopic, in-between) does collapse occur?

That was one of the things that bothered Schrödinger in his famous “cat” paper,
where the story of the cat occupies only a few lines. He first recalls the problem in
a similar way Einstein’s remarks at the 1927 Solvay meeting (see Fig. 7.1). What
Schrödinger calls blurring is more or less what is called spreading here:

But serious misgivings arise if one notices that the uncertainty affects macroscopically
tangible and visible things, for which the term “blurring” seems simply wrong. The state
of a radioactive nucleus is presumably blurred in such a degree and fashion that neither the
instant of decay nor the direction, in which the emitted alpha-particle leaves the nucleus,
is well established. Inside the nucleus, blurring doesn’t bother us. The emerging particle is
described, if one wants to explain intuitively, as a spherical wave that continuously emanates
in all directions and that impinges continuously on a surrounding luminescent screen over

30This story is told by Heisenberg in [258, p. 14]. The exchange took place in September 1926,
in Copenhagen, where Schrödinger was visiting Bohr. The “jumping” that Schrödinger refers to
is probably the discontinuous evolution not covered by his equation, including the collapse of the
quantum state.
31See [14] for a discussion of that theory from a modern point of view.
32We neglected this spreading in our treatment of the Mach–Zehnder interferometer and in our
discussion of measurements in Appendix 2.D.
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its full expanse. The screen, however, does not show a more or less constant uniform glow,
but rather lights up at one instant at one spot […]

Erwin Schrödinger [441], reprinted in [510, pp. 156–157]

In other words, the problem is that what we see macroscopically is localized, while
the wave function is not. Schrödinger illustrates this with the cat example33:

One can even set up quite ridiculous34 cases. A cat is penned up in a steel chamber, along
with the following device (which must be secured against direct interference by the cat): in
a Geiger counter there is a tiny bit of radioactive substance, so small, that perhaps in the
course of the hour one of the atoms decays, but also, with equal probability, perhaps none; if
it happens, the counter tube discharges and through a relay releases a hammer which shatters
a small flask of hydrocyanic acid. If one has left this entire system to itself for an hour,
one would say that the cat still lives if meanwhile no atom has decayed. The psi-function
of the entire system would express this by having in it the living and dead cat (pardon the
expression) mixed or smeared out in equal parts.

It is typical of these cases that an indeterminacy originally restricted to the atomic domain
becomes transformed into macroscopic indeterminacy, which can then be resolved by direct
observation. That prevents us from so naively accepting as valid a “blurred model” for
representing reality.

Erwin Schrödinger [441], reprinted in [510, p. 157]

Of course, Schrödinger saw that as a reductio ad absurdum of the idea that quan-
tum mechanics is complete, since an indeterminacy that could be acceptable in the
microscopic domain to which we have no direct access (all sides agree on that, even
the “realists”) “becomes transformed into macroscopic indeterminacy” with the cat
example.

In other words, for the cat, the description “both alive and dead” is certainly not
complete. Now, certain people seem to think that quantum mechanics predicts that
the cat is both alive and dead and that, since quantum mechanics is complete, the
cat must be in such a state. This, to put it mildly, is a huge misunderstanding of
Schrödinger’s views. And of course, a mistreatment of logic as well: we have no
evidence whatsoever that the cat is both alive and dead; moreover, the reason why
superposed states were introduced for microscopic systems in the first place was to
take into account interference phenomena and everybody agrees that such phenom-
ena are impossible for the “psi-functions” of the living and dead cat (because of
decoherence). It is only the dogmatic insistence that quantummechanics is complete
that leads to the idea of the cat being both alive and dead.

Moreover, since we never see such a cat, we have to assume that looking at the cat
“collapses” its state into one of the two possibilities. But again, this is a pure deux
ex machina, since “looking” is not associated with any precise physical interaction.
It is far more sensible to consider, with Schrödinger, that the cat example shows that
there is a problemwith ordinary quantummechanics, which moreover, can be solved

33Discussed in Sect. 2.5.1.
34In German, the word is “burlesque”. (Note by J.B.).
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by the de Broglie–Bohm theory (something Schrödinger does not say, although he
had heard of de Broglie’s theory).

Actually, for the sake of historical accuracy, it should be mentioned that the cat
argument was suggested to Schrödinger by Einstein, in a slightly different form. In
a letter to Schrödinger, Einstein considered the following situation:

The system is a substance in chemically unstable equilibrium, perhaps a charge of gunpow-
der that, by means of intrinsic forces, can spontaneously combust and where the average
lifespan of the whole setup is a year. ln principle this can quite easily be represented quan-
tum mechanically. In the beginning the ψ-function characterizes a reasonably well-defined
macroscopic state. But, according to your equation, after the course of a year this is no longer
the case at all. Rather, the ψ-function then describes a sort of blend of not-yet and already-
exploded systems. Through no art of interpretation can this ψ-function be turned into an
adequate description of a real state of affairs; [for] in reality there is just no intermediary
between exploded and not exploded.

Einstein, letter to Schrödinger, 8 August 1935 [186, p. 78]

In fact, Schrödinger acknowledged that his “cat” paper, which he called a “lecture
or general confession” [441, p. 163, Note 7], was motivated by the EPR paper. In
the “cat” paper and in two others [442, 443] published in 1935–36, Schrödinger also
discussed and extended the EPR idea, coining the word “entangled state” to denote
states such as (4.4.2.1) that are not products of states related to the situation at X and
at Y , but rather sums of such states.

In the “cat” paper, Schrödinger also considers two systems, one of which he
calls small, whose properties are labelled by lower case letters, and another, called
auxiliary, whose properties are labelled by capital letters, which is in a state entangled
with the small system.35 If the two systems are far apart (at X and Y ), reasons
Schrödinger, acting on one system cannot possibly affect the other (like EPR, he takes
locality for granted). But because of entanglement, we have a perfect correlation
between the results of measurements at X and at Y . Therefore, the small system,
located at X , must have the properties that are correlated with those measured at Y ,
before measurement, unless there is some “magic” (Schrödinger’s word for action
at a distance).

Schrödinger compares the situation with one where some schoolchildren can be
asked two questions, but which of the two questions is asked is chosen at random.
It happens that the schoolchildren always answer the first question correctly; how
can that happen (systematically) if they do not know the answer to both questions?
This is like asking for either the position q or the momentum p of the particle at X .
By doing the corresponding measurement at Y , far away from X , we know what the
answer will be. As Schrödinger explains:

I can direct one of twoquestions to the small system, either that aboutq or that about p. Before
doing so I can, if I choose, procure the answer to one of these questions by a measurement

35An example of such a state is given by (4.4.2.1), where particle A would be called the small
system and particle B the auxiliary system (of course, in that example, there is a symmetry between
A and B, so the division between small and auxiliary is arbitrary).

http://dx.doi.org/10.1007/978-3-319-25889-8_4
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on the fully separated other system (which we shall regard as auxiliary apparatus), or I may
intend to take care of this afterwards, My small system, like a schoolboy under examination,
cannot possibly know whether I have done this or for which questions, or whether and for
which I intend to do it later. From arbitrarilymany pretrials I know that the pupil will correctly
answer the first question that I put to him. From that it follows that in every case he knows
the answer to both questions.

Erwin Schrödinger [441], reprinted in [510, p. 164] (italics in the original)

Next, Schrödinger answers the following objection (that Bohr would probably have
made): after measuring q, one cannot measure what the value of p would have been
if one had not measured q, because each measurement perturbs the state, through
the collapse rule:

That answering the first question I chose to ask tires or confuses the pupil to such an extent
that his following answers are worthless changes nothing at all of this conclusion. No school
principal would judge otherwise, if this situation repeated itself with thousands of pupils of
similar provenance, however much he might wonder what makes all the scholars so dim-
witted or obstinate after the answering of the first question. It would not occur to him that his
own consultation of a textbook first gave away the right answer to the student, or even that,
in cases where the teacher chooses to look up the answer after the student answers correctly,
that the student’s answer has changed the textbook in the pupil’s favor.36

Thus my small system holds a quite definite answer to the q-question and to the p-question
in readiness for the case that one or the other is the first to be put directly to it. Of this
preparedness not an iota can be changed if I should perhaps measure the Q on the auxiliary
system (in the analogy: if the teacher looks up one of the questions in his notebook and
thereby indeed ruins with an inkblot the page where the other answer stands). The quantum
mechanician maintains that after a Q-measurement on the auxiliary systemmy small system
has a psi-function in which “q is fully sharp, but p fully indeterminate”. And yet, as already
mentioned, not an iota is changed of the fact that my small system also has ready an answer
to the p-question, and indeed the same one as before.

Erwin Schrödinger [441], reprinted in [510, p. 164]

But as Schrödinger says, “the situation is even worse yet”. Indeed he proceeds to
show in [442] that the small system must have answered all kinds of other questions,
corresponding to different functions of q and p, and thus, in principle, to different
measurable quantities but whose values can be known by measurements made on the
distant auxiliary system.

He even shows that, for some functions f (q, p), the results of the corresponding
measurements cannot coincide with what one would obtain by substituting the pos-
sible values of q and p as arguments of the function f . For example, some functions
are such that the results are always multiples of integer numbers, while q and p

36This last sentence has been retranslated in order to try tomake itmore understandable. The original
translation in [510] is: He would not come to think that his, the teacher’s, consulting a textbook first
suggests to the pupil the correct answer, or even, in the cases when the teacher chooses to consult it
only after ensuing answers by the pupil, that the pupil’s answer has changed the text of the notebook
in the pupil’s favor. (Note by J.B.).
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vary over the real numbers.37 Schrödinger concludes that [441, p. 165]: “how the
numerical values of all these variables of one system relate to each other we know
nothing at all, even though for each the system must have a quite specific one in
readiness, for if we wish we can learn it from the auxiliary system and then find it
always confirmed by direct measurement.”

In fact, Schrödinger’s argument was similar to one given by von Neumann, to be
discussed in the next section.38 But his conclusion was radically different: instead of
thinking that this proves the “completeness” of quantum mechanics and the impos-
sibility of “hidden variables”, Schrödinger thought that, combining this argument
with a locality requirement leads to serious puzzle for the orthodox point of view.

Schrödinger saw a deep mystery behind the findings of EPR and did not think that
ordinary quantum mechanics offered an answer to them. We leave it to the reader
to appreciate the enormous difference between Schrödinger’s [441] and Bohr’s [72]
understanding of the problem raised in the EPR article, both papers being published
in 1935.

7.4 The von Neumann No Hidden Variables Theorem

In 1932, von Neumann published what has become one of the most basic math-
ematical expositions of quantum mechanics [496]. In that book, he developed the
measurement formalism39 and also gave an argument trying to show that quantum
mechanics is complete, namely that no hidden variables could be introduced that
would reproduce the results of quantum mechanics.

Von Neumann considers, as we did in Chap.2, the possibility of introducing
variables v(A) that would give, for any individual system, the value of the quantity
A prior to its measurement.40 Thus v(A) would have to coincide with one of the
eigenvalues of the matrix (or operator) associated with the quantity A. Von Neumann
assumes, among other properties, that the hidden variables satisfy

v(A + B) = v(A) + v(B) , (7.4.1)

37Schrödinger considers the functions H = p2 + a2q2, where a is a real number. This is the
Hamiltonian of the harmonic oscillator, but defines different functions for different values of a. It
is well known that the eigenvalues of H are always of the form (2n + 1)a, for n a positive integer.
This obviously cannot hold for all values of a, and any given values of p and q.
38Schrödinger showed that, assuming an equation like (7.4.1) below with A = p2 and B = aq2,
leads to a contradiction. According to Bacciagaluppi and Crull, Pauli gave a similar argument in a
letter to Schrödinger on 9 July 1935 [25].
39Described in Appendix 2.D.
40Von Neumann called these hidden variables “dispersion-free ensembles”, meaning that the values
of every physical quantity would be sharply defined (without dispersion).

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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for arbitrary values of A and B, even if A, B, and A + B cannot be simultaneously
measured.41

Here is a simple proof42 that assumption (7.4.1) leads to a contradiction. Take A =
σx , B = σy , two of the Pauli matrices defined in Appendix 2.F and corresponding
by convention to a measurement of the spin along the x and y axes, respectively.
Then (σx + σy)/

√
2 corresponds to measuring the spin at an angle of 45◦ between

the x and y axes. All those matrices have eigenvalues equal to ±1. Thus v(A) =
v(B) = ±1, but also v

(
(σx + σy)/

√
2
) = ±1. So we have43 v(A + B) = ±√

2, but
v(A)+ v(B) = ±2 or 0. Thus Eq. (7.4.1) cannot hold for all values of A and B. End
of proof!

The reasonwhyvonNeumannpostulated (7.4.1) is probably because it holdswhen
we average over the hidden variables: assuming hidden variables, for a given quantum
state, means that the values of those variables vary between different experiments and
that the quantum state determines the probability distribution of those variables. If we
average over those variables and if the average agrees with the quantum mechanical
prediction, we have

E
(
v(A)

) + E
(
v(B)

) = E
(
v(A) + v(B)

)
,

where E denotes the average.44 But saying that if an identity holds on average, then
we may assume that it holds for every value over which the average is taken, is like
saying that, if a function f satisfies

∫

f (x)dx = 0 , (7.4.2)

then we may assume that f (x) = 0 for all x . Hardly a natural assumption for a
mathematician to make! Moreover, Bell constructed a simple example of hidden
“spin variables” that reproduces the quantum mechanical results for a single spin45

[36].
But we know from the theorem in Sect. 2.5 that there is a valid no hidden variables

theorem and that one cannot attribute a value v(A) to every physical quantity and
every individual system prior to measurement. That theorem assumed only relations
between values v(A) for different quantities A that were true for quantities that can be
measured simultaneously [unlike the assumption (7.4.1)]. Hence, that theorem was

41Meaning that the corresponding matrices or operators do not commute.
42Simpler than the original one in [496, pp. 305–324]. See [36] or [49, p. 164] for the original
version of this proof.
43Strictly speaking, one also has to assume that themap v is continuous, because (7.4.1) only implies
v
(
a(σx + σy)

) = a
[
v(σx ) + v(σy)

]
for a rational, i.e., for rational approximations of 1/

√
2.

44This is because the average value of measurements of any physical quantity represented by a
matrix or operator A when the quantum state is ψ, is given by 〈ψ|A|ψ〉, and that quantity satisfies
〈ψ|A + B|ψ〉 = 〈ψ|A|ψ〉 + 〈ψ|B|ψ〉.
45This does not contradict the theorem of Chap.2, because the proof of the latter used two spin
matrices.
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a logical consequence of empirical assumptions only. So in a sense von Neumann’s
direct conclusion about the impossibility of introducing a value v(A) for every phys-
ical quantity and every individual system prior to measurement was correct, although
his reasoning was based on arbitrary assumptions.

Butwe also saw inChap.5 how the deBroglie–Bohm theorymanages to introduce
certain “hidden variables” (the particle positions) and not those that are impossible to
introduce because of the no hidden variables theorem. Yet that theory reproduces the
usual quantummechanical predictions. So von Neumann’s more general conclusion,
about the impossibility of hidden variables theories, was not justified.

However, von Neumann did not draw a modest conclusion from his theorem:

It is therefore not, as is often assumed, a question of a reinterpretation of quantummechanics
— the present system of quantum mechanics would have to be objectively false, in order
that another description of the elementary processes than the statistical one be possible.

John von Neumann [496, p. 325]

Max Born was equally categorical (in lectures aimed at a rather general audience):

He [von Neumann] puts the theory on an axiomatic basis by deriving it from a few postu-
lates of a very plausible and general character, about the properties of ‘expectation values’
indexExpectation value (averages) and their representation by mathematical symbols. The
result is that the formalism of quantum mechanics is uniquely determined by these axioms;
in particular, no concealed parameters can be introduced with the help of which the indeter-
ministic description could be transformed into a deterministic one. Hence if a future theory
should be deterministic, it cannot be a modification of the present one but must be essentially
different. How this could be possible without sacrificing a whole treasure of well established
results I leave to the determinists to worry about.

Max Born [76, p. 109]

Born, in his reply to Einstein discussed in Sect. 7.2, also referred to von Neumann’s
theorem: he stressed that the hopes of Einstein for a more complete theory “have not
been realized”, and that:

[…] physicists have good reasons for believing this to be impossible, basedmainly on studies
carried out by J. von Neumann.

Max Born [79, p. 178]

Pauli also referred to:

von Neumann’s well known proof that the consequences of quantum mechanics cannot be
amended by additional statements on the distribution of values of observables, based on the
fixing of values of some hidden parameters, without changing some consequences of the
present quantum mechanics.

Wolfgang Pauli [376, p. 309], quoted in [102, p. 132]

http://dx.doi.org/10.1007/978-3-319-25889-8_5
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On the other hand, the flaw in von Neumann’s assumption was pointed out as early
as 1935 by the German philosopher Grete Hermann, but she published her result in
an obscure philosophy journal [263], and it was generally ignored.

According to Abner Shimony, Einstein discussed the von Neumann theorem
around 1938 with his assistant Bargmann (who told the story to Shimony), pointing
to the assumption (7.4.1) and saying that “there is no reason why this premise should
hold in a state not acknowledged by quantum mechanics”, if the quantities A and B
are not simultaneously measurable [448, p. 89].46

In his 1952 papers, Bohm also explained why von Neumann’s result depends on
assumptions that do not apply to his theory47:

However, in our suggested new interpretation of the theory, the so-called “observables” are
[…] not properties belonging to the observed system alone, but instead potentialities whose
precise development depends just as much on the observing apparatus as on the observed
system.

David Bohm [62, p. 187]

De Broglie also pointed out, in 1956, that von Neumann had made assumptions that
were not fulfilled in the de Broglie–Bohm theory [117, English version, p. 70].

However, as the physicsNobel prizewinner and philosopher of science P.W.Bridg-
man observed in 1960:

Now the mere mention of concealed variables is sufficient to automatically elicit from the
elect the remark that John von Neumann gave absolute proof that this way out is not possible.
To me it is a curious spectacle to see the unanimity with which the members of a certain
circle accept the rigor of von Neumann’s proof.

Bridgman [85, p. 204, Note 20], quoted in [398, p. 188]

The best known discussion and refutation of von Neumann’s argument is in Bell’s
first paper on foundations of quantum mechanics [36],48 where an explicit coun-
terexample to the applicability of the theorem in physics is given (different from the
de Broglie–Bohm theory, which is of course another counterexample).

In his 1988 interview with the magazine Omni, Bell was not particularly generous
with von Neumann:

Then in 1932 [mathematician] John von Neumann gave a “rigorous” mathematical proof
stating that you couldn’t find a non-statistical theory that would give the same predictions
as quantum mechanics. That von Neumann proof in itself is one that must someday be
the subject of a Ph.D. thesis for a history student. Its reception was quite remarkable. The
literature is full of respectful references to “the brilliant proof of von Neumann”; but I do
not believe it could have been read at that time by more than two or three people.

46Einstein and von Neumann were both at the Institute for Advanced Study in Princeton at that
time, but we have no trace of a discussion between them on that issue.
47As we saw in Sect. 5.3.4, Bohm and Hiley also explained in a concrete example why von Neu-
mann’s theorem does not refute their approach [70, p. 121].
48This paper was written before [35] but published later, owing to an editorial mistake.

http://dx.doi.org/10.1007/978-3-319-25889-8_5
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Omni: Why is that?

Bell: The physicists didn’t want to be bothered with the idea that maybe quantum theory is
only provisional. A horn of plenty had been spilled before them, and every physicist could
find something to apply quantum mechanics to. They were pleased to think that this great
mathematician had shown it was so. Yet the von Neumann proof, if you actually come to
grips with it, falls apart in your hands! There is nothing to it. It’s not just flawed, it’s silly.
If you look at the assumptions made, it does not hold up for a moment. It’s the work of
a mathematician, and he makes assumptions that have a mathematical symmetry to them.
When you translate them into terms of physical disposition, they’re nonsense. Youmay quote
me on that: The proof of von Neumann is not merely false but foolish.

John Bell [45]

Every theorem depends on hypotheses and, when it comes to physics, the reasonable-
ness of the latter matters greatly for the significance of the result. The sorry history
of von Neumann’s theorem49 illustrates a general point made later by a self-critical
pure mathematician:

The intellectual attractiveness of amathematical argument, aswell as the considerablemental
labor involved in following it, makes mathematics a powerful tool of intellectual prestidigi-
tation — a glittering deception in which some are entrapped, and some, alas, entrappers.

Jacob Schwartz [446]

As a final note on this theorem, one should mention that according toWigner [516, p.
1009, Note 1] and also [517, p. 291], writing “as an old friend of von Neumann and
in order to preserve historical accuracy”, his theorem was not “primarily responsible
for von Neumann’s conviction of the inadequacy of hidden variables theories”. The
real reason for this conviction, according to Wigner, was that, if hidden variables
existed, one could narrow down the range of values that they could take by making
successive spin measurements along different directions: say first along the x axis,
then the y axis, then again the x axis, etc. Eventually, this would lead to states that
have a definite spin value in different directions, contrary towhat quantummechanics
predicts.

To that, according to Wigner, Schrödinger responded that there might be “hidden
variables” also in the apparatus used for the measurement that would somehow
restore the randomness of the results, a response that von Neumann did not agree
with [516, p. 1009, Note 1]. Schrödinger was closer to the truth, but in any case, in
the de Broglie–Bohm theory, the results of these successive spin measurements will
always be one-half up, one-half down, with equal probabilities, no matter how many
measurements are made.50

49The sociologist of science Trevor Pinch has devoted an article to that history, in relation to Bohm’s
work, whose title is at least quite to the point [398]: What does a proof do if it does not prove?.
50We discussed this idea from the point of view of the de Broglie–Bohm theory at the end of
Sect. 5.1.8. See also [152, p. 165]. Actually, Clauser [96] has shown that one can even use the toy
model of hidden variables for a single spin devised by Bell in [36] (i.e., without making any use of
the de Broglie–Bohm theory) to show that von Neumann’s idea is not valid.

http://dx.doi.org/10.1007/978-3-319-25889-8_5
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7.5 Misunderstandings of Bell

Taken by itself and forgetting about the EPR argument, Bell’s result, discussed in
Chap.4, can be stated as a “no hidden variables theorem”: Bell showed that the
mere supposition that the measured values of the spin pre-exist their “measurement”,
combined with the perfect anti-correlation when the axes along which measurements
are made are the same and the 1/4 result for measurements along different axes, lead
to a contradiction. Since the perfect anti-correlation and the 1/4 result are quantum
mechanical predictions, this means that these hidden variables or pre-existing values
cannot exist.

But Bell always presented his result in combination with the EPR argument, which
shows that the mere assumption of locality, combined with the perfect correlation
when the directions ofmeasurement (or questions) are the same, implies the existence
of the supposedly “impossible” hidden variables. So for Bell, his result, combined
with the EPR result was not a “no hidden variables theorem”, but a nonlocality
theorem, the result on the impossibility of hidden variables being only one step in a
two-step argument.

Viewing Bell’s argument as a refutation of hidden variables theories (an almost
universal reaction, as we will see) is doubly mistaken: first because, combined with
EPR, Bell proves nonlocality; and second because the de Broglie–Bohm theory,
which Bell explained and defended all his life, proves that a hidden variables theory
is actually possible. Bell was perfectly clear about this:

Let me summarize once again the logic that leads to the impasse. The EPRB correlations51

are such that the result of the experiment on one side immediately foretells that on the other,
whenever the analyzers happen to be parallel. If we do not accept the intervention on one
side as a causal influence on the other, we seem obliged to admit that the results on both sides
are determined in advance anyway, independently of the intervention on the other side, by
signals from the source and by the local magnet setting. But this has implications for non-
parallel settings which conflict with those of quantum mechanics. So we cannot dismiss
intervention on one side as a causal influence on the other.

John Bell [49, pp. 149–150] (italics in the original)

He was also conscious of the misunderstandings of his results:

It is important to note that to the limited degree to which determinism52 plays a role in the
EPR argument, it is not assumed but inferred. What is held sacred is the principle of “local
causality”— or “no action at a distance”. […]

It is remarkably difficult to get this point across, that determinism is not a presupposition of
the analysis.

John Bell [49, p. 143] (italics in the original)

51Here EPRB means EPR and Bohm, who reformulated the EPR argument in term of spins [61].
(Note by J.B.).
52Here, “determinism” refers to the idea of pre-existing values. (Note by J.B.).
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And he added, unfortunately only in a footnote:

My own first paper on this subject (Physics 1, 195 (1965))53 starts with a summary of the
EPR argument from locality to deterministic hidden variables. But the commentators have
almost universally reported that it begins with deterministic hidden variables.

John Bell [49, p. 157, footnote 10] (italics in the original)

An example of such a commentator is the famous physicist Murray Gell-Mann, who
wrote:

Some theoretical work of John Bell revealed that the EPRB experimental setup could be used
to distinguish quantum mechanics from hypothetical hidden variable theories [. . .] After the
publication of Bell’s work, various teams of experimental physicists carried out the EPRB
experiment. The result was eagerly awaited, although virtually all physicists were betting
on the correctness of quantum mechanics, which was, in fact, vindicated by the outcome.

Murray Gell-Mann [205, p. 172]

So Gell-Mann opposes hidden variable theories to quantum mechanics, but the only
hidden variables that Bell considered were precisely those that were needed, because
of the EPR argument, in order to “save” locality. So if there is a contradiction between
the existence of those hidden variables and experiments, it is not just quantum
mechanics that is vindicated, but locality that is refuted.

In one of his most famous papers, “Bertlmann’s socks and the nature of reality”
[40], Bell tried to give a pedagogical argument to explain his main idea. He gave
the example of a person (Reinhold Bertlmann) who always wears socks of different
colors.54 If we see that one sock is pink, we know automatically that the other sock
is not pink (let’s say it is green). That would be true even if the socks were arbitrarily
far away. So by looking at one sock, we learn something about the other sock and
there is nothing surprising about that, because socks do have a color whether we
look at them or not.55 But what would we say if we were told that the socks have no
color before we look at them? That would be surprising, of course, but the idea that
quantum mechanics is complete means exactly that (if we replace the color of the
socks by the values of the spin before measurement). But then, looking at one sock
would “create” not only the color of that sock but also the colour of the other sock.
And that implies the existence of actions at a distance, if the socks are far apart. Bell
emphasized that in quantum mechanics, we are in a situation similar to this nonlocal
creation of colors for the socks.

However, Murray Gell-Mann made the following comment on the Bertlmann’s
socks paper:

53Reference [35], reprinted as Chap.2 in [49]. (Note by J.B.).
54See [49, p. 139] for a picture of Mr Bertlmann wearing one sock indicated “pink” and the other
“not pink”.
55In case some people might worry that the notion of “color” refers to our sensations, let us be
more precise and say that the socks have the physico-chemical properties that will reflect a light of
a certain wavelength (and the fact that they have those properties is independent of our perception),
which will ultimately produce our perception of color.

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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The situation is like that of Bertlmann’s socks, described by John Bell in one of his papers.
Bertlmann is a mathematician who always wears one pink and one green sock. If you see
just one of his feet and spot a green sock, you know immediately that his other foot sports
a pink sock. Yet no signal is propagated from one foot to the other. Likewise no signal
passes from one photon to the other in the experiment that confirms quantum mechanics.
No action at a distance takes place. (The label “nonlocal” applied by some physicists to
quantum-mechanical phenomena like the EPRB effect is thus an abuse of language. What
they mean is that if interpreted classically in terms of hidden variables, the result would
indicate nonlocality, but of course such a classical interpretation is wrong.)

Murray Gell-Mann [205, pp. 172–173]

This is not correct: it is true that, because of the random nature of the results, the
experimental setup of EPRB cannot be used to send messages (or signals), as we saw
in Sect. 4.3. But nevertheless, some action at a distance does take place.56 And the
remark about “classical interpretation” completely misses EPR’s argument showing
that hidden variables are necessary if locality holds.

Of course, Gell-Mann’s goal in the passage quoted here is probably to dismiss
pseudo-scientific exploitations of Bell’s result (such as invoking it to justify the
existence of telepathy), but his defense of science is misdirected: the behavior of
quantum particles is not like that of Bertlmann’s socks (which is indeed totally
unsurprising), and that was the whole point of Bell’s paper.

Eugene Wigner also saw Bell’s result solely as a no hidden variables result:

The proof he [von Neumann] published [. . .] though it was made much more convincing
later on by Kochen and Specker,57 still uses assumptions which, in my opinion, can quite
reasonably be questioned [. . .] In my opinion, the most convincing argument against the
theory of hidden variables was presented by J.S. Bell.

Eugene Wigner [517, p. 291]

This is misleading, becauseWigner considers only Bell’s argument, which indeed
shows that pre-existing spin values (or “hidden variables”) cannot exist, but forgets
the EPR part of the argument, which was Bell’s starting point.58

To give yet another example of misunderstanding of Bell, coming from a well-
known defender of the Copenhagen interpretation, consider what Rudolf Peierls
declared in an interview, referring to Aspect’s experiments [21]:

56As we saw in Sect. 6.3, Robert Griffiths, who defends a decoherent histories approach
to quantum mechanics, has a similar misunderstanding of the EPR–Bell situation, with
the color of the socks being replaced by colors of slips of paper. Likewise, in the
“science festival” debate in New York in June 2014, Measure for Measure: Quantum
Physics and Reality (www.worldsciencefestival.com/2014/06/measure-measure-can-reconcile-
waves-particles-quantum-mechanics/), Rüdiger Schack, who defends the QBist approach,
“explains” the perfect correlations in the EPR–Bell experiments, when the “questions” are the
same on both sides, by appealing to the colors of Bertlmann’s socks, without realizing that the
whole point of Bell’s article was to show that the quantum correlations are not like the correlations
between the socks’ colors and cannot be explained by pre-existing properties.
57Who proved another “no hidden variables” result, close to the theorem in Chap. 2 [291]; see [335]
for a discussion. (Note by J.B.).
58See Goldstein [221] for a further discussion of Wigner’s views.
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If people are obstinate in opposing the accepted view they can think of many new possi-
bilities, but there is no sensible view of hidden variables which doesn’t conflict with these
experimental results. That was proved by John Bell, who has great merit in establishing
this. Prior to that there was a proof due to the mathematician von Neumann, but he made an
assumption which is not really necessary.

Rudolf Peierls in [107, p. 77]

Basically the samemistakes were made in 1999 by one of the most famous physicists
of our time, Stephen Hawking:

Einstein’s view was what would now be called a hidden variables theory. Hidden variables
theories might seem to be the most obvious way to incorporate the Uncertainty Principle
into physics.59 They form the basis of the mental picture of the universe, held by many
scientists, and almost all philosophers of science. But these hidden variable theories are
wrong. The British physicist, John Bell, who died recently, devised an experimental test that
would distinguish hidden variable theories. When the experiment was carried out carefully,
the results were inconsistent with hidden variables.

Stephen Hawking [254]

The misconceptions about Bell continue to the present day: in an article denouncing
as a “scandal” the fact that in a Symposium held in 2000 in Vienna, in honor of
the 10th anniversary of John Bell’s death, not a single exponent of the de Broglie–
Bohm theory was invited to speak (despite Bell’s constant defense of that theory),
the physicist Gerhard Grössing wrote:

In the 11 August 2000 issue of “Science”, D. Kleppner and R. Jackiw of MIT published
a review article on “One Hundred Years of Quantum Physics” [290]. They discuss Bell’s
inequalities and also briefly mention the possibility of “hidden variables”. However, accord-
ing to the authors, the corresponding experiments had shown the following: “Their collective
data came down decisively against the possibility of hidden variables. For most scientists
this resolved any doubt about the validity of quantum mechanics.”

Gerhard Grössing [250]

In the February 2001 issue of Scientific American, Max Tegmark and John Archibald
Wheeler published an article entitled 100 Years of the Quantum (quoted by Grössing
in [250]), where one reads:

Could the apparent quantum randomness be replaced by some kind of unknown quantity
carried out inside particles, so-called ‘hidden variables’? CERN theorist John Bell showed
that in this case, quantities that could be measured in certain difficult experiments would
inevitably disagreewith standardquantumpredictions.Aftermanyyears, technology allowed
researchers to conduct these experiments and eliminate hidden variables as a possibility.

Max Tegmark and John Archibald Wheeler [470, p. 76]

59By this, Hawking, means that hidden variables would be a way to maintain determinism, despite
the fact that precise measurements of both position and velocities are prohibited by the uncertainty
principle. (Note by J.B.).



262 7 Revisiting the History of Quantum Mechanics

These two last quotes clearly commit a double mistake: they ignore the fact that
Bell’s result concerns nonlocality and the fact that he does not at all refute the de
Broglie–Bohm hidden variables theory, but rather supports it.

In the preface to the proceedings of the Symposium held in honor of the 10th
anniversary of John Bell’s death, Reinhold Bertlmann (mentioned in the “socks”
paper [40]) and the distinguishedAustrian experimentalistAntonZeilinger expressed
succinctly what is probably the view of the majority of physicists about Bell’s result:

[…]while JohnBell had flung open the doorwidely for hidden variables theories [by showing
the flaws in von Neumann’s proof], he immediately dealt them a major blow. In 1964, in his
celebrated paper “On the Einstein–Podolsky–Rosen Paradox”, he showed that any hidden
variables theory, which obeys Einstein’s requirement of locality, i.e., no influence travelling
faster than the speed of light, would automatically be in conflict with quantum mechanics.
[…] While a very tiny [experimental] loophole in principle remains for local realism, it is
a very safe position to assume that quantum mechanics has definitely been shown to be
the right theory. Thus, a very deep philosophical question, namely, whether or not events
observed in the quantum world can be described by an underlying deterministic theory, has
been answered by experiment, thanks to the momentous achievement of John Bell.

Reinhold Bertlmann and Anton Zeilinger, preface to [57]

This is all the more remarkable in that these authors do mention Bohm’s theory, just
before this statement in which the mistakes made in the two previous quotes are
essentially repeated.

In Nature, in 2014, Howard Wiseman wrote:

As Bell proved in 1964, this leaves two options for the nature of reality. The first is that
reality is irreducibly random, meaning that there are no hidden variables that “determine the
results of individual measurements”. The second option is that reality is ‘nonlocal’, meaning
that “the setting of one measuring device can influence the reading of another instrument,
however remote”.

Howard Wiseman [523]

Here, Wiseman “forgets” the EPR part of the argument, that locality implies the
existence of those hidden variables that Bell’s argument rules out. So there are not
two options, but only one: “the setting of one measuring device can influence the
reading of another instrument, however remote”, although it is also true that there are
no hidden variables that “determine the results of individual measurements”, because
in the de Broglie–Bohm theory the results of measurements are determined not only
by the hidden variables but also by the concrete experimental setup, as we saw in
Sect. 5.1.4.

David Mermin summarized the situation described in this section in an amusing
way:

Contemporary physicists come in two varieties.

Type 1 physicists are bothered by EPR and Bell’s theorem.

Type 2 (the majority) are not, but one has to distinguish two subvarieties.

http://dx.doi.org/10.1007/978-3-319-25889-8_5
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Type 2a physicists explain why they are not bothered. Their explanations tend either to miss
the point entirely (like Born’s to Einstein)60 or to contain physical assertions that can be
shown to be false.

Type 2b are not bothered and refuse to explain why. Their position is unassailable. (There
is a variant of type 2b who say that Bohr straightened out the whole business, but refuse to
explain how.)

David Mermin [332]

However, the same David Mermin also wrote:

Bell’s theorem establishes that the value assigned to an observable must depend on the
complete experimental arrangement underwhich it ismeasured, evenwhen twoarrangements
differ only far from the region in which the value is ascertained— a fact that Bohm theory61

exemplifies, and that is now understood to be an unavoidable feature of any hidden-variables
theory.

To those for whom nonlocality is anathema, Bell’s Theorem finally spells the death of the
hidden-variables program.

David Mermin [335, p. 814]

ButBell’s theorem, combinedwith EPR, shows that nonlocality, whetherwe consider
it anathema or not, is an unavoidable feature of the world.

Mermin adds in a footnote: “Many people contend that Bell’s theorem demon-
strates nonlocality independently of a hidden-variables program, but there is no
general agreement about this.” It is true that there is no agreement (to put it mildly),
but Mermin’s own remark on the two varieties of physicists seems to explain why
this is so.62

To conclude, let us highlight some more positive reactions to Bell’s result. As
we mentioned at the end of Chap.4, Henry Stapp, a particle theorist at Berkeley,
wrote that “Bell’s theorem is the most profound discovery of science” [458, p. 271].
David Mermin mentions an unnamed “distinguished Princeton physicist” who told
him [332]: “Anybody who’s not bothered by Bell’s theorem has to have rocks in his
head.” And Feynman derived in 1982 an inequality similar to Bell’s (no reference to
Bell’s work is made in his paper), from which he drew the following conclusion:

That’s all. That’s the difficulty. That’s why quantum mechanics can’t seem to be imitable
by a local classical computer.63 I’ve entertained myself always by squeezing the difficulty
of quantum mechanics into a smaller and smaller place, so as to get more and more worried
about this particular item. It seems to be almost ridiculous that you can squeeze it to a
numerical question that one thing is bigger than another.

Richard Feynman [184, p. 485]

60See Sect. 7.2. (Note by J.B.).
61Which is what we call the de Broglie–Bohm theory. (Note by J.B.).
62What is even more surprising is that this comment comes at the end of a remarkably clear paper
on the no hidden variables theorems [335].
63Which means what we call locality here. (Note by J.B.).

http://dx.doi.org/10.1007/978-3-319-25889-8_4
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7.6 The Non-reception of de Broglie’s and Bohm’s Ideas

7.6.1 Reactions to de Broglie

Einstein, following Planck, introduced “quanta of light” (photons) and considered
them as particles, thus seeing that “waves are particles” [160]. De Broglie, and then
Schrödinger, associated waves with particles. So it may seem a bit odd that the
people who supposedly never “understood” or “accepted” the wave–particle duality,
according to the mainstream view of the history of quantum mechanics, actually
discovered it.

In his 1924–1927 notes to the French Académie des Sciences [109–111], and in
his PhD thesis [108], which pre-date all other major works on quantum physics, de
Broglie not only associated waves with particles, but also introduced the idea that the
motion of particles may be guided by waves.64 The French physicist Paul Langevin
sent a copy of de Broglie’s thesis to Einstein, who replied that de Broglie had “lifted
a corner of the great veil” [162] and Einstein circulated the thesis in Germany.

What were de Broglie’s ideas? Throughout his life, both before 1927 and after
1952, de Broglie tried to develop what he called the theory of “the double solution”,
according to which particles would be associated with waves in two different ways:
on the one hand, there would be what is now called the wave function, solution of
the Schrödinger equation (which de Broglie did not write, but Schrödinger said that
his ideas were influenced by de Broglie’s early work [24, p. 124]); and, on top of that
solution, there would also exist a “singular solution” that would be associated with
each particle. In formulas, if ψ(x, y, z, t) = R(x, y, z, t)ei S(x,y,z,t) is the solution of
the Schrödinger equation (for one particle), then de Broglie was looking for another
solution, of the form u(x, y, z, t) = a(x, y, z, t)ei S(x,y,z,t), with the same phase
S(x, y, z, t) as in the solution of the Schrödinger equation, but a different amplitude
a(x, y, z, t), the latter being singular at a “moving singularity”. This meant that it
would be (in one dimension, to simplify notation) a function65 like 1/|x − x0(t)|,
which is smooth everywhere, but equal to infinity for x = x0(t); besides, x0(t)would
satisfy a deterministic equation, which we will discuss below.

The idea would then be that the particle would be located at the singularity of the
function u(x, y, z, t). The singularity would move deterministically and the function
u, unlike the solution of the Schrödinger equation, would not spread itself more and

64This idea had also been proposed by Einstein as early as 1909, when hewrote [161]: “Anyway, this
conception seems to me the most natural: that the manifestation of light’s electromagnetic waves
is constrained at singularity points, like the manifestation of electrostatic fields in the theory of the
electron. It cannot be ruled out that, in such a theory, the entire energy of the electromagnetic field
could be viewed as localized in these singularities, just like the old theory of action-at-a-distance.
I imagine to myself, each such singular point surrounded by a field that has essentially the same
character as a plane wave, and whose amplitude decreases with the distance between the singular
points.”
65This is just an example of what such a function could look like; the actual functions in de Broglie’s
approachweremore complicated. See, e.g., [117] for a discussion of deBroglie’s ideas on the double
solution.
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more as timewent by.66 De Broglie was convinced that only such a “second” solution
(the first one being the usual solution of Schrödinger’s equation) could give a physical
meaning to the theory. Themotivationwas that the solution of Schrödinger’s equation
was defined on the space of all the particle configurations of whatever system was
being considered. This did not sound very physical, and it is of course the source
of nonlocality. For many particles, de Broglie wanted to have a singular solution for
each particle.

De Broglie’s problem was that his program could never be carried out mathe-
matically, by him or by his collaborators. Originally, de Broglie wanted the function
u(x, y, z, t) to satisfy a linear equation.67 Later, together with his collaborator, the
French physicist Jean-Pierre Vigier, he tried to consider nonlinear equations, which
he thought were related to similar notions in general relativity. What de Broglie did
notice, however, was that the moving singularity should propagate with a velocity
proportional to the derivative of the phase S(x, y, z, t), according to Eq. (5.1.1.3).
Remember that this phase is common to both the solution of the Schrödinger equa-
tion and his putative singular solution. So even if one forgets the singular solution,
one nevertheless obtains an equation for the motion of the moving singularity.

Near the end of his 1927 paper [112], he wrote that, if “one does not want to
invoke the principle of the double solution”, one can “adopt the following point of
view”:

[…] one will assume the existence, as distinct realities, of the material point and of the
continuous wave represented by the function, and one will take it as a postulate that the
motion of the point is determined as a function of the phase of the wave […]. One then
conceives the continuous wave as guiding the motion of the particle. It is a pilot wave.

Louis de Broglie [112], quoted in [24, p. 65] and reprinted in [116, p. 52]

In August 1927, Pauli reacted relatively favorably to that paper in a letter to Bohr:

[…] even if this paper by de Broglie is off the mark (and I hope that actually), still it is
very rich in ideas and very sharp, and on a much higher level than the childish papers by
Schrödinger, who even today still thinks he may […] abolish material points.68

Wolfgang Pauli [374], quoted in [24, p. 55]

De Broglie was invited to present a report at the 5th Solvay conference in Brussels,
in October 1927. There, he decided not to discuss the “double solution”, because
he knew that the mathematical problems were too hard, and he presented his “pilot
wave” idea, but now for a non-relativistic system of N particles guided by a wave
function in configuration space that determines the particle velocities according to
the law of motion (5.1.1.3).

66See (2.A.2.24) in Appendix 2.A.2 for an example of such spreading.
67For the definition of a “linear” differential equation, see Appendix 2.A.
68This refers to the fact that Schrödinger hoped to have a theory where the wave function would
produce a density of charge, similar to (6.1.2.1), but with the charge instead of the mass. See [14]
for a modern discussion. (Note by J.B.).

http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_6
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Moreover, deBroglie did derive theBorn rule by proving the equivariance formula
(see Appendix 5.C), which implies the Born rule for probabilities, as we saw in
Chap.5. He also introduced the quantum potential, defined in (5.1.1.6).

As de Broglie said in his report to the Solvay Conference [24, p. 346], in order
to justify the introduction of real particles, “it seems a little paradoxical to construct
a configuration space with the coordinates of points that do not exist”. But he also
remarks that, if “the propagation of a wave in space has a clear physical meaning, it is
not the same as the propagation of a wave in the abstract configuration space”. That
is what motivated de Broglie to consider “the corpuscles as ‘exterior’ to the wave
�, their motion being determined only by the propagation of the wave” [24, p. 355].
As we saw in Sect. 7.1.2, Einstein thought that [24, p. 441] “Mr de Broglie is right
to search in this direction”, i.e., to try to localise the particle during its propagation.

Another participant to the 1927 Solvay Conference, the French physicist Léon
Brillouin, was even more positive during the discussion following de Broglie’s talk:

Mr. Born can doubt the real existence of the trajectories calculated by Mr. de Broglie, and
assert that one will never be able to observe them, but he cannot prove to us that these
trajectories do not exist. There is no contradiction between the point of view of Mr. de
Broglie and that of the other authors […]

Léon Brillouin [24, p. 365]

But the general reaction was negative. In particular, Pauli raised an objection having
to do with the account, within the de Broglie theory, of certain scattering phenom-
ena. There is some discussion in the literature as to whether de Broglie answered
Pauli’s objection more or less correctly (see [24, Chap.10] and [272] for opposing
viewpoints), but de Broglie referred to that objection much later,69 which suggests
that he was not sure of the validity of his own answer. A complete answer to Pauli’s
objection was given in 1952 by Bohm, who should be credited for explaining how
the de Broglie–Bohm theory accounts for all the quantum mechanical predictions.

In any case, de Broglie left the Solvay Conference discouraged. Not only because
of Pauli’s criticisms, or because of the generally negative reactions, but also because
he could not take the wave function defined on configuration space seriously as a
physical quantity, which is essential to understanding the de Broglie–Bohm theory.
Already in his 1927 paper [112], written before the Solvay Conference, de Broglie
had written:

Physically, there can be no question of a propagation in a configuration spacewhose existence
is purely abstract: the wave picture of our system must include N waves propagating in real
space and not a single wave propagating in the configuration space.

Louis de Broglie [116, p. 48]

69In [114], reprinted in [116, p. 66], he refers to “the defenders of the present interpretation, notably
M. Pauli”, by saying: “I was very much impressed by their arguments”.

http://dx.doi.org/10.1007/978-3-319-25889-8_5
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For de Broglie, the wave function had a purely probabilistic meaning, hence a subjec-
tive and non-physical meaning, and only the existence of another solution, or rather
N solutions for N particles,more or less localized in space, would have given amean-
ing to the whole scheme. Since he could not solve the mathematical problems linked
with this other solution, he gave up his alternative and followed the Copenhagen
orthodoxy for the next twenty five years. That is, until he received a manuscript from
a “young American physicist”, David Bohm. He reacted by, of course, mentioning
his priority, but also by restating his old objections towards his own theory [116,
p. 67].

De Broglie stressed the obvious nonlocality of his and Bohm’s theory in the EPR
situation, about which he wrote:

If the wave � is a “physical reality”, how can one understand that a measure done in one
region of space could affect this physical reality in other regions of space that can be very
far from the first one?

Louis de Broglie [116, pp. 67–68]

One can of course criticize de Broglie for giving in to the orthodoxy after 1927, but
to understand why he did so, one must first understand his attachment to the idea
of the double solution (to which he came back after learning about Bohm’s work
in 1952) and therefore his lack of appreciation for his own theory, at least the one
presented at the Solvay Conference.70

It would be a mistake to say, as Bohm and Hiley did in 1993, many years after
the original Bohm paper:

The idea of a ‘pilot wave’ that guides the movement of the electron was first suggested by
de Broglie in 1927, but only in connection with the one-body system.

David Bohm and Basil Hiley [70, p. 38]

Indeed, de Broglie did write the “guiding” equation of motion for N particles, but it
is true that he never took that theory seriously for more than one particle because of
its “abstract” and nonlocal nature.

What is more puzzling, however, is why people like Schrödinger and Einstein,
who did not agree with the orthodoxy, either in 1927 or later on, did not pursue de
Broglie’s ideas. This is probably due once again to the seemingly unphysical nature
of the quantum state defined on configuration space. Besides, Einstein had developed
his own “hidden variables” theory, a sort of guiding wave similar to de Broglie, but
with different equations, and he had realized that it did not work, in particular because
it was nonlocal.71

70In [113], de Broglie gives other, more technical, reasons that led him to abandon his own theory.
See [24, pp. 229–230] and [473, lecture 7] for a discussion.
71See [271] for a discussion of that theory, which Einstein did not publish.
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Bell did put his finger on the root of the problem, but much later of course:

No one can understand this theory [the de Broglie–Bohm theory] until he is willing to think of
ψ as a real objective field rather than a ‘probability amplitude’. Even though it propagates
not in 3-space but in 3N -space.

John Bell [49, p. 128] (italics in the original)

And this is something that nobody before Bohmwas willing to think; certainly not de
Broglie, as we have seen, nor Einstein and Schrödinger, who did not like “telepathy”
or “magic”.

De Broglie is a tragic figure in the history of physics. He was undoubtedly a
precursor and he did influence his successors in an indirect way. A case in point is
Schrödinger, who wrote [439, p. 46]: “My method was inspired by L. de Broglie and
by brief, yet infinitely far-seeing remarks of Einstein.” However, his 1927 theory is to
a large extent forgotten, and he has been rather neglected in his own country, despite
his Nobel Prize and his having been the “perpetual secretary” for the mathematical
and physical sciences section of the French Académie des Sciences from 1942 until
1975.

It should be emphasized that de Broglie’s theory had nothing to do with “solv-
ing the measurement problem”, unlike almost all the subsequent discussions about
quantum mechanics. It was meant to be a physical theory, albeit a provisional one,
waiting for a fully fledged “double solution” that never came. Of course, de Broglie
did not fully understand his own theory, and neither did he really believe in it. But
who can blame him? Even the standard quantum measurement algorithm was not
fully developed then72 and nobody could accept the most revolutionary feature of the
de Broglie theory, namely its nonlocality. De Broglie wrote 25 years before Bohm
and 37 years before Bell, and even Einstein could not propose in 1927 a hidden
variables theory on the same level of consistency as de Broglie’s.

It is not clear what the “double solution” would have added if it could have
been developed: the motion would still have been determined by the usual guiding
equation (5.1.1.3) and would therefore have been just as nonlocal as what we call
the de Broglie–Bohm theory. The other solution, the singular one, would add a
psychological comfort for those who like classical pictures and it would have given
an illusion of locality, but it would not change anything regarding the statistical
predictions of the theory or the individual behavior of the particles.73 It would have
been the theory’s ether and could have been forgotten with no loss. It is sad that de
Broglie spent his entire life looking for this particular ghost.

72It is interesting to note that the report given at the Solvay Conference, which is supposed to
represent the “orthodox” view, namely that of Born and Heisenberg, is far from coinciding, when it
comes to the description of measurements, in particular the collapse rule, with what is now found
in textbooks. See [24, Chap.6] and [23].
73One may remark that Newton and Maxwell also sought more “intuitive” or “representable”
versions of their own theories, but what remains of their work are basically the equations of motion
of particles and fields.
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The tragedy of de Broglie is that he did “lift a corner of the great veil” and saw
far beyond anybody else at the time; so far, indeed, that he could not clearly make
things out himself.

7.6.2 Reactions to Bohm

In 1952, David Bohm published two papers in Physical Review which give in com-
plete detail what we call the de Broglie–Bohm theory and others call Bohmian
mechanics or Bohm’s theory.74 In Bohm’s case, the little history of science got
entangled with the big History of political events, in particular those of the Cold
War. Bohm had been a member of the American Communist Party (CPUSA) for a
few months in 1942–1943, at a time when the United States and the Soviet Union
were allied in World War II. He left the party because he found the meetings bor-
ing [386, p. 58], but kept a lifelong interest in “Marxist” philosophy, and later in
Hegelianism, and in particular the notion of dialectics. But Bohm had also been
working for his PhD at the Radiation Laboratory of the University of Berkeley under
the supervision of Robert Oppenheimer, the head of the Manhattan Project, and that,
combined with his communist sympathies, led later to Bohm’s troubles.

In 1946, after receiving his PhD, he was hired by Princeton University, where
he taught, in particular, quantum mechanics, and did research on plasma physics.
In May 1949, he was called by the House Committee on Un-American Activities
(HUAC) to testify against some of his former colleagues who were suspected of pro-
Soviet espionage. He refused to testify (as encouraged by Einstein, who warned him
that he might be jailed), and, to justify himself, he invoked the Fifth Amendment of
the United States Constitution, against self-incrimination.75 Because of that, he was
indicted in 1950 for “contempt of Congress”, a charge of which he was eventually
cleared inMay 1951. However, Princeton University, upon hearing of the indictment,
suspended Bohm from all his teaching duties and forbade him to set foot on campus
(although his salary was still paid).

Even though Bohm was cleared of all charges, the university refused to renew
his contract; the President of Princeton University even claimed that this was due
to scientific and not political reasons, a transparent lie, and he was unable to find
employment anywhere else in the United States. He left for Brazil, where the Uni-
versity of São Paulo offered him a job. He was then deprived of his United States
passport, which he could get back only if he returned to the United States, and had
to obtain Brazilian citizenship76 in order to travel, which allowed him to move to

74For a history of the reactions to Bohm’s theory, see Cushing [102, Chap.9], and for a biography
of Bohm, see the work of David Peat [386], that we follow here.
75That amendment says, among other things, that: “No person shall be compelled in any criminal
case to be a witness against himself.”
76In order to obtain it, Bohm had to renounce his American citizenship, which he was only able to
retrieve decades later, in 1986.
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Technion in Israel, in 1955. In 1957, he went to England, where he was eventually
made Professor of Theoretical Physics at the University of London’s Birkbeck Col-
lege. He was elected Fellow of the Royal Society only in 1990, at the age of 72, and
died two years later.

In 1951, Bohm publishedQuantum Theory, a book based on his courses at Prince-
ton, which is often considered as one of the best “orthodox” textbooks on quantum
mechanics [61], and where he emphasized the need to understand quantum mechan-
ics, beyond the mathematical formalism. In this book, Bohm reformulates the EPR
argument in term of spin variables, the formulation used in Chap.4, but he sides
with Bohr in using this argument against the idea of “hidden variables”. However,
according to Murray Gell-Mann, he discussed his book with Einstein and came back
saying [205, p. 170]: “He [Einstein] talked me out of it. I’m back where I was before
I wrote the book.”

Bohm remarks that two Soviet physicists, Blokhintsev and Terletskii, had started a
criticism of the interpretation of Bohr and Heisenberg, and viewed quantummechan-
ics as a statistical theory, but without proposing any theory for the behavior of indi-
vidual systems.77 Then, Bohm, “partly as a result of the stimulus of discussion with
Dr. Einstein” [68, p. 110], wrote his two famous papers [62] in which he presented
the complete “de Broglie–Bohm” theory.78

The first person to express a negative reaction to Bohm’s papers, months before
their publication, was, of all people, de Broglie. As we saw in the previous section,
de Broglie not only established his priority, but also criticized Bohm’s theory. Bohm
replied through a letter sent to Physical Review [63]. Bohm’s reaction was that de
Broglie had not:

[…] really read my article, but simply reiterated Pauli’s criticisms, which led him to abandon
the theory, but did not point out my conclusion that these objections are not valid. He’s going
to look a little silly. That’s what he gets from rushing into print 5 months before my article
came out.

David Bohm [64]

Another somewhat surprising negative reaction to Bohm came from Einstein, who
wrote to Born:

Have you noticed that Bohm believes (as de Broglie did, by the way 25 years ago) that he
is able to interpret the quantum theory in deterministic terms? That way seems too cheap to
me.

Albert Einstein, letter to Max Born, 12 May 1952 [79, p. 192]

77See Bohm [68, p. 110]. This influence is also mentioned by Max Jammer [281, p. 279] and by
James T. Cushing [102, p. 152].
78The equations (5.1.1.5) of the theory had already been rediscovered by Rosen in 1945 [417], but
Rosen did not develop the theory very much, and nor did he see it as a solution to the problems of
quantum mechanics.
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Andwriting about his contribution79 to the BornFestschrift [172], Einstein explained
to Born:

I have written a little nursery song about physics, which has startled Bohm and de Broglie
a little. It is meant to demonstrate the indispensability of your statistical interpretation of
quantum mechanics, which Schrödinger too has recently tried to avoid.

Albert Einstein, letter to Max Born, 12 May 1952 [79, p. 199]

The reason for Einstein’s hostility toward de Broglie and Bohm (which again shows
that his main worry about quantum mechanics was not determinism) is not known,
but can perhaps be understood if one remembers that, for Einstein, the main problem
was nonlocality and that, of course, the de Broglie–Bohm theory did nothing to
resolve that question. But Einstein was writing this 12 years before Bell’s theorem.

Wediscussedmany technical objections to the deBroglie–Bohm theory inChap.5.
Wewill turn now towards the emotional reactions and the a priori objections toBohm,
which have often been quite spectacular. David Peat, who was both a friend and a
biographer of Bohm, interviewed Max Dresden, a physicist who had read Bohm’s
papers and who visited Oppenheimer’s group at the Princeton Institute for Advanced
Study, where he enquired about Bohm, and even gave a seminar explaining his
work. Here are the reactions of certain people at the Institute for Advanced Study in
Princeton, according to Max Dresden80:

“We consider it juvenile deviationism,” Oppenheimer replied. No, no one had actually read
the paper — “we don’t waste our time.” […]

Reactions to the theory were based less on scientific grounds than on accusations that Bohm
was a fellow traveller, a Trotskyite, and a traitor.81 It was suggested that Dresden himself
was stupid to take Bohm’s ideas seriously. […] the overall reaction was that the scientific
community should “pay no attention to Bohm’s work”. As Dresden recalled, Abraham Pais
also used the term “juvenile deviationism”. Another physicist said Bohm was a “public
nuisance”. Oppenheimer went so far as to suggest that “if we cannot disprove Bohm, then
we must agree to ignore him.”

David Peat [386, p. 133]

Hints of the Princeton reaction reachedBohm in exile in Brazil. Hewrote to his friend
Miriam Yevick [386, pp. 133–134]: “As for Pais and the rest of the ‘Princetitute’,
what those little farts think is of no consequence to me. In the past 6 years, almost
no work at all has come out of that place. […] I am convinced that I am on the right
track.”82

79In which Einstein gave the example of the measurement of the velocity of a particle in a box,
discussed in Sect. 5.1.4 and Appendix 5.D.
80According to Peat, Dresden alsomade those remarks on the floor at theAmerican Physical Society
meeting in Washington in May 1989; see [386, p. 340, Note 51].
81Given that the expression “fellow traveller” referred to people close to the Communist Party,
Bohm could hardly be both a fellow traveller and a Trotskyite, since the latter were violently
anti-communist. (Note by J.B.).
82Here Bohm refers of course to the Princeton Institute for Advanced Study.
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Let us now see the reactions to Bohm’s theory of the most famous people associ-
ated with the Copenhagen interpretation, Pauli, Heisenberg, and Bohr. In 1951, Pauli
wrote to Bohm:

I just received your long letter of 20 November, and I also have studied more thoroughly the
details of your paper. I do not see any longer the possibility of any logical contradiction as
long as your results agree completely with those of the usual wave mechanics and as long
as no means is given to measure the values of your hidden parameters both in the measuring
apparatus and in the observe [sic] system. As far as the whole matter stands now, your ‘extra
wave-mechanical predictions’ are still a check, which cannot be cashed.

Wolfgang Pauli [377], quoted in [386, p. 127]

But he alsowrote, in 1951, to his friendMarkus Fierz ([378], quoted in [386, p. 128]):
“Bohm keeps writing me letters ‘such as might have come from a sectarian cleric
trying to convert me particularly to de Broglie’s old theory of the pilot wave.’ In
the last analysis Bohm’s whole approach is ‘foolish simplicity’, which ‘is of course
beyond all help’.”

In the Festschrift devoted to de Broglie’s sixtieth birthday (with contributions,
among other people, from Einstein, Heisenberg, Pauli, Rosenfeld, and Schrödinger)
[206], Pauli makes three objections to the revival of de Broglie’s theory by Bohm:
one is that it breaks the symmetry between position and momentum, an objection
that we discussed in Sect. 5.3.3. Another objection is that, in a deterministic theory,
one should be able to consider arbitrary probability distributions and not only the
“quantum equilibrium” distribution. That was discussed in Sect. 5.1.7. Finally, Pauli
observes that Bohm avoids being refuted by von Neumann’s theorem because “mea-
surements of observables”, in his theory, do not generally measure a property of the
system alone, but depend also on the way the measuring device is set up. Pauli finds
that aspect of the theory “arbitrary” and even “metaphysical”. But there, Bohm was
in fact closer to Bohr than Pauli, since Bohr recognized the “active role” of those
measuring devices.

What about Heisenberg’s reaction? He wrote a rather detailed defense of the
orthodoxy inPhysics and Philosophy [259], where he discusses Bohm’s ideas.83 One
objection that Heisenberg raised against Bohm was that the wave function could not
be “real”, because it was defined on configuration space [259, p. 116]. But of course,
if even the wave function is not real, while supposedly constituting a “complete
description” of physical systems, then nothing is real, and that surely cannot be what
Heisenberg intended. Indeed, another objection he made is that, in certain states, as
we have seen, the particle does not move (in the de Broglie–Bohm theory), yet if
one measures their velocities one finds a nonzero result [259, p. 116].84 This shows

83For earlier objections by Heisenberg to the idea of hidden variables, in particular in letters to
Einstein and in an unpublished response to EPR, see Bacciagaluppi and Crull [25]. One of Heisen-
berg’s objections was based on his belief that the introduction of hidden variables would destroy
interference effects. But that would only be true if those hidden variables would in effect collapse
the quantum state, whereas, in the de Broglie–Bohm theory, they do nothing of the sort and only
complete the usual quantum description.
84This was explained within the de Broglie–Bohm theory in Sect. 5.1.4 and Appendix 5.D.
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that Heisenberg was “guilty” of “naive realism with respect to operators” and did
not really agree with Bohr about the active role of the “measurement” apparatus.

Heisenberg also falls back on the familiar idea that Bohm’s theory is just like
the Copenhagen interpretation, but expressed in a different language, which “from a
strictly positivistic standpoint” amounts to an “exact repetition” and not a counter-
proposal to the Copenhagen interpretation [259, p. 115]. This does not square with
the fact that Heisenberg was also arguing that quantum mechanics had put an end to
the “ontology of materialism”, namely “to the idea of an objective real world whose
smallest parts exist objectively in the same sense as stones or trees exist, indepen-
dently of whether or not we observe them” [259, p. 115]. One cannot have it both
ways: saying that Bohm’s theory reintroduces an “objective ontology” and, at the
same time, saying that it is just the same theory (expressed in a different language)
as one that denies the possibility of such an ontology.

Heisenberg’s objections may be contradictory, but he certainly expressed his dis-
missal of Bohm’s idea in a contemptuous way. Referring without citation to Bohr,
he said:

When such strange hopes85 were expressed, Bohr used to say that they were similar in
structure to the sentence ‘We may hope that it will later turn out that sometimes 2 × 2 = 5,
for this would be of great advantage for our finances.’

Werner Heisenberg [259, p. 117]

Another example of the “rhetoric of inevitability”, to use Mara Beller’s apt phrase
[52, Chap.9].

Concerning the reaction to Bohm from Bohr himself, David Peat quotes letters
written to him by the philosopher of science Paul Feyerabend:

The first Feyerabend heard of Bohm’s new theory was during a seminar given by Niels Bohr.
Following the lecture he asked Bohr to clarify certain points. The Danish physicist’s reaction
was, “Have you read Bohm”? As Feyerabend put it, “It seemed that, for him, the sky was
falling in. …Bohr was neither dismissive, nor shaken. He was amazed.”

In the midst of explaining to Feyerabend why Bohm’s paper so disturbed him, Bohr was
called away. The discussion continuedwithout him for twomore hours. Someof those present
argued that the objections to Bohm’s theory were not at all conclusive. As Feyerabend put
it, the orthodox Copenhagen supporters tried to reply “in the Bohrian fashion”. When this
attempt was not successful, they said, “But von Neumann has proved…”, and that put an end
to the discussion. Feyerabend noted, however, that Bohr himself did not use von Neumann’s
supposed proof as a crutch in that fashion.

David Peat [386, p. 129]

However, the most vehement critique of Bohm was probably Léon Rosenfeld, who
wrote to Bohm:

85Here, Heisenberg attributes to Bohm the hope that in the future the quantum theorymay be proved
false, but this was not the main point raised by Bohm, who stressed that his theory provided at least
a coherent and empirically adequate alternative to the orthodoxy. (Note by J.B.).
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I shall certainly not enter into any controversy with you or anybody else on the subject of
complementarity, for the simple reason that there is not the slightest controversial point
about it. […] It is just because we have undergone this process of purification through error
that we feel so sure of our results. […] there is no truth in your suspicion that we may just
be talking ourselves into complementarity by a kind of magical incantation. I am inclined
to return that it is just among your Parisian admirers that I notice some disquieting signs of
primitive mentality.86

Léon Rosenfeld, letter to Bohm, 20 May 1952, quoted in [386, p. 130]

In his contribution to aFestschrift for deBroglie’s sixtieth birthday in 1952,Rosenfeld
remarked:

[I]t is understandable that the pioneer who advances in an unknown territory does not find
the best way at the outset; it is less understandable that a tourist loses his way again after
this territory has been drawn and mapped in the twentieth century.

Léon Rosenfeld [419, pp. 55–56], quoted in [279]

Bohm responded to Rosenfeld that the term “tourist” could just as well be applied
to Rosenfeld; Bohr would then be the pioneer who did “not find the best way at
the outset”. Thus, according to Bohm, it “worked both ways” ([65], quoted in [279,
p. 23]).

Rosenfeld also considered that the mere idea of “interpreting a formalism” was a
false problem and:

[…] appears as a short-lived decay product of the mechanistic philosophy of the nineteenth
century. […] every feature of it [the quantum theory] has been forced upon us as the only
way to avoid the ambiguities which would essentially affect any attempt at an analysis in
classical terms of typical quantum phenomena.

Léon Rosenfeld [421, p. 495]

He also suggested that the introduction of “hidden variables” would be “empty talk”.
These statements are remarkable both for their dismissiveness and for their naive
empiricism: facts never determine by themselves a mathematical formalism and a
formalism alone never includes its own “interpretation”. Rosenfeld also thought
that he was “merely translating in ordinary language the famous reasoning of von
Neumann who showed long ago the formal incompatibility of quantum mechanics
and determinism” [419, p. 56].

While Bohm was marginalized, partly for political reasons (see [364]), but also
because of his heretical views on quantummechanics, Rosenfeld was in a position of
power, which, according to the historian of science A.S. Jacobsen, he did not always
use very generously with his opponents87:

86He was probably referring to people around de Broglie, such as Jean-Pierre Vigier. (Note by J.B.).
87Another example, also noted by Jacobsen, is thewayRosenfeld treated a youngBrazilian physicist,
Klaus S. Tausk (see [394]).
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In addition, [Rosenfeld] served as consultant or referee inmatters of epistemology of physics
and the like at several well-reputed publishing houses and at the influential journal Nature.
In this capacity he used his influence effectively, and several books and papers, among them
some by Frenkel,88 Bohm, and de Broglie, were rejected on this account.

Anja Skaar Jacobsen [279, p. 23]

7.7 Quantum Mechanics, “Philosophy”, and Politics

We have seen that Bohm was a victim of the witch hunts of the ColdWar and that his
work was derided rather than refuted. But things were much worse than that, because
the discussions about quantum mechanics became entangled during that period with
philosophical and political issues that were irrelevant to science, but had a great
psychological impact. This was true on both sides of the Cold War divide. We shall
discuss first the “Marxist” side, then the “Western” side.

Let us start by noting that Bohm and Rosenfeld, although polar opposites on the
interpretation of quantum mechanics, were both philosophically “Marxists”. We use
theword “philosophically” here, because, althoughBohmwas briefly communist and
Pauli jokingly wrote a letter to Rosenfeld starting with “Dear (

√
Trotsky × Bohr =

Rosenfeld)” [279, p. 4], neither of them was very much engaged in political parties
as such (even though they were both on the left). So their interest was mainly in
Marxist philosophy. However, what this refers to is complicated and Marxist views
are far from being as unified as they have tried to present them.

Marxist philosophy claims to be materialist. Classical eighteenth century mate-
rialism was a combination of realism (in the sense used in Chap.3), an empirical
approach to the world (rejection of metaphysics and a priori knowledge), and the
idea that the mind is in some sense an emanation of the body. While not directly
rejecting any of these ideas, Marxists have added two important adjectives: their
materialism is supposed to be “historical” and “dialectical”.

Because of the first adjective, Marxists tend to view all ideas as being produced
by “social structures” or by the “ruling classes”. To the extent that this applies to the
natural sciences, it cuts science from its link to the natural world, since, in the end, it
is society that imposes the frame of reference though which the scientists “view” the
world.89 As early as 1935, for example, the Soviet historian of science Boris Hessen,
suggested that the “mechanical world view” of Newtonian physics was linked to the
rise of the bourgeoisie [264]. This approach is a form of what we called, at the end
of Sect. 3.2.2, the socialization of idealism, since it is not the individual subject or a

88Iakov Frenkel was a Soviet physicist who had submitted a paper critical of complementarity to
Nature that Rosenfeld managed to have withdrawn by the translator, Pauline Yates [195, p. 38].
(Note by J.B.).
89This image of science bears some resemblance to Kuhn’s ideas about paradigms, discussed in
Sect. 3.2.2, except that Kuhn’s paradigms are not connected to socio-economic structures and social
classes in the same way that “dominant ideas” are connected to them in theMarxist view of science.
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universal “mind” that imposes its view on theworld, but society or social classes. One
can also view contemporary social constructivism as a radicalized form of historical
materialism (but without the emphasis on social classes).

The second adjective, “dialectical”, is hard to define. Marxists have tried to com-
bine eighteenth century materialism with the Hegelian idea of dialectics, not an
obvious task, since Hegel was anything but a materialist or a scientifically minded
philosopher. Marx indeed said [318]: “With [Hegel, the dialectics] is standing on its
head. It must be turned right side up again, if you would discover the rational kernel
within the mystical shell.” But what this means is not clear.

Sometimes dialectics is presented as a set of “laws of thought”, for example, trying
to find a synthesis between opposite ideas, sometimes as a “law of society”, showing
how human societies develop historically from one “mode of production” to another,
through “contradictions”, and sometimes, especially in Engels’ Dialectics of Nature
[174]90 as “a law of Nature”, showing that the latter is subjected, just as human
societies are, to perpetual change and, supposedly, to progress. It also refers at times
to holistic ways of thinking and to the alleged interconnectedness of everything in
the universe. As Bertrand Russell observed, Hegel’s philosophy “divides the friends
of analysis from its enemies” [428, p. 714].

Marxists have tended to lambast non-dialectical materialists as being “mechani-
cal”, or “metaphysical”. Yet, it is fair to say that what Marxists called “mechanical
materialism”, i.e., eighteenth century materialism, is in fact closer to the views of
most practicing scientists (who do not use that expression of course), except, again,
some of those involved in quantum philosophy.

Rosenfeld and Bohm were both exceptions in that sense. Indeed, the part of
Marxism that they both liked was the “dialectical” one. But this word meant very
different things for them: for Rosenfeld, it meant the need to abandon determinism
(which was supposed to be a leftover from “mechanical materialism”) and, of course,
complementarity was viewed as a typically dialectical notion (indeed both notions
shared the property of being ill-defined and thus able to fit any reader’s favorite
interpretation).91 For Bohm, it was the holistic aspect of quantum mechanics, due to
its nonlocal character, that sounded dialectical.

90This book was just a collection of personal notes that Engels never published. They were only
published later in the Soviet Union, and sometimes worshipped by Communists.
91It is interesting to note that Max Born wrote a detailed and quite lucid critique of “dialectical
materialism” in response to Rosenfeld’s defense of that doctrine, in which Rosenfeld related it
to Bohr’s views on quantum mechanics [420]. Rosenfeld was of course, trying to prove that the
Copenhagen interpretation of quantum mechanics was compatible with Marxism (to counter accu-
sations of idealism, discussed below, leveled by some Marxists against that interpretation). Born
shows that there is no basis in logic for the “law of dialectics”, according to which thesis+antithesis
leads, through the process of aufhebung, to a synthesis. He also shows that this “law” does not
describe the history of ideas in physics, except, according to him, in one case: not surprisingly, the
“wave–particle” duality. See [194] for Born’s text and [193] for a discussion.
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This can be viewed as an example ofwhat StevenWeinberg calls the “unreasonable
ineffectiveness of philosophy” in the sciences92 [504, p. 169], if by “philosophy” one
means the reliance on vague and a priori notions93 which seem to provide a solid
foundation for one’s views, while in reality each author interprets those notions
according to what he or she already believes for other, non-philosophical, reasons.
Using this “method” one can arrive at radically different conclusions, as Rosenfeld
and Bohm show, starting from the same “philosophy”. On the other hand, one must
admit that even this kind of “philosophy” can be inspirational, as it was in Bohm’s
case. The mistake, however, is to support one or another scientific view because of
one’s commitment to such a philosophy.

Of course, the association of Bohm with Marxism did not help his scientific
reputation, at least in predominantly anti-Marxist circles in the West, and his later
rapprochement with a figure like the Indian thinker Jiddu Krishnamurti only made
matters worse.94

Rosenfeld, on the other hand, was fighting on two fronts, and as he said himself,
seemed “to quarrel with everybody” [420, p. 482], because he was also critical of
the idealism of some of the orthodox people, particularly Heisenberg.

Indeed, although prominent Soviet physicists, such as Lev Landau, were staunch
defenders of the Copenhagen views, there was also a current in Soviet science and
philosophy that considered those ideas “idealist”.95 In 1908, Lenin had published a
book calledMaterialism and Empirio-criticism, where theword “materialism” refers
more or less to what we call realism in Chap.3 and “empirio-criticism” was a version
of idealism that was fashionable at that time [309]. The book was a radical critique
of idealism, which Lenin saw as a danger, because it encouraged various forms of
subjectivism among some Marxists.

During the Soviet period, but also among non-Soviet Marxists, Lenin’s book was
referred to by people who did not like what they considered idealist tendencies in
science or philosophy, and that included most of logical positivism, discussed below,
or the Copenhagen interpretation of quantum mechanics.96 It should be stressed that
Lenin’s viewswere criticized by otherMarxists, for example by theDutch astronomer
Anton Pannekoek [373], who was closer to historical materialism, and therefore to
what we call a socialized form of idealism. It is of course the idealism implicit in that

92This expression was used in contrast to what Wigner called the “unreasonable effectiveness” of
mathematics in the natural sciences [513].
93This characterization would not of course apply to most of analytical philosophy.
94See [386] for a detailed description of the relationship between Bohm and Krishnamurti.
95The historian of science Alexei Kojevnikov has written detailed analyses of the strengths of Soviet
science and the debates within it, including in relation to quantum mechanics and Bohm’s ideas;
see, e.g., [293–296]. Most prominent Soviet physicists were actually pro-Copenhagen, but were not
harassed by the authorities for that reason.
96But not byRosenfeld himself, who regarded Lenin’s book as a return to “mechanisticmaterialism”
[420, p. 482].
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version of “historical materialism” that Lenin opposed, without, however, admitting
that it had roots in the works of Marx.97

When Marxism fell out of fashion, its association with the critique of the Copen-
hagen school only made any such critique even more suspect, especially in places
where Marxism had been influential, like France and, of course, the Soviet block. So
for a while, discussing problems of quantum mechanics with scientists from those
countries became especially difficult.

All this illustrates the enormous confusion created by mixing up science, phi-
losophy, and politics, as happens all the time, not to mention the further confusion
brought in when religion gets involved, something one should make the utmost effort
to avoid. The problem of orthodox quantum mechanics is not that it disagrees with
“materialism”, dialectical or otherwise, but that it is an unclear theory that is just not
“professional” enough, as Bell puts it:

I think there are professional problems [with quantum mechanics]. That is to say, I’m a
professional theoretical physicist and I would like to make a clean theory. And when I look
at quantum mechanics I see that it’s a dirty theory. The formulations of quantum mechanics
that you find in the books involve dividing the world into an observer and an observed, and
you are not told where that division comes […]. So you have a theory which is fundamentally
ambiguous […]

John Bell [107, pp. 53–54] (italics in the original)

But there were also associations between philosophy, politics, and quantummechan-
ics on the other side, so to speak. First of all, the historian of science Don Howard
remarks that, among the “Copenhagen” people of the 1930s, it was Pascual Jordan, a
member of the Nazi party, who was the closest to logical positivism and the Vienna
circle (whose members were in general rather left wing)98:

No other thinker was as central as Jordan, both to the core community of quantum physicists
associatedwithCopenhagen and to the core community of philosophers of science associated
with Vienna. Nowhere else in the literature of the 1930s will one find as extensive and
technically adept a presentation of the case for an essential link between quantummechanics
and positivist epistemology. Never mind the fact that Bohr, himself, never endorsed such
a linkage. That this was not Bohr’s own understanding of the philosophical significance of
quantum theory is of minimal relevance to our understanding how it was that the widespread,
popular association of quantum mechanics and positivism was established.

There is, second, the fact that the only way tomake Jordan’s oddmixing of quantummechan-
ics, positivism, and vitalism at all coherent is to embed the whole in the political context

97As Russell in particular observed in [427, Chap.18], there was also a tendency in Marx towards
a pragmatic view of truth, where truth is confused with usefulness, hence contradicting the notion
of truth as corresponding to facts independent of human desires and interests. This can thus be
regarded as another strand of idealism.
98The Vienna Circle was inspired by the work of the physicist and philosopher Ernst Mach and
developed after World War I a current of thought called logical positivism (discussed below). The
members of the Vienna Circle included Rudolf Carnap, Philipp Frank, Hans Hahn, Ernest Nagel,
Otto Neurath, and, in a similar circle in Berlin, Carl Hempel and Hans Reichenbach. There was
some proximity, at least in the minds of the logical positivists, between them and Albert Einstein,
Kurt Gödel, Bertrand Russell, and Ludwig Wittgenstein.
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of Germany in the mid-1930s. For it is Jordan’s politically driven opposition to materialism
that ties all of the pieces together. And therein lies a great irony. For it is Jordan, a member
of the Nazi party, who in this way secured the popular association of quantum mechanics
with a positivism that otherwise bore almost exclusively a left-liberal, even socialist political
stamp.

Don Howard [277]

Actually, a member of the Vienna circle, Philipp Frank, was worried that Jordan
was using the Copenhagen interpretation to support a “reactionary and barbaric
Weltanshauung” and even wrote to Bohr to warn him about this (see Heilbron [255,
p. 221]).

The association between philosophy, politics, and quantum mechanics also con-
tinued in the post-World War II period and on the “Western” side of the Cold War
divide. In the United States, the dominant philosophy, at least in relation to the
sciences in that period, was logical positivism. That current of thought, developed
mostly in the Vienna circle, tried to purge philosophy of “metaphysics” and to base
knowledge on secure foundations. This was certainly an admirable goal. The secure
foundations would be logic and mathematics on the one hand, and direct experience,
or sense data, on the other, hence the name logical positivism. But by proving that,
given any system of axioms, there exist true arithmetical propositions that cannot be
deduced from that system, Gödel showed that the logical part of the foundations was
going to be more complicated than one might naively have thought.

However, this was not the main problem of logical positivism, which was rather
related to the notion of “sense data”. Certainly science relies on observations based
on our senses, but as discussed in Chap.3, the notion of observation is not simple:
does it refer to our own subjective experience or to the perception of objects existing
outside of us? If one adopts the first meaning, one easily falls into solipsism, but if
one follows the second meaning, one loses “certainty” since our senses can always
deceive us.

A related problem was connected with the rejection of “metaphysics”. Indeed,
what ismetaphysics?99 If it is the belief in entitieswhose existence cannot be “verified
by experience”, one has again to say precisely what “experience” means. It is true
that the existence of angels cannot be verified, but how does one verify the existence
of atoms? The problem is that, if one wants to have an ontology that includes atoms
but not angels, one has to have a somewhat sophisticated view of what it means to
be “verified by experience”, and this is not easy to formulate explicitly, even if there
is a huge difference between the evidence for the existence of atoms and the total
absence of evidence for the existence of angels. This is because, even in the case of
atoms, the evidence is indirect.100

99Not surprisingly, Rosenfeld, although not a logical positivist, also branded the rejection of com-
plementarity as “metaphysical” [420, p. 472].
100Similarly, there is a big difference between, say, Carnap’s critique of Heidegger as a metaphysi-
cian [91] and the “elimination” of quantities in physics that are not directly observable.
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There has been a temptation within the logical positivist tradition to brand as
“metaphysical” everything that goes beyond our immediate experiences. Naturally,
this makes the accusation of metaphysics rather easy to level. As Russell observed
ironically in the 1950s:

The accusation of metaphysics has become in philosophy something like being a security
risk in the public service. […] The only definition I have found that fits all cases is: ‘a
philosophical opinion not held by the present author’.

Bertrand Russell [429, p. 164]

With the rise of Nazism, the logical positivists had to emigrate and became rather
influential in the United States. Although they clearly had their hearts in the right
place, trying to be empirical and scientific and rejecting confused and a priori think-
ing, there was a certain youthful enthusiasm and naiveté in their endeavor. And when
it came to quantum mechanics, even though prominent people like Bohr rejected
the accusation of positivism, as we saw in Sect. 3.3, the positivist’s emphasis on
“observations” as being the only thing one could speak about “meaningfully” or
“scientifically”, with all the ambiguities of this term, helped to strengthen the dog-
matism of the “Copenhagen” school.

But that philosophical baggage was not the main obstacle to an open discussion
of the problems of quantum mechanics. Indeed there was in fact very little open-
mindedness on these issues in the West, but this was mostly for socio-psychological
and even political reasons. The physicist John Clauser, who made important contri-
butions, both theoretical and experimental,101 to the first tests of Bell’s inequalities,
describes in vivid terms the situation when he was a student (which is similar to my
own experience, but in a very different place).102 After characterizing the adhesion
to the Bohr–von Neumann views (Bohr had defeated Einstein and von Neumann had
shown with his no hidden variables theorem that there was no alternative to ordinary
quantum mechanics) as a sort of religion, he wrote:

During the post-war years, the United States quickly became embroiled both in the cold war
and in an internal anti-communist frenzy. Driven by Sen. JoeMcCarthy, stigmas then became
into vogue. […] Unfortunately, acceptance of stigmas by the populace appears to foster the
malignant creation of additional stigmas, specially in an environment that is dominated by
religious fanaticism. Thus, in keeping with the times, a very powerful secondary stigma
began to develop within the physics community towards anyone who sacrilegiously was
critical of quantum theory’s fundamentals. The stigma long outlived the McCarthy era and
persisted well into the 1970 and 1980s. Sadly, it effectively kept buriedmost of the untidiness
left behind by quantum theory’s founders, and physicists went on about their business in
other areas. The net impact of this stigma was that any physicist who openly criticized or

101See [95] for a version of Bell’s inequality, called the Clauser–Horne–Shimony–Holt inequal-
ity, that is more amenable than the original inequality to experimental tests. See [192] for early
experimental tests and [229] for a discussion of the relation between Bell and Clauser–Horne–
Shimony–Holt inequalities, and for references to more recent experimental tests.
102See also Gisin’s book [214] for several examples of how, even not so long ago, people who raised
questions about the foundations of quantum mechanics were silenced.

http://dx.doi.org/10.1007/978-3-319-25889-8_3
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even seriously questioned those foundations (or predictions) was immediately branded as a
“quack”. Quacks naturally found it difficult to find decent jobs within the profession.

John F. Clauser [97. pp. 71–72]

Clauser mentions Einstein, Schrödinger, and de Broglie as well known critics who
could hardly be dismissed as “quacks”. But:

Instead, gossip among physicists branded these men “senile”. This is not a joke. On many
occasions, Iwas personally told as a student that thesemenhadbecome senile, and that clearly
their opinions could no longer be trusted in this regard. This gossip was repeated to me by a
large number of well-known physicists from many different prestigious institutions. Given
this branding, their leadership role in charting the course of progress in physics was thereby
severely limited. Under the stigma’s unspoken “rules”, the worst sin that one might commit
was to follow Einstein’s teaching and to search for an explanation of quantum mechanics in
terms of hidden variables, as Bohm and de Broglie did.

John F. Clauser [97, p. 72]

As an example of the consequence of this stigma, Clauser mentions a policy of the
American Physical Society, editing The Physical Review and Physical Review Let-
ters according to which referees should reject any paper on foundations of quantum
mechanics that was not “mathematically based and gave new quantitative experi-
mental predictions.” As Clauser observes, under those rules, “Bohr’s response to
EPR certainly could not have been published” [97, p. 72], and the same is true for
Bohm’s articles (the rules were formulated in the 1970s). Clauser continues:

Religious zeal amongphysicists prompted an associated powerful proselytismof students.As
part of the “commonwisdom” taught in typical undergraduate and graduate physics curricula,
students were told simply that Bohr was right and Einstein was wrong. That was the end of
the story and the end of the discussion. Of course, it was the end, because the concluding
chapters of the story were not yet written. Bohm’s and de Broglie’s alternative […] were
neither thought, nor even cited. Any student who questioned the theory’s foundations or,
God forbid, considered studying the associated problems as a legitimate pursuit in physics
was sternly advised that he would ruin his career by doing so. I was given this advice as a
student on many occasions by many famous physicists on my faculty at Columbia and Dick
Holt’s faculty at Harvard gave him similar advice.

John F. Clauser [97, pp. 72–73]

Then Clauser discusses Bohm, de Broglie, and Bell. For Bohm, he writes: “Given
the era, no one dared trust his opinion since he was openly communist.” De Broglie
was more prominent, because of his position in the Académie des Sciences, but “his
publications went largely unread, since, of course, everyone already ‘knew’ that
he was senile.” As for Bell, Clauser explains that he was very careful: Bell avoided
attending an awards ceremony for a prize given to him byCharles Brandon, a founder
of Federal Express, in order not to appear linked to a non-scientific foundation. He
never openly discussed his study of foundations of quantum mechanics with his
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colleagues at CERN and thus led a sort of double life.103 Finally, when Alain Aspect,
who was preparing his own experiments [21], came to visit him, “Bell’s first question
to him was ‘Do you have a permanent position?”’ [97, pp. 73–74].

Clauser also speaks of “evangelical theoreticians” who were not even willing to
consider experimental tests of Bell’s inequalities, because they were so convinced
that quantum mechanics must be correct in all situations (and maybe also because
they did not appreciate how radical the conclusions of the EPR–Bell argument were).
Even the great Richard Feynman, when Clauser told him of his project to test Bell’s
inequalities, “immediately threw me out of his office saying ‘Well, when you have
found an error in quantum-theory experimental predictions, come back then, and we
can discuss your problem with it’ ” [97, p. 71].

As a student, Clauser himself “had difficulty understanding the Copenhagen inter-
pretation”. And he “found Bohm’s and de Broglie’s work refreshing, since they do
give real physical-space models of what is happening” [97, p. 78]. When he carried
out his experiments, he “believed that hidden variables may indeed exist”. By that
time, the McCarthy era was “in the distant past” and:

Instead the Vietnam war dominated the political agenda of my generation. Being a young
student living in this era of revolutionary thinking, I naturally wanted to “shake the world”.

John F. Clauser [97, p. 80]

Thus the testing of Bell’s inequalitiesmay have been a collateral benefit of opposition
to the Vietnamwar. But the upshot of the experiment was not what Clauser expected,
and did not prove quantum mechanics wrong, but rather established the reality of
nonlocality, something that probably “shakes the world” even more (provided that
the world is willing to listen!).

The story recounted by Clauser illustrates the fact, which has been frequently
observed, that in formally free societies, unpopular views and heterodox opinions
can be silenced as effectively and sometimes more effectively than in dictatorships.
Instead of putting people in jails or camps, it is enough, in order to impose the
dominant views, to stigmatize the free thinkers, to censor unorthodox publications,
and to refuse to give jobs to thosewho do not toe the line. Of course, suchmethods are
less unpleasant for the victims than the more brutal ones inflicted by dictatorships,
but that does not mean that they are less effective. Given the relative comfort of
modern life in developed societies, who will risk marginalization and a ruined career
simply for expressing publicly his or her thoughts?

Yet, as John Stuart Mill famously said, in any case, a great harm is done:

But the peculiar evil of silencing the expression of an opinion is that it is robbing the human
race; posterity as well as the existing generation; those who dissent from the opinion, still
more than those who hold it. If the opinion is right, they are deprived of the opportunity of

103At least until a conference held in 1976 in Erice, Sicily, entitled Thinkshops on Physics: Experi-
mental Quantum Mechanics, and inwhichAlainAspect, JohnBell, JohnClauser, PhilippeEberhard,
Michael Horne, Bernard d’Espagnat, and Abner Shimony participated, among others.
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exchanging error for truth: if wrong, they lose, what is almost as great a benefit, the clearer
perception and livelier impression of truth, produced by its collision with error.

John S. Mill [341, p. 76]

7.8 Conclusions

At the end of the previous chapter, we asked: why is the de Broglie–Bohm theory
so little appreciated if it possesses all the qualities that its defenders (including the
author of this book) attribute to it? It is difficult to give a complete answer to that
complicated question, but the sketch of the history of quantummechanics given here
provides some elements of an answer.

It is obvious that one cannot refute an idea or a theory if one does not fully
understand it. We have tried to show that Einstein and the EPR argument were not
understood at the time they were formulated and even much later. This implied that
Bell’s proof of nonlocality was not grasped either, so that even now, many physicists
are convinced that one has a choice: either abandon locality or drop determinism,
realism, or hidden variables, while in reality there is no such choice, as we discussed
in Chap.4 and Sect. 7.5 of this chapter.

But the misunderstanding of Bell has had an enormous impact on the lack of
appreciation of de Broglie–Bohm: either people think that this theory is impossible
because Bell or others have shown that hidden variables are forbidden (without
being precise about which kind of hidden variables are “forbidden”) or because it is
nonlocal, hence physically unacceptable. But of course, if Bell has shown, as he did,
that the world is nonlocal, then the nonlocality of the de Broglie–Bohm theory is a
quality, not a defect.

Moreover, the fact that this theory introduces “hidden variables” that are not
hidden and that it accounts naturally for the results of those specific interactions
that we call measurements, despite the no hidden variables theorems, is again a great
quality and not a defect of de Broglie–Bohm. The reasonwhy Einstein found Bohm’s
theory “too cheap” and why de Broglie never really believed in his own theory was
perhaps because of the manifest nonlocality of this theory, but at least they could not
know, before Bell, that this was a quality of the theory.

Onemust also take into account the influence of the version of “logical positivism”
that we described above. That version is almost universally rejected by philosophers
of science nowadays (in part, because of the imprecision of the word “observable”),
but it survives in the backs of the minds of many physicists.

Given all this, it may not be too surprising to read in an encyclopedia, which is in
principle unbiased:

Attempts have been made by Broglie, David Bohm, and others to construct theories based
on hidden variables, but the theories are very complicated and contrived. For example, the
electron would definitely have to go through only one slit in the two-slit experiment. To
explain that interference occurs only when the other slit is open, it is necessary to postulate

http://dx.doi.org/10.1007/978-3-319-25889-8_4
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a special force on the electron which exists only when that slit is open. Such artificial
additions make hidden variable theories unattractive, and there is little support for them
among physicists.

Encyclopedia Britannica [457], quoted in [228].

After reading Born’s summary of von Neumann’s “proof” of the impossibility of
hidden variables in his lectures on Natural Philosophy of Cause and Chance,104 Bell
says that he “relegated” questions about quantum mechanics to the back of his mind
and “got on with more practical things”. However, he adds:

But in 1952 I saw the impossible done. It was in papers by David Bohm. Bohm showed
explicitly how parameters could indeed be introduced, into nonrelativistic wave mechanics,
with the help of which the indeterministic description could be transformed into a deter-
ministic one. More importantly, in my opinion, the subjectivity of the orthodox version, the
necessary reference to the ‘observer’, could be eliminated.

Moreover, the essential idea was one that had been advanced already by de Broglie in 1927,
in his ‘pilot wave’ picture.

But why then had Born not told me of this ‘pilot wave’? If only to point out what was wrong
with it? Why did von Neumann not consider it? More extraordinarily, why did people go on
producing ‘impossibility’ proofs, after 1952, and as recently as 1978?105 When even Pauli
[379], Rosenfeld [420], and Heisenberg [258], could produce no more devastating criticism
of Bohm’s version than to brand it as ‘metaphysical’ and ‘ideological’?Why is the pilot wave
picture ignored in text books? Should it not be taught, not as the only way, but as an antidote
to the prevailing complacency? To show us that vagueness, subjectivity, and indeterminism
are not forced on us by experimental facts, but by deliberate theoretical choice?

John Bell [49, p. 160]

Maybe to answer those questions, we should turn to a writer106:

I know that most men, including those at ease with problems of the highest complexity, can
seldom accept even the simplest and most obvious truth if it be such as would oblige them
to admit the falsity of conclusions which they have delighted in explaining to colleagues,
which they have proudly taught to others, and which they have woven, thread by thread, into
the fabric of their lives.

Leo Tolstoy [472, p. 143]

104See [76, p. 109] and Sect. 7.4.
105Here Bell refers to a series of no hidden variables theorems due to Jauch and Piron, Misra,
Kochen and Specker, Gudder, Jost, and Woolf. See [49, pp. 167–168] for the references. (Note by
J.B.).
106The quote here is adapted from the published translation. The source for this version is usually
[188].



Chapter 8
Quantum Mechanics and Our “Culture”

The concept of “truth” as something dependent upon facts largely outside human control has
been one of the ways in which philosophy hitherto has inculcated the necessary element of
humility. When this check upon pride is removed, a further step is taken on the road towards
a certain kind of madness — the intoxication of power […] to which modern men, whether
philosophers or not, are prone. I am persuaded that this intoxication is the greatest danger
of our time, and that any philosophy which, however unintentionally, contributes to it is
increasing the danger of vast social disaster.

Bertrand Russell [428, p. 782]

A more emphatic title to this chapter could have been The Harm Done to Western
(now World) Culture by Certain Interpretations of Quantum Mechanics. But that
would have been misleading and it is easy to exaggerate along those lines. It is
true that there has been an enormous amount of pseudo-science and nonsense, from
“quantum healing” to telepathy, or from various forms ofmysticism to postmodernist
cultural studies, produced by people invoking quantum mechanics. However, the
Copenhagen-like interpretations of quantummechanics cannot take all the blame for
that. Indeed, most areas of science are victims of either pseudo-scientific exploitation
or misrepresentation, even those that are fairly simple to understand, like the theory
of evolution, or others that are not so simple to understand but whose significance is
perfectly clear, like the special theory of relativity.

Exploitation and misrepresentation of science are unavoidable and most people
who do so with quantum mechanics do not really understand what is special about
it, do not know its mathematical formalism, and do not grasp the reasons behind the
weird-sounding statements about nonlocality or the central role of the observer that
they refer to. But that does not mean that there is nothing wrong with the way most
physicists have presented quantum mechanics.
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8.1 The Trouble with Quantum Mechanics

The historian of science Mara Beller has put her finger on some of specific problems
linked to the presentation of quantummechanics in her Physics Today article entitled
The Sokal hoax: at whom are we laughing? [51].1 One problem is the respect for
authority, and in particular, the authority of Bohr2:

Like the deconstructionist JacquesDerrida,whomStevenWeinberg attacked in his 1996New
York Review of Books article on Sokal’s hoax [505], Bohr was notorious for the obscurity
of his writing. Yet physicists relate to Derrida’s and Bohr’s obscurities in fundamentally
different ways: toDerrida’s with contempt, to Bohr’s with awe. Bohr’s obscurity is attributed,
time and again, to a “depth and subtlety” that mere mortals are not equipped to comprehend.
[…]

Carl vonWeizsäcker’s testimony is a striking example of the overpowering, almost disabling,
impact of Bohr’s authority. After meeting with Bohr, von Weizsäcker asked himself [497]:
“What had Bohr meant? What must I understand to be able to tell what he meant and why
he was right? I tortured myself on endless solitary walks.” Note that von Weizsäcker did not
ask, “Was Bohr right?” or “To what extent, or on what issue, was Bohr right?” or “on what
issues was Bohr right?”, but, quite incredibly, he wondered what must one assume and in
what way must one argue in order to render Bohr right?

Mara Beller [51]

After quoting some of the statements by Bohr, Pauli, and Born that we discussed in
Chap.1, Beller remarks:

Astonishing statements, hardly distinguishable from those satirized by Sokal, abound in the
writings ofBohr, Heisenberg, Pauli, Born, and Jordan.And they are not just casual, incidental
remarks. Bohr intended his philosophy of complementarity to be an overarching epistemo-
logical principle — applicable to physics, biology, psychology, anthropology. He expected
complementarity to be a substitute for the lost religion. He believed that complementarity
should be taught to children in elementary schools. Pauli argued that “the most important
task of our time” was the elaboration of a new quantum concept of reality that would unify
science and religion. Born stated that quantum philosophy would help humanity cope with
the political reality of the era after World War II. Heisenberg expressed the hope that the
results of quantum physics “will exert their influence upon the wider fields of the world of
ideas [just as] the changes at the end of the Renaissance transformed the cultural life of the
succeeding epochs.”

Mara Beller [51]

1The article could be interpreted as a critique of Sokal’s hoax: the American physicist Alan Sokal
managed to have an article full of postmodernist nonsense published in the rather fashionable journal
Social Text [451, 455]. Beller rightly points out in her article that many of the founders of quantum
mechanics have expressed views that are comparable to those satirized by Sokal. But one should
stress that in our jointly authored book, Fashionable Nonsense [453], published after the hoax, we
explicitly avoided criticizing non-scientists for the nonsense they might have said about quantum
mechanics (otherwise the book would have been much longer), precisely because we were aware
of the confusion spread by physicists on that topic. But the same was not true for fields such as
topology, set theory, logic, or the theory of relativity, and about which we did criticize the “abuses”.
2Another example of Bohr worship is provided by Wheeler, who compared his wisdom “to that of
Confucius and Buddha, Jesus and Pericles, Erasmus and Lincoln [511, p. 226]” [195, p. 82].

http://dx.doi.org/10.1007/978-3-319-25889-8_1
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And Beller adds, concerning Stanley Aronowitz, a founding editor of Social Text,
the journal in which Sokal published his hoax:

Aronowitz had been relying on the assertions of the inevitable and final overthrow of deter-
minism, endlessly repeated by the most honored heroes of 20th-century physics. How can
Aronowitz or other non-physicists resist the authority of such past eminences, unless the
physicists of our time publicly declare that the Copenhagen orthodoxy is no longer obliga-
tory? Such a public declaration could have diminished greatly the explosive proliferation of
the postmodernist academic nonsense, so appalling to Sokal and Weinberg.

Mara Beller [51]

All this is fair enough, but one can still wonder why people who do not understand the
complexities of quantummechanics and who usually do not worship science, rely on
it in order to promote their philosophical or political views. In fact, there is an apparent
paradox: people who tend to be distrustful of scientists, postmodernists for example,
often love the Copenhagen interpretation of quantum mechanics, probably because
they see in it the antithesis of everything they dislike about science: determinism,
materialism, objectivity, etc.

And that is what is specific about quantum mechanics: it is not just that the
science has been abused by ignoramuses, but that the scientists themselves, at least
a good fraction of them, have contributed to that “abuse”. And they have done it in
many ways: by claiming that one has put back an unspecified observer at the center
of science (and, then, who could be blamed for identifying this observer with the
human subject?); or by claiming that intelligibility is unattainable in the microscopic
realm, and that this is so ad vitam eternam. They behaved like people celebrating
defeats as if they were victories.

But this was, in general, more due to hubris than mysticism: it would have been
more honest, but more humble too, to admit that quantum theory did have short-
comings and to look for a more detailed theory. The real trouble with the dominant
discourse about quantum mechanics is that the hubris of the scientists, claiming that
their understanding of quantummechanics was somehow an ultimate understanding,
provided ammunition to the mystics and to all the defenders of anti-scientific world
views.

It is the scientific spirit, more than philosophy, which has been the main defender
of the notion of objective truth in the modern world and which has thereby, to quote
Russell, “inculcated the necessary element of humility” in human thought, as opposed
to the wishful thinking of political, religious, and pseudo-scientific ideologies. If
science itself gives up, or seems to give up that notion, then indeed a “check upon
pride is removed”, with unforeseeable consequences.

However, since every coin has two sides, we have to qualify that judgment.
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8.2 A Plea for “Copenhagen”

The historian of science Paul Forman has offered a controversial but interesting
conjecture, now called “Forman’s thesis”, which tries to account for the rejection of
determinism and causality in quantum mechanics on the basis of the cultural climate
of the post World War I Weimar Republic [189]. Forman’s idea is that the hope of a
German victory in the war was based in part on the ingenuity of German science, and
that hope was still alive at the beginning of the summer of 1918. When everything
collapsed, including the Empire, in the fall of 1918, the shock was unprecedented
and its effect on the period after the Great War produced a general anti-scientific
climate during theWeimar republic. Forman sees the anti-causal approach in quantum
mechanics as an adaptation of scientists to this hostile cultural climate.

Such claims have a ring of plausibility, but they are difficult to evaluate because
the facts that were observed and that led to quantum mechanics were truly strange,
and the means that one had to successfully compute certain measurable quantities,
such as atomic spectra, whether they relied on Heisenberg’s matrix mechanics3 or
on Schrödinger’s equation, were terribly abstract and counterintuitive. How was one
supposed to think of quantities like position and momentum being represented by
matrices? Or to interpret a wave defined and “propagating” on configuration space?
As we saw in Sect. 7.6.1, even de Broglie, who came closer than anybody else to a
more complete theory, was unable to swallow this idea.

When such a revolution happens, when all the familiar concepts are proven inad-
equate and the traditional certainties are radically unsettled, it is only natural to fall
back on what seems to be the most secure basis of our knowledge: experimental data
and the mathematical formalism. “Copenhagen” seemed to provide exactly such a
fallback position.

However, it is not clear that there ever was a unified and coherent “Copenhagen”
doctrine. Bell describes as follows the position ofwhat he calls the “ThreeMusketeers
of the Copenhagen interpretation”, Bohr, Pauli, and Heisenberg: he saw Bohr as
insisting on a sharp division between classical apparatus and the quantum system,
while being “extraordinarily insensitive” as to where exactly that division should
be. But Bohr was convinced that he had solved that problem and in so doing “not
only contributed to atomic physics, but to epistemology, to philosophy, to humanity
in general.” Bell continues: “I like to speak of two Bohrs: one is a very pragmatic
fellow who insists that the apparatus is classical, and the other is a very arrogant man
who makes enormous claims for what he has done.”

Concerning Pauli, Bell notes thatwhile Bohr rejected the idea that the humanmind
“was somehow an important element in quantummechanics”, “Pauli was attracted to

3Heisenberg initially solved quantum mechanical problems using matrices, like those we encoun-
tered in the appendices of Chap.2, but sometimes with an infinite number of rows and columns.
That method was further developed by Born, Heisenberg and Jordan [74, 75].We now think of those
matrices as the representation of operators in certain bases. The equivalence between Heisenberg’s
approach and Schrödinger’s based on his equation was proven by Schrödinger soon after he had
introduced that equation [439].

http://dx.doi.org/10.1007/978-3-319-25889-8_7
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8.2 A Plea for “Copenhagen” 289

that idea, and at the end of his life he became increasingly religious. He felt that it was
wrong to separate science from religion; it was wrong to separate psychology from
physics. He felt that the real Copenhagen interpretation did insist that the mind was
something that you could not avoid referring to in formulating quantum mechanics.
Pauli thought, as far as I can judge, that the division between system and apparatus
was ultimately between mind and matter.”

On Heisenberg, on the other hand, Bell is quite brief [56, pp. 52–53]4: “It is per-
fectly obscure to me what Heisenberg thought.” One could go on and analyze what
von Neumann, Wigner, Wheeler, and others thought, but it is obvious, with insight,
that nothing clear and definite could ever be called the true Copenhagen interpre-
tation of quantum mechanics. And that is fundamentally because the problems of
quantum mechanics lie within the physical theory itself and the various versions of
the “Copenhagen interpretation” were just attempts to apply philosophical solutions
to a conceptual but physical difficulty.

Moreover, it is not clear that what is now taught in physics courses would be
recognized as being theCopenhagen interpretation by the peoplewho already defined
it as the orthodoxy at the Solvay Conference in 1927. Indeed, the mathematical
formalism, including what is now the standard theory of measurement, was only
developed by von Neumann in 1932.5 When EPR raised the dilemma posed by
entangled states (nonlocality or incompleteness) theywere ignored ormisunderstood
by almost everybody, except Schrödinger. And obviously, the founding fathers could
not anticipate either Bohm’s theory or Bell’s theorem.

So one could introduce the following “guilty plea” for “Copenhagen”: yes, they
vastly exaggerated the unavoidability of their own views, refused to listen to dissident
voices such as de Broglie, Einstein, and Schrödinger, and claimed that quantum
mechanics led to a revolution in human thought far greater than anything a scientific
theory is able to do (e.g., having direct consequences for politics or religion). But
they did face unprecedented difficulties and extraordinary novelties, and they did
discover the most successful scientific theory ever found.

Besides, by freeing people’s minds of conceptual questions (since Bohr had sup-
posedly solved all those problems), the quantum formalism could be applied unhin-
dered in atomic physics, nuclear physics, solid state physics, and chemistry. This has
led to what has probably been the most productive period in the history of science
and has laid the foundations for all the technologies of the contemporary world.

8.3 But What About Now?

With the rise of Nazism and to an even greater extent after World War II, the center
of physics shifted from Mitteleuropa to the United States. The shift was not only
geographic but also cultural; while most of the founding fathers were trained in

4For a sympathetic exegesis of Heisenberg’s changing views, see Camilieri [90].
5Thediscussion ofmeasurement in the report byBorn andHeisenberg at the 1927SolvayConference
is quite different from the modern one [23, 24].
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philosophy (for better or forworse, since a good part of that philosophywas idealist!),
and paid attention to the foundational problems, the dominant “philosophy” after the
war was pragmatism. Its spirit is summarized in the well-known slogan: “Shut up
and calculate!”6

However, it is remarkable that the two people who did challenge the Copenhagen
monocracy after the war were both Americans: David Bohm and Hugh Everett (both
at Princeton). But to say that they were not typical of the American academia is quite
an understatement. We saw in Sects. 7.6 and 7.7 the trouble that Bohm had to go
through, and Everett’s ideas were also, in general, poorly received: he went to work
as an advisor to themilitary even before finishing his PhD thesis and never came back
to physics [87]. Everett’s ideas would eventually become somewhat more popular,
but only much later.7

Probably nobody was more critical of the “pragmatic” attitude than David Bohm,
who despised what he called “resultlets”. As Bohm’s biographer F. David Peat says,
in a reply to the question: “Why did so many scientists—why do so many scientists
even now—seem to have so much trouble accepting or respecting [Bohm’s] ideas?”:

Well, I suppose in some cases it’s because people like small little bits of work— ‘resultlets,’
as David called them, not results but ‘resultlets’.WhenDave did his work he really dealt with
ideas, with concepts, and in very broad brush strokes; whereas the fashion in physics today is
that it should all be hyper-mathematical, and he alwaysmistrustedmathematics.Mathematics
to him was a good tool, but it was a tool and no more. The thing with mathematics, even
the most beautiful and elegant mathematics, is that somewhere in there a lot of assumptions
have been hidden, and when we speak together, using ordinary language, it’s a little bit
easier to discover what those assumptions are. Mathematics tends to conceal a lot. He was
also suspicious of other aspects of the way physics was being done — for example, all
this reliance in particle physics on breaking things apart rather than seeing them in an all-
embracing fashion. You see, Dave felt there had been a major revolution in this century in
quantum mechanics and relativity, but that our thinking hadn’t really caught up with it. In
the old order you could fragment things, you could define everything on a Cartesian grid
of space and time. Now we needed an entirely new order, and the implicate order, which
is inherently infinite, was one of the approaches he was working on. But of course, that’s
asking too much of physicists. They like to see things small and finite, and Dave was too
much of a global thinker, I think, for many of them— except the very good ones, who were
sympathetic to Dave because they realized that something new was called for.

David Peat [387]

But that view is too unilateral: the “pragmatic” attitude allowed physicists to develop
quantum field theory, including quantum electromagnetism, which led to the most
accurately corroborated empirical predictions ever made in science, and later to the
spectacularly successful standard model of elementary particles. And the penchant
of Bohm for “deep thoughts” did not prevent him from having mystical tendencies
at time.

6See Mermin [339] for the origin of this expression, often attributed to Richard Feynman.
7See the collection of papers [132], published in 1973, for the beginning of the renewed interest in
the many-worlds interpretation.
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But what is good at a given time may not be good for all times. As we saw in
Sect. 7.7, the spirit of the Cold War led to an extraordinary closing of the physicist’s
mind when it came to the understanding of Bell’s result, namely the most surprising
and, in a sense, the most interesting consequence of quantummechanics itself.8 That
closing of the physicist’s mind is particularly harmful when it comes to physics
education. Too many generations of students have been trained to “shut up and
calculate”; but this is very discouraging for those who study physics in order to
understand how the world works. Valia Allori, who started out as a physicist and
became a philosopher of science, has forcefully expressed that sentiment9:

My interest has always been to understand what the world is like. This is the main reason
that I majored in physics: if physics is the study of nature, then to understand nature one
should learn physics first. But my hopes were disappointed by what is (or at least seems
to be) commonly accepted in many physics departments all over the world: after quantum
mechanics, we should give up the idea that physics provides us with a picture of reality. At
first, I believed this was really the case and I was so disappointed that I decided to forget
about my “romantic” dream.

Valia Allori

However, Allori adds:

At some point, […] I realized that some of the things I took for granted were not so obviously
true, and I started to regain hope that quantummechanics was not really the “end of physics”
as I meant it. Therefore, I decided to go to graduate school in physics to figure out what
the situation really was. While taking my PhD in the foundations of quantum mechanics,
I understood that what physicists thought was an unavoidable truth was instead a blunt
mistake: quantum mechanics does not force us to give up anything, and certainly not the
possibility to investigate reality through physics.

Valia Allori

What allowed Allori to regain hope was that she learned about the de Broglie–Bohm
theory, and then contributed to it [11–15].

Concerning physics education, without necessarily studying “foundations” as
deeply as Allori did, there are certain things that students should be told:

1 That there is no simple way to understand the quantum formalism, no obvious
interpretation of it on which everyone agrees, and that there is certainly something
rotten in the kingdom of Copenhagen.

2 They should also know that often repeated sentences about quantum mechanics
“not dealing with the world but with our knowledge of it” do not make any sense,
and that the cat paradox shows that establishing a link between the usual quantum
formalism and the world is, to say the least, problematic.

8Another thesis defended by Paul Forman is that the massive scale of defense-related funding
of science during World War II and the Cold War led to a shift in physics from basic to applied
research [190, 191]. This may also have encouraged the “pragmatism” of those who were still doing
fundamental research.
9The quotes here come from what she describes as her “personal background” on her website:
http://www.niu.edu/~vallori/background.html.
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3 One might go further and explain the meaning of EPR–Bell, namely nonlocality,
and also the no hidden variables theorems. This would alert students against a
naive “statistical” view of quantum mechanics.

4 Onemight alsomention (without necessarily explaining it in introductory courses)
that there is a completely coherent view of quantum theory in which no question
is left unanswered (if the reader has got this far, it is probably unnecessary to say
what we are referring to).

What sometimes discourages students from trying to go further in their understanding
of quantummechanics is that there seem to be a zillion different “interpretations”. But
that is not quite true. As we explained in Chap.5, in the de Broglie–Bohm theory,
everything falls into place; it is not just that one can associate trajectories with
particles without running into contradictions. That theory also naturally accounts for
all of the following:

1 The measurement formalism, including the collapse rule.
2 The no hidden variables theorems, which are explained by the contextuality of
measurements and the active role of the measuring devices.

3 The apparent randomness of quantum mechanics, which follows, in a fully deter-
ministic theory, from rather natural assumptions about initial conditions.

4 The unavoidable nonlocality of any theory reproducing the quantum predictions.

No alternative to the de Broglie–Bohm theory even comes close to achieving all
that (see Chap.6).

8.4 Understanding Quantum Mechanics: An Unfinished
Story

Throughout the nineteenth century there has been a constant reappraisal of the
foundations of mathematics: how to define limits? Real numbers? Sets? Which
geometries are natural? In physics, following the great revolutions of the nineteenth
century, including thermodynamics and statistical physics which introduced proba-
bilistic notions at a rather fundamental level, and electromagnetismwhich introduced
waves propagating in an unknown medium, the ether, later replaced by an even more
mysterious vacuum, the beginning of the twentieth century dealt a final blow to all
previous certainties: relativity showed, among other things, that the notion of simul-
taneity is relative to our state of motion, and quantum mechanics seemed to have
made every possible intuitive image of the microscopic world impossible, and to
have shown that Nature is intrinsically random.

It is understandable that such revolutions should produce a great deal of skepti-
cism, and when that happens, there is a tendency to retreat towards what one hopes
to be secure foundations. The same movement happened in many different fields in
the twentieth century: logical positivism tried to reduce everything to sense-data plus

http://dx.doi.org/10.1007/978-3-319-25889-8_5
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logical constructions; behaviorism wanted to limit the study of the mind to a descrip-
tion of inputs and outputs, avoiding the introduction of mental states; formalism in
mathematics viewed the latter as a purely formal game; the frequency interpretation
of probability was trying to avoid making (Bayesian) rational inferences and was
reducing probability to a mere theory of frequencies.

TheCopenhagen interpretationof quantummechanics,with its emphasis onobser-
vations was also part of that movement. But all those retreats carry a heavy cost: one
maydescribe theworld (or at least our “perception” of it) efficiently, but one refuses to
understand it. And understanding is what makes science a distinctive and worthwhile
enterprise.

Actually, all the attitudes described above have essentially disappeared in their
respective fields, except, to some extent, the Copenhagen interpretation of quantum
mechanics. Very few people adhere explicitly to that doctrine (assuming they have
a clear idea of what it means), but it lingers in the textbook presentations of quan-
tum mechanics, as well as in the discourses about “quantum information”, where
information is not information about anything else than itself.

Yet, despite all the claims coming from the greatest scientific authorities that it
was impossible to do, claims apparently supported by theorems, de Broglie, Bohm,
andBell have shown us away to understand the quantum formalism, not simply “how
to use it” (which every physicist knows), but “what it means”. This understanding is
to some extent limited to non-relativistic quantum mechanics, but that does not arise
from any intrinsic defect of the de Broglie–Bohm theory, but from the nonlocality of
the world. A genuine merging of quantum mechanics and relativity is still an open
problem, and might be called the great unrecognized frontier of physics.10

To paraphrase a famous dictum,11 quantum physicists have been changing the
world in various ways; it is time now to try to understand it.

10To repeat the problem in technical terms: how does one account for the collapse rule of quan-
tum mechanics in relativistic terms when dealing with entangled states whose parts are spacelike
separated?.
11Marx’s eleventhThesis on Feuerbach: The philosophers have only interpreted theworld, in various
ways; the point is to change it.
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We give here definitions of some of the main concepts used in the book and indicate
where they are discussed.

Action at a Distance. This means that, by acting at some place A, one can instan-
taneously affect the physical situation at some place B, no matter how far A and B
are from each other. See Chap. 4 and Sect. 5.2.1.

Beables. A term introduced by John Bell to refer to what exists, or what a given
theory postulates as existing, as opposed to what is observable. In the de Broglie–
Bohm theory, the beables are the positions of the particles and the quantum state.
See Chap. 6 for a discussion of beables in other theories.

Bell Inequality. An inequality which is implied by certain assumptions about the
existence of hidden variables and contradicted by quantum mechanical predictions
(that have been verified). However, this statement can be misleading if one does not
add that, under an assumption of locality, Einstein, Podolsky, and Rosen have shown
that those hidden variables necessarily exist. So Bell’s result, combined with the EPR
argument is a nonlocality result rather than a mere no hidden variables theorem. This
is explained in Chap. 4. For the misunderstandings of this result, see Sect. 7.5.

Born Rule. If we have a quantity A associated with vectors |en〉 and numbers λn

according to
A|en〉 = λn|en〉 ,

and if it is measured in a state

|state〉 =
∑

n

cn|en〉 ,
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then the result will be λk with probability |ck |2. See Appendix 2.B for more details
on Born’s rule, and Sects. 5.1.4 and 5.1.5 for the justification of that rule in the de
Broglie–Bohm theory.

Branches of the Quantum State. This refers to the different terms in sums like
(2.5.1.1) or (5.1.6.2), where a microscopic system is entangled with a macroscopic
one, after a “measurement”.

Collapse (or Reduction) of the Quantum State. When one measures a quantity
A associated with vectors |en〉 and numbers λn , if the pre-measurement state of the
system is given by

|state〉 =
∑

n

cn|en〉 ,

and if the observed result is λk , the post-measurement state becomes |ek〉. See
Sects. 2.2 and 2.3 and Appendix 2.B for the definition of this rule and Sect. 5.1.6 and
Appendix 5.E for the corresponding notion (“effective collapse”) in the de Broglie–
Bohm theory.

Compatibility. Two quantities are compatible if one canmeasure themboth together,
that is, if the measurement of one quantity does not affect the measurement of the
other. Mathematically, this means that the matrices or operators that represent those
quantities commute. See Appendices 2.B and 2.C.2.

Complementarity. A concept central to Bohr’s thinking, referring to the fact that
there exist pairs of quantities that one cannot measure simultaneously (those that are
mutually incompatible). Indeed, because of the collapse rule, measuring one quan-
tity will, in general, affect the result of the measurement of the other quantity. See
Sect. 2.1 and Appendix 2.C.

Contextuality. This refers to the fact that, in general, measurements do not measure
a pre-existing property of a particle (see Sect. 2.5). In the de Broglie–Bohm theory,
this is explained by the fact that the measurement of any “observable” other than
position depends on the details of the experimental arrangement used to “measure”
it. See Sects. 5.1.4 and 5.1.5.

Copenhagen Interpretation. This refers to a set of ideas,whosemaindefenderswere
Bohr, Born, Heisenberg, and Pauli, along with Jordan, Rosenfeld, Landau, von Neu-
mann, Wigner, and Wheeler. These ideas emphasize the role of observations in the
very formulation of the quantum mechanical laws. For some authors, the “observer”
is an inanimatemacroscopic object, for others a conscious subject, but in any case, it is
introduced as a deus ex machina in the quantum formalism. This formulation lingers
in most textbooks or popular presentations of quantum mechanics and has given rise
to many philosophical commentaries. We discuss it in Sects. 1.2 and 2.5 and Chap. 8.
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http://dx.doi.org/10.1007/978-3-319-25889-8_5
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Decoherence. This refers to the fact that, after an interaction with a macroscopic sys-
tem, the supports of the wave functions corresponding to different possible results
of the interaction no longer overlap in configuration space. See Sect. 2.5 for the def-
inition of decoherence and Sect. 5.1.6 and Appendix 5.E for the role of decoherence
in the de Broglie–Bohm theory.

Determinism. A dynamical system is deterministic if, once the state of the system
at a given time is specified, the dynamics determines a unique state for all later times.

Empirical Distribution. Consider a real-valued random variable ω with a prob-
ability density p(x): for B ⊂ R, P(ω ∈ B) = ∫

B p(x)dx . Let � = (ωi )
N
i=1 be N

independent variables with identical distributions whose density is p(x). We define
the empirical distribution of these N variables, for any subset B ⊂ R by

ρN (�, B) =
∣∣{i = 1, . . . , N |ωi ∈ B

}∣∣
N

=
∑N

i=1 1B(ωi )

N
,

where 1B is the indicator function of the set B. One can show that limN→∞ ρN

(�, B) = ∫
B p(x)dx , with probability 1. So p(x) is the empirical density distribu-

tion of the variables � = (ωi )
∞
i=1. See Appendix 3.A for precise statements and for

a similar definition for discrete random variables.

Entanglement. This refers to a situation comprising two quantum systems such as
the one described by (4.4.2.1), in which the state is a not a product of states, one for
each system, but a sum of such products. States of the form (2.5.1.1) or (2.D.8) are
also entangled.

EPR (and EPRB). This refers to Einstein, Podolsky, and Rosen who showed that, in
certain situations, assuming that the world is local implies that quantum mechanics
is incomplete, in the sense that certain “hidden variables” must have definite values
independently of any measurement. This is because conservation laws that hold in
quantum mechanics allow us to predict with certainty the result of certain measure-
ments done on one quantum mechanical system by doing another measurement on a
similar system far away from the first. If there are no actions at a distance, reasoned
Einstein, Podolsky, and Rosen, then the distant measurement cannot affect the first
system and the latter must have had the predictable properties all along, indepen-
dently of any measurement. The original argument involved positions and momenta,
but it was reformulated in terms of spin by Bohm (hence the acronym EPRB). This
is discussed in Chap. 4. For misunderstandings of this result, see Sect. 7.1.4.

Equivariance. If we assume, for a system of N variables and some initial time 0,
that the positions of a set of particles have an empirical density distribution ρ(x, 0) =
|�(x, 0)|2, where �(x, 0) is the quantum state of a single particle in R

3 at time 0,
then, at any later time t > 0, we will have

http://dx.doi.org/10.1007/978-3-319-25889-8_2
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ρ(x, t) = |�(x, t)|2 ,

where�(x, t) is the solution to Schrödinger’s equation (5.1.1.1), ρ(x, t) is the empir-
ical density distribution defined in (5.1.3.1), and φt (x) in (5.1.3.1) comes from the
deterministic de Broglie–Bohm dynamics through (5.1.1.4). See Sects. 5.1.3 and
5.1.4 and Appendix 5.C for the definition, use, and proof of equivariance in the de
Broglie–Bohm theory.

FAPP. An acronym introduced by John Bell, meaning “for all practical purposes”. It
is used to mean that the ordinary quantum formalism is perfectly adequate in order to
predict results of measurements or for technological applications. The “only” thing
the de Broglie–Bohm theory does is to explain what the formalism means and why
it works so well.

Heisenberg Uncertainty Principle. A lower bound on the variance of the statistics
of measurements of positions and momenta of a particle, or more generally on the
variance of the statistics of measurements of a pair of “incompatible observables”,
viz., pairs of observables such that the measurement of one of them may affect the
result of a measurement of the other. See Appendix 2.C for a precise definition and
Sect. 5.1.8 for the status of that “principle” in the de Broglie–Bohm theory.

Hidden Variables. Any variables that would characterize the state of an individ-
ual system beyond the quantum state. In the de Broglie–Bohm theory, the hidden
variables are the positions of the particles (see Sect. 5.1.1). Assuming that there are
hidden variables other than the positions of the particles that determine the result of
a measurement usually runs into contradictions because of the no hidden variables
theorems (see Sect. 2.5).

Interference. This refers to the possibility for two wave functions whose supports
are disjoint to evolve into a situation where their supports overlap again. Examples
of such a phenomenon include the Mach–Zehnder interferometer (see Sect. 2.2) and
the double-slit experiment (see Appendix 2.E). See also Sect. 5.2.1.

Law of Large Numbers. This says that the empirical distribution ρN (�, B) con-
verges, as N → ∞, to the probability distribution

∫
B p(x)dx , with probability one,

for suitable sets B. See Appendix 3.A for precise statements.

Measurement. The most misleading term in traditional discussions about quantum
mechanics, since it gives the impression that some pre-existing property of the quan-
tum system is being revealed by the “measurement”. This is discussed in Sect. 2.5,
where this naive view of measurements is shown to be untenable because of the no
hidden variables theorem. In the de Broglie–Bohm theory, measurements are viewed
as interactions between a microscopic system and a piece of apparatus, interactions
whose statistical results are given by the usual quantum formalism (see Sect. 5.1.4).
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No Hidden Variables Theorems. A set of theorems that show that one cannot assign
values to various sets of observables that would pre-exist their “measurement” and
that the latter would simply reveal. In Sect. 2.5 and Appendix 2.F, we state and prove
themain no hidden variables theorem used in this book. Bell’s result in Chap. 4 is also
a no hidden variables theorem. We mention another such theorem in Sect. 5.3.4 and
use yet another version of those theorems in Sect. 6.3 and Appendix 6.C. However,
the best known no hidden variables theorem is the one due to John von Neumann,
and that theorem is quite misleading (see Sect. 7.4).

Nonlocality. A theory is nonlocal if it allows actions at a distance. See Chap. 4 and
Sect. 5.2.1.

Observable. Any quantity that can be “measured”. Sometimes observables corre-
spond to quantities that have a classical analogue, such as position, momentum,
angular momentum, or energy; but there are other observables, such as the spin, that
do not have a classical analogue. Mathematically, observables are associated with
self-adjoint matrices or operators, but essentially with a family of states and num-
bers, so that the results of the measurement of an observable are described by Born’s
rule and the collapse of the quantum state. See Sect. 2.5 and Appendix 2.B for the
definition of observables and Sects. 5.1.4 and 5.1.6 and Appendix 5.E for the status
of observables in the de Broglie–Bohm theory.

Positivism. This refers to logical positivism, or logical empiricism, a philosophical
school of thought originally centered around the post-World War I Vienna Circle.
The aimwas to base all our knowledge on direct observations and logical deductions.
See Sect. 7.7 and Chap. 8.

Probabilities, Probability Densities, and Conditional Probabilities. The proba-
bility distribution P of a random variable taking continuous values, e.g., in R, is
often given in terms of an integrable function p(z) such that, for B ⊂ R, P(x ∈
B) = ∫

B p(z)dz. Then p(z) is the probability density of P . The conditional proba-
bility of an event A, given an event B, is given by the usual formula P(A, B)/P(B).
For continuous random variables, one can also associate a conditional probability
density with a conditional probability.We use conditional probabilities in Sect. 5.1.7.

Quantum Equilibrium.A systemcomposedofmanycopies of identical subsystems,
each of them having an effective wave function ψ(x, t), is in quantum equilibrium
if the empirical density distribution ρ(x, t) of the positions of the system is given by
ρ(x, t) = |ψ(x, t)|2. See Sect. 5.1.7.

Quantum State. Either a wave function �(x, t) or a linear combination of prod-
ucts of a spatial part, viz., the wave function, and a spin part, e.g., a product of
the form �(x, t)|1 ↑〉 or a linear combination of such products, such as �↑(x, t)|1
↑〉 + �↓(x, t)|1 ↓〉. See Sect. 2.3.

http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_4
http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_6
http://dx.doi.org/10.1007/978-3-319-25889-8_7
http://dx.doi.org/10.1007/978-3-319-25889-8_4
http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_2
http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_7
http://dx.doi.org/10.1007/978-3-319-25889-8_8
http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_5
http://dx.doi.org/10.1007/978-3-319-25889-8_2


300 Glossary

Randomness. One must distinguish between intrinsic or genuine randomness and
effective randomness. The first notion refers to what defines a stochastic process,
for example a Markov chain or the spontaneous collapse theories of Sect. 6.2. The
second notion refers to the fact that a deterministic system may appear random,
or be effectively random, at least for certain dynamics and initial conditions. See
Sects. 3.4.2 and 3.4.5 for general examples of effective randomness and Sects. 5.1.3
and 5.1.7 for the effective randomness of the de Broglie–Bohm theory.

Schrödinger’s Equation. This governs the time evolution of the quantum state.
Other equations, such as the Dirac or Pauli equations, play a similar role for particles
with spin. See Appendix 2.A.2 for the definition of Schrödinger’s equation, and see
Sect. 5.1.2 and Appendix 5.D for its role in the de Broglie–Bohm theory.

Solipsism. The idea that everything outside my consciousness is an illusion, or that
I am constantly dreaming. This is a radical version of idealism, but idealists cannot
easily avoid falling into this position, as we discuss in Sect. 3.1.

Spin. This is often considered as the quintessentially quantum property of a particle,
since it has no classical analogue. We discuss it phenomenologically in Sects. 2.1
and 2.2. From the point of view of the de Broglie–Bohm theory, the existence of spin
is expressed by the fact that the quantum state is a linear combination of products of
a wave function and a spin state. The value of the spin is not an intrinsic property
of a particle but the result of interactions between that particle and Stern–Gerlach
setups. See Sects. 5.1.4 and 5.1.5.

State (or Complete State). In the de Broglie–Bohm theory, the complete state
of a system with N variables at time t is a pair

(
�(t), X(t)

)
, where �(t) =

�(x1, . . . , xN , t) is the usual quantum state and X(t) = (
X1(t), . . . , X N (t)

)
are the

actual positions of the particles. Capital letters denote the positions of the particles
and lower case letters the arguments of �(x1, . . . , xN , t). See Sect. 5.1.1.

Typicality. A sequence of realizations of N independent identically distributed
random variables x = (x1, . . . , xN ) is typical if the corresponding empirical den-
sity distribution is close to the probability distribution of those variables. See
Appendix 3.A for a precise definition; by the law of large numbers, most sequences
of realizations of N independent identically distributed random variables are typical
for N → ∞. See Sect. 5.1.7 and Appendix 5.C for the use of the notion of typicality
in the de Broglie–Bohm theory.

Underdetermination. Theories are always underdetermined by data, or in other
words, there always exist different theories that can “account for” any given set of
facts. In philosophy of science, this is called the Duhem–Quine thesis. It is discussed
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in Sect. 3.2.1. Most of these theories are ad hoc and have no predictive power. But
more genuine cases of underdetermination also exist, for example, in the de Broglie–
Bohm theory. See Sect. 5.4.1.

Wave Function. The spatial part of the quantum state, �(x, t), whose meaning in
the usual quantum mechanical formalism is that |�(x, t)|2 is the probability density
of the particle being found at x upon measurement at time t . In the de Broglie–Bohm
theory, |�(x, t)|2 is the probability density of the particle actually being at x at time
t . See Sects. 2.3 and 5.1.3.
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