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Preface

During the past 50 years ion beam technologies have been proven to be powerful
tools in the continuously growing field of materials science. Ion beams are used for
tailoring the physical and chemical properties of thin films, surfaces and interfaces.
Nanostructures can be formed or modified and nanocomposite materials can be
synthesised with new properties which do not exist in natural materials. In the past
two decades very high-energy ion beams from accelerators usually used for nuclear
and particle research became available with the parameters making them suitable
for materials science. This stimulated intensive research and the use of so-called
swift heavy ions in ion-beam based materials science received much attention. This
was an important step to fulfil the demand for modifying more thick or buried
layers. Moreover, the research in materials science with swift heavy ions induced
new applications as for instance the controlled shaping of embedded nanoparticles,
which could not be imagined beforehand. Besides its use in various device tech-
nologies, ion beams play an important role in a number of other fields. Examples
for that are materials research and treatment of radioactive waste in nuclear fission
and fusion technologies, optimization of prosthetic components and the use of ion
beams in cancer treatment. Additionally, ion-beam based analytical techniques are
very important not only in materials science but also in environmental studies and
in the field of preservation of cultural heritage.

Ion irradiation of solids has two main effects: the introduction of foreign atoms
and the energy deposition into the material. The specific application of ion beams
requires a thorough knowledge of the interactions of the energetic ions with the
corresponding material. These interactions determine the depth at which the ions
come to rest and cause structural modifications in the material (radiation damage).
The radiation damage measured after ion irradiation depends on the primary energy
deposition of the ions and the external irradiation conditions and is characteristic for
a given material. In some cases radiation damage results in useful changes of
materials properties but typically the damage has to be reduced or removed by
subsequent annealing processes in order to achieve the desired results. The choice
of suitable methods for damage annealing often strongly depends on the kind and

vii



concentration of damage produced during ion irradiation in the respective material.
Consequently, the investigation of ion-beam induced damage formation is an
indispensable part in the field of ion beam physics.

The fundamentals of ion–solid interaction, ion-beam induced damage formation
in a broad variety of materials and theoretical description of damage formation have
been subject of intensive studies of a large number of research groups around the
world. This resulted in an enormous and still growing number of scientific papers.
Various excellent monographs about ion beam physics appeared in recent years.
Apart from the numerous scientific papers and monographs on the one hand and
pure textbooks on the other, a comprehensive description of the theory of ion
stopping in matter, a summary of models and the concepts that have been developed
over time for characterisation of damage evolution as well as an overview of the
state-of-the-art knowledge on damage formation in various classes of materials is
still missing. With the present book we aim at filling this gap.

The book is organised in four parts. Part I provides the physical basics of ion–
solid interaction. This includes a complete treatment of the theory of ion stopping in
materials, i.e. the treatment of nuclear and electronic energy loss processes. Two
further chapters give an overview about existing models for the description of
damage formation due to electronic and nuclear interaction, respectively. If possible
the general concepts are compared to each other and illustrated with real examples.
The last chapter of this part is devoted to the physical basics of ion-beam induced
synthesis of nanostructures. Part II deals with damage formation, amorphization and
(re)crystallisation of semiconductors and ceramics, i.e. of covalent-ionic materials,
due to nuclear energy deposition. The effect of high electronic energy deposition in
solids is the topic of Part III. Structural modifications and phase transformations in
crystalline insulators, metals and semiconductors are summarised. Additionally one
chapter of this part reports on effects of electronic energy deposition in amorphous
semiconductors. The final part, Part IV, presents selected applications of ion beams.
Here the focus is on shaping and modification of nanoparticles and nanostructures
and on the use of ion-beam induced effects for modification of optical materials.

It should be mentioned that not all existing literature could be taken into consid-
eration in detail, but the contents of the various chapters are initially based on scientific
results of the authors and their groups. Additional references to works of other authors
are integrated. Besides well-established experimental results also possible limitations
in their interpretation and open problems are addressed. In this respect the book should
be suitable as material for special courses for graduate, postgraduate and Ph.D. stu-
dents. Additionally it can be used as a source of information for researchers who are
interested in this field.

Finally we feel the need to thank all co-authors who participated in the project
with their valuable and highly interesting contributions. With extreme sadness we
had to take note of the early death of our colleague, Mark C. Ridgeway, who
significantly contributed not only to this book but to the field of ion beam physics in
general. We shall always honour his memory.

Jena, Germany Werner Wesch
February 2016 Elke Wendler
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Chapter 1
Ion-Solid Interaction

Konrad Gärtner

Abstract This chapter gives an introduction into the theoretical description of the
physical processes which take place during the ion motion through a solid target.
The interaction of the ion with the whole solid is treated as a sequence of binary
collisions with free target atoms at rest. Furthermore, the elastic and inelastic
contributions to the binary collisions are considered to be statistically independent
and therefore they are treated separately. The elastic interaction provides changes of
the energy and the direction of the ion. It is described by classical mechanics and
determined by the ion-atom interaction potential. The inelastic interaction provides
mainly a change of the energy of the ion which has to be described by quantum
mechanics, however, also some classical approaches are presented. For amorphous
solids, mainly considered here, the binary collisions can be assumed to be statis-
tically independent and the physical quantities (e.g. energy and angular distribu-
tions) are obtained by statistics. In the case of crystalline solids, only some special
effects are described.

1.1 Introduction

If an ion beam is directed onto a solid target, the ions move through the target
changing continuously their direction and energy and maybe also their states of
excitation and ionization. Finally, the ions come to rest within the target (implanted)
or they leave the target (transmitted or reflected). During their motion through the
target, the ions generate primary recoils (energetic target atoms) which generate
secondary recoils and so on (collision cascade). Due to the ion and the recoils as
well, target atoms can become displaced (point defects, leading also to extended
defects) and excited (electronic defects) and they can be removed from the surface
(sputtering). In the case of a collective energy transfer (e.g. with swift heavy ion
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irradiation), the structure of the solid can be changed (e.g. track formation) and
more extended defect structures (e.g. voids) can be generated. Furthermore, the
implanted ions and in some cases also the recoils (e.g. mixing in layered targets)
cause changes of the local chemical composition.

In order to be able to understand all the possible changes of the target caused by
the ion irradiation, a detailed consideration of the ion-solid interaction is required.
First, the following characteristic quantities, important for the simplification of the
theoretical description of the complicated interaction processes, are considered:
Eb binding energy of the atoms in the target
dat average distance between the target atoms
sv duration of vibration of the target atoms
k De Broglie wave length of the ion
tI interaction time of the ion with a target atom

The binding energy Eb and the average distance of atoms dat are in the order of
eV and Å, respectively, and the duration of vibration sv is in the range of about
10−13 to 10−12 s. For ions with energies E in the order of 10 keV and above, as
considered here, the relations

E � Eb

k ¼ h= m1vð Þ\10�2 Å � dat

tI . dat=v\10�15 s � sv

are valid, where m1 and v are the mass and the velocity of the ion and h is the
Planck constant. From this follows that the interaction of the ion with the whole
solid can approximately be treated as a sequence of classical (k �dat) binary
collisions with free target atoms (E � Eb) which do not move during the
interaction (tI � sv). Furthermore, as shown later, the elastic and inelastic inter-
action between the ion and an atom can be treated separately. They are described in
Sects. 1.2 and 1.3, respectively. The theoretical description of the interaction of the
ion with the whole solid, based on the elastic and inelastic binary collisions, is
presented in Sect. 1.4 for amorphous solids which is also valid for polycrystalline
solids (if the grain size is smaller than the ion beam diameter) and for random
incidence of the ion in a crystalline solid. Special effects in the case of aligned
incidence of the ion in a crystalline solid are briefly mentioned in Sect. 1.5.

1.2 Elastic Ion-Atom Interaction

With the elastic ion-atom interaction, the configurations of the electrons of the ion
and the target atom remain unchanged. This means that the elastic interaction can be
described by a classical two-body problem determined by the ion-atom interaction
potential which is a Coulomb potential screened by the electrons of the ion and the
atom. The scattering kinematics and dynamics provide the scattering angles of the
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ion and the atom, the differential cross section and the energy transferred from the
ion to the atom.

1.2.1 Ion-Atom Interaction Potential

During their interaction, the ion and the atom form a quasi-molecule the electronic
structure of which depends on the distance r between the ion and the atom. The
ion-atom interaction potential V(r) is defined as the difference of the quantum
mechanical energies of the quasi-molecule for distance r and the free ion and atom

V rð Þ ¼ Equasi�molecule rð Þ � Eion � Eatom: ð1:1Þ

Let us first consider a single atom with atomic number Z. The corresponding
quantum mechanical energy Eatom = E[{ui}] is a functional of the wave functions
ui of all electrons i of the atom. Within the statistical model of the atom developed
by Thomas [1], Fermi [2] and Dirac [3] and described in detail by Gombás [4, 5],
the functional E[{ui}] can approximately be replaced by the functional E[qe],
where the electron density qe (number of electrons per unit volume) is the sum over
all |ui|

2. There are mainly three contributions to this energy

Eatom � E qe½ � ¼ Eelstat qe½ � þEkin qe½ � þEexch qe½ �; ð1:2Þ

the electrostatic energy, the kinetic energy and the exchange energy.
The electrostatic energy as a functional of the electron density is exactly given

by

Eelstat qe½ � ¼ �Z22
Z

d3r0
qe r0ð Þ
r0

þ 22

2

Z
d3r0d3r00qe r0ð Þqe r00ð Þ

jr0 � r00j ð1:3Þ

with the abbreviation 22 = e2/(4pe0) = 14.39965 eV Å, where e is the elementary
charge and qe is normalized by

R
d3r0qe r0ð Þ ¼ Z.

The kinetic energy can only approximately be expressed as a functional of the
electron density. For this purpose the volume of the atom is subdivided in small
cells d3r′ which are small enough that the potential within d3r′ can be assumed to be
constant and large enough that the electrons within d3r′ can be treated statistically.
The number of states dNph in the phase space d3r′ d3p is given by

dNph ¼ 2 d3r0d3p=h3 ¼ 8p d3r0p2dp=h3 for p� pF ð1:4Þ

(the factor 2 takes into account 2 spin states) with the Fermi momentum pF
determined by the demand that the number of states in d3r′ must be equal to the
number of electrons in d3r′

1 Ion-Solid Interaction 5



ZpF
0

dNph ¼ 8p

3h3
d3r0 p3F ¼ qe r0ð Þ d3r0 ð1:5Þ

which provides

pF r0ð Þ ¼ 3
8p

� �1=3

h q1=3e r0ð Þ: ð1:6Þ

The kinetic energy of all electrons in d3r′ is given by

dEkin ¼
ZpF
0

dNph
p2

2me
¼ 4p

5meh3
d3r0p5F ¼

3
10

3
8p

� �2=3 h2

me
d3r0 q5=3e r0ð Þ ð1:7Þ

(me is the electron mass) and the total kinetic energy reads

Ekin qe½ � ¼ jkin

Z
d3r0 q5=3e r0ð Þ with jkin ¼ 3

10
3p2
� �2=3 22 a0; ð1:8Þ

where a0 = ħ2/(me22) = 0.529177 Å is the Bohr radius and ħ = h/(2p). A similar
treatment (see Dirac [3] or Jensen [6, 7]) provides the exchange energy

Eexch qe½ � ¼ jexch

Z
d3r0 q4=3e r0ð Þ with jexch ¼ � 3

4
3
p

� �1=3

22 : ð1:9Þ

Now, let us return to the ion-atom interaction potential V(r) defined by (1.1).
Within the statistical model of the atom described above, the quantum mechanical
energies of the ion, the atom and the quasi-molecule are given by (1.2), (1.3), (1.8)
and (1.9), where qe is replaced by the electron densities qe,1, qe,2 and qe,12 of the
ion, the atom and the quasi-molecule, respectively. Now, (1.1) reads

V rð Þ ¼ E½qe;12 r0; rð Þ� � E½qe;1 r0ð Þ� � E½qe;2 r00ð Þ�; ð1:10Þ

with
R
d3r0qe;1 r0ð Þ ¼ Z1 � nion;

R
d3r00qe;2 r00ð Þ ¼ Z2 and

R
d3r0qe;12 r0; rð Þ ¼

Z1 � nion þZ2, where Z1 and nion are the atomic number and the degree of ion-
ization of the ion and Z2 is the atomic number of the target atom. The position vectors
r′ and r″ have their origin in the nuclei of the ion and the atom, respectively. The
electron density of the quasi-moleculeqe,12(r′; r) for a given distance r between the ion
and the atom can be approximated by the superposition of the electronic densities of
the free ion and free atom at distance r. This is justified because the correct electron
density belongs to the minimum of E[qe;12(r′;r)] and therefore a deviation from the
correct electron density influences the energy only slightly. It means, the accuracy of
the energy is one order of magnitude better than that of the electron density.
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According to the three contributions to the energies E[qe] (1.3), (1.8) and (1.9),
the ion-atom interaction potential (1.10) is now given by

V rð Þ ¼ Velstat rð ÞþVkin rð ÞþVexch rð Þ � Z1Z222

r
U rð Þ ð1:11Þ

with

Velstat rð Þ ¼ Z1Z222

r
þ22

Z
d3r0qe;1 r0ð Þd3r00qe;2 r00ð Þ

rþ r0 � r00j j

� Z222
Z

d3r0qe;1 r0ð Þ
rþ r0j j � Z122

Z
d3r00qe;2 r00ð Þ

r� r00j j

ð1:12Þ

Vkin rð Þ ¼ jkin

Z
d3r0 qe;1 r0ð Þ þ qe;2 rþ r0j jð Þ� �5=3�q5=3e;1 r0ð Þ � q5=3e;2 r0ð Þ

n o
ð1:13Þ

Vexch rð Þ ¼ jexch

Z
d3r0 qe;1 r0ð Þ þ qe;2 rþ r0j jð Þ� �4=3�q4=3e;1 q0ð Þ � q4=3e;2 r0ð Þ

n o
:

ð1:14Þ

The four contributions to Velstat are directly provided by electrodynamics and Vkin

(1.13) and Vexch (1.14) are obtained from (1.8), (1.9) and (1.10), where the elec-
tronic densities of the free atoms and ions are assumed to be spherical symmetric.
Equation (1.11) defines also the screening function U which is unity for r = 0 and
tends to zero for r ! 1: The ion-atom interaction potential V(r) [or the screening
function U(r)] according to (1.11)–(1.14) must be calculated separately for each
Z1 − Z2 combination by numerical integration. Its accuracy depends mainly on the
accuracy of the electronic densities used and it is less influenced by the uncertainty
of the statistical approximation. In [8], the interaction potential according to (1.11)–
(1.14) is calculated using the electronic densities obtained from the electronic wave
functions for atoms and ions given by Clementi and Roetti [9]. In the following, a
potential calculated in this way is called ‘individual potential‘ for short.

For simplicity, in some cases generalized expressions for the screening function are
applied. Using the statistical model of the atom without exchange energy [Eelstat and
Ekin according to (1.3) and (1.8)] for the calculation of the screening function and for
the determination of the electron density as well, Thomas [1] and Fermi [2] obtained
the screening function UTF(r/aTF(Z)) for a single atom, where UTF(x) is a universal
function given numerically and the screening length aTF(Z) = 0.88534 a0 Z−1/3

depends monotonously on the atomic number Z of the atom. Firsov [10, 11] and
Lindhard [12] extended this screening function approximately to the interaction of
two neutral atoms only by changing the screening length from aTF(Z) to

1 Ion-Solid Interaction 7



aF Z1;Z2ð Þ ¼ 0:88534 a0

Z1=2
1 þZ1=2

2

� 	2=3 and aL Z1;Z2ð Þ ¼ 0:88534 a0

Z2=3
1 þZ2=3

2

� 	1=2 ; ð1:15Þ

respectively. For convenient practical use, there exist a number of different ana-
lytical expressions of generalized screening functions U(r/a) with different universe
functions U(x) and screening lengths a (see e.g. [13, 14]). Here, only two of them
are mentioned. The widespread used universal ZBL screening function obtained by
Ziegler, Biersack and Littmark [13] reads

U rð Þ ¼
X4
1

ai exp �bi
r

aZBL

� �
with aZBL ¼ 0:88534 a0

Z0:23
1 þZ0:23

2

; ð1:16Þ

with ai = (0.1818, 0.5099, 0.2802, 0.02817) and bi = (3.200, 0.9423, 0.4028,
0.2016). It has been obtained by averaging a large number of screening functions
calculated for different Z1 − Z2 combinations similar to the procedure given in
(1.11)–(1.14). The OCB screening function suggested by O’Connor and Biersack
[15] has the same structure as that given in (1.16). However, there are only three
contributions with ai = (0.35, 0.55, 0.1) and bi = (0.3, 1.2, 6.0) and aZBL is replaced
by

aOCB ¼ 0:54þ 0:045 Z1=2
1 þZ1=2

2

� 	h i
aF Z1;Z2ð Þ; ð1:17Þ

with aF given in (1.15).

1.2.2 Scattering Kinematics

After the elastic collision of the ion of velocity v with a target atom at rest, the new
velocity v01 of the ion is smaller and it deviates from the original direction by an
angle u1 and the target atom moves with a velocity v02 at an angle u2 with respect to
the velocity v (see Fig. 1.1).

The conservations of the momentum and the kinetic energy provide already
some information about the velocities and angles after the collision which is
independent of the ion-atom interaction potential. Because the corresponding
equations become more simple, let us change from the laboratory system to the
center-of-mass system which moves with the velocity vcm = (m1/m)v, where m1

and m2 are the masses of the ion and the target atom, respectively, and m =
m1 + m2 is the total mass. The velocities of the ion and the target atom in the
center-of-mass system before the collision are
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v1;cm ¼ v� vcm ¼ m2

m
v and v2;cm ¼ �vcm ¼ �m1

m
v; ð1:18Þ

respectively. The conservation of the momentum in the center-of-mass system

m1 v1;cm þm2 v2;cm ¼ 0 ¼ m1 v01;cm þm2 v02;cm ð1:19Þ

means that the two velocities v01;cm and v02;cm after the collision remain anti-parallel.
Under this condition the conservation of the kinetic energy in the center-of-mass
system can only be fulfilled by

v01;cm ¼ v1;cm and v02;cm ¼ v2;cm ¼ vcm ð1:20Þ

(for v01;cm [ v1;cm the momentum conservation requires also v02;cm [ v2;cm which
violates the energy conservation, similar for v01;cm\v1;cm). This means that the two
velocities in the center-of-mass system can only rotate by the same angle 0 without
changing their absolute value (see Fig. 1.1). The velocities v01 and v02 after the
collision in the laboratory system are obtained by adding the velocity of the
center-of-mass system vcm to v01;cm and v02;cm; respectively: Now, the scattering
angles u1 and u2 in the laboratory system and the energy transferred to the target
atom Tn (nuclear contribution) as functions of the scattering angle 0 in the
center-of-mass system can easily be obtained from Fig. 1.1 (for tanu1 and for
v02 = 2vcm sin 0=2ð Þ see the upper and lower rectangular triangle, respectively)
providing

tanu1 ¼
v01;cm sin 0

vcm þ v01;cm cos 0
¼ m2 sin 0

m1 þm2 cos 0
ð1:21Þ

u2 ¼
p� 0
2

ð1:22Þ

Fig. 1.1 Scattering geometry
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Tn ¼ m2

2
v02
� �2¼ Tn;max sin2

0
2

with Tn;max ¼ 4m1m2

m2 E ð1:23Þ

and E = (m1/2)v
2. The remaining unknown quantity 0 depends on the ion-atom

potential V(r). It will be calculated in the next section.

1.2.3 Scattering Dynamics

The classical equation of motion in the relative-coordinate system reads

mr€r ¼ � r
r
dV rð Þ
dr

with mr ¼ m1 m2

m
; ð1:24Þ

where r is the vector of the distance from the atom to the ion (relative coordinates)
and mr is called reduced mass. Because the potential V depends only on r = |r|, the
energy Er and angular momentum Lr in the relative-coordinate system are con-
served. The conservation of the vector Lr means that the motion of the reduced
mass takes place within a plane which is described by polar coordinates (r, u) (see
Fig. 1.2).

The scattering angle 0 in the center-of-mass system to be determined is equal to
the scattering angle 0 shown in Fig. 1.2. It can be calculated by employing the
conservation of the energy Er and angular momentum Lr in the relative-coordinate
system

Lr ¼ mr r2 _u ¼ mr vs ! _u ¼ v s
r2

ð1:25Þ

Er ¼ mr

2
_r2 þ r2

v s
r2

� 	2
 �
þV rð Þ ¼ mr

2
v2 ¼ m2

m
E; ð1:26Þ

where s is the impact parameter (see Fig. 1.2). The angular velocity _u (1.25) and
the radial velocity _r obtained from (1.26) provide

Fig. 1.2 Path r(u) of the
reduced mass mr in
relative-coordinate system
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du
dr

¼ _u
_r
¼ 	 s

r2
1� s2

r2
� V rð Þ

Er


 ��1=2

: ð1:27Þ

According to Fig. 1.2 the scattering angle 0 is given by

0 ¼ p� 2Du ¼ p� 2
Z1
rmin

dr
du
dr

: ð1:28Þ

The insertion of du/dr [(1.27), where du/dr > 0 for r = rmin to ∞, see Fig. 1.2]
provides

0 sð Þ ¼ p� 2 s
Z1
rmin

dr
r2

1� s2

r2
� V rð Þ

Er


 ��1=2

ð1:29Þ

with the minimum distance of approach rmin determined by dr/du = 0 corre-
sponding to

1� s2

r2min
� V rminð Þ

Er
¼ 0: ð1:30Þ

Now, the scattering angles u1 and u2 in the laboratory system and the energy Tn

transferred to the target atom as functions of the impact parameter s are provided by
(1.21)–(1.23) with the scattering angle 0 sð Þ in the center-of-mass system given in
(1.29) and (1.30).

1.2.4 Scattering Angles and Differential Cross Section

The differential cross sections in the center-of-mass system and in the laboratory
system are defined by

dr
dX

� �
cm
¼ s

sin 0
ds
d0

���� ���� and
dr
dX

¼ s
sinu1

ds
du1

���� ����; ð1:31Þ

respectively. They are related to each other by

dr
dX

¼ dr
dX

� �
cm

ð1� f2Þ12
sinu1 cos2u1

am þ fð Þ2
1þ amf

; where am ¼ m1

m2

and f u1ð Þ ¼ cos0 u1ð Þ ¼ cosu1 1� a2m sin2u1

� �1=2�am sin2u1:

ð1:32Þ
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1.2.4.1 Coulomb Potential

For Coulomb potential [screening function U = 1 in (1.11)], the integral in (1.29)
can be solved analytically which provides

tan
0 sð Þ
2

� �
¼ bn

2 s
with bn ¼ Z1 Z222

Er
¼ m

m2

Z1 Z222

E
: ð1:33Þ

The scattering angles u1 and u2 are obtained from (1.21), (1.22) and (1.33) by

tanu1 sð Þ ¼ ð1� f2s Þ
1
2

am þ fs
and u2 sð Þ ¼ p� arccos fsð Þ

2
;

where am ¼ m1

m2
and fs sð Þ ¼ cos 0 sð Þ ¼ 4 s2 � b2n

4 s2 þ b2n
:

ð1:34Þ

With the definitions of the cross sections in (1.31) and with u1 0ð Þ from (1.21) and
0 sð Þ from (1.33), the differential cross section for the Coulomb potential
(Rutherford cross section [16]) in the center-of-mass system is given by

dr
dX

� �R

cm
¼ bn

4

� �2 1

sin4 0=2ð Þ ¼
m
m2

Z1 Z222

4 E

� �2 1

sin4 0=2ð Þ ð1:35Þ

and the differential Rutherford cross section in the laboratory system reads [17–19]

dr
dX

� �R

¼ Z1 Z2 22

2 E

� �2 cosu1 þ 1� a2m sin2u1

� �1=2n o2

sin4u1 1� a2m sin2u1

� �1=2 : ð1:36Þ

For the impact parameter s = bn/2, (1.33) provides 0 ¼ 90
. This means that in the
center-of-mass system all ions with s < bn/2 (circular area with diameter bn) are
backscattered. Therefore, bn is called collision diameter. It is also equal to the
minimum distance of approach in a head-on collision rmin(s = 0) = bn [rmin defined
in (1.30), bn given in (1.33)].

1.2.4.2 Screened Coulomb Potential

Measurable quantities obtained from the scattering angles (e.g. the scattering cross
section) can be used to test the validity of a given ion-atom interaction potential V(r)
or screening function U(r). Small scattering angles are of special interest because
they are most sensitive to the behavior of V(r), especially at larger distances. All
generalized potentials depend smoothly on r and on Z1 and Z2 as well. Therefore,
they cannot take into account effects caused by the shell structure of the electron
density and by individual features of a given Z1 − Z2 combination. However, there
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is a chance to describe such effects with the potential given in (1.11)–(1.14) by using
sufficiently exact individual electronic densities.

One example for shell effects is given in Fig. 1.3. It shows the differential cross
section for the scattering of He+ ions on Xe atoms (related to the differential cross
section calculated using the Thomas-Fermi screening function). The theoretical
result given by the full line [8] has been obtained using the individual potential
(1.11)–(1.14) mentioned in Sect. 1.2.1. The dashed line represents the result of the
Aarhus group [20] calculated according to (1.11)–(1.14) added by a correlation
term and employing the electron density provided from the Dirac-Hartree-
Fock-Slater wave functions [21]. While the cross section obtained with the
Thomas-Fermi potential (here unity) provides only an average agreement with the
experimental data, the results obtained with the two individually calculated
potentials show the main features of the measured oscillations caused by the shell
structure of the electron density of Xe.

The glancing angle scattering of atoms or ions from the surface of crystalline
targets under axial surface channeling conditions is very useful to test the accuracy
of a given ion-atom interaction potential V(r) especially at large distances r, where
V is in the order of 1–10 eV. In this case, the projectile with energy E enters the
crystal under a grazing angle of incidence uin (order of 1 degree) to the surface with
the projection of its path onto the surface oriented in a low index direction. The
scattered projectiles are registered on a plane perpendicular to the low index surface
direction. The intensity on this plane is concentrated on a segment of a circle around
the low index surface direction with pronounced maxima at the edges of this
segment at azimuth angles ±Hrb. Because of the similarity with the atmospheric
rainbow, this process is called rainbow scattering and Hrb is called rainbow angle
(for details see [22]) which has been shown to depend not separately on the energy
E and the angle of incidence uin but only on the so called transverse energy defined
by E⊥ = E sin2uin. For the examples of the rainbow scattering of He, Ne, Ar, and N
atoms from a (001)KCl surface, the rainbow angles Hrb are given in Fig. 1.4 [22].

Fig. 1.3 The measured and calculated differential cross sections for the scattering of He+ ions on
Xe atoms related to the differential cross section calculated using the Thomas-Fermi screening
function with the Lindhard screening length aL (1.15) as functions of the product e sin 0=2ð Þ, where
the reduced energy e is given by e = aL/bn [see (1.15) and (1.33)]. The experimental data of
Loftager et al. [20] belong to different energies (symbols, for details see [20]). For the theoretical
results (lines) see text (note that here u1 � 0 because m1 � m2)
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As can be seen, the rainbow angles Hrb calculated using the individual potential [8]
as given in Sect. 1.2.1 and those based on the potential of Kim and Gordon [23, 24]
(determined similarly to the individual potential) agree much better with the
experimental data than the results obtained using the two generalized potentials
[ZBL and OCB, the corresponding screening functions are given in (1.16) and
(1.17)]. While in the case of the widely used ZBL potential the calculated rainbow
angles underestimate the experimental results remarkably, the improved generalized
OCB potential provides better results.

Another example for rainbow scattering [25] is presented in Fig. 1.5. Here, both
generalized potentials (ZBL, OCB) provide rainbow angles which underestimate
the measured values heavily especially for very low transverse energies. A very
good agreement with the experimental data has been obtained using the individual
potentials (1.11)–(1.14) for Ne-Li+ and Ne-F−. As can be seen in Fig. 1.5, the
ionization of Li and F must be taken into account which is possible in the case of
the individual potential (electron wave functions for Li+ and F− from [9]).

Fig. 1.4 The dependence of the rainbow angle Hrb on the transverse energy E⊥ for neutral He,
Ne, Ar and N atoms scattered from a (001)KCl surface around the <100> axis (all data from [22]).
The experimental data are given by the circles. The lines represent the calculated rainbow angles
using the individual potential [8] (full lines), the potential of Kim and Gordon [23, 24] (red dashed
lines, not for N), the OCB potential [15] (blue dash-dot-dotted lines) and the ZBL potential [13]
(green dotted lines), respectively
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1.2.5 Transferred Energy

For a given ion-atom interaction potential V(r), the nuclear contribution to the
transferred energy Tn(s) as a function of the impact parameter s is obtained from
(1.23) and (1.29), where the determination of 0 sð Þ according to (1.29) usually
requires a numerical integration. In the case of the Coulomb potential, 0 sð Þ is
known analytically [see (1.33)] which provides

Tn sð Þ ¼ Tn;max
1

1þ 2 s=bnð Þ2 with Tn;max ¼ 4m1 m2

m2 E ð1:37Þ

[the collision diameter bn is given in (1.33)]. For the impact parameter s = 0, the
transferred energy provides Tn = Tn,max which is in the order of 0.1 E to E
(Tn,max = E for m1 = m2). With the ion implantation, typical values of the scattering
diameter bn may reach the order of Å but mostly they are considerably less than 1 Å
and with the swift heavy ion irradiation bn . 10−3 Å is fulfilled. This means that the
transferred energy Tn is a remarkable part of E for s = 0 and decreases rapidly with
increasing impact parameter s (Tn = 0.2 Tn,max for s = bn).

Fig. 1.5 The dependence of the rainbow angle Hrb on the transverse energy E⊥ for neutral Ne
atoms scattered from a (001)LiF surface around the < 110 > and < 100 > axis, respectively (all
data from [25]). The experimental data for different energies are given by the symbols. The lines
represent the calculated rainbow angles using the individual potentials [8] for the interaction of the
Ne atoms with Li+ and F− ions (full red lines) and with neutral Li and F atoms (blue dashed lines),
the ZBL potential [13] (green dash-dotted line) and the OCB potential [15] (violet dotted line).
Note the different transverse energy range in the left and right hand panels
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1.3 Inelastic Ion-Atom Interaction

The inelastic ion-atom interaction is characterized by changes of the configurations of
the electrons of the ion and the target atom resulting mainly in an energy loss of the
ion. Because of the very small electron mass, the resulting deflection of the ion is
negligibly small. The main processes responsible for the energy loss are different
below and above a critical energy approximately given by Ee;cr � 22 m1=uð Þ
Z1 Z0:4

2 keV, where u is the atomic mass unit. For ion energies above Ee,cr, the main
processes are the excitation and ionization of the atom caused by the moving ion
which remains unchanged. Below the critical energy Ee,cr, the probability for exci-
tation and ionization decreases rapidly, however, the increasing interaction time
allows the electrons of the ion and the target atom to exchange. This is connected with
a change of their momentum and an energy transfer from the ion to the atom.

1.3.1 High Energy Approach of the Transferred Energy

1.3.1.1 Classical Treatment—Free Electrons

In order to study some general aspects, the electronic part of the transferred energy
is estimated by a simple classical consideration. For the high energies (E > Ee,cr)
considered here, the binding of the electrons and their orbital motion in the atom
may be neglected and the ion can be assumed to be completely ionized. The
remaining problem is a classical two-body collision of the bare ion with a free
electron at rest which means that the transferred energy given in (1.37) and (1.33)
can be applied by replacing the atom mass m2 and atomic number Z2 by the
electron mass me and −1, respectively. The resulting classical estimation of the
energy bTe transferred to one electron of the target atom reads

bTe seð Þ ¼ bTe;max
1

1þ 2 se=beð Þ2

with bTe;max ¼ 4me

m1
E ¼ 2me v2 and be ¼ �m1

me

Z122

E

ð1:38Þ

or related to Tn,max and bn [(1.37) and (1.33), respectively]

bTe;max ¼ m2 me

m2
1 m2

Tn;max � Tn;max and bej j ¼ m1m2

mme Z2
bn � bn; ð1:39Þ

where se is the impact parameter of the ion with respect to the electron and
me � m1 has been taken into account. The total energy transferred to all electrons
of the target atom is given by
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Te sð Þ ¼
Z

dN s; seð ÞbTe seð Þ with
Z

dN s; seð Þ ¼ Z2; ð1:40Þ

where dN(s, se) is the number of electrons within se and se + dse for a given impact
parameter s (of the ion with respect to the nucleus of the target atom) which is
determined by the electron density qe. For impact parameters s large compared to
the extension of the electron distribution, dN(s, se) is approximately given by
Z2 d s� seð Þdse (d is the delta function) providing Te sð Þ � Z2bTe sð Þ: With
decreasing s, the transferred energy Te(s) becomes first a bit larger and then slightly
smaller than Z2bTe sð Þ: The latter case can easily be proved for s = 0 where

dN 0; seð Þ ¼ dse 2 p se
R
dz qe s2e þ z2

� �1=2� 	
has a strongmaximum at se = se,cr� be.

This means that bTe seð Þ in (1.40) can approximately be replaced by bTe se;cr
� �

[which is

only slightly smaller than bTe 0ð Þ because se,cr � be, see (1.38)] providing
Te 0ð Þ.Z2bTe 0ð Þ: Summarizing, for a simple estimation the energy Te(s) transferred
from the ion to all electrons of a target atom can be approximated by

Te sð Þ � Z2bTe sð Þ ¼ Te;max= 1þ 2s=beð Þ2
h i

with

Te;max .Z2bTe;max � 1
3600

1þ m2

m1

� �2

Tn;max and bej j � 3600 1þ m2

m1

� ��1

bn;

ð1:41Þ

where bTe;max and be are taken from (1.39) and the additional simplification Z2 �
m2/(2 u) (u is the atomic mass unit) is used. Taking into account all possible
projectile-target combinations, the mass ratio m2/m1 ranges from about 0.01–100.
This means that bej j is always much larger than bn and Te,max is smaller than Tn,max

for m2/m1 < 59 (most cases), only for m2/m1 > 59 it becomes larger than Tn,max.
Following (1.37) and (1.41), the ratio Tn(s)/Te(s) is a unified function of the impact
parameter ratio s/be, where the mass ratio m2/m1 is the only parameter. The result is
depicted in Fig. 1.6. As can be seen, for all ratios m2/m1 . 10 the nuclear trans-
ferred energy Tn becomes equal to Te at an impact parameter s = s0 � 0.008 be and
the two transferred energies differ rapidly with increasing deviation of s from s0.
This means that the total transferred energy T(s) = Tn(s) + Te(s) for s < s0 is
dominated by Tn(s) and for s > s0 it is dominated by Te(s). This fact is very
important because it justifies the separate treatment of the elastic (nuclear) and
inelastic (electronic) ion-atom interaction processes with respect to statistical
averages. Only in the cases of m2/m1 considerably larger than 10 (where Tn and Te

are comparable for s < s0) and physical quantities which depend nonlinearly on T,
interference effects of Tn and Te may occur which are not treated here. Though
these considerations refer to high energies, the validity of the statistical indepen-
dence of the nuclear and electronic ion-atom interaction processes is considered to
be true for all energies (as it is usually done in the literature) which is applied in
Sect. 1.4.1.3. However, for very low energies there is another effect—the coupling
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of nuclear and electronic ion-atom interaction processes caused by the dependence
of the electronic part of the transferred energy Te on the shape of the trajectory
determined by the nuclear interaction. This fact is approximately taken into account
in Sect. 1.4.4.2 and 1.4.6.3.

1.3.1.2 Classical Treatment—Harmonically Bound Electrons

Bohr [26] considered a situation similar to that given in Sect. 1.3.1.1: the inter-
action of a moving bare ion with a target electron initially at rest, however, the
electron is not free but harmonically bound with a binding frequency xb. Using a
classical perturbation treatment, he obtained the energy

bTe seð Þ ¼ 2Z2
124x2

b

mev4
K0

sexb

v

� 	h i2
þ K1

sexb

v

� 	h i2 �
ð1:42Þ

transferred from an ion with velocity v to an electron bound with frequency xb as a
function of the impact parameter se of the ion with respect to the electron (K0 and
K1 are the zero-order and first-order modified Bessel functions, respectively).

Based on the classical stopping theory given by Bohr [26], the authors Sigmund,
Mikkelsen andSchinner [27–30] presented an elaborated theoretical description of the
transferred energy for high ion energies. They included themotion of the harmonically
bound electrons and the screening of the ion-electron interaction potential (for dressed
ions). The energy Te(s) transferred to a target atom (as a function of the impact
parameter s with respect to the nucleus of the target atom) is obtained by summing up
the contributions of all electrons of the target atom [similar to (1.40)] taking into
account the different binding frequencies xb,i. The calculation of Te(s) can only be
performed numerically. For this purpose, the computer code PASS has been devel-
oped [27–30].

10-4 10-3 10-2 10-1 100

10-4

10-3

10-2

10-1

100

101

102

103

104

s
0
/b

e

  m
2
/m

1
 = 0.01

  m
2
/m

1
 =  0.1

  m
2
/m

1
 =   1

  m
2
/m

1
 =  10

  m
2
/m

1
 = 100

tr
an

sf
er

re
d 

en
er

gy
 r

at
io

 T
n
/T

e

impact parameter ratio s/be

Fig. 1.6 The ratio of the
nuclear transferred energy Tn

and the electronically
transferred energy Te as a
function of the impact
parameter s related to be [for
be see (1.38)] for different
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1.3.1.3 Quantum Mechanical Treatment

In principle, the transferred energy Te due to the excitation and ionization of a target
atom (electronic contribution) caused by the moving ion is given by

Te sð Þ ¼
X
n

Pn0 sð Þ En � E0ð Þ; ð1:43Þ

where E0 and En are the energies of the ground state and the excited states of the
atom, respectively, and the sum runs over all states of excitation and ionization. The
determination of the probability Pn0(s) for the transition from the ground state to the
excited state n of the atom caused by an ion with impact parameter s needs a
quantum mechanical treatment separately for each Z1 − Z2 combination. Dettmann
and Robinson [31, 32] calculated the probability Pn0(s) for protons in first-order
Born approximation using hydrogen like wave functions for the target electrons
(applied to Si and Ge). Grande and Schiwietz [33–35] determined the probability
Pn0(s) also within the first-order Born approximation, however, they assumed
harmonically bound target electrons. For the calculation of the transferred energy Te

as a function of the impact parameter s, Grande and Schiwietz developed the
computer code CasP which is available from the authors as freeware. It is appli-
cable to bare and dressed ions and to targets, where the oscillator strengths are
known. Some results are given in [35] and in the references therein.

1.3.2 Low Energy Approach of the Transferred Energy

For ion energies below the critical energy Ee;cr � 22 m1=uð ÞZ1 Z0:4
2 keV (u is the

atomic mass unit), the probability for excitation is small. However, the interaction
time is sufficient to allow the electrons of the atom and the ion to exchange. This
process is mainly responsible for the inelastic energy loss in the low energy region.
Firsov [36, 37] suggested the following model for the calculation of the energy
transferred from the projectile atom (for the low energies the projectile can be
assumed to be a neutral atom) to a target atom due to the exchange of electrons.
During the collision, the two atoms form a quasi-molecule accompanied by an
intermixing of their electrons. After the collision, some electrons previously posi-
tioned in the projectile atom belong now to the target atom and vice versa. For a
simple description of this classical exchange of electrons, Firsov introduced a plane
AF(z, s) (called Firsov plane in the following) perpendicular to the line between the
two atoms (see Fig. 1.7) which divides the quasi-molecule in two parts defining the
projectile atom domain and the target atom domain.

As can be seen in Fig. 1.7, the position of this plane depends on the coordinate
z of the projectile atom and on the impact parameter s. The exchange of the
electrons is expressed by the flux of electrons je perpendicular through the Firsov
plane AF(z, s). Assuming the velocity ve of the electrons at the Firsov plane to be
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isotropically distributed, the amount of the flux je (number of electrons per unit area
and unit time) reads

je ¼
1
2
qe ve

Zp
2

0

d0e sin 0e cos 0e

0B@
1CA=

Zp
2

0

d0e sin 0e

0B@
1CA ¼ 1

4
qe ve; ð1:44Þ

where qe and ve are the density (number per unit volume) and average velocity of
the electrons at the Firsov plane and 0e is the angle between ve and je. The average
velocities of the electrons in the projectile and target atom are v and zero,
respectively. This means that the exchange of one electron of the projectile atom
with one electron of the target atom causes an average momentum transfer
Dpe = mev. The momentum transfers of all electrons per unit time provides the
stopping force as a function of z and s

Fst z; sð Þ ¼ �mev
Z

AF z;sð Þ

dA je; ð1:45Þ

where the integral over the Firsov plane represents the number of contributing
electrons per unit time. Finally, the energy transferred from the projectile atom to
the target atom due to the exchange of electrons as a function of the impact
parameter s is obtained by the integration of Fst z; sð Þj j over the whole projectile
path

Te sð Þ ¼
Z1
�1

dz Fst z; sð Þ ¼ 1
4
mev

Z1
�1

dz
Z

AF z;sð Þ

dAqe ve: ð1:46Þ

According to the argumentation in Sect. 1.2.1, the electron density of the
quasi-molecule qe at the Firsov plane can be approximated by the superposition of

Fig. 1.7 Geometry of the
quasi-molecule. The Firsov
plane AF intersects the
distance r = (z2 + s2)1/2

between the two atoms into
a1r and a2r with a1 + a2 = 1
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the electronic densities qe,1(r′) and qe,2(r″) of the free atoms (see Fig. 1.7). In this
case, the differential area dA on the Firsov plane is dA = 2pqdq = 2pr′dr′ for the
projectile atom and it is dA = 2pqdq = 2pr″dr″ for the target atom (see Fig. 1.7),
where r′ runs from a1r to1 and r″ runs from a2r to 1. Now, the transferred energy
reads

Te sð Þ ¼ p
2
mev

�
Z1
�1

dz
Z1

a1r z;sð Þ

dr0 r0 qe;1 r0ð Þ ve;1 r0ð Þ þ
Z1

a2r z;sð Þ

dr00 r00 qe;2 r00ð Þve;2 r00ð Þ

264
375

ð1:47Þ

with r(z, s) = (z2 + s2)1/2 (see Fig. 1.7). This formula has been proved to provide a
good description of the transferred energy. The accuracy of the result is mostly
influenced by the accuracy of the electron densities (qe,1, qe,2) and the electron
velocities (ve,1, ve,2) used.

In the original model, Firsov [36, 37] used a1 = a2 = 1/2 (applicable only for
Z1 � Z2 !) and he approximated the quasi-molecule by an artificial atom with atomic
number Z1 + Z2, where the electron density qe and electron velocity ve of this
artificial atom are determined within the statistical model of Thomas [1] and Fermi
[2]. With some additional simplifications he obtained the analytical expression

Te sð Þ ¼ 0:35 Z1 þZ2ð Þ5=322 =a0

1þ 0:16 Z1 þZ2ð Þ1=3s=a0
h i5 v

v0
ð1:48Þ

which depends monotonically on Z1, Z2 and s and does not take into account shell
effects and individual properties of the atoms (v0 = 22/ħ = 2.18769 � 106 m/s).

Modifications of the original Firsov theory are described e.g. in [38–41].
Winterbon [38] still used the relation ve(qe) given by the statistical model of the
atoms, however, with an improved electron density qe obtained from Slater type
wave functions. A further improvement was achieved by Cheshire et al. [39],
Bhalla et al. [40] and Land and Brennan [41] by using

qe;i ve;i ¼
X
n;l

n n;lð Þ
i u n;lð Þ

i

��� ���2v n;lð Þ
e;i i ¼ 1; 2 ð1:49Þ

in (1.47), where u n;lð Þ
i are the Slater type wave functions of the electrons of the

projectile atom (i = 1) and target atom (i = 2), respectively, for the quantum

mechanical state (n, l). The corresponding velocities v n;lð Þ
e;i are obtained from the

expectation value of the kinetic energy and n n;lð Þ
i are the occupation numbers.
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1.4 Ion-Amorphous Solid Interaction

The ion-solid interaction is considered as an ensemble of ion-atom binary collisions
treated by means of statistics. The kind of statistics to be used depends on the
arrangement of the atoms in the solid. While in the case of amorphous solids the
usual six-dimensional phase-space statistics can be applied, in the case of crys-
talline solids and axial or planar channeling conditions a four- or two-dimensional
phase-space statistics is required (Lindhard theory, for axial channeling see
Sect. 1.5.1). The statistical treatment for amorphous solids is also applicable to
polycrystalline solids (if the lateral extension of the crystallites is small compared to
the diameter of the ion beam) and to crystalline solids in the case of random ion
incidence (no channeling effects).

Section 1.4.1 deals with the scattering statistics providing general expressions
for the distributions of the energy loss and the scattering angle of the ions after
having traversed a thin amorphous layer and for the corresponding averages. The
special results obtained for the elastic (nuclear) scattering and for the inelastic
(electronic) scattering are given and discussed in Sects. 1.4.2–1.4.7. The spatial
distributions of the ions and the generated damage are preferentially determined by
Monte Carlo computer simulations which is briefly described in Sect. 1.4.8.

1.4.1 Scattering Statistics

An ion with an energy E traversing a layer of an amorphous solid of thickness Dz
leaves the layer with an energy lowered by DE and a deflection angle U (see
Fig. 1.8). In the case of an ion beam, the different positions of entrance give rice to
different ion paths resulting in distributions of DE and U. The statistical treatment
for the determination of these distributions and the corresponding average values is
presented in the following. The main idea of the statistical treatment and the
determination of the average values was given by Bohr [42].

During the transmission, an ion undergoes a series of binary collisions with
different transferred energies T (nuclear plus electronic) and scattering angles u

Φ

Fig. 1.8 Scattering geometry
for an ion transmitting an
amorphous layer of thickness
Dz
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(mostly only given by nuclear scattering because the deflection on the electrons can
be neglected). Instead of the continuous dependence of T and u on the impact
parameter, Bohr used discrete values Tk and uk (k = 1, 2, 3 …) because they are
more convenient for the statistical treatment. The number of binary collisions of
kind k (with Tk and uk) and the corresponding cross sections are denoted by nk and
rk, respectively. From the statistical point of view, the path of one ion is charac-
terized by a set of values (n1, n2, n3 …). The probability of the occurrence of nk
collisions of kind k is given by a Poisson distribution [42]

Pnk ¼
nkh ink
nk!

e� nkh i with
X
nk

Pnk ¼ 1 ð1:50Þ

and the average number of collisions of kind k is

nkh i ¼
X
nk

Pnk nk ¼ NDzrk; ð1:51Þ

where N is the atomic density (number of target atoms per unit volume).
Furthermore,

nk � nkh ið Þ2
D E

¼
X
nk

Pnk nk � nkh ið Þ2¼ nkh i ð1:52Þ

is valid.

1.4.1.1 Energy Loss Distribution and Averages

For one ion with a given ion path (n1, n2, n3 …), the energy loss DE reads

DE ¼
X
k

nkTk ð1:53Þ

and for an ion beam [ensemble of different ion paths that means different sets of
values (n1, n2, n3 …)], the transmission through the layer results in a distribution of
DE characterized by the average energy loss and the energy straggling (width of the
distribution). With (1.51) the average energy loss is obtained by

DEh i ¼
X
k

nkh i Tk ¼ NDz
X
k

rkTk ð1:54Þ

and the mean square deviation (energy straggling) is given by
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X2 � DE� DEh ið Þ2
D E

¼
X
k;l

nk � nkh ið ÞTk nl � nlh ið ÞTlh i:

The average runs separately over all nk and all nl. Therefore, all contributions l 6¼ k
vanish which provides

X2 ¼
X
k

nk � nkh ið Þ2 T2
k

D E
¼
X
k

nkh iT2
k ¼ NDz

X
k

rkT2
k; ð1:55Þ

where (1.51) and (1.52) are used.
Returning to the continuous description ðTk ! T sð Þ;rk ! dr ¼ 2p s dsÞ, the

average energy loss per unit path length dE/dz (Dz ! dz) also called stopping
power S is given by

S ¼ � dE
dz

¼ NbS with bS ¼
Z

drT ¼ 2p
Z

ds s T sð Þ ð1:56Þ

and the average energy straggling reads

X2 ¼ NDzW with W ¼
Z

drT2 ¼ 2p
Z

ds s T2 sð Þ; ð1:57Þ

where Ŝ and W are the stopping cross section and the straggling cross section,
respectively.

Following the derivation given by Sigmund and Winterbon [43], the full dis-
tribution of the energy loss P(DE, Dz) is obtained by a sum over the discrete
contributions of all ion paths [all sets of values (n1, n2, n3,…)]

P DE;Dzð Þ ¼
X

n1;n2;n3;...

Pn1 Pn2 Pn3 . . . d DE�
X
k

nkTk

 !
:

With the probability Pnk given by (1.50) and the Fourier presentation of the d
function

d DE�
X
k

nkTk

 !
¼
Z1
�1

da
2p

exp ia DE�
X
k

nkTk

 !" #
;

the distribution P(DE, Dz) becomes
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P DE;Dzð Þ ¼
Z1
�1

da
2p

exp iaDEð Þ
Y
k

exp � nkh ið Þ
X
nk

1
nk!

hnkiexp �iaTkð Þ½ �nk
( )

¼
Z1
�1

da
2p

exp iaDEð Þ
Y
k

exp �NDz rk 1� exp �iaTkð Þ½ �f g;

ð1:58Þ

where (1.51) is used. Finally, the transition to continuous values T and dr provides

P DE;Dzð Þ ¼
Z1
�1

da
2p

exp i aDEð Þ exp �NDz
Z

dr 1� exp �i aTð Þ½ �
 �

: ð1:59Þ

This expression has first been given by Landau [44] obtained as the solution of an
integro-differential equation. A second order expansion with respect to T provides
the symmetric distribution

P DE;Dzð Þ ¼ 1

2pX2� �1=2 exp � DE� DEh ið Þ2
2X2

" #
ð1:60Þ

with DEh i ¼ NDz bS [for bS see (1.56)] and X2 ¼ NDzW (1.57) which approxi-
mates the distribution given in (1.59) for a sufficiently large layer thickness Dz.

1.4.1.2 Angular Distribution and Averages

The determination of the final angle U for one ion is more difficult than that of DE
because the single collision angles u have to be added as vectors. However, in the
case of an ion beam the corresponding average values are easily obtained. Because
of the symmetry around the direction of ion incidence (see Fig. 1.8), the average
final angle Uh i (vector) is zero and the mean square deviation U2

� � � w2 is simply
given analogously to X2 [42] by

w2 ¼ NDzQ with Q ¼
Z

dru2 ¼ 2p
Z

ds su2 sð Þ; ð1:61Þ

where Q is called angular straggling (or multiple scattering) cross section.
Neglecting higher order averages, the angular distribution can be approximated by

P U;Dzð Þ ¼ 1

pw2 exp �U2

w2


 �
with

Z1
0

2pU dU P Uð Þ ¼ 1: ð1:62Þ
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A more accurate expression for the angular distribution is given by

P U;Dzð Þ ¼
Z1
0

da
2p

a J0 aUð Þ exp �NDz
Z

dr 1� J0 auð Þ½ �
 �

ð1:63Þ

which is valid for small angle scattering and was first obtained by Bothe [45] (J0 is
the zero-order Bessel function of the first kind). Further derivations of this formula
are presented by Wentzel [46], Scott [47] and Sigmund and Winterbon [48].

1.4.1.3 Elementary Targets and Compound Targets

As stated at the end of Sect. 1.3.1.1, with respect to the statistical averages the
elastic (nuclear) and inelastic (electronic) ion-atom interaction processes can be
treated separately. This means that the different cross sections for elementary targets
are given by the sum of the corresponding nuclear and electronic contribution
Ŝ = Ŝn + Ŝe, W = Wn + We and Q = Qn + Qe.

In the case of a compound target, the contributions from the different kinds of
target atoms may approximately be considered to be statistically independent and
not influenced by their binding (Bragg’s rule). In this approximation, (1.56), (1.57)
and (1.61) become

S ¼ � dE
dz

¼
X
i

Ni bSn;i þ bSe;i

� 	h i
ð1:64Þ

X2 ¼ Dz
X
i

Ni Wn;i þWe;i
� �� � ð1:65Þ

w2 ¼ Dz
X
i

Ni Qn;i þQe;i

� �� �
; ð1:66Þ

where Ŝn,i, Wn,i and Qn,i are the nuclear contributions to the stopping cross section,
straggling cross section and multiple scattering cross section, respectively, for a
target atom of kind i. The corresponding electronic contributions are Ŝe,i, We,i and
Qe,i and Ni is the atomic density of the atoms of kind i (number of atoms of kind i
per unit volume). Equations (1.64), (1.65) and (1.66) are valid if the electronic
structure of the atoms in the compound target can be assumed to be the same as in
the corresponding elementary targets. For some compounds, corrections to Bragg’s
rule are available in SRIM (see Sect. 1.4.5).

The theoretical description of the nuclear stopping cross section Ŝn and the
nuclear straggling cross section Wn are given in the following Sections. The cor-
responding electronic contributions Ŝe and We are described in Sects. 1.4.3 and
1.4.4 for the high and the low energy region, respectively.
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1.4.2 Elastic Energy Loss and Energy Loss Straggling

1.4.2.1 Modified Coulomb Potential

For the Coulomb potential, the transferred energy Tn(s) as a function of the impact
parameter s is given by (1.37). Changing from variable s to variable Tn the dif-
ferential scattering cross section for nuclear (elastic) scattering drn = 2ps ds reads

drn E;Tnð Þ ¼ p
d s2ð Þ
dTn

���� ���� dTn ¼ p
bn
2

� �2

Tn;max
dTn

T2
n

� Bn Eð Þ dTn

T2
n

ð1:67Þ

with Bn Eð Þ ¼ p
m1

m2

Z1 Z2 22ð Þ2
E

: ð1:68Þ

The insertion of this scattering cross section into (1.56) provides the nuclear
stopping cross section for the Coulomb potential

bSC
n Eð Þ ¼

Z
drn E; Tnð ÞTn ¼ Bn Eð Þ ln Tn;max

Tn;min

� �
ð1:69Þ

which is infinite for Tn,min = 0 [Tn,max is given by (1.37)]. This means the screening
of the interaction potential is essential for getting a finite Ŝn. The most simple way
of taking into account the screening is to cut the transferred energy (1.37) at the
impact parameter s = rc, where the cut radius rc should be comparable with the
screening length of the potential [e.g. aZBL in (1.16)]. The resulting minimum
transferred energy is

Tn;min ¼ Tn rcð Þ ¼ Tn;max 1þ 2rc
bn

� �2
" #�1

: ð1:70Þ

With this modification, the nuclear stopping cross section for the Coulomb potential
is

bSC
n Eð Þ ¼ p

m1

m2

Z1 Z2 22ð Þ2
E

ln 1þ 2E
Ec

� �2
" #

ð1:71Þ

with
2rc
bn

� 2E
Ec

and Ec ¼ m
m2

Z1 Z222

rc
: ð1:72Þ

In the same approximation, the nuclear straggling cross section reads
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WC
n Eð Þ ¼

Z
drn E;Tnð ÞT2

n ¼ Bn Eð Þ Tn;max � Tn;min
� �

¼ 4p
m1 Z1 Z2 22

m

� �2

1� 1þ 2E
Ec

� �2
" #�1

8<:
9=;:

ð1:73Þ

While bSC
n has a maximum at E � Ec and decreases with increasing energy, the

nuclear straggling cross section WC
n tends to a constant value for E � Ec.

1.4.2.2 ZBL Potential—Analytical Fit

For a given ion-atom interaction potential V(r), the nuclear stopping cross section
Ŝn and straggling cross section Wn must be calculated numerically according to
(1.56) and (1.57) with Tn(s) given by (1.23) and (1.29). The results obtained using
the universal ZBL potential [the screening function is given in (1.16)] is presented
by Ziegler, Biersack and Littmark [13]. For practical use they gave the following
analytical fits to the numerical results:

bSZBL
n Eð Þ ¼ cSbSZBL

r e Eð Þð Þ with

cS ¼ 4p
m1

m
Z1 Z2 22 aZBL ¼ 84:776

m1

m
Z1 Z2

Z0:23
1 þZ0:23

2

eV Å
2

bSZBL
r eð Þ ¼ ln 1þ 1:1383 eð Þ

2 eþ 0:01321 e0:21226 þ 0:19593 e0:5ð Þ for e� 30

bSZBL
r eð Þ ¼ ln eð Þ= 2eð Þ for e[ 30

ð1:74Þ

WZBL
n Eð Þ ¼ cW WZBL

r e Eð Þð Þ with

cW ¼ 4p
m1Z1Z2 22

m

� �2

¼ 2605:6
m1Z1Z2

m

� �2

eV2 Å
2

WZBL
r eð Þ ¼ 1þ 0:04925 e�1:6991 þ 1:646 e�1:0494� ��1

;

ð1:75Þ

where the dimensionless reduced energy e is given by

e ¼ aZBL
bn

¼ m2

m
0:88534 a0 E

Z0:23
1 þZ0:23

2

� �
Z1 Z222

¼ m2

m
32:5356

Z0:23
1 þZ0:23

2

� �
Z1 Z2

E
keV

: ð1:76Þ

For comparison, the results obtained using the modified Coulomb potential
approximation (1.71) and (1.73) are given in the same notation.
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bSC
r eð Þ ¼ 1

4e
ln 1þ 2rc

aZBL
e

� �2
" #

WC
r eð Þ ¼ 1� 1þ 2rc

aZBL
e

� �2
" #�1

ð1:77Þ

As can be seen in Fig. 1.9a, the Coulomb approximation bSC
r eð Þ using the cut radius

rc = aZBL/2 agrees well with bSZBL
r eð Þ for e > 10, while for rc = aZBL a good

agreement with bSZBL
r eð Þ is achieved not before e > 100. The Coulomb approxi-

mation WC
r eð Þ (Fig. 1.9b) agrees with WZBL

r eð Þ only for e > 100, independent of
the value of rc. From this follows that the simple Coulomb approximations of the
nuclear stopping cross section bSC

n Eð Þ (1.71) and of the nuclear straggling cross
section WC

n Eð Þ (1.73) can be applied for e > 10 and e > 100, respectively, if the cut
radius rc = aZBL/2 is used.

1.4.3 High Energy Inelastic Energy Loss and Energy
Straggling

1.4.3.1 Classical Treatment

The simplest model for the calculation of the energy loss due to ionization and
excitation is based on the classical collision of a bare ion with a single electron of
the target atom which is initially at rest and free. The energy bTe transferred to the
electron is given by (1.38) and the corresponding differential cross section dre can
easily be obtained from (1.67) and (1.68) by replacing the atom mass m2 and atomic
number Z2 by the electron mass me and −1, respectively
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Fig. 1.9 The relative nuclear stopping cross sections bSZBL
r and bSC

r (a) and the relative nuclear
straggling cross sections WZBL

r and WC
r (b) as functions of the reduced energy e. The modified

Coulomb approximations bSC
r and WC

r (1.77) are given for two cut radii rc. The ZBL stopping cross
section bSZBL

r has a maximum at e � 0:3
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dre E; bTe

� 	
¼ Be Eð Þ d

bTebT2
e

with Be Eð Þ ¼ 2pZ2
1 24

mev2
: ð1:78Þ

According to (1.56), the electronic stopping cross section for the interaction of the
ion with all electrons of the target atom reads

bSe Eð Þ ¼
XZ2

i¼1

Z bTe;maxbTe;min;i

dre E; bTe

� 	bTe ¼ Be Eð Þ
XZ2

i¼1

ln
bTe;maxbTe;min;i

 !
: ð1:79Þ

The maximum energy transferred to one electron bTe;max = 2mev
2 [see (1.38)] is

equal for all electrons, however, the minimum energy bTe;min;i transferred to one
electron will be shown to be different for different electrons i. For free electronsbTe;min;i is zero which would provide an infinite stopping cross section. Therefore,
the binding of the electrons must be taken into account which is responsible for a
value bTe;min;i > 0. Following the concept of Bohr [42], the collisions can be sub-

divided in two groups, the close collisions (bTe;max � bTe � Ii or 0 � se � scr,i) and

the distant collisions (Ii [ bTe � bTe;min;i or scr,i < se � smax,i), where Ii is the ion-
ization energy of the electron i. The impact parameters scr,i and smax,i for the
electron i are given by bTe scr;i

� � ¼ Ii and bTe smax;i
� � ¼ bTe;min;i respectively.

The close collisions result in the ionization of the target atom. The corre-
sponding contribution bScc

e Eð Þ to the electronic stopping cross section is given by

(1.79), where the integration interval is reduced, ranging from Ii to bTe;max. It
provides

bScc
e Eð Þ ¼ 2pZ2

1Z2 24

mev2
ln

2me v2

I

� �
; ð1:80Þ

with I being the logarithmic average of the ionization energies Ii determined by

XZ2

i¼1

ln Iið Þ ¼ Z2 ln I: ð1:81Þ

Thedistant collisionswithan energy transfer bTe \ Ii cannot result in a removal of the
electron i from the atom, however, it can cause the excitation of the bound electrons.
Assuming the electrons to be an ensemble of harmonic oscillators, where the electron i
is bound with a frequencyxb,i, Bohr [42] estimated the influence of the binding on the
electronic stopping by introducing a dynamical cut-off energy bTe;min;i in the following
way. For impact parameters se large compared to the electronic collision diameter be
(1.38), the interaction time tI can be estimated by se/v and the duration of vibration of
the electron i is about 1/xb,i . For tI = se/v � 1/xb,i (se � v/xb,i) the electron does
approximately not move during the collision and the harmonic binding hardly
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influences the energy transfer. In the other case tI = se/v � 1/xb,i (se � v/xb,i), the
electron oscillates very often during the time of interaction with the effect that the
transferred energy tends to zero. Therefore, the impact parameter for scattering on the
electron i can approximately be cut at smax,i � v/xb,i . The corresponding minimum
transferred energy bTe;min;i is obtained from (1.38)

bTe;min;i ¼ bTe smax;i
� � � bTe;max

be
2smax;i

� �2

¼ 2 Z2
124x2

b;i

mev4
; ð1:82Þ

where smax;i � be has been taken into account. Now, the distant collision contri-

bution bSdc
e Eð Þ to the electronic stopping cross section is obtained from (1.79) with

the integration interval ranging from bTe;min;i to Ii .

bSdc
e Eð Þ ¼ 2pZ2

1 24

mev2
XZ2

i¼1

ln
me v4 Ii

2Z2
124x2

b;i

 !
ð1:83Þ

The total electronic stopping cross sectionbSe Eð Þ obtained by summing the two
contributions given in (1.80) and (1.83) reads

bSe Eð Þ ¼ 4pZ2
1 24

mev2
XZ2

i¼1

ln
me v3

Z122 xb;i

� �
: ð1:84Þ

This simple estimation agrees well with the more detailed calculation of Bohr [26]
(the concept is briefly described in Sect. 1.3.1.2), who found the same expression
for bSe Eð Þ with the only difference of an additional factor 1.123 in the logarithm.
While the close collision contribution bScc

e Eð Þ to the electronic stopping cross sec-
tion [(1.80) and (1.81)] is a well defined quantity, the distant collision contributionbSdc
e Eð Þ is influenced by the uncertainty of the binding frequencies xb,i.
The electronic straggling cross section is not influenced by this uncertainty

because bTe;min;i ¼ 0 can be used without any problem (here, the binding is of
minor importance). It provides

We Eð Þ ¼
XZ2

i¼1

ZbTe;max

0

dre E; bTe

� 	bT2
e ¼ Z2BebTe;max ¼ 4pZ2

1 Z2 24: ð1:85Þ

1.4.3.2 First Born Approximation

The situation considered is the following. The ion is assumed to be totally strip-
ped. Before the collision, the ion moves with velocity v and the target atom is in the
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ground state and does not move. After the collision, the target atom has got kinetic
energy which determines the nuclear energy loss (already treated in Sect. 1.4.2) and
it is excited or even ionized which is responsible for the electronic energy loss
considered here.

The quantum mechanical states of the target atom are given by the Schrödinger
equation

Hun r1; r2. . .ð Þ ¼ Enun r1; r2. . .ð Þ; ð1:86Þ

where H is the Hamilton operator, un and En are the wave function and the energy
in the state n and rj is the position vector of the electron j (origin is the nucleus of
the atom). The potential for the interaction of the ion with the nucleus and electrons
of the target atom reads

VI r; r1; r2. . .ð Þ ¼ Z1Z222

r
�
XZ2

j¼1

Z122

r� rj
�� �� ð1:87Þ

with r being the vector of the distance between the ion and the nucleus of the target
atom. Analogously to the classical two-body problem, the motion of the
center-of-mass is separated and the dynamics in the relative-coordinate system is
described by the reduced mass mr (1.24) and the position vector r (for comparison
see Sect. 1.2.3). The initial state of the ion-atom system in the relative-coordinate
system is

k0; 0j i ¼ ei k0 ru0 r1; r2. . .ð Þ ð1:88Þ

with the wave vector k0 = mr v /ħ. The initial state of the reduced mass is given by
a plane wave without a lateral localization which describes the experimental situ-
ation of a lateral homogeneous ion beam.

Analogously to (1.56), the electronic stopping cross section is given by

bSe Eð Þ ¼
X1
n¼1

rn0 En � E0ð Þ: ð1:89Þ

The cross section for the transition from the ground state to the excited state n in
first Born approximation reads

rn0 ¼
Z

dX
mr

2p ⁄2
� �2 k

k0
k; njVIjk0; 0
� ��� ��2 with ð1:90Þ

k; njVIjk0; 0h i ¼
Z

d3r d3r1 d3r2. . .ei q r VI r; r1; r2. . .ð Þu
n r1; r2. . .ð Þu0 r1; r2. . .ð Þ;

ð1:91Þ
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where dX is the solid angle and q ¼ k0 � kð Þ: The replacement of ei q r by
�q�2 Dr ei q r
� �

and the application of the Laplace operator Dr = ∇r∇r to VI instead
to ei q r (two-fold three-dimensional partial integration with vanishing surface
integrals) provides

k; njVIjk0; 0h i ¼ �q�2
Z

d3r d3r1d3r2. . .eiq r DrVI½ �u
nu0

¼ 4p q�2
Z

d3r d3r1 d3r2. . .ei q r Z1Z222d rð Þ �
XZ2

j¼1

Z122d r� rj
� �" #

u
nu0

because Dr 1=rð Þ ¼ �4pd rð Þ with R d3r d rð Þ ¼ 1: For n > 0 (n = 0 is elastic scat-
tering!) the first term is zero because

R
d3r1 d3r2. . .u

nu0 ¼ dn0 (Kronecker symbol)
is valid and the second term provides

k; njVIjk0; 0
� � ¼ � 4pZ1 22

q2
njCj0h i with C ¼

XZ2

j¼1

eiqrj : ð1:92Þ

With (1.89), (1.90) and (1.92) and the solid angle dX ¼ 2psin 0 d0 ¼
2pq dq= k k0ð Þ (0 is the angle between k and k0) the electronic stopping cross
section provides

Ŝe Eð Þ ¼ 2p
2Z1 22

⁄v

� �2X1
n¼0

Zqmax

qmin;n

dq
q3

0jCjnh i njC En � E0ð Þj0h i ð1:93Þ

with qmin;n ¼
En � E0

⁄v and qmax ¼
2mev
⁄ ;

where qmin,n = k0 − k is determined by the energy conservation En � E0 ¼
⁄2 k20 � k2
� �

= 2mrð Þ assuming k0 + k� 2k0 for small changes of k and qmax is obtained
from the classical maximum energy 2mev

2 transferred to an electron (1.38). The lower
limit n = 1 is replaced by n = 0 without any effect because the contribution for n = 0
is zero. With the Hamilton operator H of the target atom [see (1.86)], the matrix
element njC En � E0ð Þj0h i can be expressed by nj HC� CHð Þj0h i: For further
analytical treatment, qmin,n is approximately replaced by an average value qmin = I/ħv
with I being the average of En − E0 called average ionization energy in the following.
With this approximation, the sum in (1.93) can be performed explicitly by using the
closure relation

P jnihnj ¼ 1 (unity operator) which provides

bSe Eð Þ ¼ 2p
2Z1 22

⁄v

� �2Z qmax

qmin

dq
q3

0jC H;C½ �j0h i: ð1:94Þ
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In the commutator H;C½ � [C is given in (1.92)], only the kinetic part of the
Hamilton operator H provides a contribution

H;C½ � ¼ � ⁄2

2me

XZ2

j¼1

Dj; ei q rj
� � ¼ ⁄2

2me

XZ2

j¼1

ei q rj q2 � 2i q$j
� �

;

where Δj and ∇j are the Laplace operator and the Nabla operator, respectively,
acting on the vector rj. Now, (1.94) reads

Ŝe Eð Þ ¼ 4pZ2
1 24

mev2

Zqmax

qmin

dq
q3

0
XZ2

j;k¼1

eiq rj�rkð Þ q2 � 2iq$j
� ������

�����0
* +

: ð1:95Þ

The main contribution to the integral over q is obtained for k = j because for k 6¼ j
the exponential function oscillates around zero which diminishes the value of the
integral considerably. This justifies the approximation that only the contribution for
k = j is taken into account. The resulting second part 0jq$jj0

� �
of the matrix

element is proportional to the average of the velocity component of the electron j in
the direction of q which is zero. Therefore, the matrix element in (1.95) is simply
Z2 q

2 and the resulting electronic stopping cross section becomes

bSe Eð Þ ¼ 4pZ2
1Z224

mev2
L with L ¼ ln

2mev2

I

� �
ð1:96Þ

where L is the so called stopping number. This is the well known non-relativistic
formula obtained by Bethe [49, 50] and Bloch [51, 52], where the average ion-
ization energy I is given by

ln Ið Þ ¼
X
n

fn ln En � E0ð Þ with
X
n

fn ¼ 1 ð1:97Þ

with fn being the dipole oscillator strengths. Within the statistical model of the atoms
the average ionization energy is approximately given by I(Z2) � 10 eV Z2. More
precise calculations [53] and measurements (results tabulated in [54]) show that
I(Z2)/Z2 is not constant but oscillates around about (9.9 + 5.0 exp(–0.05 Z2)) eV. It
is interesting that the electronic stopping cross section bSe Eð Þ is twice the classical
close collision stopping cross section bScc

e Eð Þ given in (1.80) and (1.81). This agrees
with the so called equipartition rule [55] which states that for high energies (where
resonance occurs) the close collision contribution and the resonance contribution
(distant collision contribution) are equal.

There exist some corrections to the Bethe-Bloch formula [(1.96) and (1.97)]
expressed by an additional contribution DL to the stopping number L as follows
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DL ¼ �ln 1� v
c

� 	2
 �
� v

c

� 	2
� C
Z2

� d
2
þL1Z1 þL2Z2

1: ð1:98Þ

Besides the relativistic correction, there are the shell correction C/Z2, the density
effect correction d/2, the Barkas correction L1Z1 and the Bloch correction L2 Z2

1 .
They are described in detail by Ziegler [56], however, they are less important for
the physical situations of interest here.

1.4.3.3 Dielectric Description

Lindhard [57] considered the energy loss of a bare ion in a homogeneous and
isotropicmedium, the properties of which are given by the dielectric constant e(k,x)
and the permeability l(k, x) as functions of the amount of the wave vector k and of
the frequency x. Instead of the functions e(k, x) and l(k, x), Lindhard used the
longitudinal and transversal dielectric constants defined by

el k;xð Þ ¼ e k;xð Þ and etr k;xð Þ ¼ e k;xð Þþ kc=xð Þ2 1� 1=l k;xð Þ½ � ð1:99Þ

and formulated the electromagnetic field equations for the Fourier transform U(k,x)
of the electric potential and the Fourier transform Atr(k,x) of the transverse com-
ponent of the vector potential with el and etr (see [57]). For instance the equation for
U(k,x) (Poisson equation) is given by

el k;xð Þe0 k2U k;xð Þ ¼ qch k;xð Þ; ð1:100Þ

where qch(k, x) is the Fourier transform of the density of the electric charge qch(r, t)
(different from qe which is the number of electrons per unit volume!). For a bare ion
of an electric charge Z1e moving with a velocity v, the charge density is

qch r; tð Þ ¼ Z1e d r� vtð Þ ¼ Z1e
Z

d3k

2pð Þ3
Z 1

�1
dxd x� kvð Þ exp i kr� xtð Þ½ �

ð1:101Þ

(the Fourier presentation of the d function is used) providing the corresponding
Fourier transform

qch k;xð Þ ¼ 2 pZ1e d x� kvð Þ: ð1:102Þ

This charge density causes an electric potential U(r, t) given by its Fourier transform
U(k, x) according to (1.100). The corresponding electric field E(r, t) = −$U(r, t)
(−∂A/∂t can be neglected in the non-relativistic case) at the position r = vt of the
bare ion is (note that the application of $ provides ik)
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E vt; tð Þ ¼ �
Z

d3k

2pð Þ3
Z 1

�1

dx
2p

i kU k;xð Þexp i kvt� xtð Þ½ �: ð1:103Þ

The insertion of U(k, x) from (1.100) with qch(k, x) given in (1.102) and the
integration over x provides

E vt; tð Þ ¼ �i
Z1e
8p3e0

Z
d3k

k
k2 el k; kvð Þ ð1:104Þ

and the resulting force on the bare ion is

Fst ¼ Z1eE vt; tð Þ ¼ � v
v
i
Z2
1 e

2

8p3e0

Z
d3k

kv
v

1

k2 el k; kvð Þ: ð1:105Þ

It is anti-parallel to the velocity v because the contribution to the integral
for k ⊥ v is zero. With x � kv = kv cosn (x runs from −kv to kv) and
d3k = 2pk2dk d(cosn) = 2pk2dk dx/(kv), the electronic stopping power reads

Se ¼ Fstj j ¼ Z2
122

p v2
Im

Z 1

0

dk
k

Z k v

�k v
dx

x
el k;xð Þ

 �
: ð1:106Þ

Replacing ħx by (ħx)2 (or x by ħx2) provides the electronic straggling according
to [57]

X2
e ¼ Dz

Z2
1 ⁄22

p v2
Im

Z 1

0

dk
k

Z kv

0
dx

2x2

el k;xð Þ
 �

: ð1:107Þ

Note that (1.106) and (1.107) are derived for bare ions [see (1.101)]. This means that
the screening due to the electrons of the ion is neglected. Therefore, the two formulae
for Se and X2

e are valid only for high ion energies or completely stripped ions.
Now, the formulae given by (1.106) and (1.107) are applied to a homogeneous

electron gas of density qe (number of electrons per unit volume). For very high ion
energies where the motion of the electrons is less important, a gas of electrons at
rest can be assumed. In this case, the integrations can be performed analytically
which provide [57]

Se ¼ 4pZ2
1 24

me v2
qe ln

2mev2

⁄xpl qeð Þ
� �

and ð1:108Þ

X2
e ¼ Dz 4pZ2

1 24qe ð1:109Þ

with the plasma frequency xpl qeð Þ ¼ 4p 22qe=með Þ1=2. Considering all electrons of
a target atom to be free (qe = N Z2), the electronic straggling (1.109) agrees exactly
with the classical result for free electrons given by (1.57) and (1.85) and the
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electronic stopping power (1.108) agrees formally with the Bethe-Bloch formula
[(1.96) and (1.97)]—only the mean ionization energy I is replaced by the plasma
excitation energy ħxpl. Note that (1.108) and (1.109) are applicable only for very
high energies, where 2mev2 � ⁄xpl.

For lower (but still high) energies the motion of the target electrons must be
taken into account. In the case of a Fermi distribution of the electrons at temperature
T = 0 K, the longitudinal dielectric constant el reads [57]

el k;x; qeð Þ ¼ 1þ 3x2
pl

k2v2F
f1 u; zð Þþ i f2 u; zð Þð Þ with u ¼ x

k vF
and z ¼ k

2 kF

ð1:110Þ

and f1 u; zð Þ ¼ 1
2
þ 1

8z
1� z� uð Þ2
h i

ln
z� uþ 1
z� u� 1

���� ����
þ 1

8z
1� zþ uð Þ2
h i

ln
zþ uþ 1
zþ u� 1

���� ���� ð1:111Þ

f2 u; zð Þ ¼ p
2 u for zþ u\1

f2 u; zð Þ ¼ 0 for z� uj j[ 1

f2 u; zð Þ ¼ p
8z 1� z� uð Þ2
h i

else;
ð1:112Þ

with the plasma frequency xpl qeð Þ ¼ 4p 22qe=með Þ1=2 and the Fermi wave number
kF and Fermi velocity vF given by kF(qe) = mevF/ ħ = pF/ħ = (3p2qe)

1/3 [for pF see
(1.6)]. With this longitudinal dielectric constant, the electronic stopping power Se
and the electronic straggling X2

e for a bare ion penetrating a gas of moving elec-
trons at zero temperature can be obtained by numerical integration of (1.106)
and (1.107).

In the low energy region, (1.106) and (1.107) can be applied only for completely
stripped ions. For dressed ions and low energies, the inelastic energy loss and
energy straggling is treated in the following Sections.

1.4.4 Low Energy Inelastic Energy Loss and Energy
Straggling

1.4.4.1 Firsov Theory

With the approximated transferred energy Te(s) (1.48) obtained within the original
Firsov model [36, 37] (see Sect. 1.3.2), the electronic stopping cross section and the
straggling cross section read
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bSe ¼ 2p
Z 1

0
ds s TeðsÞ ¼ 7:159ðZ1 þZ2Þ22a0

v
v0

¼ 10:95ðZ1 þZ2Þ E=keV
m1=u

� �1=2

eV Å
2

ð1:113Þ

and

We ¼ 2p
Z 1

0
ds s T2

e sð Þ ¼ 3:491 Z1 þZ2ð Þ8=3 E=keV
m1=u

� �
eV2Å

2
: ð1:114Þ

Because of the simplifications used with the derivation of (1.48), the cross sections
given by (1.113) and(1.114) are valid only for ratios Z1/Z2 not far from unity.

1.4.4.2 Modified Firsov Theory

With the transferred energy Te(s) given in (1.47) and the improved expressions for
the electron densities and velocities according to (1.49), the electronic stopping
cross section bSe ¼ 2p

R
ds s Te sð Þ provides

bSe ¼ p2mev
X2
i¼1

X
n;l

n n;lð Þ
i v n;lð Þ

e;i

Z 1

s0
ds s

Z 1

�1
dz
Z 1

air z;sð Þ
dr0 r0 u n;lð Þ

i r0ð Þ
��� ���2 ð1:115Þ

with r(z, s) = (z2 + s2)1/2 (for ai see Fig. 1.7). In the low energy region considered
here, the angular deflection (due to nuclear scattering) for very low impact
parameter s cannot be neglected which means that the straight line trajectory of the
ion as assumed in the Firsov theory (see Fig. 1.7) is not true. This fact is
approximately taken into account by introducing a minimum impact parameter
s0 > 0. Cheshire et al. [39] determined s0 by u1(s0) = Umax,exp, where u1(s) is given
by (1.21) and (1.29) and Umax,exp is the maximum exit angle registered by the
detector. Bhalla et al. [40] and Land and Brennan [41] used s0 as a fit parameter to
get optimum agreement with the experimental data and they found s0 = 2.11 a0 to
be the best choice.

By twofold exchange of the sequence of the integrations, it is possible to per-
form two integrations analytically. The change from variable z = (r2 - s2)1/2 to
variable r provides

Z 1

s0
ds s

Z 1

�1
dz

Z1
air z;sð Þ

� � �¼ 2
Z1
s0

ds s
Z1
s

dr r

r2 � s2ð Þ1=2
Z 1

air
. . .

¼ 2
Z 1

s0
dr r r2 � s20
� �1=2Z 1

air
. . .;
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where the last expression is obtained by the exchange of the sequence of the two
integrations over r and s r ¼ s. . .1; s ¼ s0. . .1 ! s ¼ s0. . .r; r ¼ s0. . .1ð Þ and
the integration over s. The insertion of this expression in (1.115) and the exchange
of the sequence of the two remaining integrations over r’ and r
r0 ¼ air. . .1; r ¼ s0. . .1 ! r ¼ s0. . .r0=ai; r0 ¼ ais0. . .1ð Þ and the integration
over r result in the final formula for the stopping cross section

bSe ¼ 2
3
p2mev

X2
i¼1

1
a3i

X
n;l

n n;lð Þ
i v n;lð Þ

e;i

Z 1

ais0
dr0 r0 r0ð Þ2� ais0ð Þ2

h i3
2
u n;lð Þ
i r0ð Þ

��� ���2 ð1:116Þ

as given by Land and Brennan [41] (for ai see Fig. 1.7). A similar formula was
already obtained by Bhalla et al. [40].

1.4.4.3 Theories of Lindhard-Scharff and Tilinin

Lindhard and Scharff [58] used a different approach for the determination of the low
energy electronic energy loss. They referred to the description of the stopping of an
ion in an electron gas given by Lindhard [57] and presented a formula for the
stopping cross section showing a linear dependence on the ion velocity. However,
they did never publish a derivation of this formula. In order to understand this linear
dependence on the ion velocity, a description given by Bonderup [59] is very
helpful and briefly discussed in the following. The target electrons move with
velocities ve in the laboratory system, where the velocities are distributed within the
Fermi sphere vej j � vF and the average velocity is zero. Because of the small mass
of the electrons, the center-of-mass velocity of the ion-electron system is equal to
the ion velocity v and the velocity of an electron in the center-of-mass system is
ve − v (see Sect. 1.2.2).

This means, the distribution of the electron velocities in the center-of-mass
system is given by a sphere with the radius vF and the center shifted by −v. For low
energies (v � vF) as considered here, the situation is visualized in Fig. 1.10 (the
edge of the Fermi sphere is given by the thick solid line). Due to the collision of the
ion with an electron, the electron velocity changes. According to (1.20) the
velocities of the ion and of the electron in the center-of-mass system do not change
their amounts, they change only their direction. This means that the velocities of the
electrons in the center-of-mass system after the collision must keep within a sphere
of radius vF þ v, the edge of which is marked by the dashed line in Fig. 1.10.
Because all states in the inner white sphere in Fig. 1.10 are occupied, the only
allowed velocity changes are those from the sickle formed left volume (dark grey)
to the sickle formed right volume (light grey) as shown by the two grey arrows. The
corresponding average change of the momentum of one electron can be estimated
by Dpe � mevF v/v (because of the symmetry the components perpendicular to
v vanish). The relative part of the electrons which take part in the scattering process
(dark grey volume divided by the total volume of the Fermi sphere) is
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v3F � vF � vð Þ3
h i

=v3F � 3v=vF for v � vF and the number of participating elec-

trons per unit volume is given by qe;p ¼ qe3v=vF: With the effective volume
dVr = r(vF)vFdt for the ion-electron scattering (the velocity of the participating
electrons in the hatched volume is approximately given by vF and r(vF) is the cross
section for the scattering on these electrons), the average change of the momentum
of all participating electrons is dp ¼ Dpej j qe;p dVr and the stopping power reads

Se ¼ � dE
dz

¼ dp
dt

� 3mevF qer vFð Þv / v: ð1:117Þ

The main result is that the proportionality of the stopping power to the ion velocity
can be explained by the velocity dependence of the relative part of electrons par-
ticipating in the collision. Taking into account also the scattering of the target atom
on the projectile electrons and applying the statistical model of atoms, Lindhard and
Scharff [58] presented the following formula for the electronic stopping cross
section

bSe ¼ Se=N ¼ 8p a0 22Z1Z2 f

Z2=3
1 þZ2=3

2

� 	3=2 v
v0

¼ 38:45 Z1Z2 f

Z2=3
1 þZ2=3

2

� 	3=2 E=keV
m1=u

� �1=2

eV Å
2
;

ð1:118Þ

with a factor

f ¼ fLS ¼ Z1=6
1 ð1:119Þ

Fig. 1.10 Electron velocity
distributions in the
center-of-mass system
(situation for v � vF)
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obtained by fitting the experimental data. A similar formula was derived by Tilinin
[60] with the only difference that the factor f is not a fitting function but it is
determined by an integral (see [60]), where the integrand depends on the inter-
atomic interaction potential. The resulting factor

f ¼ fT Z1=Z2;Eð Þ ð1:120Þ

is a function of the energy E and it depends symmetrically on Z1 and Z2. For the
Thomas-Fermi interaction potential used, Tilinin found fT . 1 which is smaller than
the fitting function fLS of Lindhard and Scharff.

1.4.5 Comparison of Stopping Power Theories

In order to compare the results of the different stopping power theories, a few
examples are presented. The energy dependence of the electronic and nuclear
stopping power is shown in Fig. 1.11 for H, He, Si and Au ions in InP which covers
the range of light to heavy ions in a material of interest in following Parts.
According to (1.64) the electronic and nuclear stopping power for the compound
target InP are obtained by Se ¼ NInbSe;In þNPbSe;P and Sn ¼ NInbSn;In þNPbSn;P,
respectively, with NIn = NP = 1.99 � 1022 atoms/cm3 (corresponds to the mass
density of 4.81 g/cm3). The electronic stopping cross sections bSe;In and bSe;P for the
different theories are given by (1.96) using I = 10 eV Z2 and (1.113), (1.118),
(1.119) and (1.120) and the nuclear stopping cross sections bSn;In and bSn;P are
obtained from (1.74) and (1.76). In addition, the electronic stopping powers Se
calculated with TRIM (1985–1990) or SRIM (1991–2013) [61] are depicted in
Fig. 1.11. The determination of the corresponding stopping cross sections is very
briefly described in the following. For hydrogen ions, the stopping cross sectionbSe;H is given by an analytical function fitted to all available experimental data. For

all the other ions, the scaling rule bSe v;Z2ð Þ ¼ Z2
1;eff
bSe;H v;Z2ð Þ is used (v is the ion

velocity). The description of the effective atomic number Z1,eff (effective charge) of
the ion is based on the Brand-Kitagawa theory [62] and partially fitted to experi-
mental data. In the low energy region, Se / va is used with the parameter a. 1
fitted to the experimental data. A detailed description of the electronic stopping
cross sections used in TRIM or SRIM is given in [13]. With respect to the electronic
stopping power, the different versions of TRIM and SRIM differ mainly by the
fitting parameters used which had been updated according to the state-of-the art
experimental data. As can be seen in Fig. 1.11, the TRIM-88 results and the
SRIM-2003 results do not differ much and both agree well with the small number of
experimental data [63, 64] which exist for the H and He ions. Calculations using
SRIM-2013 provided the same stopping powers as that obtained with SRIM-2003.
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For the comparison of the different stopping power theories, the SRIM
results are considered as reference data like experimental data. The critical energy
Ee;cr � 22 m1=uð ÞZ1 Z0:4

2;av keV introduced in Sect. 1.3 (u is the atomic mass unit, Z2

is replaced by the average atomic number Z2,av = 32) is 89, 705, 3.4 � 104 and
1.4 � 106 keV for H, He, Si and Au ions, respectively. As can be seen in Fig. 1.11,
they agree well with the positions of the maxima of the electronic stopping power
obtained by SRIM. The low energy electronic stopping cross section formula of
Lindhard and Scharff [58] [(1.118) and (1.119)] provides reasonable results for the
He, Si and Au ions up to an energy of about 0.1 Ee,cr (see Fig. 1.11b–d), but for the
H ions the stopping power is too small. The results obtained using the formula of
Firsov [36, 37] [see (1.113)] agree also well with the SRIM data in the case of Si
and Au ions (Fig. 1.11c, d), however, this formula is not applicable to H ! InP
and He ! InP because Z1/Z2 is too far from unity (therefore not shown in
Fig. 1.11a, b). The theory of Tilinin [60] [see (1.118) and (1.120)] underestimates
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Fig. 1.11 The energy dependence of the stopping powers S = −dE/dz of H (a), He (b), Si (c) and
Au (d) ions in InP. The electronic stopping powers Se obtained using SRIM-2003 and TRIM-88
and the formulae of Firsov [36, 37], Lindhard-Scharff (LS) [58], Tilinin [60] and Bethe-Bloch
(BB) [49–52] and Se numerically calculated for an electron gas (see text) are given by different
lines. The experimental data (note that Sexp � Se,exp) of Lee and Hart [63] and of Hetherington [64]
are depicted by symbols. For comparison the nuclear stopping powers SZBLn according to the ZBL
formula [(1.74) and (1.76)] are added (note that in (d) the Firsov and LS stopping powers are
equal)
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the electronic stopping power for all four examples considered. As can be seen in
Fig. 1.11, the Bethe-Bloch formula can be applied for energies above about
10 Ee,cr, however, for much higher energies and heavy ions the electronic stopping
power becomes slightly lower than that obtained using SRIM. This small difference
cannot be explained by the corrections to the Bethe-Bloch formula given by (1.98)
because they are negligible in this energy region.

In order to study the amount of stopping in an electron gas, the electronic
stopping power according to (1.106), (1.110)–(1.112) was calculated for an electron
gas with constant density qe = 18 NInP (NInP = NIn = NP = 1.99 � 1022 InP
molecules/cm3). This density is obtained by the assumption that the 13 weakly
bound electrons per In atom (3d(10), 5 s(2), 5p(1)) and the 5 weakly bound elec-
trons per P atom (3 s(2), 3p(3)) form the free electron gas. The results are added in
Fig. 1.11. Note that they belong to completely stripped ions [(1.106) is valid for a
point charge Z1e, see (1.101)] which means that the screening of the ion-electron
interaction is not taken into account. In the high energy region E � Ee;cr the
screening is less important which makes the electron gas results reliable. As can be
seen in Fig. 1.11, the stopping power in the electron gas for E � Ee;cr is about 40–
60 % of the Bethe-Bloch stopping power for all four ions. This means, the weakly
bound electrons in the InP (18 per molecule) contribute about 40–60 % to the
electronic stopping power. The fact that the ratio is approximately independent of
the kind of the ion proves the screening of the ion-electron interaction to have no
remarkable influence on Se in the high energy region. In the low energy region
E � Ee;cr, the screening heavily influences the stopping power in the electron gas.
For Si and Au ions, Se is much too large and therefore not depicted in Fig. 1.11 for
E\Ee;cr. In the low energy region, the stopping power in the electron gas is reliable
only for H ions because they are bare ions. As can be seen in Fig. 1.11a, sur-
prisingly, the electron gas stopping power of H ions agrees very well with the SRIM
data. This means that the electronic energy loss of H in InP for E � Ee;cr can also
be understood as the electron gas stopping contribution of the 18 weakly bound
electrons per InP molecule.

In the low energy region E � Ee;cr (v � ve;cr ¼ 0:94 Z1=2
1 Z0:2

2 v0 J v0 with
v0 = 22/ħ = 2.1877 � 106 m/s), the energy dependence of the electronic stopping
power is in most cases well described by a proportionality to the velocity v.
Therefore it is sufficient to measure the electronic stopping power only for one
typical velocity within this energy region, usually at v . v0. This has been done for
a large variety of projectile-target combinations ([65–70] and references in [70]).
The results show that the electronic stopping cross section bSe for a fixed velocity v
does not depend monotonously on Z1 and Z2 but it reveals pronounced oscillations
which cannot be described by the theories of Firsov, Lindhard and Scharff and
Tilinin. However, using the modified Firsov theory and taking into account electron
structure effects, it is possible to explain the Z1- and Z2- oscillations of Ŝe [39–41,
71]. Two examples are given in Figs. 1.12 and 1.13. As can be seen in both figures,
the results obtained using the formulae of Firsov [36, 37] (1.113) and Tilinin [60]
[(1.118) and (1.120)] form approximately the upper and lower envelope of the
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oscillating experimental data and the results of Lindhard and Scharff [58] [(1.118)
and (1.119)] are positioned in between. The modified Firsov theory results given in
Fig. 1.12 were obtained by Cheshire et al. [39] using (1.115) and simple
Hartree-Fock wave functions, and those given in Fig. 1.13 were obtained by Land
and Brennan [71] using (1.116) and the wave functions given by Clementi and
Roetti [9]. As can be seen in Figs. 1.12 and 1.13, the stopping cross sections
provided by the modified Firsov theory agree well with the experimental data. The
deviations for heavy ions (Z1 > 25) in Fig. 1.12 may be a consequence of the too
simple wave functions used by Cheshire et al. [39]. The electronic stopping cross
sections calculated using SRIM-2003 are added for comparison. In Fig. 1.12. they
show an agreement with the experimental data similar to those of the modified
Firsov theory and in Fig. 1.13 the modified Firsov theory results agree better with
the measured stopping cross sections than the SRIM results do.

Summarizing, with respect to the application the following can be stated. The
nuclear stopping cross section has a maximum at an energy En;cr �
0:01 Z1Z2 Z0:23

1 þZ0:23
2

� �
m=m2 keV [corresponds to e � 0:3, see Fig. 1.9 and

(1.76)] and the electronic stopping cross section has a maximum at an energy
Ee;cr � 22 m1=uð ÞZ1 Z0:4

2 keV (u is the atomic mass unit). For the nuclear stopping
cross section, the formula obtained using the ZBL potential [(1.74) and (1.76)] is a
reasonable approximation. The remarkable incorrectness of the ZBL potential for
large distances as shown in Sect. 1.2.4.2 has a minor influence on the stopping
cross section because the latter one is an integral quantity. In general, the electronic
stopping cross sections obtained using SRIM are the most reliable ones because
they are fitted to a lot of experimental data. However, for a few cases in the low
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Fig. 1.12 The Z1-dependence of the stopping cross section Ŝe in carbon (Z2 = 6) for ions of
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energy region (see Fig. 1.13) there are remarkable deviations from the measured
stopping cross sections. In these cases the electronic stopping cross section for

energies E � Ee;cr (v � ve;cr ¼ 0:94 Z1=2
1 Z0:2

2 v0) can be obtained by Ŝe(v) =
Ŝe,mc(vmc) v/vmc, where Ŝe,mc(vmc) is the stopping cross section measured or cal-
culated for the velocity vmc. For a large number of projectile-target combinations
(Z1 = 6…54, Z2 = 1…54) the electronic stopping cross sections at vmc = v0 have
been calculated and tabulated by Land and Brennan [71]. For Z1 = 7 the reliability
of these data has already been demonstrated in Fig. 1.13. For a very simple esti-
mation of the electronic stopping cross section at low energies (E < 0.1 Ee,cr)
without taking into account the oscillations and at high energies (E > 10 Ee,cr), the
Lindhard-Scharff formula [(1.118) and (1.119)] and the Bethe-Bloch formula
[(1.96) and (1.97)], respectively, can be used.

1.4.6 Energy Loss Distribution

The general formula for the energy loss distribution P(DE, Dz) is given in (1.59) as an
integral. It has been derived by Landau [44] and it is valid for layer thicknesses Dz small
enough that the change of the differential cross section dr with the energy is not
significant. Because of the oscillation of the integrand, the numerical integration is not
trivial. There exist a number of publications dealing with the evaluation of (1.59) for high
ion energies where the electronic energy loss dominates (see references in [43]). The
results for two situations are given in Sects. 1.4.6.1 and 1.4.6.2. In the case of medium
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and low ion energies, the calculation of the energy loss distribution is more difficult
because also the nuclear energy loss must be taken into account where the corresponding
differential cross section is not given analytically. In addition, the dependence of the
electronic energy loss on the deflection angle must be taken into account for low
energies. A few approximations of the energy loss distribution for low energies are
presented in Sect. 1.4.6.3.

1.4.6.1 High Energy Region and Small Layer Thickness
(Landau Distribution)

For high ion energies E � Ee;cr � 22 m1=uð ÞZ1 Z0:4
2 keV(u is the atomic mass

unit), the nuclear energy loss can be neglected, the differential cross section dre for
electronic scattering is given by (1.78) and the electronic energy loss can be
obtained from the Bethe-Bloch formula [(1.96) and (1.97)]. For this case, Landau
[44] evaluated his formula (1.59) with the simplification that the maximum trans-
ferred energy is infinite. He received the energy loss distribution

P DE;Dzð Þ d DEð Þ ¼ PL k DE;Dzð Þð Þ dk ¼ PL k DE;Dzð Þð Þ=n½ � d DEð Þ ð1:121Þ

which depends only on one dimensionless parameter—the Landau parameter

k DE;Dzð Þ ¼ DE� DEh ið Þ
n

� ln jð Þ � 0:4228 non� relativistic caseð Þ ð1:122Þ

with n ¼ X2
e

2mev2
¼ DzN

2pZ2
1 Z2 24

mev2
and DEh i ¼ DzN bSe ð1:123Þ

and the reduced thickness

j ¼ n
2mev2

¼ DzN
pZ2

1 Z2 24

mev2ð Þ2 ; ð1:124Þ

where X2
e and bSe Eð Þ are given by (1.57), (1.85) and (1.96), (1.97), respectively. The

function PL(k) (Landau distribution) has been calculated numerically by
Börsch-Supan [72]. Later, Lindhard [73] obtained the analytical expression

PL kð Þ ¼ 1

y1=2 1þ yð Þ3=2
1þ y2

2þ 7yþ 6y2 þ 2y3


 �
exp

1
2þ 2y

� 1
y

� �
ð1:125Þ

with y(k) implicitly determined by k ¼ yþ ln y� 1= 2þ 2yð Þ � 0:4228 which
agrees very well with the numerical results. Because of the simplification of the
infinite maximum transferred energy, the Landau distribution is valid only for very
small layer thicknesses according to j. 0:01 (as demonstrated in the following
Fig. 1.14a).
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1.4.6.2 High Energy Region (Vavilov Distribution)

Vavilov [74, 75] evaluated the Landau formula (1.59) under the same conditions as
given in Sect. 1.4.6.1, however, without the simplification of an infinite maximum
transferred energy. The resulting distribution also depends on the Landau parameter
k(DE, Dz) but in addition it depends also directly on Dz [or the reduced thickness
j / Dz given in (1.124)]. Seltzer and Berger [76] calculated and tabulated the
Vavilov distribution PV k; j; bð Þ for the relativistic (b = v/c) and non-relativistic
(b = 0) case. Using the relative deviation of the energy loss from its average value

g ¼ DE� DEh i
Xe

¼ j1=2 kþ ln jð Þþ 0:4228ð Þ ð1:126Þ

instead of k [obtained from (1.122)–(1.124)], the energy loss distribution in the
non-relativistic case (b = 0) reads

P g; jð Þdg ¼ PV k gð Þ; j; 0ð Þ dk ¼ PV k gð Þ; j; 0ð Þ=j1=2
h i

dg: ð1:127Þ

It is shown in Fig. 1.14 for all values of j given in the tables of Seltzer and Berger
[76]. The electronic energy loss straggling X2

e ¼ DzN 4pZ2
1Z224 is given by (1.57)

and (1.85). For large values of j, the energy loss distribution P g; jð Þ tends to the
Gaussian distribution (1.60) expressed as a function of η

PG gð Þdg ¼ 1

2pð Þ1=2
exp � 1

2
g2

� �
dg; ð1:128Þ
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Fig. 1.14 The energy loss distribution P g; jð Þ (1.127) depicted over the relative deviation of the
energy loss from its average value g ¼ DE� DEh ið Þ=Xe obtained from the Vavilov distribution
PV k; j; b ¼ 0ð Þ of Seltzer and Berger [76] (non-relativistic case) for different reduced thicknesses
j = 0.01 to 0.4 (a) and j = 0.7 to 10 (b). The Gaussian distribution PG gð Þ (1.128) and the Landau
distribution P0 g; jð Þ for j = 0.01 (1.129) [with PL(k) given by (1.125)], both expressed as
functions of g, are added
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and for very small values of j it becomes equal to the Landau distribution, also
expressed as a function of η

P0 g; jð Þ dg ¼ PL k gð Þð Þ= j1=2
h i

dg: ð1:129Þ

As can be seen in Fig. 1.14, the Vavilov distribution is well approximated by the
Landau distribution for j. 0:01 and the Gaussian distribution may roughly be used
for jJ 1, however, there remains an asymmetry of a few percent up to j = 10.

1.4.6.3 Low Energy Region

In the case of very low energies, where nuclear scattering is dominant, Lindhard
and Nielsen [77] published exact analytical solutions of the energy loss distribution
P(DE, Dz) for a simplified nuclear scattering cross section. The authors used the so
called power law cross section drn ¼ Cm dTn=T1þm

n with the free parameters Cm

and 0 < m < 1 which very roughly simulates a screened Coulomb potential (for
m = 1 this cross section is equal to the Coulomb cross section given in (1.67) with
Cm = Bn).

Using a more realistic ion-atom interaction potential (the Thomas-Fermi potential
[1, 2]) and including the electronic energy loss,Meyer et al. [78] calculated the energy
loss distribution applying two simplifications. First, the nuclear scattering cross
section is calculated within the small angle approximation introduced by Lindhard
et al. [79]. Second, the electronic energy loss Te is independent of the energy but it
depends on the scattering angle of the ion u1 which means that electronic scattering
and nuclear scattering are coupled. Because the Thomas-Fermi potential used is a

generalized one, the resulting energy loss distribution P(DE,Dz) = CP f1 s; eQ� 	
is

also given by a generalized function f1 s; eQ� 	
of the dimensionless reduced thickness

s ¼ CDzDz and the dimensionless reduced energy loss eQ ¼ CDEDE (the correction

function f2 mentioned in [78] can be neglected). The function f1 s; eQ� 	
is tabulated in

[78]. The coefficients CP, CDz and CDE depend on the atomic numbers and masses of
the ion and the target atom and on the parameters of the electronic energy loss (see
[78]). The results show that with respect to the energy loss distribution for very low
energies [e � 1, see (1.76)], the nuclear and electronic scattering cannot be treated
separately.

A very useful method for the determination of the energy loss distribution is the
Monte Carlo (MC) computer simulation. The advantage of the simulation is that no
simplifications of the nuclear and electronic scattering are necessary. A widely used
MC code is TRIM (later SRIM) which is very briefly described in Sect. 1.4.8.2.
This code uses the ZBL potential for nuclear scattering and realistic energy
dependent electronic energy losses, however, the dependence of the electronic
energy loss on the nuclear scattering angle is not taken into account. For example,
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Goebl et al. [80] applied TRIM to calculate the energy distribution of 10 keV He
transmitted through a 600 Å Ag film.

1.4.7 Angular Distribution

1.4.7.1 Nuclear Scattering

The general formula for the angular distribution derived by Bothe [45] is given in
(1.63). Because of the small mass of the electrons, the scattering angle due to
scattering on electrons is negligibly small compared to that caused by nuclear
scattering. Therefore, in most cases (where channeling does not occur) only the
nuclear scattering must be considered. That means, the single scattering angle u and
the differential cross section dr in (1.63) are given by the scattering angle u1 of the
ion in the laboratory system and the nuclear differential cross section drn,
respectively, both determined by the interatomic interaction potential V(r) [see
(1.21), (1.29) and (1.31)]. For a generalized potential (e.g. Thomas-Fermi potential)
with the Lindhard screening length aL (1.15), the angular distribution can also be
generalized

P U;Dzð Þ ¼ 1
2p

E aL
2 Z1Z222

� �2

f1 eU; s
� 	

ð1:130Þ

with eU ¼ E aL
2 Z1Z222 U and s ¼ DzN p a2L: ð1:131Þ

The function f1 eU; s
� 	

was first introduced and calculated for the Thomas-Fermi

potential by Meyer [81]. Later calculations of f1 eU; s
� 	

have been performed by

Sigmund and Winterbon [82] and by Amsel et al. [83] for the Thomas-Fermi
potential [1, 2] and the Lenz-Jensen potential (see e.g. [14]) as well. Figure 1.15

visualizes the function f1 eU; s
� 	

for the Thomas-Fermi potential in two different

presentations. The relative function f1;rel eU=eU1=2; s
� 	

¼ f1 eU; s
� 	

=f1 0; sð Þ overeU=eU1=2 is shown in Fig. 1.15a, where the values of f1 eU; s
� 	

are obtained from the

tables given by Sigmund and Winterbon [82]. The maximum value f1 0; sð Þ and the

half width angle eU1=2ðsÞ of the distribution f1 eU; s
� 	

[82] are well approximated by

f1ð0; sÞ ¼ exp
X5
n¼0

cnðln sÞn
( )

and eU1=2ðsÞ ¼ exp
X5
n¼0

dnðln sÞn
( )

ð1:132Þ
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with cn = {2.126, −1.708, 0.128, −0.0116, −0.000662, 0.000128}
and dn = {−1.166, 0.947, −0.0832, 0.00646, 0.000728, −0.000105}.
In the same notation, the Gaussian distribution (1.62), valid for very large values

of s, reads

fG1;rel eU=eU1=2

� 	
¼ exp �ln2 eU=eU1=2

� 	
: ð1:133Þ

For comparison, it is added in Fig. 1.15a. As can be seen, the angular distributions
for different values s differ from the Gaussian distribution mainly by their pro-
nounced tails. Even for s = 1000, a small tail remains. In order to visualize the
deviations from the Gaussian distribution more distinctly, especially for larger
angles, the difference

Df1;rel eU=eU1=2; s
� 	

¼ f1;rel eU=eU1=2; s
� 	

� fG1;rel eU=eU1=2

� 	
is shown in Fig. 1.15b. For more details about the theoretical description of the
angular distribution of ions after having passed a target layer see the review article
of Amsel et al. [83].

1.4.7.2 Electronic Scattering

The electronic scattering contributes significantly to the angular distribution of the
ions only in the case, where the nuclear scattering is considerably suppressed (e.g.
with channeling). Because of the very small single scattering angles, the angular
distribution is well described by the Gaussian distribution given in (1.62). In the
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Fig. 1.15 The relative angular distribution f1;rel eU=eU1=2; s
� 	

¼ f1 eU; s
� 	

=f1 0; sð Þ (a) and its

deviation Df1;rel (see text) from the Gaussian distribution (b) depicted over the ratio eU=eU1=2 for

different reduced thicknesses s. For f1(0, s) and eU1=2ðsÞ see (1.132) (all data obtained from

f1 eU; s
� 	

given in [82])
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case of bare ions with charge Z1e, the required mean square deviation W2 (angular
spread) can be obtained within the dielectric description of Lindhard [57] by

w2 ¼ �Dz
2 Z2

1 22 ⁄
pm2

1 v
4

Im
Z 1

0

dk
k

Z k v

0
dx

k2 � x2=v2

el k;xð Þ
 �

: ð1:134Þ

The formalism is already described in Sect. 1.4.3.3. For the scattering on an
electron gas of density qe (number of electrons per unit volume), the longitudinal
dielectric constant el(k, x, qe) is given by (1.110)–(1.112), and (1.134) can be
evaluated numerically.

1.4.8 Spatial Distributions of the Ions and the Damage

1.4.8.1 Analytical Description

An energetic ion incident in an amorphous target undergoes a lot of collisions with
the target atoms, each resulting in a change of its direction and energy and of the
generation of a recoil target atom. Each recoil atom with an energy larger than the
displacement energy Ed generates further recoil atoms resulting finally in a collision
cascade. After a path length lp, the ion starting with velocity v at the position r = 0
on the target surface (x-y plane) comes to rest in a volume d3r at r (r ¼ rj j\lp).
The different paths of the ions caused by the different impact positions result in a
spatial distribution Pion(r, v) of the ions determined by the integro-differential
equation [84–86]

�e$r Pion r; vð Þ ¼ N
Z

dr Pion r; vð Þ � Pion r; v0ð Þ½ �; ð1:135Þ

where e = v/v, $r is the Nabla operator, v′ is the ion velocity after the collision with
a target atom and dr is the corresponding differential cross section. The distribution
Pion is normalized by

R
d3rPion(r, v)=1.

A suitable measure for the damage caused by the ion irradiation has been proved
to be the energy deposited into nuclear processes. According to Sigmund et al. [87],
the corresponding quantity F(r, v) d3r is defined as the average energy located in
the volume element d3r at the position r, minus the energy contained in electronic
excitation or ionization, at the end of the slowing-down cascade. Thus, integrating
over the whole space provides

R
d3rF(r, v) = m(E), where m is the total amount of

nuclear deposited energy which is smaller than the ion energy E. The basic equation
for the nuclear deposited energy distribution F(r, v) given by Lindhard et al. [88]
and Winterbon et al. [89] reads
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�e$r F r; vð Þ ¼ N
Z

dr F r; vð Þ � F r; v0ð Þ � F0 r; v00ð Þ½ � ð1:136Þ

which is similar to (1.135), however, it is inhomogeneous and therefore more
complicated. The quantities v′ and v″ are the velocities of the ion and the target
atom, respectively, after the collision and the inhomogeneity F0(r, v) is the nuclear
deposited energy distribution for the case of the irradiation with a target atom
(Z1 = Z2) given by the homogeneous equation

�e$r F0 r; vð Þ ¼ N
Z

dr0 F0 r; vð Þ � F0 r; v0ð Þ � F0 r; v00ð Þ½ �: ð1:137Þ

The iondistributionPion(r,v) and the nuclear deposited energy distributionF(r,v) can
be characterized by their moments which are determined by integral equations obtained
from (1.135)–(1.137) [84–89]. For instance, in the case of a homogeneous ion beamwith
large lateral extension and incidence normal to the surface (x-y plane), the ion distri-
bution Pion(z, E) depends only on the depth z and the energy (or the amount of the
velocity). It canbe characterizedby itsmoments znh i Eð Þ ¼ R dz zn Pion z;Eð Þ, where the
most prominent ones are the projected range Rp Eð Þ ¼ zh i Eð Þ and the straggling of the
projected range DRp Eð Þ ¼ z2

� �
Eð Þ � R2

p Eð Þ
� 	1=2

. A quantity to be obtained very

easily is the total range Rt > Rp given by

Rt Eð Þ ¼ lp
� � ¼ Z E

0

dE0

S E0ð Þ; ð1:138Þ

where S(E) = Sn(E) + Se(E) is the total energy loss per unit path length. For more
about analytical descriptions of the energy losses and of the ion and damage dis-
tributions see e.g. [13, 59, 90–92].

1.4.8.2 Computer Simulation

The analytical descriptions given above are very useful to study the ion distribution
Pion(r, v) and the nuclear deposited energy distribution F(r, v) and their moments for
simplified ion-atom interaction potentials and electronic energy losses (see e.g. [84–
89]). Nowadays, for practical application the distributions Pion(r, v) and F(r, v) (or a
related quantity, e.g. the vacancy distribution) are mainly obtained by computer
simulation. For the cases of ion irradiation considered here (see Sect. 1.1), where the
ion energy is large enough that the binding of the target atoms can be neglected in first
approximation, the Monte Carlo (MC) computer simulation based on binary colli-
sions can be applied. MC codes follow the ion trajectory (sufficient for ion distribu-
tion) and the recoil trajectories (necessary for the damage distribution) as sequences of
binary collisions. This requires the knowledge of the scattering anglesu1(s) andu2(s)
of the colliding atom and the recoil atom, respectively, and of the nuclear and
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electronic part of the transferred energy Tn(s) and Te(s) as functions of the impact
parameter s for all combinations of colliding pairs (ion and different kinds of target
atoms). In the case of amorphous targets as considered here, the impact parameter s is
determined by random numbers according to the probability of the occurrence of the
impact parameter s (see e.g. [93]). For energies E � En;cr � 0:01 Z1Z2

Z0:23
1 þZ0:23

2

� �
m=m2 keV [maximum of nuclear stopping power, see Fig. 1.9 and

(1.76)], noticeable scattering angles occur only after a path lengthDlp large compared
to the interatomic distance in the target. In this case, only one nuclear collision is
considered within the path length Dlp and the electronic part of the transferred energy
Te(s) is replaced by a continuous energy loss SeDlp, where Se is the electronic stopping
power of the moving atom. The advantages of the computer simulation are: all
information about the collision cascade is available, the target geometry can be
complicated (e.g. layered targets, spatial distribution of target elements) and no
simplified descriptions of the binary collision quantitiesu1(s),u2(s), Tn(s), Te(s) or Se
are necessary. The scattering anglesu1(s) andu2(s) and the nuclear transferred energy
Tn(s) as functions of the impact parameter s are determined by the ion-atom interaction
potential V(r) according to (1.21)–(1.23) and (1.29). For V(r), a generalized potential
[e.g. (1.11) and (1.16)] or a more accurate individual potential calculated numerically
according to (1.11)–(1.14) can be used. However, the latter one requires much more
computing time. The electronic stopping power Se(E, Z1, Z2) is sufficiently well
known for all Z1, Z2 and energies E (see Sect. 1.4.5), but this is not true for the
electronic part of the transferred energy Te(s, E, Z1, Z2) as function of the
impact parameter s. For low energies (E � Ee,cr) there is the analytic formula of
Firsov (1.48), however, it is limited to Z1�Z2. In order to get an analytical expression
of Te(s, E, Z1, Z2) for the low energy region which is more reliable than that given
in (1.48), Oen and Robinson [94] suggested the semi-empirical formula

Te s;E;Z1;Z2ð Þ ¼ KOR Z1;Z2;Eð Þ
a2L Z1;Z2
� � exp � 0:3 rmin s;Eð Þ

aL Z1;Z2
� �" #

E1=2; ð1:139Þ

where aL(Z1, Z2) is the Lindhard screening length (1.15), rmin(s, E) is the minimum
distance of approach determined by the ion-atom interaction potential V(r) according
to (1.30) andKOR(Z1, Z2, E) is a fitting function obtained by the demand that Te should
provide the correct stopping cross section Ŝe(E, Z1, Z2) = 2p

R
dssTe(s, E, Z1, Z2)

according to (1.56). In the approximation rmin(s, E) � s, KOR does not depend on
E and both, Te and Ŝe are proportional to E1/2. Equation (1.139) is therefore usually
applied to low energies where Ŝe * E1/2 is valid. A similar expression, applicable to
all energies, has been suggested by Posselt [95]

Te s;E;Z1;Z2ð Þ ¼ bSe Eð Þexp � 0:3CPrmin s;Eð Þ
aZBL Z1;Z2

� �" #
=

Z
ds 2p s exp � 0:3CPrmin s;Eð Þ

aZBL Z1;Z2
� �" #

;

ð1:140Þ
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where Ŝe is the ZBL stopping cross section [13] as used in TRIM / SRIM,
aZBL(Z1, Z2) is the ZBL screening length (1.16) and CP is an empirical parameter
given in [95] for Si targets. The advantage of the two formulae (1.139 and 1.140) is
that they provide the correct stopping power. With respect to the simulation of the
ion and damage distributions in amorphous targets, this is more important than their
inaccuracy of the impact parameter dependence. With respect to the impact
parameter dependence, the most reliable values of the transferred energies
Te(s, E, Z1, Z2) for E � Ee,cr can be obtained using the modified Firsov theory,
however, this needs individual numerical calculations (see (1.47) and (1.49)] for each
Z1 − Z2 combination. In the high energy region (E� Ee,cr) the electronic part of the
transferred energy Te(s, E, Z1, Z2) can be calculated numerically using the PASS
code (Sigmund and Schinner [27–30]) or the CasP code (Grande and Schiwietz
[33–35]), the physical backgrounds of which are briefly given in Sect. 1.3.1.

There are a number of different MC computer simulation codes mentioned for
instance in [14]. The most prominent one is the TRIM (1985–1990)/SRIM (1991–
2013) code [61]. The physical background described in [13, 93] is essentially the
same for all versions of TRIM / SRIM, there are only small changes in the elec-
tronic stopping powers caused by fitting newer experimental stopping data. The
situation with SRIM-2003 is described by Ziegler in [96]. Obviously, no further
changes of the stopping powers have been made in the following versions up to
SRIM-2013. The scattering angles and the nuclear transferred energy are deter-
mined using the ZBL potential [13] given in (1.11) and (1.16). For the determi-
nation of the spatial distribution of the ions and of the defects, two energies are
important: the displacement energy Ed necessary for a target atom to leave its lattice
site and the final energy Ef which causes an atom to stop. Let us consider a nuclear
collision in a space cell i at position ri. The colliding atom with energy E transfers
an energy Tn to the recoil atom and it has the energy E′ = E − Tn after the collision.
If Tn > Ed and E’ > Ed is fulfilled, the recoil leaves its lattice site which means that
a vacancy is generated in the space cell i. In the case of Tn > Ed and E′ < Ed the
recoil also leaves its lattice place, however, the colliding atom is captured to the
lattice site which is called replacement collision and no vacancy is generated. For
small transferred energies Tn < Ed, the recoil is unable to leave its lattice site and Tn

only enhances the thermal vibration energy (phonon energy). Finally, if the energy
of the colliding atom after the collision E’ is smaller or equal to Ef, the colliding
atom comes to rest in the space cell i. The spatial distribution of the ions is
determined by the number of ions stopped in the space cell i at position ri and the
vacancy distribution (damage distribution) is given by the number of vacancies
generated in the space cell i at position ri. Usually, the space cell i is a depth layer
zi…zi+1 with small thickness d. For a detailed description of TRIM / SRIM and its
output see [13].

For very low ion energies (in the order of keV or less), the binding of the target
atoms must be taken into account which means that the MC computer simulation
based on binary collisions cannot be applied. In this case, the much more computer
time consuming molecular dynamics (MD) computer simulations must be used.
However, this is not the topic of this book.
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1.5 Ion-Crystalline Solid Interaction

In contrast to amorphous targets, the atoms in a crystalline target are well ordered
and the binary collisions are no longer statistically independent. Especially, there is
a strong correlation of the succeeding collisions if the angle w between the actual
velocity of the ion and a low index direction or a low index plane of the crystal
lattice is smaller or about a critical angle (typically . 1°). The correlation consists
in the fact that the impact parameters of succeeding collisions do not change much
and consequently a small angle collision is mostly followed by a small angle
collision. Therefore, such ions remain in a low index axial channel (axial chan-
neling) or in a low index planar channel (planar channeling) of the crystal until they
suffer a series of deflections with increasing angles (dechanneling). The small angle
collisions are connected with large impact parameters s and small transferred
energies T(s) which means that channeled ions have a lower energy loss per unit
path length than ions moving in an amorphous target. For ions incident under an
angle w lower than the critical angle, a remarkable part of the ions become chan-
neled. Because of their lower energy loss, the depth distribution of the ions and the
damage distribution are extended to larger depths and the reduction of the nuclear
transferred energy leads to a smaller amount of the damage.

1.5.1 Axial Channeling

The basic concept for an analytical description of the ion motion in a crystalline
target under axial and planar channeling conditions was given by Lindhard [97].
Here, only his description of axial channeling is presented which is more important
for application (analysis of defects in crystals). It is based on a four-dimensional
phase-space statistics, where the elements of the statistics are not atoms but strings
of atoms in the low index direction considered. The crystalline target is an ensemble
of parallel atomic strings (define the z-direction), statistically distributed in the
x-y-plane (transverse space).

First, an idealized crystal is considered. It consists of idealized atomic strings
without thermal vibrations of the string atoms and the scattering of the ions on the
target electrons is not taken into account. In this case the equation of motion of an
ion along an atomic string is approximately given by [97]

dp
dt

¼ � r
r
dU
dr

withU rð Þ ¼ 1
d

Z 1

�1
dzV r2 þ z2

� �1=2h i
; ð1:141Þ

where r = (x, y), p = (px, py) are the transverse coordinates and momentum (dif-
ferently defined than in previous Sections !), U(r) is the continuous string potential,
V is the ion-atom interaction potential as given in Sect. 1.2.1 and d is the average
distance between two succeeding atoms in the string. The momentum pz in the
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direction of the string is approximately constant pz � m1v (v is the initial ion
velocity, px, py � m1v). From (1.141) follows that the so called transverse energy

E? ¼ p2

2m1
þU rð Þ ¼ Ew2 þU rð Þ ð1:142Þ

is constant (p = pj j = m1v sin w � m1v w because the angle between the actual
velocity of the ion and a low index direction w . 1°, E = m1v

2/2) and there exists a
minimum distance of approach of the ion to the string rmin(E⊥) given by
U(rmin) = E⊥. A more detailed treatment [97] shows that the transverse energy E⊥

is approximately conserved for

E? .Ew2
1 withw1 ¼

2Z1Z222

E d

� �1=2

; ð1:143Þ

where w1 is a characteristic or critical angle for axial channeling.
Assuming a constant probability within the transverse energy shell (E⊥ …

E⊥ + dE⊥) in the transverse phase space (r, p) (that means the equilibrium is
reached), the statistical average of a physical quantity f(r, p) in the four-dimensional
phase space (note that the motion in z-direction is not a statistical one but determined
by z = vt and pz = m1v) is obtained by

fh iðE?Þ ¼
Z r0

rmin E?ð Þ

dr 2r
r20 � r2min E?ð Þ

Z 2p

0

dur

2p

Z 2p

0

dup

2p
f r;ur; p E?; rð Þ;up

� � ð1:144Þ

[97] with p(E⊥, r) = {2m1[E⊥ − U(r)]}1/2 according to (1.142). The radius r0 is
given by the area belonging to one string pr20 ¼ 1= Ndð Þ and (r, ur) and (p, up) are
the polar coordinates of r and p. According to Lindhard [97], the equilibrium in the
transverse energy shell is reached after a depth zeq � 1000 atomic layers or less,
which limits the validity of (1.144) to depths z > zeq.

For an ion incident in the crystalline target under an angle win with respect to a
low index direction, the passage through the surface (z = 0) causes a distribution of
transverse energies

g E?; z ¼ 0ð Þ ¼
Z ro

0

dr 2r
r20

d E? � Ew2
in � U rð Þ� �

; ð1:145Þ

where d is the delta function. In the case of the idealized crystal, this distribution
does not change with increasing depth because the transverse energy is conserved
(channeling).

In the real crystal, the transverse energy is not conserved. It changes caused
by scattering on the thermally vibrating lattice atoms, on the target electrons and on
different kinds of defects if present. Therefore, also the distribution g(E⊥, z) of the
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transverse energy changes with depth (dechanneling) described by the integro-
differential equation (master equation) [97]

@g E?; zð Þ
@z

¼
Z 1

0
dE0

? P E?;E0
?; z

� �
g E0

?; z
� �� P E0

?; E?; z
� �

g E?; zð Þ� �
: ð1:146Þ

The probability P E0
?;E?; z

� �
dE0

? for the transition of the transverse energy E⊥

to E0
?. . .E

0
? þ dE0

? at depth z is determined by all scattering processes mentioned
above which are responsible for the dechanneling. The distribution g(E⊥, z) is
derived by solving (1.146) with the initial distribution given by (1.145).

A quantity of interest in following Chapters is the Rutherford backscattering
minimum yield vmin(z) as a function of the depth z. It is obtained from the dis-
tribution g(E⊥, z) for normal incidence [win = 0 in (1.145)] by

vmin zð Þ ¼
Z 1

0
dE? g E?; zð Þpin E?ð Þ; ð1:147Þ

where pin is the relative probability (with respect to an amorphous target) of an ion
with transverse energy E⊥ to hit a thermally vibrating lattice atom

pin E?ð Þ ¼ r20
r20 � r2min E?ð Þ

Zr0
rmin E?ð Þ

dPth rð Þ ð1:148Þ

and dPth(r) is the spatial distribution of the thermally vibrating atoms. For details
and more information concerning the theory of Lindhard and its application see
[97, 98].

The two problems of the Lindhard theory are the difficulty of the numerical
solution of (1.146) for realistic transition probabilities and the limitation of its
validity to depths z > zeq � 1000 atomic layers as mentioned above. Therefore, a
modified master equation approach has been developed [98–100] which is more easy
to handle numerically and overcomes the problem for small depths z < zeq. It is
based on the Lindhard theory mentioned above, however, discrete transverse energy
intervals i are used instead of the continuous transverse energy E⊥. This means that
the distribution g(E⊥, z) becomes an array gi(z) and the transition probability
P E0

?; E?; z
� �

describing the dechanneling becomes a matrix Pj,i(z). Three contri-
butions to Pj,i(z), caused by the scattering on lattice atoms, electrons and point
defects, are taken into account. The contributions from the elastic scattering of the
ion on thermally vibrating lattice atoms and on point defects (displaced lattice atoms)
are calculated using the individual ion-atom interaction potential [8] according to
(1.11)–(1.14). Opposite to amorphous targets, in the case of crystalline targets and
channeling conditions, the scattering of the ions on the target electrons must be taken
into account because the nuclear scattering is remarkably suppressed. The corre-
sponding contribution to Pj,i(z) is determined using the angular spread (1.134) given
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by Lindhard [57]. The problem that the Lindhard theory is not valid for depths
z < zeq (the equilibrium in the transverse energy shell is only reached at z � zeq) is
overcome in the following way. For perfect crystals (no defects), the minimum yield
vmin,sim(zeq) at depth zeq is determined by computer simulation using the individual
potential [8] for the nuclear scattering and the angular spread given by (1.134) for the
additional angular deflection due to electronic scattering. Then, the initial distribu-
tion gi(0) is modified in this way that the calculated minimum yield vmin(zeq) is equal
to the simulated minimum yield vmin,sim(zeq) at depth zeq. It has been shown that
zeq = 3000Å is a good choice [100] (the results are insensitive to a small variation of
the value of zeq). Due to this modification of the master equation approach, a good
agreement of the calculated minimum yield with completely simulated and measured
vmin(z) for perfect crystals has been obtained [100].

The modified master equation approach of the dechanneling [98–100], briefly
described above, is the basis for the computer code DICADA (Dechanneling In
Crystals And Defect Analysis). It takes into account two different depth distribu-
tions nda1(z) and nda2(z) of point defects (displaced atoms) of different kinds. The
different kinds of point defects considered are: displaced atoms randomly dis-
tributed within the lattice cell; displaced atoms with a fixed displacement distance
with and without thermal vibration; and displaced atoms with up to 10 different
displacement distances. Using DICADA it is possible to calculate the Rutherford
backscattering minimum yield vmin(z) as a function of the depth z for the perfect
crystal or for crystals with point defects if the defect distribution nda1(z) (and nda2(z)
if present) and the parameters for the corresponding kinds of point defects are
known. Vice versa, it is possible to calculate nda1(z) if vmin(z) is measured, nda2(z) is
known or not present and the parameters for the kinds of point defects are known
(defect analysis). A full description of the physical background and the input and
output of DICADA is given in [99, 100].

1.5.2 Ion Range and Damage Distribution

The spatial distributions of the ions and of the damage in crystalline targets are
nowadays mainly determined by computer simulation. For the cases of ion irradi-
ation considered here, where the ion energy is large enough that the binding of the
target atoms can be neglected, the computer simulation based on binary collisions
can be applied. It is similar to the MC computer simulation for amorphous targets
described in Sect. 1.4.8.2. In both cases, the interatomic interaction potential
(provides the scattering angles and the nuclear transferred energy) and the elec-
tronic energy loss are required. The main difference is that in the case of crystalline
targets the impact parameters are not fully chosen by means of statistics but they are
mainly determined by the lattice sites of the crystal lattice. There is only a slight
statistical influence given by the deviation of the position of the target atoms from
the lattice sites due to their thermal vibrations. Another difference concerns the
electronic energy loss. In comparison with amorphous targets, for crystalline targets
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the impact parameter dependence of the electronic part of the transferred energy
Te(s) must be known more accurately because small impact parameters are sup-
pressed due to the channeling effect; that means a continuous energy loss cannot be
used at all. There exist some binary collision computer codes for crystalline targets
mentioned in [14]. The most used codes are MARLOWE [101] developed by
Robinson, Torrens and Oen [94, 102, 103] and Crystal-TRIM developed by Posselt
[95, 104]. Usually, the MARLOWE code uses the Moliere potential [105] but it
also allows the alteration of the potential function. The electronic part of the
transferred energy Te(s) is given by (1.139). Because of the limited validity of
(1.139), MARLOW can only be applied to the low ion energy region E� Ee,cr. The
Crystal-TRIM code is based on the ZBL potential [13] given in (1.11) and (1.16)
and on the electronic part of the transferred energy Te(s) given by (1.140). It can be
applied for all ion energies, however, only for targets, where the parameter sets for
Te(s, E, Z1, Z2) are known (for Si in [95]). Both codes simulate the whole collision
cascade and therefore they are able to provide the full information about the spatial
distributions of the ions and the damage (displaced atoms). For details concerning
the physical background and the application of MARLOW and Crystal-TRIM see
[94, 102, 103] and [95, 104], respectively.

1.6 Summary

In the ion energy range considered here, the interaction of the ion with the
whole solid can be described as a sequence of binary collisions where the elas-
tic (nuclear) and inelastic (electronic) contributions to the binary collisions
can be treated separately. There exist two characteristic ion energies
En;cr � 0:01Z1Z2 Z0:23

1 þZ0:23
2

� �
m1 þm2ð Þ=m2 keV and Ee;cr � 22 m1=uð ÞZ1 Z0:4

2 keV
(u is the atomic mass unit) for the nuclear and electronic scattering, respectively,
where the ratio Ee,cr/En,cr varies between about 100 and 3000 for all possible
projectile-target combinations.

The nuclear scattering is determined by the ion-atom interaction potential. For
ion energies E � En,cr it can be approximated by the Coulomb potential between
the two nuclei, however, in the case of E . En,cr the screening due to the electrons
of the ion and target atom must be taken into account. The nuclear stopping cross
section has a maximum for E � En,cr.

The processes responsible for the electronic scattering are quite different for ion
energies below and above Ee,cr. While the excitation and ionization of the target
atom is the dominating process for E� Ee,cr, the classical exchange of the electrons
of the ion and the target atom mainly determines the electronic scattering for
E � Ee,cr. Near the maximum of the electronic stopping cross section, positioned at
E � Ee,cr, both processes are important for the electronic scattering. Because
Ee,cr � En,cr is true for all projectile-target combinations, the nuclear contribution to
the stopping can always be neglected for E J Ee,cr.
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Besides the introduction into the physical processes of the ion-solid interaction,
some formulae and figures are given for practical use.
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Chapter 2
Models for the Description of Track
Formation

Christian Dufour and Marcel Toulemonde

Abstract The different models developed to describe track formation induced by
swift heavy ions will be presented. The macroscopic ones are the Coulomb
explosion model, the bond weakening (BW) model, the exciton self-trapping
(STX) model, the concept of reduced electronic energy loss, the analytical thermal
spike model, the IDEA (Ionization Diffusion-Explosion-Amorphization) model, the
inelastic thermal spike model (i-TS) and to finish microscopic descriptions using
molecular dynamic (MD) calculations. All the models were applied to describe the
track formation in different kinds of materials (metals, semiconductors or insula-
tors), while additionally the i-TS model and MD calculations were used to describe
the sputtering yield. It will be shown that the initial energy deposition plays an
important role in the different descriptions and that there is no simple link between
the energy deposited in the electronic and later in the atomic system. The large
number of models presented here shows by itself that we are far away from a
complete description of track formation. So the ambition here is just to give a
present status of the different models.

2.1 Introduction

When irradiating a material with swift heavy ions, four stages have to be considered
as depicted in Fig. 2.1. In the following it will be tried to describe how the energy
deposited in the electrons in 10−16 s induces a nanometric transformation of the
irradiated material called ion track. Such track is a discontinuous or continuous trail
of defects [1] resulting from a dense electronic excitation, deposited in a short time
and in nanometric space. Experimental results of track formation in various
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materials will be reported in Part III of this book. As compared to nuclear collisions
for which damage results from a direct atom–atom interaction, the track resulting
from this electronic excitation is a four step process (Fig. 2.1) [2]: first, the incident
ions transfer their energy to the electrons of the target by ion-electron collisions,
second by electron-electron collisions this energy is shared among other cold
electrons, third it is transferred to the lattice by electron-phonon coupling and fourth
it dissipates among the atoms, inducing a spike along the ion trajectory. The energy
is deposited in the electrons within 10−16 to 10−15 s and then transferred to the
lattice atoms within 10−13 to 10−11 s. Our goal in this chapter is to present the
different models that have been proposed to describe the latent track formation
resulting from this four step process. A lot of questions are still open because it is
not possible to make experiments within this short time scale within a nanometer
volume and furthermore to develop microscopic models taking into account elec-
tron and atom motion at the same time. So it is necessary to proceed step by step in
order to present the models that can provoke more clever experiments.

Fig. 2.1 Description of the different processes related to the energy deposition to the electrons
and its relaxation to the lattice atoms. This figure is a combined picture from the paper of Zhang
et al. [2] and of a track observed in Y3Fe5O12 [161]. The column called “in situ experiments”
account for Auger spectroscopy that probes the electron temperature at 10−14 s [162] and for atom
sputtering [163] that probes indirectly the atomic temperature between 10−13 and 10−11 s. Tracks
are observed in rest, i.e. after at least one day
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2.2 Electronic Energy Deposition

2.2.1 Electronic Energy Loss

Before any model development, it is necessary to know the slowing down of an ion
per unit length (dE/dx). During a collision the incident ion with an energy Ei can
transfer an energy Ee to electrons of the target with a probability r(Ei,Ee) [3–6]. The
average energy 〈Eeav〉 deposited in the electronic system over a path length dr,
small enough to allow a single collision, is

Eeavh i ¼ N dr
ZEem

0

Ee r Ei;Eeð ÞdEe ð2:1Þ

where N is the number of scattering centers per unit volume, Eem the maximum
energy transfer to the electrons, calculated by the kinematics of an ion-electron
collision. Therefore the energy loss of the incident ion (dE/dx) is equal to 〈Eeav〉/dr.
Consequently the energy deposited to the target electrons is Se = −dE/dx. The
probability r(Ei, Ee) is deduced from Coulomb interaction between the incident ion
and the electrons of the target atoms, described by Bohr [4] and Lindhard et al. [5,
6]. All descriptions take into account the effective charge states Z1

* of the incident
ions which are the result of a competition between electron stripping and electron
capture determined by the ion velocity compared to the electron velocity of the
target atoms. The evolution of the effective ion charge state as a function of its
velocity is described either microscopically [7, 8] or macroscopically [9].
A continuous model of the energy loss process is based on the well known theories
of Bohr and Lindhard, Scharff and Schiøtt [5, 6] and the electronic energy deposited
in the target Se = −dE/dx is calculated with the SRIM (Stopping and Ranges of Ions
in Matter) code [10, 11]. The parameters necessary for calculations in the frame-
work of this code have to be determined experimentally from fits of energy loss
measurements. In a more recent development limited only to the electronic energy
loss (the CasP code [8, 12]), the main input data are the projectile screening
function, in the case of dressed ions, the electron density and the set of oscillator
strengths for each sub-shell. The authors proposed a general interpolation procedure
between close and distant collisions by introducing additive connecting functions.
Thus, expressions derived for small and large impact parameters can be smoothly
joined to a simple expression valid for all impact parameters.

The differences of the values of the electronic energy deposition per ion and unit
length, Se, calculated with the SRIM and CasP codes are illustrated in Fig. 2.2 for
the example of Xe irradiation in CaF2. The main features are on the one hand a
difference by around ±10 % of Se for beam energy larger than 1 MeV/u, and on the
other hand a variation by a factor of 2 of Se at energies around 0.01 MeV/u. Such
variation in the electronic energy loss in this low energy regime depends strongly
on the stopping material in which the atoms are slowing down [13]. It should be
mentioned that in the lower energy range (around 0.005 MeV/u) the absolute value
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of electronic energy loss is smaller than the nuclear energy deposition per ion and
unit length, Sn, as seen in Fig. 2.2 [14]. It should be noted that recent measurements
of particle ranges in materials [15] at *0.025 MeV/u are in favor of the CasP code
[12]. Moreover such predictions have been confirmed by Sigmund [16, 17] since
the electronic stopping cross section may be determined from the inverted ion-target
system by applying the concept of reciprocity. The principle of reciprocity is based
on the invariance of the inelastic excitation in ion-atom collisions against inter-
change of projectile and target, and is applicable in the low-velocity regime
(E < 0.025 MeV/u) where the projectiles are neutral and the probability for electron
loss is small. These differences can alter drastically any quantitative track
description if the exact values of the electronic energy loss are not taken into
account.

2.2.2 Radial Energy Distribution

For a given nominal Se value, the energy density deposited in the electronic system
strongly depends on the ion velocity, called velocity effect [18–26]. The target
volume in which the kinetic energy of the ions is deposited to the kicked-off
electrons of the target, the so-called d-ray electrons, becomes larger with increasing
ion velocity. Using Monte Carlo (MC) calculations, Katz and Kobetich [19, 20] and
Fain et al. [21] have determined the radial distribution of the energy deposited in the
electrons by calculating the evolution of the kinetic energy in the electron cascades
as a function of the radial distance (*1 µm) and the time (*10−15 to 10−14 s) [22,
23]. These Monte-Carlo calculations have been updated by Kraft and Krämer [24]
and Gervais and Bouffard [23]. The calculations stop when the energy given to an
electron by a collision is smaller than the ionization potential which is in the order
of 10 eV. Figure 2.3a presents the evolution of the dose in Gray versus the radial
distance from the ion axis. Gray is usually defined as the energy deposited per
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kilogram of matter (J/kg). The unit (J/kg) can be expressed in eV/at. These curves
result from Monte Carlo calculations [25] for the same value of electronic energy
loss (*11.3 keV nm−1) at two different ion energies per nucleon in mica. Since the
volume in which the energy is deposited is smaller at low energy than at high
energy, the energy density deposited in the electrons is the larger the lower the ion
energy is.

Fitting the results of Monte Carlo calculations [19, 20], an analytical formula has
been proposed by Zhang et al. [22] and Waligorski et al. [26] that describes the
energy distribution versus the radial distance from the ion axis,

D0 rð Þ ¼ B=rð Þ 1� rþ r0ð Þ= rm þ r0ð Þð Þ1=a= rþ r0ð Þ: ð2:2Þ

Here D0(r) is the dose deposited at a radial distance r from the ion path, r0 is the
range of electrons having the ionization energy of the target, rm is the maximum
range of the d ray electrons in the considered matter and a is a constant depending
on the velocity of the incident particle. The dose distribution D0(r) is corrected by a
factor (1 + K(r)) to take into account the missing dose at small radial distances
(*1 nm) [26], leading to an energy A(r) given to the electrons per unit volume

A rð Þ ¼ D0 rð Þ 1þK rð Þð Þ ð2:3Þ

with B a normalization constant ensuring that the integration of A(r) over the radial
distance is equal to Se in cylinder geometry.

A(r) can be calculated versus the radius for each material [22]. Figure 2.3b
shows the fraction of Se deposited in the electronic system versus the radial distance
from the ion trajectory for vitreous SiO2 irradiated with different ion energies per
nucleon [27].
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To estimate the effect of the ion velocity, a cylinder of radius a in which 66 % of
the electronic energy loss is stored, has been defined (Fig. 2.3b). This criterion
assumes that *2/3 of the energy deposited in the electrons is located in the core of
the track and *1/3 in the halo of the track as shown in [27]. As it can be seen in
Fig. 2.3b, the deposition radius increases with increasing energy, i.e. larger ion
velocities lead to electronic energy deposition in a larger volume resulting in a
lower energy density. Figure 2.3c shows a values as a function of the specific beam
energy for different materials. These a values follow roughly a power law of the
specific energy (a * E0.4), i.e. seem to be almost proportional to the ion velocity. It
should be noted that the extrapolation of the analytical formula of the radial energy
distribution from Waligorski et al. [26] to low energies (E < 0.1 MeV/u) is ques-
tionable and in this energy regime new Monte Carlo calculations are needed.

As an example, Se and the absorption radius a are plotted in Fig. 2.4 versus the
Au energy for an irradiation of vitreous SiO2 (Fig. 2.4a) and pure Fe (Fig. 2.4b).
The energy Et deposited in the electrons is equal to the electronic energy loss Se
divided by pa2, the area in which the slowing down energy of the ion is given to the
electrons normalized with the atomic density of the material. Et is shown in Fig. 2.4
in eV/at for SiO2 and Fe. At 1 MeV/u the energy deposited in the electrons is
Et * 7 eV/at for SiO2 and *40 eV/at for Fe (Fig. 2.4) corresponding to
5.6 � 104 and 3.2 � 105 J cm−3, respectively. Assuming a mean value
of *2 � 105 J cm−3 this leads to a power of *2 � 1019 W cm−3 within a time of
10−14 s. Such a power has to be compared to femtosecond laser irradiation: as an
example, melting of Ni is expected when it is irradiated by a femtosecond laser
(200 fs) with a power of 0.43 J/cm2 [28]. The depth of the light absorption is in the
order of 10−6 cm in a metal and so the energy density is 4.3 � 105 J/cm3, i.e. a
power of *2 � 1018 W/cm3 which is one order of magnitude lower than that for
ion irradiation. So, as already mentioned [29, 30], it is reliable to take advantage of
experiments and models developed to describe the transformation of matter by
femtosecond lasers in order to understand track formation and sputtering due to ion

1.0

10.0

100.0

0.1 1 10α 
(n

m
),

 S
e 

(k
eV

/n
m

),
 E

t (
eV

/a
t)

Au energy (MeV/u)

SiO2 target

(a)

Et

α

Se

1.0

10.0

100.0

0.1 1 10

Au energy (MeV/u)

Fe target

(b)

Et
α

Se

Fig. 2.4 Se, a, and the energy deposited in the electrons (Et) versus beam energy for Au
irradiation of a vitreous SiO2 and b Fe

68 C. Dufour and M. Toulemonde



irradiation. However, the main difference in these two processes of electronic
excitation is the geometry and the size: with ions this energy is deposited in a
cylinder with some nanometer radius, while fs laser irradiation has a planar
geometry with a beam spot of *1 µm and a minimum depth of light absorption
of *10 nm. Such change in the geometry influences the cooling rate which is one
order of magnitude larger in cylinder geometry as compared to a planar one.

2.3 Description of Track Formation

The track in a material is a trail of damage resulting from a nanometric, dense and
shortly created electronic excitation and was observed for the first time by Silk and
Barnes [31]. Defects created by individual electronic excitation as observed by
classical irradiations (gamma irradiation or low Z ions) are not considered.

The electronic energy loss Se with its radial distribution is the initial stage of any
track description which will be presented now. Several macroscopic models have
been proposed: Coulomb explosion [32–34], reduced electronic energy loss [25],
self-trapped excitons [35–38], bond weakening [39, 40] and the thermal spike
model developed by Szenes [41, 42] considering only the process starting when the
energy is already transferred to the atoms. Then Canut and Ramos [43] introduced
the concept of effective electronic energy loss by analytically solving the diffusion
equation for the temperature distribution of the electrons and considering the energy
transfer to the atoms. Toulemonde et al. [27, 44], Trautmann et al. [45], Meftah
et al. [46, 47], Dufour et al. [48, 49] and Wang et al. [50] have numerically solved
[51] the complete two coupled differential equations describing heat diffusion
within the electronic and atomic subsystems of the solid. The thermal spike model
is subject of intense research [27, 30] in order to study its strengths and weaknesses
or to develop alternative models [52, 53]. It is not the aim of this chapter to describe
all the models in detail, but we shall summarize recent detailed reviews [29, 37, 53]
by giving an overview about the various models with the focus on the main
physical phenomena the models are based on.

All these models cover several fields of physics: the ionization stage resulting
from the ion-electron collisions leads to a positive charge along the ion path which
is described by atomic physics [54]. This results in the creation of a high electric
field which exists only for a short time due to its rapid screening by the returning
electrons [32] and also in a distribution of the energy deposited in the electrons.
These two processes induce then atomic motion which is described by a solid state
physics approach [55–57]. The following response of the atomic lattice to the
perturbation is a problem of mechanics [58–60]. And finally, the resulting structural
modifications and possible atomic motion have to be explained in the framework of
solid state physics. This clearly shows that the description of track formation is a
complex problem [61–63].

At the end of this chapter molecular dynamics calculations will be shortly
described in order to illustrate the development of microscopic models [2, 62, 64–67].
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2.3.1 Coulomb Explosion

Ejection of electrons by ion-electron collisions leads to the appearance of ionized
target atoms, creating a Coulomb field along the ion path. The ion motion under this
electric field that exists during a limited time (less than 10−13 s) may induce tracks
in materials. Such a model was developed by Fleischer et al. [32] to explain that
hard insulators (like Al2O3) and metallic materials are insensitive to ion irradiation
in the electronic energy loss regime. The volume in which such an electric field is
created is as narrow as 1 nm3 [63] and the created Coulomb field acts in a short time
(* 10−14 s) as recently measured by Schiwietz et al. [68, 69] and Rzadkiewicz
et al. [70].

The model describes under which condition a repulsive Coulomb force is suf-
ficient to prevail over the lattice bonding forces. This local force is equal to n2e2/ea0

4

where n is the average ionization, e the dielectric constant of the considered material
and a0 the mean atomic spacing. If this force is larger than the mechanical strength
rM * Y/10 (Y the Young modulus) then atomic motion is expected.

With the availability of large accelerator facilities, in the 1980s it was shown that
pure metals [48, 71] and insulators like Al2O3 [72, 73] are really sensitive to
electronic excitation which could not be explained by the model descibed by
Fleischer et al. [32]. So the Coulomb explosion model was extended by Lesueur
and Dunlop [33]. They estimate the space charge created by an incident ion during a
time scale defined by the electron gas response. The ionized radius was calculated
leading to a dimensionless quantity η = Z1

* � v0/v where Z1
* is the effective charge

of the incident ion, v its velocity and v0 the Bohr velocity. This quantity η is
proportional to Se

0.5 since Se is proportional to the square of the incident ion charge.
The model was applied to pure metallic materials (Ti and Fe) for which the exis-
tence of a displacive transformation associated with a soft mode in the phonon
spectrum seems to favour efficient energy transfers between highly excited elec-
trons and target atoms [74]. The experimental damage cross sections are plotted
versus η and fitted with a power law of η8, i.e. to S4e (solid lines in Fig. 2.5a for Ti
[75] and Fe [76]). Such a law is expected since the calculated kinetic energy Ekin

received by the atoms during the Coulomb explosion follows roughly a power law
(Ekin � S4e ) [33]. The model was also applied with success to high Tc supercon-
ductors by Iwase et al. [34]. In that case (Dc/c0)/DNI which is the relative increase
of the c-axis lattice parameter per incident ion normalized by the initial value of the
lattice parameter c0 with the ion fluence defined as NI is plotted versus dJ/dx where
dJ/dx is the deposited energy per unit lenght with J the potential energy resulting
from primarily ionized atoms [32] (Fig. 2.5b). dJ/dx is a parameter proportional to
Se. As can be seen (Dc/c0)/DU is proportional to (dJ/dx)4 and thus to S4e as proposed
in the case of Coulomb explosion [33] developed for metallic materials.
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It should be noted that, as suggested by Fleischer’s original Coulomb explosion
model, that this electric field exists in a time range of 10−14 to 10−13 s in order to be
efficient. Based on this time Itoh et al. [37] have calculated the energy transferred to
the atoms and they suggest that rather a little fraction of the initial deposited energy
is transferred to the atoms (*some 10−3 of Se) along the ion path in agreement with
the calculations of Lesueur and Dunlop [33].

2.3.2 Bond Weakening (BW) Model

Electron excitation can affect interatomic forces, leading to material modification as
suggested earlier. The bond weakening is a natural extension of earlier ideas showing
a strong dependence of the crystal structure on the corresponding electronic structure
of the material [77]. Such a model was developed by van Vechten et al. [39] and
Combescot et al. [78] to explain laser annealing of defects in Si by nanosecond laser
pulses. But it has appeared that the electron–hole pair concentration created by the
laser light absorption may be too small to be critical to ensure a thermal annealing.
Then to explain such annealing a transient thermal process was suggested and
quantitatively developed [79, 80]. This model was able to describe quantitatively the
time and depth of melting. The comparison with experiments was performed by
measuring the time of melting by in situ reflectivity and the depth of melting by
impurity diffusion [81–83]. The measurement of light reflectivity provides also the
evolution of the surface reflectivity versus temperature of the solid [82].

More recent calculations for Si, Ge and GaAs by Stampfli and Bennemann [40]
find that the excitation (and hence loss) of valence electrons by 15 % induces lattice
instability within 100 fs [84], consistent with recent time-resolved x-ray diffraction
measurements following a femtosecond laser pulse [85] in Bi. It is certainly true
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that excitation from bonding valence orbitals to antibonding conduction band
orbitals leads to very rapid structural rearrangements in systems like Bi [86].
Extended discussions regarding this phenomenon are given by Duffy et al. [53] and
by Klaumünzer [30].

2.3.3 Exciton Self-trapping (STX) Model

Excited electrons and holes polarize the surrounding lattice creating a distortion
which, associated with the excited carrier, is called a polaron. Two kinds of
polarons do exist [87], the one linked to a free motion of the carriers in the lattice
and the second that can be trapped by the created distortion and is called
self-trapped exciton. In halides [88] like in LiF [89–93] and oxides, particularly
crystalline quartz [91], this phenomenon has been observed under swift heavy ion
irradiation [88–93]. Atomic motion is the result of the transfer of the stored elec-
tronic energy to the lattice by emission of several phonons. This process was
studied in several materials by Itoh and Stoneham [36]. They conclude that in
insulators self-trapping of excitons influences the critical energy deposition for
track formation. According to this study, the critical energy loss amounts to
3–5 keV nm−1 in materials where excitons are self-trapped, as e.g. in crystalline
quartz. In materials in which self-trapping of excitons does not occur like in
metallic materials and III-V and group IV semiconductors the critical energy
deposition for track formation reaches values near 20 keV nm−1. The difference can
be ascribed to a strong localization of electronic excitation energy along the ion
path in halides while it is delocalized in the case of free excitons.

A quantitative development of the model has been done for crystalline SiO2 by
Itoh [91] in order to describe amorphous ion tracks observed by Meftah et al. [46].
It is assumed that this exciton mechanism is efficient only if the number of
self-trapped excitons is equal to the number of the SiO units. Suppose that D(r) is
the dose deposited per unit area in a coaxial cylindrical shell of a thickness of a
molecular layer, at a distance r from the path of the ion as calculated by Zhang et al.
[22]. The initial dose distribution D0(r) transferred to the electrons is mainly
governed by the secondary ionization by d ray electrons [see (2.2)]. The number p
(r) of self-trapped excitons per unit area produced at a distance r from the ion path
is given by p(r) = D0(r)/W, where W is the energy necessary to excite all SiO2

electrons. For the calculation of the cylinder radius in which all SiO2 electrons are
excited a value larger than W = 38 eV was assumed. This value which is larger
than the optical gap energy of crystalline SiO2 (*9 eV [94]) was used since the
energy to create an electron-pair is around three times the optical band gap. The
results of the calculation are compared with experimental results by Meftah et al.
[46] in Fig. 2.6, in which the experimental track radii (dots) as well as the calcu-
lated ones (full line) are plotted as a function of electronic energy loss Se. The good
agreement between experiment and calculation confirms the suitability of the model
for the description of ionization induced damage formation in SiO2.
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2.3.4 Concept of Reduced Electronic Energy Loss

The concept of reduced electronic energy loss was introduced by Bouffard et al.
[25] in order to take into account the fact that for the same electronic energy loss the
track radii are larger for low beam energy (<0.6 MeV/u) than the radii resulting for
high beam energy (>2.7 MeV/u) as observed in mica (Fig. 2.7a).

The main difference is that at low ion energy the energy deposited in the elec-
trons is spread out into a smaller volume than at high energy. As an example the
maximum energy transfer per ion to electrons for a beam energy of 0.1 MeV/u is
around 200 eV, while at 10 MeV/u it is 20 keV. Using the Monte Carlo model
described by Gervais and Bouffard [23], the calculated radial dose DMC(r) does not
give the corresponding energy loss with satisfactory accuracy. Thus the radial dose
distribution has been normalized assuming that

D rð Þ ¼ dE=dx
R1
0 2prDMC r0ð Þdr0 DMC rð Þ ð2:4Þ

where D(r) is the local dose at a distance r from the ion path (Fig. 2.3a).
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Since the track radius Rt is in the order of 5 nm the dose deposited at larger
distance (r > Rt) is not efficient to create a track. Consequently, only electrons
having energy lower than the so-called cut-off energy Ecut-off will be considered.
The evolution of the radial dose distribution for Kr irradiation in mica is plotted as
function of the radial distance r for several values of this cut-off energy in Fig. 2.8,
showing that it becomes efficient for Tcut-off � 1000 eV. It is shown that for a
cut-off energy of 250 eV the local dose distribution for 10 MeV/u Kr ions becomes
the same as that for 0.2 MeV/u. Such an agreement is the result of neglecting the
dose given to the atoms by electrons with energy larger than 250 eV.

The reduced energy loss Se-red is then calculated (Fig. 2.7b) using (2.1) [3], with
Eem replaced by Ecut-off.

Se�red ¼ �ðdE
dx

Þred ¼ N
ZEcut�off

0

Eer Ei;Eeð ÞdEe ð2:5Þ

where r(Ei,Ee) is the differential cross section for electron emission. Independent of
the cut-off energy, between 100 and 500 eV the dose distribution remains nearly
unchanged (Fig. 2.8). By choosing Ecut-off = 200 eV, the track radii versus the
reduced electronic energy loss lie on the same curve for all ion energies (Fig. 2.7b).
So, the difference in radii between high and low beam energies (Fig. 2.7a) disap-
pears if only the energy which is deposited near the ion path is considered instead of
the total electronic energy loss.

This model developed by Bouffard et al. has been proposed as a possible model
to predict the experimental track radii directly from the initial energy deposition of
the electrons as obtained by Monte Carlo calculation without any other radial
expansion of the initial energy. It is disappointing that, to our knowledge, this
model up to now was applied only for mica.
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2.3.5 A Transient Thermal Process

The thermal spike was proposed by Desauer [95] and reconsidered for insulators by
Chadderton and Montagu-Pollock [96] and for metals by Seitz and Koehler [97].
The main idea of this model is to suppose that the energy deposited in the lattice can
be described by a transient thermal process acting in the electronic and atomic
subsystems. We denote it more specifically as the inelastic thermal spike (i-TS)
model [44–51] to emphasize the difference with the elastic collision spike model
which is valid in the nuclear energy loss regime [98]. In the i–TS model, the energy
deposited in the electrons by the slowing down of the incident ions diffuses within
the electron subsystem by electron-electron interactions before being transferred
and finally localized in the lattice system via the electron–phonon coupling. The
heat diffusion in the electron and in the lattice subsystems versus time t and space
r (in cylindrical geometry) is described by the following two coupled differential
equations [99]:

Ce Teð Þ @Te
@t

¼ 1
r
@

@r
rKe Teð Þ @Te

@r

�
� g Te � Tað ÞþA rð Þ

�
ð2:6Þ

Ca Tað Þ @Ta
@t

¼ 1
r
@

@r
rKa Tað Þ @Ta

@r

�
þ g Te � Tað Þ

�
ð2:7Þ

where Te,a(r,t), Ce,a(r,t) and Ke,a(r,t) are the temperature, the heat capacity per unit
volume (called specific heat in the following) and the thermal conductivity of the
electronic (e) and atomic (a) subsystem, respectively. A(r) is the energy deposited
into the electronic system [26]. The only free parameter in this model is the elec-
tron–phonon coupling strength g [55].

At present different ways exist to explore the heat diffusion equations for
describing the occurring physical processes and calculating experimentally acces-
sible quantities:

I The so-called analytical thermal spike (a-TS) model proposed by Szenes [41,
42] provides an analytical solution of the differential equation for the atomic
system (2.7) ignoring the way the energy is transferred to the atoms. This
model was extended by Trinkaus [58] to describe the anisotropic growth in
amorphous materials under swift heavy ion irradiation (see Chap. 10).

II The ionization diffusion-explosion-amorphization (IDEA) model by Canut
and Ramos [43] takes into account the energy diffusion to the electrons prior
to its transfer to the atoms by providing an analytical solution of the dif-
ferential equation for the electronic system (2.6).

III In the inelastic thermal spike (i-TS) model [44–51] a complete numerical
solution of the system of differential equations [(2.6) and (2.7)] is given taking
into account the coupling between the electronic and atomic subsystems.
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IV Finally, in the exciton decay model [38] it is assumed that the energy
delivered by the thermal spike leads to the formation of bound excitons.
Their nonradiative decay results in the creation of point defects.

The different approaches mentioned will be discussed in the following subsec-
tions taking into account the energy criterion to create a track that will change with
the model proposed.

2.3.5.1 The Analytical Thermal Spike (a-TS) Model

Within the analytical thermal spike (a-TS) model [41, 42, 100] the various
ion-induced physical effects are determined by the maximum temperature, and the
actual time evolution of the temperature spike is not considered. It is assumed that
the ion-induced temperature increase DT(r,t) can be approximated by a Gaussian
distribution function, which is an analytical solution of (2.7):

DT r; tð Þ ¼ cSe=pqca
2 tð Þe�ðr2=a2ðtÞÞ ð2:8Þ

where q and c are the density and the heat capacity, cSe is the fraction of Se
deposited in the thermal spike with an efficiency of c and a(t) = a(0) + 4Dt where
a(0) is the initial width of the radial distribution of the temperature approximated by
a Gaussian function in the phonon system, Dt is the squared value of energy
diffusion length versus time of the considered material with a thermal diffusivity
D. Szenes [41] had assumed that the maximum track size is reached at t = 0, and
DT(r,0) is calculated only with a(0).

A typical temperature distribution is plotted versus the radius for Y3Fe5O12 in
Fig. 2.9. The track radius Rm in Y3Fe5O12 can be found using the temperature
distribution defined at time t = 0,
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Fig. 2.9 Radial temperature distribution for Y3Fe5O12, irradiated with an ion energy of 1 MeV/u
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DT Rm; 0ð Þ ¼ T0 ¼ Tm � Tir ð2:9Þ

where Tir (usually 300 K) is the irradiation temperature and Tm = 1848 K the
melting temperature. Here the energy needed to make the solid to liquid phase
change is ignored. Such assumption is surprising since it has been shown by
Rethfeld et al. [101] that the shorter the energy deposition time the larger is the
temperature to melt the material. But it is presumed in this model that the electronic
energy deposition induces a decrease of the bonding strength in the irradiated
material as it was proposed by Van Vechten et al. [39] (see Sect. 2.3.2 in this
chapter). The two free parameters of the model are the fraction c of Se deposited in
the atoms, and a(0) the initial Gaussian width.

Under these assumptions, two simple equations for the track radius R can be
derived from (2.8):

R2 ¼ a2ð0ÞlnðSe=SetÞ for Se\2:7 Set ð2:10Þ

R2 ¼ ða2ð0ÞSeÞ=ð2:7SetÞ for Se [ 2:7 Set ð2:11Þ

where Set is the electronic energy loss threshold for track formation. This threshold
is the most important parameter and can be deduced either by fitting the track radii
near the threshold [41, 42] using (2.10) or directly by plotting the damage cross
section r, which can be calculated from experimentally determined track radii,
versus the electronic energy deposition Se. The extrapolation of the resulting r(Se)
curve then yields the threshold value Set [27] (see also Chap. 9). a(0) can also be
deduced from (2.10) and (2.11) since it is equal to the measured radius for Se = 2.7
Set. Knowing Set and a(0), track radii can be fitted. In the a-TS model, the criteria
for track formation are on one hand the energy to reach the melting temperature and
on the other hand the fraction c of Se which is deposited to the atoms to create a
track. The efficiency c is given by

Set ¼ ðpqcT0a2ð0ÞÞ=c ð2:12Þ

if a(0) is known or, by substituting a2(0) from (2.11) in (2.12), can be determined
according to

c ¼ 2:7pqcT0R2=Se: ð2:13Þ

According to Szenes, the most important features of the a-TS model are that the
initial Gaussian width is uniformly a(0) = 4.5 nm and that the efficiency is c * 0.4
at low and c * 0.17 at high ion velocities, respectively. Thus there is no free
parameter characteristic for various insulators at low and high ion velocities in this
model (for details see [41, 42]).

The a-TS model, first developed for insulators [41, 42], was extended to poly-
mers [102], to biological samples [103], as well as to materials with highly ani-
sotropic electrical conduction [104].
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In order to illustrate the determination of a(0) and c, the measured track radii of
Y3Fe5O12 for which track formation is extensively studied [18, 105–107], will be
analyzed in more detail. The measured radii are plotted in Fig. 2.10a for various
groups of beam energies Eb versus the electronic energy deposition. By extrapo-
lation to the radius R = 0, the threshold values of the electronic energy deposition
are Set = 4 keV nm−1 for Eb < 3.5 MeV/u and 7 keV nm−1 for Eb > 5 MeV/u
(from Fig. 2.13 in [18]). Then the measured R values at 2.7 � Set are *3 nm
whatever the beam energy is (Fig. 2.10a). In order to verify such a(0) determination
the width is calculated using (2.11) for experimental radii > 3 nm with the corre-
sponding Se values in Fig. 2.10a. In these cases continuous tracks are formed in
Y3Fe5O12 [107].

The result leads to a mean value of a(0) = 3.8 ± 0.4 nm independent of the beam
energy. This value is larger than the value of 3 nm determined from Se = 2.7 � Set
but lower than the mean value of 4.5 nm deduced by Szenes from the analysis of
track data in several materials (Y3Fe5O12, BaFe12O19, SrFe12O19, MgFe2O4,
NiFe2O4, and ZnFe2O4) [41, 42]. The experimental values of the radii at low
(Fig. 2.11a) and high ion energies (Fig. 2.11b) are compared with the description in
the framework of the Szenes model using three values of a(0): 3, 3.8 and 4.5 nm.
The results confirm that the value a(0) = 3.8 nm seems to give the best agreement
with the experimental data for ion energies below *3.5 MeV/u (Fig. 2.11a),
whereas for energies of *15 MeV/u the best agreement is reached for a(0) between
3.8 and 5.0 nm (Fig. 2.11b), surrounding the 4.5 nm deduced by Szenes. With
(2.13), it is possible to calculate the efficiency c for the track radii larger than 3.0 nm
for all the beam energies using q = 5.15 g cm−3, c = 0.68 J g−1 K−1 and
Tm = 1848 K. This leads to c = A R2/Se, with A = 2.7prcT0 = 0.29 keV nm−3,
which is plotted versus the beam energy in Fig. 2.10c. Three regimes may be
defined: for Eb < 2 MeV/u, c is constant and equal to 0.4, then for Eb between 2 and
10 MeV/u there is a transition regime with c decreasing smoothly from 0.4 to 0.17

2

4

6

8

0 10 20 30 40

Eb  < 0.4

0.4 < Eb < 3.5

Eb > 5

ra
di

us
 (

nm
)

energy loss (keV/nm)

Y3Fe5O12(a)

energy
in MeV/u 2

4

6

0.1 1 10

a(
0)

 (
nm

)
beam energy (MeV/u)

for Y3Fe5O12

for R > 3 nm

(b)

0.1

0.2

0.3

0.4

0.5

0.1 1 10

ef
fic

ie
nc

y 
 γ

beam energy (MeV/u)

Y3Fe5O12 for R > 3 nm
(c)

Fig. 2.10 a Experimental track radius versus electronic energy loss in Y3Fe5O12 for three
different ranges of beam energy (the lines are square root fits of the experimental radii for the
corresponding beam energy; figure extracted from Toulemonde et al. [109]). b Evolution of a(0)
versus beam energy from (2.11). c Evolution of the efficiency versus beam energy (figure extracted
from Szenes [41, 42] from 2.12 and 2.13. For (b) and (c), the lines are there to guide the eyes
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and afterwards, for energies larger than 10 MeV/u, c seems to stay constant and
equal to 0.17. This is in agreement with the velocity effect [18] since the energy
density deposited in the atoms decreases with beam energy.

Using the model of Szenes [41], Moll et al. [108] analyzed the measured radii in
pyrochlores (Gd2Ti2−xZrxO7 for x = 0, 1 and 2) which have been irradiated with
ions at energies between 10 and 6.5 MeV/u. Since the experimental electronic
energy loss threshold for track formation is Set * 13 keV nm−1 (Fig. 2.12) for
each material, the track radii belong to an electronic energy loss range below
Se = 2.7 � Set = 35 keV nm−1 and the radii are fitted using the square root of
(2.10). The best fits to the data (Fig. 2.12) provide the following values of the
parameters: a(0) = 5.8 nm and Set = 13.2 keV nm−1 leading to c = 0.32 for
Gd2Ti2O7, a(0) = 4.9 nm and Set = 13.2 keV nm−1 leading to c = 0.26 for

2

4

6

8

10

0

Eb ~0.4-3.5 MeV/u

Eb < 0.4 MeV/u

ra
di

us
 (

nm
)

energy loss (keV/nm)

Y3Fe5O12

(a) a(0) = 3

a(0) = 3.8

a(0) = 4.5

low beam energy

1

2

3

4

5

6

020 40 60 80 20 40 60

Eb > 5 MeV/u

ra
di

us
 (

nm
)

energy loss (keV/nm)

Y3Fe5O12

(b) a(0) = 3
a(0) = 3.8

a(0) = 5.0

high beam energy

Fig. 2.11 Experimental radii versus electronic energy loss for Y3Fe5O12 irradiated with various
ion energies compared to radii calculated in the ATS model using different values of the initial
width a(0) in nm. a For beam energy less than 3.5 MeV/u, using Set = 4 keV nm−1 [18, 106] and
b for beam energy *15 MeV/u, using Set = 7 keV nm−1 [17]

2

4

6

0 10 20 30 40

ra
di

us
 (

nm
)

energy loss (keV/nm)

Gd
2
Ti

2
O

7

Gd
2
Zr

2
O

7

Fig. 2.12 Variation of the
radius R as a function of the
electronic energy loss, Se, in
pyrochlore samples irradiated
with Kr and Xe at energies
larger than 6.5 MeV/u. The
lines are fits to the data in the
framework of the model of
Szenes (data extracted from
Moll et al. [108]) (for
Gd2Ti2O7:
Set = 13.2 keV nm−1 and
a(0) = 4.9 nm, and for
Gd2Zr2O7:
Set = 13.8 keV nm−1 and
a(0) = 4.1 nm)

2 Models for the Description of Track Formation 79



Gd2TiZrO7 and a(0) = 4.1 nm and Set = 13.8 keV nm−1 leading to c = 0.20 for
Gd2Zr2O7. It should be noted that a(0) varies from 5.8 to 4.1 nm which encircles
the value of 4.5 nm determined by Szenes as observed for the high energy regime
in Y3Fe5O12 (Fig. 2.11b). The efficiency c is varying from 0.32 to 0.20. This is not
expected since the efficiency should be smaller than 0.2 for beam energies larger
than 6 MeV/u (Fig. 2.10c) according to the model of Szenes [41, 42].

Consequently, the a-TS model gives a quantitative description of track radii in
insulating materials provided that the Gaussian width a(0) at time t = 0 can be
deduced from the knowledge of the threshold value Set for track formation (a(0)
equals the track radius at Se = 2.7 Set) as well as from the track size for Se larger
than 2.7 Set for a specific beam energy. The efficiency c, with the knowledge of a(0)
[(2.11) and (2.12)], determines the fraction of Se deposited in the track. It does not
take into account the latent heat energy needed for the phase change from solid to
liquid which is based on the assumption that for track formation the melting
temperature of the corresponding material is exceeded. However, with the knowl-
edge of a(0) and c, this model provides an initial temperature distribution of the
atomic system. This has been successfully used by Klaumünzer [30] to describe the
anisotropic growth in amorphous silica, using c = 0.6.

2.3.5.2 The Ionization Diffusion-Explosion-Amorphization (IDEA)
Model

In the model developed by Canut and Ramos [43], it is assumed that the damage
evolution via collective electronic excitations takes place in four steps. The model
takes into account the energy deposition in the electrons by an analytical solution of
(2.6) governing the energy diffusion to the electrons.

(1) The first stage concerns the interaction of the incident ions with the electrons
of the lattice. The resulting ionization process is caused by the energy density
A(r) initially deposited in the electronic system [26] (see Sect. 2.2.2).

(2) The energy density W initially deposited in the electrons diffuses via
electron-electron collisions before its transfer to the lattice according to

@Wðr; tÞ
@t

¼ D
r
@

@r
r
@Wðr; tÞ

@r

�
þA rð Þ

�
ð2:14Þ

After the diffusion process has finished, the final energy density profile will be
given by W1(r) = W(r, s) at a time s. By integration of (2.14), W1(r) is
obtained,

W1 rð Þ ¼ 1
2Ds

Zrm
0

uW0ðuÞI0 ru
2Ds

� �
e�

r2 þ u2
4Ds du ð2:15Þ

where I0 is the zero order hyperbolic Bessel function, s is the duration of the
diffusion process, D the energy diffusivity of the electrons and rm is the
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maximum radius of the energy distribution (W(r, 0) = 0 for r > rm). s should
be in the order of the phonon period *10−12 s, and the diffusion length Ld
characteristic for the material is defined by Ld

2 = 2Ds. The integration of (2.15)
is described in detail in [43].

(3) At the end of the diffusion stage the energy is transferred to the atomic system,
in analogy with an explosion mechanism, ifW1(r) exceeds a critical densityWc

at the radius r = r1. Here it is assumed that the part of the W1(r) distribution
below Wc (r > r1) does not create irreversible atomic disorder. Therefore an
effective electronic stopping power Se

* which represents the energy per unit
length deposited in this “hot” region is defined according to

S�e ¼
Zr1
0

2prW1ðrÞdr ð2:16Þ

(4) In this stage an equipartition of energy above Wc is assumed resulting in an
extension of the cylinder where energy deposition occurs from r1 to a final
value re, the effective radius of the track. That means that the atoms excited
within r1 share their energy with atoms in the larger radius re. At the end of
this amorphization process the radial density of deposited energy We(r) inside
the track is equal to the critical energy density Wc = W1(r1) leading to a cross
section r ¼ S�e=Wc.

The model was successfully applied to LiNbO3 [43] and Y3Fe15O12 [109, 110].
As example, in the following the application of the model to Y3Fe15O12 irradiated
with cluster and single ions will be briefly described.

Using cluster ion irradiation with its very low particle velocity (*0.05 MeV/u)
and very high electronic energy loss, the kinetic energy given to electrons by
ion-electron collisions is very low and consequently the initial energy deposition
can be approximated by a Dirac distribution. In that case, (2.15) may be approxi-
mated by

W1 rð Þ ¼ Se
2pL2d

eð�r2=2L2dÞ ð2:17Þ

Using (2.16) with the assumption that Wc = W1(r1), the effective electronic
energy loss S�e is linked to Se by the relation S�e ¼ Se � 2pL2dWc. Knowing that the
damage cross section r ¼ S�e=Wc ¼ Se=Wc � 2p2L2d , with the use of the last rela-
tion Wc and Ld can be determined by fitting the track radius r assuming that
r = pr2.

The damage cross sections resulting from the cluster irradiations of Y3Fe5O12

are plotted versus electronic energy loss in Fig. 2.13a. The values of Wc and Ld
equal to 20 keV nm−3 and 1.7 nm, respectively, are extracted from a fit of the
damage cross sections. With these values of Wc and Ld the effective electronic
energy loss S�e is calculated. In Fig. 2.13b the experimental values of track radii for
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cluster and 15 MeV/u ion irradiations are plotted versus the effective energy loss.
As can be seen the radii for both irradiation regimes are in good agreement.

2.3.5.3 The Inelastic Thermal Spike (i-TS) Model: A Complete
Numerical Solution of the Heat Diffusion Equations

The common features of the i-TS model for metallic or insulating materials are the
following [27, 44–51]:

a. The input energy of the spike is the known electronic energy loss described by
the radial and time distribution function A(r, t) obtained by Monte Carlo
Calculations [26] for a specific beam energy (see Sect. 2.2.2).

b. The heat diffusion in the electron and lattice subsystems are described by
coupled Fourier equations. Since the electronic energy deposition can be con-
sidered as constant along the trajectory, the heat equations are solved in a
cylindrical geometry. The deposited energy and its evolution are deduced from a
numerical solution of (2.6) and (2.7) allowing the calculations of the energy
transfers to electronic and atomic subsystems, respectively. The initial boundary
conditions of the calculations are first the temperature (T0) of the irradiated
lattice or the equivalent internal energy, Ei(T0), and the volume in which the
calculations are performed. From the initial temperature of irradiation, T0, the
internal energy is calculated by an integration of the specific heat from 0 K to
T0. The distance that defines the volume in which the calculation is performed
should be sufficiently large to be sure that the temperature gradient is negligible
far away from the centre of the trajectory (usually a cylinder radius of *200
nm). The evolution of the electronic and atomic temperature around the pro-
jectile trajectory is calculated as a function of time t and space r. This is
illustrated in Fig. 2.14 for the case of an irradiation of pure Fe (T0 = 80 K and
Ei(T0) = 0.002 eV/at) which shows the temperatures of electronic Te(t,r)
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(Fig. 2.14a) and atomic systems Ta(t,r) (Fig. 2.14b) versus the time for different
distances from the centre of the ion trajectory.

c. It is assumed that the relaxation of the excited electron system proceeds via
electron-electron and electron-atom collisions characterized by the
electron-phonon coupling strength g [55, 99]. This is connected with the
electron-phonon mean free time s = Ce(Te)/g and with the electron-phonon
mean free path k2 = De (Te) � s = Ke(Te)/g where Ce(Te) and Ke(Te) are the
specific heat and the thermal conductivity, respectively, for the electronic
(e) subsystem at an electronic temperature Te [44, 48, 50].

d. Due to the short heating rate of the atoms the equilibrium melting temperature
Tm is not the adequate parameter to characterize the melting process. This was
experimentally observed with femtosecond laser experiments [111], i.e. the
measured increase of temperature versus the input laser power does not stop at
Tm but continues to increase above Tm. This was also shown by Rethfeld et al.
[101]: the temperature allowing the nucleation of a molten phase is larger than
Tm by a factor of *1.3 when the heating rate is in the order of 1015 K s−1. Such
effect was also pointed out by Klaumünzer [30], and in [112] it was shown that
the superheating melting temperature is in the order of 500 K larger than Tm if
the heating rate is in the order of 1014 K s−1 [112]. In the case of Fe, the heating
time to reach Tm (1809 K) is *10−13 s, leading to a heating rate
of *1016 K s−1 (Fig. 2.14b). So the calculations were made within a super-
heating scenario, i.e. the increase of temperature does not stop at the melting or
vaporization temperature. Such hypothesis was systematically used after 2002
[113, 114] and as an example the evolution of Ta(r,t) is plotted versus time for

pure Fe in Fig. 2.14b. Using the relation Eaðr; tÞ� RTa r;tð Þ
0 CaðTaðr; tÞÞdTa, the

evolution of the energy Ea(r, t) transferred to the atoms is plotted in Fig. 2.14c
versus time t for different radii r where Ca(Ta(r, t)) is the specific heat of the
lattice at Ta(r, t). Within this superheating scenario the temperature in Fig. 2.14b
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Fig. 2.14 Electronic (a) and atomic (b) temperature and energy transferred to the atoms (c) versus
time for different radial distances in nm from the ion path. This calculation is performed for pure
Fe irradiated at 80 K with an U beam of 5 MeV/u with g = 1.2 � 1012 W cm−3K−1 and
Se = 71 keV nm−1 [76]
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does not have the usual meaning and should be taken only as an equivalent
energy transferred to the atoms.

e. Taking into account the superheating scenario, the energy Em necessary to reach
the molten phase is defined as the energy to reach the melting temperature Tm
plus the latent heat of fusion [44]. Using the same criterion the track size is
defined by the largest radial zone of the atoms which contains sufficient energy
E > Em to induce the molten phase. In the case of pure Fe, the energy to create a
track is 0.86 eV/at while the energy corresponding to the melting tempera-
ture (Tm = 1809 K [50]) is equal to 0.70 eV/at ðEaðTmÞ� RTm

0 Ca Tað ÞdTaÞ,
i.e. 0.16 eV/at smaller than the energy to reach the energy necessary for melting.
The equivalent superheating temperature to create a track is then 2156 K, i.e.
347 K larger than the melting temperature as expected from the rapid heating
rate.

f. For the thermophysical parameters (thermal conductivity, specific heat, melting
temperature, heat of fusion, boiling temperature, heat of evaporation) the
equilibrium values are used even within the transient conditions of the spike. If
the latent heat of fusion is unknown, then the track radii were fitted with a
unique couple of values, g or k, with the corresponding Em, for a metallic
material a-Fe85B15 [115], a semiconductor GeS [116] and an insulator Gd2Ti2O7

[117] as examples.

Application of the i-TS Model to Metallic Materials: Amorphous Versus
Crystalline Materials

The inelastic thermal spike process was developed by Dufour et al. for Bi [48] and
compared to other metallic materials by Wang et al. [50]. The first attempt to apply
the model was performed for amorphous materials [29, 45] supported by the idea
that the electron-phonon coupling in amorphous metallic alloys is larger than in
crystalline ones.

The two coupled diffusion equations [(2.6) and (2.7)] were solved numerically
[51] by taking into account the evolution of all parameters with the temperature. For
the energy diffusion to the electrons, the electronic specific heat (Ce) and the
electronic thermal conductivity (Ke) were calculated using the formalism of the free
electron gas model [48]. Regarding the energy diffusion to the atoms the measured
specific heat and the atomic thermal conductivity versus atomic temperature were
introduced.

The electron-phonon coupling strength g is the key parameter governing the rate
of the electron energy relaxation towards the lattice [118]. A relation for the
electron-phonon coupling efficiency has been developed for metallic materials, and
for a complete derivation we refer to the work of Brorson et al. [119] and Allen
[120]. If the temperature of the electronic system is higher than the Debye tem-
perature, Te > TD, then Kaganov et al. [55, 99] obtain

84 C. Dufour and M. Toulemonde



g Teð Þ ¼
p2
6

� �
menev2s

s Teð ÞTe : ð2:18Þ

ne and me are the electronic density and the free electron mass, respectively, vs is the
sound velocity which writes vs = 2pkBTd/(h6p

2na) where na is the atomic density,
kB is the Boltzmann constant, TD the Debye temperature and h the Planck constant.
With the Wiedemann-Franz law giving the connection between electronic and
thermal conductivity, Ke(Te) = L* re(Te) Te, with L* = (p2 kB

2)/(3e4) the Lorentz
number, g(Te) is expressed as

g Teð Þ ¼ p4

18
1

6p2ð Þ2=3
1

n2=3a

ðneeTDÞ2
Ke Teð Þ : ð2:19Þ

It is obvious in (2.19) that g(Te) is inversely proportional to the thermal con-
ductivity Ke(Te), which is illustrated in Fig. 2.15 for pure iron. Since in metals the
thermal conductivity behaves identical with temperature as the electrical conduc-
tivity, g(Te) is also proportional to the reciprocal of the electrical conductivity. If the
temperature of the electronic system becomes smaller than that of the atomic
system, Te < Ta, then in metallic systems the atoms are cooled by energy exchange
with the electrons [48]. This leads to an atomic cooling rate of the order of the
heating rate. However, the electron-phonon coupling strength is not well known
and consequently it is considered as a free parameter and is determined by fitting
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the track size. The g values determined in this way usually well agree with the
predictions of (2.19) in the case of metallic materials apart for Ti [50].

A typical case for track observation in a metallic material is the irradiation of
pure iron [76]. The defect creation by high electronic excitations was quantified by
resistivity measurements directly correlated with the number of created defects
inside the metallic material. In Fig. 2.16a, the number of defects created in Fe is
plotted versus the electronic energy loss. Concerning the effect of the electronic
energy deposition on structural modification in Fe, two regimes can be distin-
guished: first a decrease of the number of defects below 50 keV nm−1, second an
increase of defect creation above this energy loss.

In the first regime, below 50 keV nm−1, the measured number of defects Nd

(black dots in Fig. 2.16a) decreases with the electronic energy loss due to ionization
induced annealing. In the same region of electronic energy deposition the defect
concentration Ndc calculated by SRIM [14] increases (see dotted red curve in
Fig. 2.16a). Assuming that the annealing of the defects is thermally activated [121],
the number of residual defects Nda (solid red curve in Fig. 2.16a) along the ion path
is calculated using the thermal spike model [122], assuming an electron-phonon
coupling strength of g = 1.3 � 1012 J s−1 cm3 K−1 for Fe at 300 K. This value is
quite in agreement with 1.2 � 1012 J s−1 cm3 K−1 obtained from (2.19) [50]. Nda

decreases as also experimentally observed (compare solid red curve and black dots
in Fig. 2.16a). The calculated larger values of Nda as compared to the experimental
points are due to the fact that non thermal annealing or defect recombination in the
nuclear cascade is not taken into account in the calculations. The maximum tem-
perature of the atomic system reached along the ion track is also plotted versus the
electronic energy loss in Fig. 2.16a, showing that the melting temperature (1809 K)
is exceeded above 50 keV nm−1.
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Fig. 2.16 a Number of defects [76] in Fe versus electronic energy loss compared to calculations
with the i-TS model. Regime 1: defect annealing, regime 2: defect creation. Ndc is the number of
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Above 50 keV nm−1 an increase of the defect concentration with increasing
electronic energy deposition is observed (black dots in Fig. 2.16a). This second
regime can therefore be attributed to defect creation by electronic excitations. It can
be assumed that melting of the material around the ion trajectory and subsequent
resolidification lead to defect production in a cylinder with a radius which can be
obtained from the damage cross section r [76]. It is assumed that r = p R2 where
R is the track radius. The energy to create a track was deduced by fitting the track
radius measured after an irradiation of Fe by U ions. Two calculations were per-
formed using the g value previously determined from the description of the defect
annealing for Se < 50 keV nm−1: In a first scenario the cylinder radius calculated
with the energy E(Tm) necessary to reach the melting temperature Tm which is equal
to 0:70 eV=at yields an overestimation of the calculated radii compared to the
experimental values (Fig. 2.16b). The second calculation assumed an energy to
create a track equal to Em = Ea(Tm) + Hm = 0.86 eV/at where Hm is the energy to
make the solid to liquid phase transition. Within this last hypothesis the calculated
cylinder radii agree with the experiment (Fig. 2.16b). This supports that the equi-
librium melting temperature is not an adequate criterion to describe track formation.
An energy of 0.86 eV/at corresponds to an effective temperature Teff equal to
2156 K which is larger than Tm as suggested [101, 112]. The track radii calculated
with the same electron phonon coupling strength (g = 1.2 � 1012 J s−1 cm−3 K−1)
for an ion energy of 6 MeV/u are in good agreement with the experimental values,
as it can be seen in Fig. 2.16c.

Applying this model to Bi the measured radii versus electronic energy loss can
be described by using an electron-phonon coupling strength [48] equal to
4 � 1011 J s−1 cm−3 K−1 (see Chap. 8) with Em = 0.26 eV/at. Moreover in this
material a temperature effect was observed [123]: the higher the temperature the
larger is the track size.

Tracks in the metallic glass a-Fe85B15 were also detected by means of SAXS
(Small Angle X-ray Scattering) measurements [115]. For these investigations
a-Fe85B15 was chosen because the track size had been already determined by means
of ion fluence dependent resistivity measurements [124–126]. A comparison of the
radii determined with different physical characterization methods in Fig. 2.17
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(measurement points) shows very good agreement. For determining track radii in
the framework of the i-TS model, beside other parameters the knowledge of the
electron-phonon coupling strength, g, and the energy necessary to melt the material,
Em, are needed. The latter are unknown for the metallic alloys. Merely with the
measured melting temperature Tm = 1496 K for a-Fe85B15 [127] the energy
Em = 0.31 eV/at could be evaluated. Therefore several calculations were performed
with values of g = 3 � 1012, 6 � 1012 and 10 � 1012 W cm−3 K−1 in order to
determine Em by fitting the electronic energy loss threshold of *13 keV nm−1. The
corresponding energies to melt are Em = 0.31, 0.58 and 0.92 eV/at respectively.
The radii calculated with these parameters are compared with the experimental
results in Fig. 2.17. As can be seen, the experimental values of the evolution of the
track size as function of the electronic energy deposition, Se, are best described with
g = 6 � 1012 W cm−3 K−1 and Em = (0.58 ± 0.06) eV/at. In comparison to pure
Fe, the electron-phonon coupling strength, g, is larger and the energy to melt, Em, is
smaller in this alloy. Such deviation of the parameters agrees with the decrease of
the electrical conductivity of an amorphous metallic alloy compared to the crys-
talline phase and to the decrease of the energy to reach the molten phase in an
amorphous material, respectively [29].

It should be mentioned that with the model developed by Trinkaus et al. [58, 59]
the anisotropic growth of amorphous metals [128] and insulators [30, 129–131]
under swift heavy ion irradiation can be successfully described assuming an
effective temperature of melting T*. This anisotropic growth results from the
appearance of a molten track along the ion path. This phenomenon is described in
more detail in Chap. 10.

Materials with Bonded Electrons: Insulators and Semiconductors

(A) Description of track size, sputtering yield, ion velocity effect.

The way how the high energy of the electronic system induced by swift heavy ions
is transferred to the lattice atoms of an insulator is described by Baranov et al.
[132]: hot electrons are excited in the conduction band and then behave like hot
electrons in metals and cool down by excitations of electrons from the valence band
to the conduction band and by transferring their energy to the atoms. Such concept
was recently revised [133, 134] showing that crystalline SiO2 irradiated by swift
heavy ions undergoes a large enhancement of the electrical conductivity compa-
rable to that of metals like gold, supporting the first step of this schematic
description. But the values of the electron-phonon coupling strength are unknown
for insulators in the case of high electronic excitations. Consequently, instead of
g as the free parameter, the electron-phonon mean free path k, which is defined as
k2 = DeCe/g (Sect. 2.3.5.3c) with De = 2 cm2 s−1 and Ce = 1 J cm−3 K−1 corre-
sponding in first approximation to the values for hot electrons in metals is used.
Moreover, in the case of insulators the energy exchange from the atoms to electrons
is inhibited and the atomic cooling rate, characterized by the thermal diffusivity of
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the atoms [44], is one order of magnitude smaller than the heating rate. To illustrate
the application of this model to insulators, three materials will be analysed: (1) SiO2

quartz in its crystalline phase where track formation [46, 135] and sputtering [113]
are described with the same value of k, (2) SiO2 in its amorphous phase illustrating
the increase of the sensitivity of an amorphous material to high electronic excitation
[136] and explaining the radial morphology of the track [62] and (3) track formation
in Y3Fe5O12 crystals to illustrate the velocity effect [18].

Taking crystalline SiO2 quartz as typical case, k = 3.8 nm is determined by
fitting the track size (Fig. 2.18) with the i-TS model [113], assuming Em, the energy
necessary to melt the material, as the criterion to create a track. The sputtering rate
Ytot can be calculated within the framework of statistical thermodynamics (for
details see [137]):

Ytot ¼
Z1
0

dt
Z

drUðTaðr; tÞÞ with UðTaðr; tÞÞ ¼ N

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kBTaðr,t)
2pmsp

s
expð �Us

kBTaðr,t)Þ

ð2:20Þ

where msp is the mass of the sputtered atom and kB the Boltzmann constant, Ta(r,t)
is the atomic temperature at a time t and at a distance r from the ion axis and Us the
known sublimation energy of crystalline SiO2 [114]. In Fig. 2.18 measured and
calculated track radii (filled dots and dashed line) and sputtering yields (open dots
and solid line) for SiO2 irradiated with an ion energy of 1 MeV/u are plotted versus
the electronic energy loss. It is obvious that with the same value of the
electron-phonon mean free path, k = 3.6 nm, both track formation and sputtering
yield can be described.

As described above for SiO2 the electron-phonon mean free path was determined
by fitting the track size in different amorphizable oxide materials [116]. It is clearly
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to be seen in Fig. 2.19 that k decreases monotonously with the band gap energy
(EG) of the materials investigated: the lower k the larger the electron-phonon
coupling. The decrease of k is in agreement with the increase of the electron phonon
coupling which increases with band gap energy [56]. According to Monte Carlo
calculations, hot electrons in the conduction band cool down by an excitation of
electrons from the valence band to the conduction band. The larger the band gap,
the larger the cooling of the electrons and consequently the smaller the radial
expansion of the energy to the electrons before its transfer to the atoms will be. If
this correlation between the electron-phonon mean free path and the band gap
energy (Fig. 2.19) is right [44] then there is no more free parameter in the i-TS
model applied to crystalline insulators if Em is known.

If Em is not known, for materials with known gap energy at first the
electron-phonon mean free path k can be determined from its gap energy depen-
dence as it is shown in Fig. 2.19 for the example of amorphizable oxides. Then with
these values the energy necessary to melt the material, Em, can be calculated by
fitting the track radii versus the electronic energy deposition. In case of yttrium iron
garnet (Y3Fe5O12) with a gap energy of Eg = 2.8 eV an electron-phonon mean free
path of k = 5 nm is obtained from Fig. 2.19. For the calculation of Em the fit of the
track radii was limited to irradiations with beam energies less than 0.4 MeV/u
yielding Em = (0.55 ± 0.04) eV/at (see Fig. 2.20a) [47]. As expected this value is
larger by 0.12 ± 0.04 eV/at than the energy necessary to reach the melting tem-
perature which is equal to 0.43 eV/at. This value of 0.12 eV/at may correspond to
the energy necessary to make the solid to liquid phase transition.

It is obvious in Fig. 2.20a that there is nearly no difference in the track radii in
Y3Fe5O12 for beam energies lower than 3.5 MeV/u while the radius is smaller for
energies around 10 MeV/u. This is obviously a consequence of the different
velocities in the two energy regions and the resulting different values of the mean
absorption radius a. An explanation of this observation is possible by comparing
the electron-phonon mean free path k with the energy dependence of the mean
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absorption radius a for Y3Fe5O12 (see Fig. 2.3c in Sect. 2.2.2). According to
Fig. 2.3c the absorption radius a is equal to the electron-phonon mean free path k at
a beam energy of 10 MeV/u, a = k = 5 nm. Contrary, at smaller energies, here in
the energy region between 0.04 and 3.5 MeV/u, k is larger than a as illustrated in
Fig. 2.20b. Consequently this k value exceeds the radius in which the energy of the
ions is initially deposited in the electronic system, i.e. the energy transfer to the
atoms occurs in a larger radius compared to that of the initial energy deposition in
the electronic system. But for energies in the order of 10 MeV/u and above the
cylinder radius in which the energy is transferred to the atoms is determined by both
k and a. This radius Ra+k is a convolution of both quantities and can be described
by the relation R2

aþ k ¼ a2 þ k2. The dependence of Ra+k on the ion energy is
illustrated in Fig. 2.20b for Y3Fe5O12 in comparison with the values of k and a
(from Fig. 2.3c) for this material. In the region of low energies, i.e. for
energies <5 MeV/u, where a is smaller than k, the deposition radius Ra+k is nearly
independent of the ion energy, i.e. the ion velocity does not remarkably modify the
track radius in this region. In contrast, for energies >5 MeV/u, the volume in which
the energy is deposited in the atomic system is mainly determined by a and
remarkably influenced by the ion energy (Fig. 2.20b). Consequently, the initial
energy is deposited in a larger volume leading to a smaller deposited energy density
and, for a given threshold value of the electronic energy loss, Set, to smaller track
radii.

(B) Amorphous versus crystalline material and radial track morphology.

As the metallic materials, amorphous insulators are also more sensitive to electronic
excitation than the same material in its crystalline phase. This will be illustrated in
the following for the example of amorphous SiO2 (a-SiO2). The track size in a-SiO2

was fitted by Rotaru et al. [136] and a value of k = 3 nm was obtained for the
electron-phonon mean free path, which is smaller than that of 3.6 nm for crystalline
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quartz. In addition this material has a particular radial track morphology as found by
SAXS measurements [62]: an under dense core is surrounded by an over dense
shell. The experimental radii are plotted in Fig. 2.21 versus the Au ion energy
ranging from 20 to 200 MeV. Using the electron-phonon mean free path k = 3 nm,
the track radius produced by Au ions consisting of the core+shell criterion
(DEm = 0.38 eV/at from a temperature of irradiation = 300 K). Now if using the
energy to reach the boiling phase of the material which is the sum of the melting
energy plus the energy to increase the temperature from Tm to Tb, the boiling
temperature, plus the energy to make the liquid-boiling phase transition, the radii
of the track core can be described using the same value of k (Fig. 2.21). The use of
the melting and boiling criteria was successfully applied to analyse specific
responses in LiF [138, 139] and CaF2 [61] in order to describe damage tracks
resulting from the molten phase and from the boiling phase with the same electron-
phonon coupling.

(C) New developments for semiconductors.

In a recent revue, Klaumünzer [30] makes several propositions for a further
development of the thermal spike models. These models are not only used in
ion-track physics, but also to describe the behaviour of free electrons and holes
(carrier pairs) generated by femtosecond lasers [140, 141] in the case of band gap
materials. Though these various models deal with similar physical problems, they
do not take much notice of each other. The consequence is that knowledge, which
has been gained in one field, is not transferred to the others.

First the description of track formation in semiconductors should take advantage
of the knowledge of the value of the electron-phonon mean free time s = 0.1 and
0.12 ps for Si and GaAs, respectively [142], as it was obtained from fs laser
experiments. With these values of s and with the relation k2 = De(Te) s with
De = 2 cm2 s−1 at high electronic temperature, the electron-phonon mean free path
is k * 5 nm for the two semiconductors. With such k values Si and GaAs should be
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sensitive to swift heavy ion irradiation in contrast to the results presented in Chap. 9.
However, more experimental and theoretical studies are necessary in order to
understand the differences between swift heavy ion and fs laser irradiation of
semiconductors. For a discussion of this question the reader is referred to Sect. 2.3.2
and the paper of Sall et al. [143].

Second a severe deficiency in the currently used thermal spike models in ion
track physics is the lack of taking into account the creation of electron-hole carriers.
After a short time the carriers recombine, and the corresponding freed energy is
transferred to the remaining electrons in the conduction band leading to an “elec-
tronic temperature”. To take into account this physical phenomenon, Daraszewicz
and Duffy [144] describe the creation of amorphous tracks in Si by taking into
account the creation of electron-hole carriers. Instead of using the diffusion equation
for the electrons [(2.6)] alone the authors try to model the fact that ionizing radi-
ation in insulators results in a non equilibrium electron distribution, implying an
excess of electrons in the conduction band connected with an increase of the
number of holes in the valence band. This involves an energy confinement of the
carriers. In the case of high electronic excitation carrier diffusion may be inhibited
by the band gap gradient and the carriers may be confined. Such calculations have
been done for Si by Daraszewicz and Duffy [144], and the time evolution of carrier
concentration as well as lattice and electronic temperature are plotted versus time in
Fig. 2.22. The energy given to the carriers is transferred to free electrons by carrier
recombination and then transmitted to the lattice by electron-phonon coupling. If
the lattice temperature exceeds the energy necessary to melt, amorphous tracks
result from the quenching of the molten phase.

2.3.5.4 Combination of the Exciton with the Thermal Spike Model

The exciton decay model was recently developed for LiNbO3 [145, 146] and for
TiO2 [38]. It is based on the synergy of nonradiative exciton decay and the
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generated thermal spike. The non-radiative exciton decay leads to point defect-
formation but it is only possible thanks to the energy provided by the thermal spike.
The exciton model is described in detail in [146]. Another important point is that
the model assumes that amorphization takes place when a critical defect concen-
tration is reached, i.e., amorphization occurs as a defect driven transition whenever
the stopping power of the ion exceeds the threshold value, Set. Note that the model
does not necessarily require melting as a process for amorphization.

The model was applied to LiNbO3 and TiO2. As example the depth evolution of
the amorphous layer in TiO2 was determined versus the ion fluence for different
irradiations (see Fig. 2.23). The layer thickness values at an ion fluence of 1014 ions
cm−2 for Cu and Br irradiations are 7 and 2 µm respectively. The different layer
thicknesses that are amorphized are linked to the depth where the electronic energy
loss threshold of track formation in TiO2 by Cu and Br is reached. Using SRIM the
corresponding electronic energy losses are then 4.7 and 5.3 keV/nm, respectively,
leading to the electronic energy loss threshold of *5 keV nm−1 for amorphization
of TiO2.

2.4 Microscopic Models: Molecular Dynamics
Approaches

Several molecular dynamics models have been developed to describe how the
atoms behave after electronic excitation caused by the irradiation of matter with
swift heavy ions. The following description will be separated in two parts: the first
will be related to sputtering in the electronic regime and the second part will be
devoted to track formation.
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2.4.1 Sputtering by Electronic Excitation

The first molecular dynamics (MD) calculation was initiated by Urbassek et al. [64]
to predict the emission yield of particles escaping from an argon crystal due to high
electronic excitation. As a first approach it was assumed that sputtering is a con-
sequence of a thermal spike. An idealized track is a cylinder in which the kinetic
energy is deposited with a random direction of motion corresponding to thermal
equilibrium. The atoms interact via a Lennard-Jones potential. The calculations
show that there is a kind of two components in the angular distribution of the
ejected particles: a jet perpendicular to the surface superimposed by a cosine dis-
tribution as observed in LiF [137]. As can be seen in Fig. 2.24 for the example of an
Ar crystal, the sputtering yield (curve labelled as cylinder) follows a power law with
Se
3.3 for values of the electronic energy loss less than 0.6 keV nm−1 where the

energy deposited in the atoms, E0, is less than the sublimation energy, Us, while it is
linear with Se for E0 > Us. In a second approach proposed by Bringa [66], a
Coulomb explosion was simulated in order to study the effect of this phenomenon
on the sputter rate. It was found that the energy deposited in the atoms by a
Coulomb explosion is thermalized in very short time so that the distribution of the
emitted particles also consists of two components similar to the approach by
Urbassek et al. [64]. Consequently, it will be difficult to distinguish between the
effects of Coulomb explosion and thermal spike on the sputter process when only
studying the shape of the angular distribution of the emitted particles.

The approaches described above were complemented recently by Beuve et al.
[147] and Mookerjee et al. [65]. In this approach the energy transfer to the atoms is
obtained by a numerical solution of (2.6) in Sect. 2.3.5 which describes the energy
deposition in the electrons after the electron cascade, their energy diffusion and their
energy transfer to the atoms via electron-phonon coupling defined by the
electron-phonon mean free path k [65]. The sputtering yields calculated for different
values of k are plotted versus the electronic energy loss in Fig. 2.24 and compared
to the result of Urbassek et al. [64]. Clearly the threshold value for onset of
sputtering is larger compared to the case of direct energy transfer to the atoms as
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assumed in the MD calculations (solid line in Fig. 2.24). The reason for this dif-
ference is that within the i-TS calculations the energy initially deposited in the
electrons is reduced in the electronic subsystem by electron-electron interaction
before it is transferred to the lattice atoms. Moreover, the threshold value increases
with increasing value of the electron-phonon mean free path since the initial energy
deposited in the electrons expands to the atoms in a larger volume. Near this
threshold of sputtering for Se < 50 keV nm−1, the sputtering rate follows a power
of *5 with Se independent of the k value, reaching a power of one at larger Se
values like in the calculation of Urbassek et al. [64] for large Se values.

In recent MD calculations by Huang et al. [148] it was tried to simulate the
measured sputtering rate in UO2 [149]. Using the approach developed by Beuve
et al. [146] it was shown that the electron-phonon mean free path for UO2, needed
to reproduce the sputtering rate varies from 3 to 4 nm, depending on the value of
the sublimation energy which was either obtained from the potential used for the
MD calculation or from experiments, respectively. The value of 4 nm is not far
from the value of 4.5 nm obtained from the systematic study of the electron-phonon
mean free path as function of the band gap energy [44] in insulators (Fig. 2.19).

2.4.2 Track Formation

Several MD calculations to describe track formation have been performed fol-
lowing the approach by Urbassek et al. [64] where electronic excitations in the ion
tracks are simulated as prompt cylindrical spikes whose energy is transferred to the
atoms with a random direction of motion. Within this scheme a quantitative
comparison with the experiment is difficult since in the electronic energy loss
regime the energy deposition in the atoms is a complex combination of the initial
energy deposition in the electrons as function of the incident ion velocity and the
electron-phonon mean free path [109]. Moreover, in MD calculations the main
problem consists in the development of realistic potentials that describe the main
properties of the considered materials. However, the calculations follow the evo-
lution of the energy transfer to the atoms as function of the time and give a final
state of the material within the track at a time of around 10−10 s.

To show the strength of such MD predictions, Zhang et al. [2] analyzed the
quenching states finally leading to the formation of an amorphous track in
Gd2TixZr2−xO7, a class of pyrochlores for which it is well known that amor-
phization depends on the composition [150] (for details see Chap. 8). It is shown
that the radial morphology of tracks in this material class can be reproduced by MD
calculations, e.g. ranging from an amorphous track in Gd2Ti2O7 to a complete
defective fluorite structure in Gd2Zr2O7. This is illustrated in Fig. 2.25 for the
example of the intermediate composition with x = 1, i.e. for Gd2TiZrO7. In this case
the track consists of an amorphous core surrounded by a defective fluorite shell.
The difference between the real electronic energy loss of 2.2 GeV Au ions, Se =
40 keV nm−1 and the value used for the MD calculation, Se = 11 keV nm−1, is due
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to the fact that the energy in case of the MD calculation is directly deposited in the
atoms. MD calculations made by Pakarinen et al. [151] for crystalline SiO2 and
ZnO show different trends: tracks in SiO2 become amorphous while in ZnO
recrystallized tracks are observed.

In the case of graphite and diamond [66] for energy deposition within a cylinder
of 3 nm radius, full amorphization of this region occurs during the first few
picoseconds when the electronic energy loss is larger than (6.0 ± 0.9) keV nm−1

for graphite and (10.5 ± 1.5) keV nm−1 for diamond. These two values of elec-
tronic energy loss are “effective” since they correspond to an energy deposited in
the 3 nm cylinder radius excluding any electronic energy diffusion prior to the
transfer to the atoms. With another deposition model including energy diffusion to
the electrons Pakarinen et al. [151] showed that the crystalline to amorphous
transition in a diamond track should appear above a real electronic energy loss of
20 keV nm−1 if energy diffusion to the electrons is taken into consideration.

To illustrate the complexity of the description of track formation in insulators by
MD calculations the core-shell structure of tracks observed in amorphous SiO2

(a-SiO2) [62] using small angle x-ray scattering (SAXS) [152] was calculated. The
energy deposition profile was obtained from i-TS calculations [116] for Au ions
with 1.1 MeV/u energy at the initial stage of the energy deposition. As previously
described, such deposition profiles take into account the initial energy distribution
of the electrons received from MC calculations. The energy then diffuses by

Fig. 2.25 HRTEM image of the morphology of an individual ion track produced by 2.2 GeV Au
ions (Se = 40 keV nm−1) in Gd2TiZrO7 (left) that is reasonably reproduced by MD thermal spike
calculations in Gd2TiZrO7, with an effective energy loss of 11 keV nm−1 (right) [2]
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electron-electron interactions before it is transferred to the atoms by
electron-phonon coupling. The strength of this electron-phonon coupling is quan-
tified by the electron-phonon mean free path (k = 3 nm) which was obtained by
fitting the track size in a-SiO2 [136]. The electronic energy loss distribution was
implemented in the code by an instantaneous deposition of kinetic energy in the
atoms in a random direction. Now to model the anisotropic growth [129–131, 153]
during track formation, MD calculations were performed for amorphous SiO2 using
the classical MD code [154–156]. The main principles of the molecular dynamics
algorithms are described by Nordlund et al. [154] and Ghaly et al. [155]. The
adaptive time step and electronic stopping algorithms are the same as in [154]. The
atomic interactions were calculated using the Watanabe Si-O mixed system
many-body potential [157, 158]. With such a model the observed permanent
density changes in the track structure can be calculated by including the dynamics
of the material transport. The simulations reveal a glass transition temperature of
(2500 ± 500) K and a boiling temperature of (5500 ± 500) K for a-SiO2 under
superheating conditions, both in good agreement with the values used in the i-TS
calculations. Figure 2.26 shows the radial density profiles achieved from the cal-
culations for a-SiO2 irradiated at various electronic energy depositions. All tracks
consist of a low density core and a higher density shell in agreement with the SAXS
measurements. The full line shows for comparison a density profile as deduced
from SAXS measurements of samples irradiated with 168 MeV Au ions. The radii
of the track cores obtained from the MD simulations for under-dense core and core
+shell track radii, corresponding to the overall track size (under-dense core +
over-dense shell), are plotted in Fig. 2.27 and agree with the SAXS measurements.

In conclusion, MD calculations are a good tool to describe the atomic rear-
rangement after this dense and nanometric energy deposition. However, a quanti-
tative comparison with the experiment needs the knowledge of realistic values of
the energy transfer to the atoms [62].
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2.4.3 Summary and Conclusions

The formation of tracks in materials irradiated in the electronic energy loss regime
is the result of complex processes of energy deposition in the electrons, involving
several steps on different time scales: (i) initial energy deposition in the electrons
(10−17–10−16 s), (ii) energy dissipation among the electrons (10−16–10−14 s),
leading to a radial expansion of the energy in a cylinder radius between 1 and
10 nm, and (iii) energy transfer to the atoms via the electron-phonon coupling
(10−14–10−12 s) leading to atomic motion and finally to the creation of a cylindrical
damage along the ion path. The advantage to study the material transformation
irradiated by swift heavy ions as compared to fs laser irradiation is given by a
well-defined energy deposited in the electrons in a very short time and in a very
small cylindrical volume. For most of fs laser irradiations, the electron energy
excitation is created in a time of *10−14 s and the light is deposited in a volume of
0.5 � 0.5 µm2 surface in a minimum depth of 10 nm. This planar geometry for the
energy deposition leads to a cooling down time of the excited matter which is one
order of magnitude larger than in the case of SHI.

In this chapter a review of the different models to describe the track formation
are presented. There is an overall agreement on the time and on the radial distri-
bution of energy deposition in the electrons using Monte Carlo calculations [19–
25]. But several macroscopic models have been proposed to describe how this
deposited energy is transferred to the atoms of the target: Coulomb explosion [32],
reduced electronic energy loss [25], self-trapped exciton [36, 91], and bond
weakening model [40]. The deficiency of these theoretical descriptions is the fact
that they were tested on a very limited number of materials, one or two at most.
Some more comparisons with numerous experimental results are needed to validate
these descriptions. The only model applied to all kinds of materials, metallic
materials, semiconductors and insulators, is the thermal spike model [42, 44, 48]. It
was developed analytically [42] for insulators and semiconductors with two free
parameters: there is a unique value of the initial radial energy deposition in the
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atoms, whatever the beam energy is, using only a fraction of the energy deposited in
the electrons that goes to the atoms. The numerical solution of the thermal spike
model is most extensively studied [44, 48]: it takes into account (i) the initial energy
deposition in the electrons obtained from Monte Carlo calculations normalized to
the electronic energy loss, (ii) its evolution in the electronic system followed by
(iii) its transfer to the atoms via electron-phonon coupling. The electron-phonon
coupling is the only free parameter. The numerical development of the thermal
spike model is powerful in describing (i) defect annealing [122], track defect cre-
ation [50], atomic mixing in metallic materials [159], (ii) track formation [116],
sputtering [113] and the appearance of two thresholds of different damage creation
[61, 62] in insulators, (iii) the deformation of Au nanoclusters embedded in a
vitreous silica matrix [160]. However several critical examinations of the numerical
solutions of the i-TS model were performed [30, 100] and the authors encourage the
readers to go through these criticisms. One of the remaining questions is the
description of irradiated semiconductors by this last model [63, 143] as mentioned
in Chap. 9 of this book.
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Chapter 3
Modelling Effects of Radiation Damage

William J. Weber and Elke Wendler

Abstract This chapter reviews the sources of radiation damage and models that
cover irradiation-induced defect production and accumulation, as well as irradiation
induced phase transitions. Various models that represent similar processes are
compared with each other. Model calculations illustrate the effects of specific model
parameters, and selected experimental examples are used to validate and demon-
strate the applicability of the models. The roles of temperature and dose rate on
damage accumulation processes are discussed and modelled. The different roles of
irradiation-induced recovery processes and thermal recovery processes are identi-
fied within the models and demonstrated in experimental results.

3.1 Introduction

The implantation of energetic ions into materials is inherently connected with a
disturbance in the atomic structure of the materials (radiation damage), which
occurs before the ions come to rest. For a given material, the kind and concentration
of radiation damage produced depend on the implantation conditions (ion fluence
and ion flux, mass and energy of the ions and irradiation temperature).
A comprehensive understanding of the relationship between implantation condi-
tions and radiation damage supports the practical application of ion beams.
Furthermore, ion implantation is a tool to create kinetically stable non-equilibrium
(metastable) defects and phases and allows the investigation of behaviour and
properties of materials far from equilibrium. A common way to understand the
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mechanisms of damage formation due to ion irradiation is the modelling of damage
evolution as a function of the implantation conditions.

In this chapter, radiation damage and the various models and concepts that
describe the accumulation of radiation-induced point defects, more complex defect
structures and phase transitions, such as amorphisation, are reviewed. As the most
prominent parameters in these models, the roles of dose rate, ion fluence and
irradiation temperature on the accumulation of radiation damage are discussed, and
model calculations illustrate the dependencies on model parameters. The differing
roles of radiation-induced recovery processes and thermal recovery processes are
identified within the models, and selected experimental examples are used to val-
idate and demonstrate the applicability of the models.

In the next section of this chapter, a general introduction is provided on the
origin and sources of radiation damage, measurement techniques and quantitative
analysis. The accumulation of radiation-induced defects is considered in the third
section, and the concept of homogeneous and heterogeneous defect accumulation is
introduced. The fourth section is devoted to the process of amorphisation. The
results of different models or concepts are compared to each other, and similarities
and differences are discussed. During ion implantation, simultaneous recovery
processes can mitigate damage production and thus influence the rate of amor-
phisation. Therefore, the role of thermally enhanced and ion-beam induced damage
recovery is especially emphasised. In a fifth section, examples of modelling of
complex processes involving multiple defects of different length scales are pre-
sented. The challenges and limits of such procedures are discussed. Finally, the
main aspects of the chapter are summarised in a concluding summary.

3.2 General Remarks

3.2.1 Origin of Radiation Damage

Radiation damage refers to the transfer of kinetic energy from an energetic incident
particle, such as an electron, neutron or ion, to a solid and the resulting rear-
rangement of atoms in the solid. If the kinetic energy transferred to an atom is
above some threshold, the atom can be displaced from its location in the atomic
structure to become a primary knock-on atom (PKA) that can produce additional
displaced atoms. The threshold displacement energy, Ed, is the minimum kinetic
energy transfer to produce a permanent displacement. A series of collisions initiated
by a single PKA is called a displacement cascade. A single radiation damage event
results in the creation of individual displaced atoms, such as point defects, or
clusters of displaced atoms, which can be point defect clusters or nanoscale
amorphous domains. The accumulation of radiation damage events, migration of
defects and the interaction of defects with each other and interfaces are collectively
known as radiation effects.
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Neutrons only interact with atomic nuclei in a solid; however, energetic elec-
trons, ions and the neutron created PKAs interact with both electrons and atomic
nuclei in a solid. As illustrated in Fig. 3.1a, the energy loss of ions is partitioned
between energy transferred to atomic nuclei (nuclear stopping) and the energy
transferred to electrons (electronic stopping), as often calculated using the Stopping
and Range of Ions in Matter (SRIM) code [1]. The nuclear stopping power, Sn,
(energy transferred per ion and unit path length to atomic nuclei) is dominant at low
energies, while the electronic stopping power, Se, (energy transferred per ion and
unit path length to electrons) is dominant for high energy ions (see Chap. 1).
High-energy heavy ions (M > 20 amu and E > 1 MeV/amu) are often referred to as
swift heavy ions. For swift heavy ions (SHI), the nuclear energy loss is generally
negligible, but the electronic energy loss is sufficiently high to result in the creation
of damage tracks in many materials [2, 3]. The creation of such SHI tracks from the
electronic energy loss is often described as due to an intense thermal spike from
electron-phonon coupling that results in local melting. Nuclear energy loss at low
and intermediate energies results in ballistic-like collision cascades that create a
local high density of displaced atoms. The partitioning of energy between nuclear
and electronic energy loss for incident ions (Fig. 3.1a) also occurs for the energetic
recoils created by the ballistic-like nuclear energy transfers, as shown in Fig. 3.1b,
leading to significant energy loss to electrons from both incident ions and atomic
recoils, as well as to the production of displaced atoms from either the incident ions
or the energetic recoils they produce. Understanding and modelling such radiation
damage processes are important for the development of radiation tolerant materials
and devices for nuclear and space technologies. Similarly, ion implantation doping
is a critical industrial process for device fabrication, and knowledge and predictive
models of the underlying defect production processes are important for successful
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Fig. 3.1 Partitioning of incident ion energy by nuclear and electronic energy loss per ion and unit
depth: a nuclear and electronic stopping powers, Sn and Se, for Au ions in SiC; and b energy loss to
electrons by both Au ions (dashed curve) and Si/C recoils (dash-dot curve) for 3 MeV Au ions
incident on SiC, along with the number of displaced atoms produced per unit depth per incident
ion (solid curve). The calculations were done with SRIM version 2008-04 [1]. The displacements
are obtained using the displacement energies given in Table 3.1
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implementation of this technology for advanced materials and devices [4]. In the
past, the electronic energy loss at these low to intermediate energies has been
considered negligible; however, recent studies have demonstrated that the electronic
energy loss can contribute to the overall damage production in materials like
amorphous silica [5] or result in competing defect recovery processes that reduce
the overall damage production [6–8]. In both cases, the additive or competitive
effect of electronic energy loss on damage creation has been attributed to a thermal
spike.

Scientific studies of the response of materials to irradiation with energetic ions
are often driven by the need to advance the fundamental understanding and develop
predictive models of radiation effects. Since irradiation with ions often drives
materials far from equilibrium, there is great interest in advancing the understanding
of defect structures, metastable phases, unique properties and behaviour in these far
from equilibrium states. In the area of nuclear materials, applied research is often
driven by a demand for more radiation tolerant materials or more accurate models
of materials performance under specific radiation environments. In the area of
device manufacturing, research is often driven by the need to mitigate radiation
damage effects introduced by ion implantation processes, while in the area of
industrial structural modification using ion beams, research and development is
often driven by the need to tailor structures to specific properties or functionalities.
The accumulation and recovery of radiation damage effects is an active research
that is advancing the understanding and modelling of radiation damage processes
over a large energy range.

3.2.2 Sources of Radiation Damage

Radiation damage can originate from the radioactive decay of radionuclides con-
tained in natural minerals or from materials containing radionuclides, such as
nuclear waste forms. In nuclear reactors, the fission of fissile isotopes in nuclear
fuel, such as 235U, can result in the creation of energetic fast neutrons and fission
products. The high energy fission products are responsible for the majority of the
radiation damage in nuclear fuels, while the fast neutrons cause radiation damage in
the nuclear fuel, cladding and structural components by transferring energy to
PKAs in elastic scattering events or through (n,p) and (n,a) nuclear reactions. In
fusion reactors, the 14 MeV neutrons produced by fusion reactions cause radiation
damage to the first wall and structural components, and the flux of energetic ions
from the plasma causes radiation damage to first wall. In space, cosmic radiation
and the solar wind, which are composed of high energy ions, can cause radiation
damage to space craft and instruments. Finally, electron beams from electron
accelerators and electron microscopes and ion beams from ion accelerators, helium
ion microscopes, and focused ion beam instruments cause radiation damage by
direct interaction of a charged particle (electron, ion or cluster) with materials. Such
electron and ion sources of damage are used in industry to implant electrically
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active dopants or to modify structure and properties, while their use in research is
generally to study radiation damage processes, develop radiation tolerant materials,
and create new functionalities in materials through implantation doping, creation of
novel nanoscale structures, global structural modifications or phase transformations.
Because of the similarities in damage production from these various damage
sources and the transferability of damage accumulation models, the remainder of
this chapter will focus primarily on the analysis and modelling of ion irradiation
damage.

3.2.3 Measurement of Irradiation Damage

The measurement of irradiation damage is generally done indirectly by ex situ
post-irradiation characterization of physical properties, such as optical absorption,
luminescence, electrical resistivity, and volume swelling or contraction. Such
measurements often provide a quantitative measurement that is proportional to the
defect concentration or fraction of phase transformation. In some cases, such
characterization can be done in situ, and there are significant advantages to this,
particularly for irradiations at cryogenic temperatures. It is possible to measure or
observe irradiation damage directly in situ during irradiation, for example by
electrical resistivity or transmission electron microscopy; however, in some cases,
the probe (e.g., electron beam) can interfere with the damage caused by an ion
beam. Several examples are discussed below.

3.2.3.1 In Situ Techniques

The use of in situ techniques to characterize irradiation damage is particularly
important for irradiations conducted at cryogenic temperatures; otherwise, some or
all the irradiation damage of interest may recover at room temperature prior to
characterization. One of the most common techniques for characterizing ion irra-
diation damage in single crystals is Rutherford backscattering spectrometry in
channelling geometry (RBS/C) (see [9–11] and Chap. 5.2), which is an ion beam
analysis method readily available, often using the same facilities employed to do the
ion irradiations. This technique can determine the relative disorder from defects and
amorphous materials as a function of depth. Another useful ion beam based tech-
nique is ion beam luminescence [12], which is a sensitive way to monitor changes
in defect structures and phase transitions. This can be augmented by adding an
electron gun or a tuneable laser to perform cathodoluminescence or photolumi-
nescence in situ, respectively. Another technique that is more easily utilized for
metallic and semiconducting materials is resistivity measurements [13], which
provides one of the most sensitive measures of defect formation. Unfortunately, this
technique is not readily applied to dielectric materials. It is also possible to employ
other optical techniques in situ, and several laboratories are exploring the possibility
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of in situ Raman spectroscopy. Finally, in situ transmission electron microscopy
can be used for both electron irradiations and for ion irradiations using facilities that
have an ion accelerator or ion implanter coupled to a transmission electron
microscope [14, 15]. Using such a facility coupled with cooling and heating stages,
phase transitions can be monitored as ion or electron damage accumulates over a
range of temperatures using electron diffraction analysis. In addition, microstruc-
tural changes due to damage accumulation can be characterized.

3.2.3.2 Ex Situ Techniques

The measurement techniques discussed above are also applied to characterization of
samples irradiated in one facility and analyzed at one or more other facilities. In
addition to these characterization methods, X-ray scattering techniques, Raman
spectroscopy, and positron annihilation are a few of the techniques employed to
explore changes in structure, vibrational modes and open volume in irradiated
materials.

3.2.4 Quantitative Analysis of Radiation Effects

For quantitative analysis, usually the relative defect fraction fd or damage con-
centration is used and modelled as a function of ion fluence NI (number of ions per
unit area). The ion fluence, NI, is given by NI = /t, where / is the ion flux (number
of ions per unit area and time) and t is the time. The fraction fd is either directly
measured as a relative concentration of defects (number of defects per unit volume
divided by the atomic density of the material) or obtained from a measured quantity
M by

fdð/tÞ ¼ Mð/tÞ �Mo

Ms �Mo
; ð3:1Þ

where M(/t) is the measured quantity as a function of ion fluence, Mo is the value
before irradiation with Mo = M (/t = 0), and Ms is the saturation value of M at very
high fluences, which may be associated with a saturation in defect concentration or
with a phase transformation, such as amorphisation or an order-disorder
transformation.

It is often useful to convert the ion fluence, NI = /t, into the number of dis-
placements per atom, ndpa, with ndpa ¼ NIN�

displ=N, where N�
displ is the number of

displacements per incident ion and unit depth (see example in Fig. 3.1b) and N the
atomic density of the corresponding material. The displacement of target atoms
results from elastic scattering of the incident ion by atomic nuclei (see Sect. 3.2.1),
and N�

displ exhibits a complex depth dependence (see e.g. Fig. 3.1b). Therefore, ndpa
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can be used to compare, e.g., results for different ion species using the value in the
maximum of the distribution, or for different depth regions. As ndpa is proportional
to the energy deposited in the displacement of target atoms per unit volume, it is
also referred to as damage energy or dose. Often the terminology displacements per
atom (dpa) is used for short. For the calculation of N�

displ, the displacement energies
Ed of the target elements have to be known. Values of Ed for some common
materials [16–18] are summarized in Table 3.1. Data for additional II–VI com-
pounds can be found in [19–22] and references therein.

3.3 Modelling of Defect/Damage Accumulation

The most intuitive and early concept in modelling the accumulation of radiation
damage is to assume that during irradiation Frenkel defects (interstitial-vacancy
pairs) are produced at a constant rate proportional to the ion flux. Further, the
interstitials and vacancies produced by one ion can recombine with those that were
produced by previous ions at a rate that is proportional to the concentration of
Frenkel defects.

Table 3.1 Displacement
energies Ed obtained from
MD simulations (calc.) or
from experiments (exp.)
(first/second component)

Material Ed(eV) (cal.) Ed(eV) (exp.)

AlN – 41

AlAs 25/20 –

GaN 45/109 41/-

GaP – 13.7/19.2

GaAs – 8.8/10.1

GaSb – 6.2/(7.5–13.1)

InP – 6.6/8.8

InAs – 6.7/8.5

InSb – 5.8/6.8

C 50–60 35–48

SiC 35/21 (20–35)/-

Si 15–20 13–14

Ge – 14.5–16

ZnO – (40–70)/47–55)

MgO – 55/55

The data are taken from various literature sources (see [16, 17]
and references therein). The given value for AlN is estimated by
comparison of damage cross sections for various materials (for
details see [18])
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3.3.1 Defect Reaction Rate Theory

The accumulation of defects and the formation of defect aggregates are governed by
the rate of production, concentration and reaction rates of defects. While there are
some cases where the production and concentration of defects are somewhat uni-
form throughout the bulk, the production and concentration of defects are more
often non-uniformly distributed across a sample due to changes in particle flux and
energy; this is particularly true for external ion irradiations, where there is often a
significant change in ion energy with depth. Thus, only the local production and
concentrations at a given depth are considered here. In this case, the local con-
centrations of different defect types at any time are controlled by a balance between
the defect production rate and the recovery or loss rate of defects, which is often
described by point defect balance equations or defect reaction rate theory.
Assuming for simplicity the production of a single defect type, namely a Frenkel
pair, then the rate of change in the defect concentration (number of defects per unit
volume), Cd, is given by the defect balance expression [23]:

dCd

dt
¼ Pd 1� Cd

N

� �
� L; ð3:2Þ

where Pd is the local rate of defect production (number of produced defects per unit
volume per time), N is the atomic density, and L is the local rate of defect loss
(number of lost defects per unit volume per time), such as to recombination. The
term (1 − Cd/N) accounts for the already displaced atoms at time t and can often be
approximated by unity [24, 25]; however, it is included because of the high defect
concentrations that accompany irradiation-induced amorphisation. The local pro-
duction rate of defects or atomic displacements, Pd, is given by Nrd /, where rd is
the local atomic displacement cross section (per atom), which is determined from
the integration of the product of the displacement function and scattering cross
section over all recoil energies [26, 27]. Values for rd are usually obtained from
SRIM calculations [1] by rd ¼ N�

displ=N (see Sect. 3.2.4 and Fig. 3.1b). / is the
local ion flux. The local rate of defect loss is proportional to the local defect
concentration, and if assuming defect loss is only due to recombination, then L is
given by RCd, where R is the recombination rate coefficient [28]. Thus, (3.2) can be
rewritten as:

dCd

dt
¼ Nrd/ 1� Cd

N

� �
� RCd: ð3:3Þ

Since the fraction of defects, fd, is given by Cd/N, (3.3) can be rewritten as

dfd
dt

¼ rd/ð1� fdÞ � Rfd; ð3:4Þ
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where rd / is the local dose rate in displacements per atom per second (dpa/s). If
the recombination rate coefficient R is a constant (independent of t or fd), then the
solution to (3.4) is given by:

fd ¼ rd/
ðrd/þRÞ 1� exp �ðrd/þRÞtð Þ½ �: ð3:5Þ

The relative defect fraction at saturation, fs, is simply rd //(rd / + R), and (3.5)
can then be expressed as:

fd ¼ fs 1� exp � rd/t
fs

� �� �
: ð3:6Þ

This expression would be also derived if the terms (1 − Cd/N) and (1 − fd) were
approximated by unity in (3.3) and (3.4), but in this case fs would be given by rd //
R.

Equation (3.6) is the exponential rise-to-saturation expression often found to
describe point defect accumulation in the absence of significant defect diffusion,
such as in metals at cryogenic temperatures [24, 25]. At very low ion fluences or
doses, the relative defect fraction fd increases linearly with rd /t, i.e. linearly with
increasing ion fluence. The exponential form of (3.6) at higher fluences arises
because at long times the recombination rate Rfd becomes comparable to the pro-
duction rate rd / (1 − fd) in (3.4). Eventually dfd/dt approaches zero, which means
that the fraction of defects fd reaches the saturation value fs. This saturation can be
understood as a balance between defect production and defect recombination. In
other words, fs represents the defect concentration at which every new defect cre-
ated is within the recombination volume of a pre-existing defect. Independent of the
approximation made (see above), the value of fs decreases with increasing recom-
bination rate coefficient R and increases with increasing production rate of dis-
placements per atom rd /. Assuming R to be constant (e.g., at a given temperature),
this implies that the value of fs increases with increasing ion flux /. Finally it should
be noted that in some cases, R is not a constant, as assumed above, but can exhibit
some dependence on fd [29, 30]. This approach was developed to explain experi-
mental data that do not show a real saturation of the defect fraction fd, but a
continuous slight increase at high fluences.

The defect accumulation model represented by (3.6) results in a broad transition
region between the nearly linear increase at low ion fluences and saturation at high
ion fluences. While this equation has been successfully employed to fit a lot of data
[24–28, 31–34], this is not always the case. In some cases, a more rapid transition to
saturation is found [35], which can require a stronger dependence on the recom-
bination term. One approach has been to modify the basic reaction-rate equation
(3.4) in a non-physical way to account for a stronger fluence dependence [35].
Another approach that leads to a faster transition to saturation is based on the more
conventional defect reaction rate equations that consider interstitial, Ci, and
vacancy, Cv, concentrations separately, which leads to coupled defect rate
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expressions for interstitials and vacancies [26–28, 36, 37]. Under conditions where
defect diffusion is negligible, these equations can be written as:

dCi

dt
¼ Nrd/� RCiCv; ð3:7Þ

and

dCv

dt
¼ Nrd/� RCiCv: ð3:8Þ

Under these conditions, Ci = Cv is valid, so the defect rate expression for
interstitials is given by:

dCi

dt
¼ Nrd/� RC2

i : ð3:9Þ

Notice that here the recombination parameter R has a different dimension than in
(3.3) and related equations. The solution to (3.9) is given by the expression:

CiðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
Nrd/
R

r
1� exp �2t

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nrd/R

p� �
1þ exp �2t

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Nrd/R

p� �
" #

; ð3:10Þ

which can be rewritten in terms of defect fraction as:

fdðtÞ ¼ fs
1� exp �2rd/t=fsð Þ
1þ exp �2rd/t=fsð Þ

� �
: ð3:11Þ

In this case, the defect fraction at saturation, fs, is given by
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rd/=NR

p
. The two

defect accumulation models represented by (3.6) and (3.11) are illustrated in
Fig. 3.2 as a function of rd /t, or dose (dpa), assuming a value for fs of 0.3. The
more rapid rise to saturation of the model given by (3.11) is clearly evident,
although both models exhibit a linear dependence on rd /t at low ion fluences.
Other models describing defect accumulation kinetics have been described by
Clinard and Hobbs [38]. In addition, it is important to keep in mind that at high ion
fluences the implanted ions themselves may contribute directly or indirectly to the
defect concentration.

It should be remarked that models similar in mathematical form to (3.6) have
been derived from different considerations. For example, in the case of colour
centre formation by swift heavy ion irradiations [39], the defect concentration
produced per ion track by electronic energy loss, Nrdef, where rdef is an effective
defect production cross section, can be a constant and unaffected by the overlapping
of ion tracks. In this case, the accumulation of defects is described by (3.4), without
the Rfd term and with (1 − fd) replaced by (1 − fd/fs) to account for the maximum
defect fraction at saturation. The solution for this model is given by:
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fd ¼ fs 1� exp �rdef/t=fs
� �	 


; ð3:12Þ

which is similar to (3.6) but now based on defect production from electronic energy
loss rather than ballistic scattering processes.

So far, only the production and recombination of interstitial and vacancy point
defects has been considered. The formation of interstitial and vacancy defect
clusters directly in the ballistic-like collision cascades initiated by nuclear energy
loss from the passage of ions through a solid is well known through molecular
dynamics simulations [40–42]. Such clusters can also form from newly created
interstitials (or vacancies) interacting with previously created interstitials (or
vacancies). Assuming that defect cluster formation directly in a cascade is negli-
gible, the contribution of defect cluster formation on the overall damage fraction, fd,
which is the total defect fraction (point defects plus defect clusters), can be
incorporated in the damage accumulation model by an additional term in (3.4) [35]:

dfd
dt

¼ rd/ 1� fdð Þ � Rfd þ rc/fd 1� fd=fcð Þ; ð3:13Þ

where rc is the cross section for cluster formation. The probability for clustering to
occur is given by fd (1 − fd/fc), where fd accounts for clusters forming from
pre-existing defects and the term (1 − fd/fc) takes into account that the concentration
of clusters reaches a saturation value fc at high ion fluences and clusters can only be
formed in regions in which the damage fraction fd is below the maximum value fc.
Equation (3.13) does not contain any information about the type of defect clusters,
which in reality may be point defect clusters or small extended defects like dislo-
cation loops or stacking faults. In principle, the formation of defect clusters can be
taken into account also by other mathematical terms [43].
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3.3.2 Effect of Temperature and Diffusion

The above models assume no temperature dependence and immobile defects. In
reality, the effective displacement cross section decreases and the recombination
coefficient, R, increases with temperature in (3.5) and (3.10), which results in a
decrease in the defect or damage fraction at saturation with increasing temperature.
The more significant effect of temperature is on the diffusivity or mobility of
defects, which can significantly increase the rate of recombination and the rate of
clustering. In general, interstitials are more mobile than vacancies, and Chadderton
[44] included interstitial cluster formation from the migration of interstitials into the
balance of defect reaction rates occurring during ion irradiation. The formation and
growth of clusters from defect migration and interaction can lead to the evolution of
microstructure, such as dislocation loops, dislocation tangles, stacking faults, pre-
cipitates, voids, and bubbles that serve as sinks for defects. The diffusion of defects
can also result in the loss of defects to other defect sinks, such as surfaces, grain
boundaries, and interfaces. In modern defect reaction rate theory, these reaction
rates are included by adding sink loss terms to (3.7) and (3.8) that include the defect
concentration, appropriate defect-sink reaction rate coefficients, defect concentra-
tion, and sink concentrations [26–28, 36, 37]. The defect reaction rate equations that
include a sum over losses to different defect sinks are given by:

dCi

dt
¼ Nrd/� RCiCv �

X
s

KisCsCi; ð3:14Þ

and

dCv

dt
¼ Nrd/� RCiCv �

X
s

KvsCsCv: ð3:15Þ

The recombination rate and the defect-sink reaction rate coefficients, Kis and Kvs,
are proportional to the interstitial and vacancy defect diffusion coefficients, Di and
Dv, which are temperature dependent. The defect-sink reaction rate coefficients also
include a sink strength factor (affinity of a sink for the specific defect) for each sink
type. Because of the summation over active defect sink types at any temperature,
the reaction rate equations can become quite complex. In addition, (3.14) and (3.15)
are coupled non-linear differential equations, which make analytical solutions dif-
ficult, and solutions generally must be derived by numerical methods. To compli-
cate matters, these two rate equations are for simple metals and semiconductors. In
the case of binary alloys, compound semiconductors and ceramics, rate equations
governing interstitials and vacancies for each element or sublattice are often
required, and numerical methods must be employed to obtain solutions. Further
refinement of the loss term to sinks would include a bias or preference for capturing
a specific defect type [27]. Neutral or unbiased sinks, such as voids and grain
boundaries, have no preference for one defect type over another. Biased sinks may
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show a preferential attraction for one defect type, such as dislocations for inter-
stitials. Sinks may also be saturable, as in coherent precipitates, or unsaturable, as in
dislocations. Finally, at high temperatures, a term for the thermal production of
vacancies may need to be included in the rate equation for vacancies. The com-
plexity of the defect-reaction rate equations is evident. Nonetheless, the above
equations represent the framework, which can be solved numerically, for describing
a range of defect loss mechanism that drive microstructural growth processes for a
wide range of defect sinks. The reader is referred to more detailed descriptions and
analyses of different sink types in the literature [26, 27, 36, 37].

Consider for the moment ion irradiation temperatures where only interstitials are
mobile and vacancies are immobile, it is easy to see from these rate equations that
once defect sinks are formed (e.g., defect clusters or dislocation loops), that the
concentration of interstitials, Ci, will decrease with increasing ion fluence due to
annihilation of interstitials at the defect sinks, while the concentration of immobile
vacancies, Cv, will increase. In general, interstitial and vacancy concentrations will
increase with ion fluence, following the behaviour given by (3.11), until the
interaction of defects begins to nucleate sinks. Once defect sinks are nucleated, the
interstitial concentration decreases approximately proportional to (rd /t)

−1/2, while
the vacancy concentration increases proportional to (rd /t)

1/2, as described in detail
elsewhere for a single sink type [26, 27, 36]. The loss of point defects to extended
defects or sinks, such as dislocation loops and cavities, drives the growth and
evolution of these microstructures under irradiation. Thus, for the conditions given,
the decrease in interstitial concentration results in a growth of interstitial sinks
(clusters or dislocation loops) that is proportional to (rd /t)

1/2. Such an increase in
defect concentration proportional to (rd /t)

1/2 has been experimentally observed in
Si implanted with light ions at room temperature (see [44] and references therein)
and by optical absorption in GaAs [45].

3.3.3 Practical Application

When introducing (3.3) in Sect. 3.3.1, it was assumed that the production rate of
defects or atomic displacements per unit volume, Pd, is determined by the local
atomic displacement cross section rd resulting from the primary nuclear energy
deposition (see Sect. 3.2.1). However, in real experiments this is not always the
case. In the case of insulators, for example, it is known that not all of the primarily
produced displaced lattice atoms survive the relaxation of the collision cascade [16,
46] and thus, the effective displacement cross section rdef becomes smaller than the
calculated local atomic displacement cross section rd. This effect is usually called
in-cascade annealing. Therefore, the damage cross section rdef is often taken as a
free parameter that replaces rd in the models and corresponds to the local number of
surviving displacements per atom from a single ion impact per unit ion fluence. The
local number of surviving displaced atoms per unit pathlength of the incident ion is
given by Nrdef, where N is the atomic density. The dependence on the ion fluence
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NI = /t is obtained by dividing (3.4) by the ion flux /, which is assumed to be
constant during implantation. The solution in (3.5) remains unchanged replacing /t
by NI. R// has the dimension of a cross section, labelled rr, and is the (local)
relative number of defects recombining with pre-existing defects (created by pre-
vious ions) from a single ion impact per unit ion fluence. Experimentally accessible
quantities are the damage cross section rdef, which is determined by the increase of
damage fraction at low ion fluences, and the saturation value fs observed at suffi-
ciently high ion fluences or obtained by a model fit. In Fig. 3.3, it is shown how the
parameters rdef and fs in (3.6) and (3.11) influence the fraction of defects, fd, versus
ion fluence NI. In the double logarithmic plot, an increase of rdef results in a clear
shift of the curve towards low ion fluences (cp. curve 1 and 3 in Fig. 3.3b). From
the figure, one can see that a distinct determination of the two parameters requires
experimental data over a sufficiently wide range of ion fluences. Curves 1 and 4 in
Fig. 3.3, calculated with (3.6) and (3.11) using the same parameters, respectively,
are rather well separated. However, by increasing rdef in (3.6), curve 3 is obtained
that is very close to curve 4 calculated with (3.11). This demonstrates that to
distinguish between the models represented by (3.6) and (3.11), experimental data
with sufficient accuracy are necessary (cp. curves 3 and 4 in Fig. 3.3). From the
saturation value fs given by rdef/(rdef + rr) (or by rdef/rr when approximating
(1 − fd) by unity (see Sect. 3.3.1)), the cross section rr can be extracted.

So far, only point defects like vacancies and interstitial atoms have been con-
sidered, and the recombination or annihilation of these defects with each other leads
to a saturation of the damage fraction at the value fs (see above). Including the
formation of defect clusters that cannot recombine, as described in (3.13), provides
in principle an explanation to the further increase or decrease of the damage
fraction, with the final value of fd given by the saturation concentration of clusters fc
(see Fig. 3.4). If fc > fs, the damage fraction exhibits a second increase with
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Fig. 3.3 Relative damage fraction fd versus ion fluence NI calculated applying (3.6) and (3.11)
with the parameters indicated in the figure. The cross section rdef is given in cm2. Part a has a
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increasing ion fluence (see red curve in Fig. 3.4), and for fc < fs, the damage
fraction decreases with increasing ion fluence (see green and blue curves in
Fig. 3.4). The range of ion fluences at which this change occurs is controlled by the
cross section for cluster formation, rc (compare green and blue curve in Fig. 3.4).
As discussed before, (3.13) assumes that cluster formation does not occur directly
in the collision cascades. The curves in Fig. 3.4 show that only in this case (i.e.
when the processes of defect and cluster formation are well separated and occur as
different stages in the fluence dependence) is it at all useful to distinguish between
defects and defect clusters. Only in this case can the various model parameters be
explicitly determined.

In a real experiment, a physical quantity M is measured as a function of the ion
fluence NI = /t whereby M is not necessarily the number of defects or displaced
lattice atoms. When beginning a research experiment, the saturation value Ms may
not be known or may appear not to be a sensible quantity. In this case, instead of fd
(3.1), relative changes in properties, such as DM = M(NI) − M0 or DM/M0 = (M
(NI) − M0)/M0, will be analysed. An example for that is given in Fig. 3.5, which
shows the relative lattice parameter change Da/a0 measured by X-ray diffraction
versus ion fluence in single crystal UO2 [31]. If one assumes that the defect fraction
fd contributes linearly to Da/a0 with Da/a0 = a fd, (3.6) can be used to fit the
experimental data (see Fig. 3.5) with a being a constant giving the relative lattice
parameter change per relative defect fraction. The saturation value, (Da/a0)s = a fs,
corresponding to very high ion fluences, can be extracted from the curve fit.
Further, from the almost linear increase of lattice parameter, Da/a0 = a fd, at low
ion fluences, the slope is approximately equal to ardef, which is the relative lattice
parameter change per unit ion fluence. The good agreement between measured data
and calculated fit in Fig. 3.5 indicates that (3.6) is very suitable for representing the
experimental results.

1012 1013 1014 1015
0.01

0.1

1
c = 0

c = 3x10-15 cm2, fc = 0.2

c = 3x10-15 cm2, fc = 0.06

c = 2x10-14 cm2, fc = 0.06

ion fluence  N I (cm-2 )

re
la

tiv
e 

da
m

ag
e 

fr
ac

tio
n 
f d

def = 5x10-14 cm2

r = 5x10-13 cm2

σ

σ

σ

σ

σ

σ

Fig. 3.4 Relative damage
fraction fd versus ion fluence
NI calculated by solving
(3.13) numerically with the
parameters indicated in the
figure

3 Modelling Effects of Radiation Damage 119



3.4 Modelling of Amorphisation and Order-Disorder
Phase Transformations

The irradiation-induced crystalline-to-amorphous and order-disorder transforma-
tions in materials are of considerable interest, both fundamentally and technolog-
ically [26, 27, 47]. The models describing these transformations are somewhat
similar and are defined in terms of the fraction of material transformed. The effects
of irradiation on crystalline structures are described by competing reaction rate
processes: those that drive the transformation and those that drive the recovery of
the transformation. In the case of amorphisation, irradiation-induced defect accu-
mulation and direct-impact amorphisation are the primary driving forces, while
irradiation-induced and thermal defect recovery and recrystallization processes
compete with the amorphisation processes. Additionally, in ordered alloys, semi-
conductors and many complex ceramics, irradiation-induced chemical disordering
competes with irradiation-induced ordering. In general, these transformations occur
homogeneously or heterogeneously, become more difficult with increasing tem-
perature, and often occur only below a critical temperature. For the sake of sim-
plicity, only irradiation-induced amorphisation models are described here, but the
models are often directly applicable to the order-disorder transformation.

3.4.1 Irradiation-Induced Amorphisation Models

Irradiation-induced amorphisation occurs both homogeneously and heteroge-
neously. Homogeneous amorphisation is generally associated with a progressive
process due to the accumulation of point defects or a specific defect type, as in the
case of quartz [48] and coesite [49], and often occurs under electron or light ion
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irradiation. Under such a progressive defect accumulation process, amorphisation
may occur spontaneously after a critical concentration of defects or specific defect
type is exceeded, and the progression to amorphisation is often well described by
the damage accumulation model given by (3.6), except that fs is now the defect
fraction at which the damaged structure collapses to the amorphous state. Thus, the
defect or damage fraction that is often measured is not a direct measurement of the
amorphous fraction, which must be taken into consideration in the development of
models and their application to the interpretation of experimental data.
Heterogeneous amorphisation can occur directly within the collision cascade of an
incident ion or within the track of a swift heavy ion, so-called direct-impact
amorphisation, or can occur from single or multiple overlaps of collision cascades
or ion tracks.

The definition of the damage fraction, as given in (3.1), is related to the
occurrence of a saturation value of an arbitrary physical quantity at high ion flu-
ences. Even if full amorphisation is finally achieved, it does not mean that the
determined damage fraction represents the relative fraction of amorphous material
at lower ion fluences. Point defects and defect clusters more often than not also
contribute to a measured signature for accumulated damage or disorder, and their
contribution to the measured damage, which may be represented by the defect
accumulation models above, must be taken into account in the interpretation of
experimental signatures of damage accumulation. With the exception of pure direct
amorphisation by a single ion impact, which probably only occurs with swift heavy
ion irradiation, most damage accumulation processes, including amorphisation,
involves defect accumulation to some extent.

Similar to the case for defect production and accumulation above, one can
assume that the local production rate of amorphous material, Pa (per unit volume),
is given by Nra/, where ra is an effective cross section for direct-impact amor-
phisation that may depend on the elastic scattering cross section at low to inter-
mediate ion energies and on the ionization cross section or electronic stopping
power at high energies (e.g., for swift heavy ions). While ra may be proportional to
the calculated displacement cross sections, rd, at low to intermediate ion energies, it
cannot be directly calculated. In those ceramics or semiconductors that are sensitive
to amorphisation, both defect production and amorphisation processes generally
occur simultaneously; however, the effective displacement cross section, rdef, for
defect production in crystalline material is always less than the calculated dis-
placement cross section, rd (see also Sect. 3.3.3). Thus, both the amorphous
fraction, fa, and the defect fraction, fdef, contribute to the fraction of material
damaged, fd. If the applied experimental technique is sensitive to both contributions,
fd can be analyzed as described in Sect. 3.5. In the following it is assumed that only
the fraction of amorphous material fa is measured and models are introduced that
describe the transition to and the saturation of that fraction at its maximum value of
unity. We have already described several models for defect accumulation above,
and consider now several simple models for amorphisation. For more details and
additional models for amorphisation, the reader is referred to [47].
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If rdef or fdef are negligible, then amorphisation occurs by a direct-impact process
within the collision cascade or ion track, and the rate of change in the amorphous
fraction can be written as:

dfa
dt

¼ ra/ð1� faÞ; ð3:16Þ

which has an analytical solution given by

fa ¼ 1� exp �ra/tð Þ: ð3:17Þ

In the case of swift heavy ions where amorphous ion tracks are continuous, ra
has physical meaning and actually corresponds to the cross sectional area of
amorphous material in the track. This is similar to the model of Gibbons [50] for the
condition that individual ions produce a cylindrical amorphous volume over an
incremental thickness. Gibbons also considered the case for light ions where a
single ion produces a cylindrical cluster of defects, and the overlap of ion-produced
defect clusters is required to produce amorphisation. If AI is defined as the cylin-
drical area damaged by a single ion incident on the surface, the amorphous fraction
is given by the well-known Gibbons model [50]:

fa ¼ 1�
Xm
k¼0

ðAI/tÞk
k!

exp �AI/tð Þ: ð3:18Þ

where m is the number of overlaps required to produce amorphous material. It can
be easily seen that for the case of m = 0 (i.e., direct impact amorphisation), (3.18)
reduces to (3.17) with AI = ra. The Gibbons overlap model is illustrated in Fig. 3.6.
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When the number of overlaps necessary for amorphisation increases, the formation
of amorphous material is delayed, and a relative transition to a more rapid increase
of the amorphous fraction occurs at higher ion fluences. However, this effect will be
only observed if fdef is indeed negligible or the applied experimental technique is
sensitive to amorphous regions only, but not (or much less) to defective crystalline
material.

Consider now the case where the incremental cylindrical volume damaged by
one ion has an inner structure consisting of an amorphous core with area A1 sur-
rounded by a damaged area A2 that becomes amorphous only after being struck by
m + 1 ions (m overlaps), (3.16) and (3.18) can be combined to

fa ¼ 1� exp �A1/tð Þ½ � þ 1�
Xm
k¼0

ðA2/tÞk
k!

exp �A2/tð Þ exp �A1/tð Þ
" #

: ð3:19Þ

In (3.19), the first term accounts for direct impact amorphisation from the central
core of the damaged cylinder, and the second term accounts for amorphisation from
the overlapping of A2 areas from different ions, weighted by the fraction of material
not amorphised by direct impact amorphisation. This process can be interpreted as a
damage-stimulated amorphisation process. A very similar approach, which corre-
sponds to (3.19) with m = 1, was developed to model the formation of heteroge-
neous tracks by swift heavy ion irradiation [51] (see also (8.4) in Chap. 8.5).

While (3.18) and (3.19) are derived from a general concept of cascade or ion
track overlap, the concept of direct impact amorphisation combined with a defect or
damage stimulated amorphisation process can be expressed in a rate expression
given by [35, 47]:

dfa
dt

¼ ra/ 1� fað Þþ rs/fað1� faÞ; ð3:20Þ

where ra is the cross section for direct-impact amorphisation and rs is the effective
cross section for defect or damage stimulated amorphisation. Direct-impact amor-
phisation can only occur in the remaining crystalline fraction, 1 − fa, while the
probability for stimulated amorphisation to occur at the crystalline/amorphous
interface is assumed to be fa (1 − fa) [47]. An analytical solution to (3.20) is given
by the expression [47]:

fa ¼ 1� ra þ rsð Þ= rs þ ra exp½ ra þ rsð Þ/t�f g: ð3:21Þ

Within this model, there must be some direct-impact amorphisation (ra > 0) for
amorphisation to occur; otherwise, fa = 0 if ra = 0. However, the definition of the
amorphous nuclei or clusters created by direct-impact amorphisation in this model
is rather ambiguous, and these amorphous nuclei may range from small defect
clusters to substantial amorphous volumes within the core of a collision cascade. In
the case that rs = 0, (3.21) reduces to the case of direct impact amorphisation given
by (3.17).
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Figure 3.7 illustrates curves that are calculated with (3.19) and (3.21). In contrast
to the results of the Gibbons model (see Fig. 3.6), a linear increase of fa with ion
fluence, NI, is always observed at sufficiently low ion fluences (see Fig. 3.7b), with
the slope given by A1 or ra, respectively. In the fluence range before saturation, the
additional amorphisation by overlapping of the defective surrounding areas A2

(3.19) or by stimulated growth of already existing amorphous regions (with the
cross section rs, (3.21)) results in a stronger than linear increase of the amorphous
fraction. Figure 3.7 shows that almost identical curves can be generated with (3.19)
and (3.21) (cp. solid and dashed thick lines). This reflects that similar physical
concepts are behind these two equations. With respect to (3.19), it should be
mentioned that for a given value of A1, different pairs of A2 and m may give very
similar curves. It is therefore often advisable to restrict m to a fixed value (as for
instance to 2) and not to treat it as a free parameter. In Fig. 3.7 an additional curve
is plotted as a thin solid line, which is calculated with (3.21). This curve differs from
curve 2 by Dfa = 0.054 at most. However, the direct-impact cross section, ra, is
40 % larger, and the cross section for stimulated amorphisation, rs, is 50 % smaller
than the respective values used to calculate curve 2. This illustrates that the
experimental uncertainty of fa may cause huge uncertainties in the fit parameters.
Equation (3.21) has been successfully utilized to fit amorphisation data for a broad
range of materials [35, 47, 52–54], as illustrated in Fig. 3.8.

The Avrami nucleation and growth model [55] has also been used to describe
amorphisation [56, 57]. In this case, fa is described as a function of irradiation time,
t, and given by the expression:

fa ¼ 1� exp �RGm�1tm
	 


: ð3:22Þ

Here, R is the irradiation-induced nucleation rate of amorphous clusters, G is the
irradiation-induced growth rate of amorphous clusters, and m is a reaction order

(a) (b)

Fig. 3.7 Amorphous fraction fa versus ion fluence NI calculated with (3.19) and (3.21) and
parameters as indicated in the figure. The cross sections and areas are given in cm2. In parts a,
b the same data are shown but in a linear and double logarithmic plot, respectively
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parameter. With m of the order of 3–4, this model has been shown to provide a
reasonable fit to a range of data for different materials. If one considers the
nucleation rate, R, to be given by ra/ and the growth rate, G, to be dominated by
rs/, then the Avrami expression given by (3.22) is conceptually similar to the
direct-impact/stimulated amorphisation model in (3.21). This is also supported by
the fact that (3.21) may yield similar dependences on the ion fluence as (3.22). In
this case ra � rs is valid; ra is unrealistically small and serves as a substitute to
emulate nucleation. Likewise, in the case of m = 1, the growth rate becomes unity,
and (3.22) reduces to the direct impact model given by (3.17).

3.4.2 Amorphisation Kinetics

The models described above represent simple descriptions of the
irradiation-induced amorphisation process without any consideration for kinetics.
During irradiation at temperature, simultaneous recovery processes can compete
with damage production processes, and the rate of amorphisation will depend on the
relative magnitude of the rate of production and recovery processes under any given
irradiation conditions. Damage production processes are directly dependent on the
damage rate or ion flux; thus, both damage rates and temperature affect the kinetics
of amorphisation. The simultaneous damage recovery processes are associated with
point defect recombination or annihilation at clusters in the crystalline state, point
defect annihilation at crystalline/amorphous (c/a) interfaces, epitaxial recrystal-
lization at c/a interfaces, or nucleation and growth recrystallization in the bulk of
the amorphous state. Obviously, if the rate of amorphisation is less than the damage
recovery rate at any temperature, amorphisation will not proceed.
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Fig. 3.8 Accumulation of disorder in a SmTi2O7 [53] and 6H-SiC [54] irradiated with Au ions at
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The above amorphisation models already include damage rate through the local
ion flux, /; thus, in most cases, a temperature dependent rate of damage recovery is
included in the rate theory expressions to derive related models for amorphisation
kinetics. In the case of direct impact amorphisation, epitaxial recrystallization at c/a
interfaces is the primary damage recovery process, and the amorphisation rate
expression, (3.16), becomes:

dfa
dt

¼ ra/ð1� faÞ � KðTÞfað1� faÞ; ð3:23Þ

where K(T) is the epitaxial recovery rate constant at temperature T, and the term
fa (1 − fa) is the probability for epitaxial recrystallization at c/a interfaces. The
solution of this rate expression is given by [47]:

fa ¼ 1� exp �ra/tþKðTÞt½ �
1� KðTÞ=ra/½ � exp �ra/tþKðTÞt½ � : ð3:24Þ

This expression is much more complex than that given by (3.17), and the
dependence on the ratio of damage recovery rate to damage production rate, K(T)/
ra/, is clearly evident. The damage recovery rate has been included in several rate
theory models for amorphisation, and the solutions, which are often quite complex,
are described in detail elsewhere [47].

One important point that must be noted is that the recovery rate constants can be
associated with both thermal and irradiation-driven processes. Thus, the rate con-
stant in (3.23) and (3.24) is the sum of temperature-dependent rate constants for
both irradiation-driven and thermal annealing processes and is given by the
expression:

KðTÞ ¼ mirr exp �Eirr=kBTð Þþ mth exp �Eth=kBTð Þ ð3:25Þ

where mirr and mth are effective jump frequencies and Eirr and Eth are the activation
energies for the irradiation-driven and thermal recovery processes, respectively. kB
is Boltzmann’s constant. The effective thermal jump frequency, which accounts for
local coordination and average number of jumps to recovery [58], generally ranges
from 109 to 1014 s−1 [47]. On the other hand, the irradiation-driven jump frequency,
mirr, is directly proportional to the ion flux and given by [59, 60]:

mirr ¼ rr/; ð3:26Þ

where rr is the recovery cross section associated with irradiation-driven defect
recombination or recrystallization processes. The irradiation-driven recovery rate
will always be directly proportional to the ion flux, and because mirr � mth,
irradiation-driven recovery processes may be nearly athermal with low activation
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energies. At high temperatures, the dominant term in (3.25) will be thermal
recovery, and the recovery rate will be independent of ion flux. At lower temper-
atures, the irradiation-driven term in (3.25) can become large with respect to the
thermal term, and irradiation-driven recovery will dominate. Under conditions
where irradiation-driven processes dominate, the recovery rate constant, K(T), is
proportional to rr/, and the ratio of damage recovery to damage production, K(T)/
ra/, in (3.24), as well as in other kinetic models of amorphisation [47], becomes a
constant independent of ion flux (e.g., proportional to rr/ra for direct impact
amorphisation). As a consequence, amorphisation is largely independent of ion flux
when irradiation-driven recovery processes are dominant.

Because the expressions for amorphisation kinetics are complex, with recovery
rates that may include both thermal and irradiation-driven processes, the kinetics of
amorphisation is often investigated by applying the temperature-independent
models to amorphisation data. This is illustrated in Fig. 3.9a, where (3.21) is fit to
experimental ion channelling data at three different temperatures [54]. Analysis of
the temperature dependence of the cross sections in such models can reveal multiple
recovery mechanisms, as illustrated in Fig. 3.9b, and detailed analysis can yield
activation energies [54].

One consequence of the damage recovery rate is the concept of critical tem-
perature for amorphisation. In general, amorphisation will not occur if the damage
production rate is less than the damage recovery rate. The critical temperature for
amorphisation, Tc, is the temperature above which amorphisation does not occur
and is defined by the condition that the production rate for amorphisation, ra/,
equals the damage recovery rate, K(T), (see (3.23)). When starting from (3.23),
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Fig. 3.9 a Relative disorder at the damage peak as a function of dose in 6H-SiC irradiated with 2
MeV Au ions at three different temperatures. The lines are fits to the experimental data applying
(3.21). b The temperature dependence of the effective defect-stimulated cross section rs in 6H-SiC
resulting from fits as plotted in (a) [54]. The effective amorphisation cross section, ra, is assumed to
be constant in this temperature range, which is below the temperature for epitaxial recrystallization
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several recovery processes can be included. If thermal recovery processes are
dominant, the critical temperature is given by the expression:

Tc ¼ Eth

kB ln mth=ra/ð Þ ; ð3:27Þ

where ra is the cross section for amorphisation in the regime T ! 0, i.e. at low
temperatures. The dependence of Tc on the damage production rate, ra/, is evident.
Thus, increasing the damage rate will increase Tc, and decreasing the damage rate
should decrease Tc. If irradiation-driven recovery processes dominate, than the
critical temperature is given by:

Tc ¼ Eirr

kB ln mirr=ra/ð Þ ; ð3:28Þ

which can be rewritten, using (3.26), as:

Tc ¼ Eirr

kB ln rr=rað Þ ; ð3:29Þ

with rr being the recovery cross section for damage associated with
irradiation-driven recovery processes. Under these conditions, where
irradiation-driven recovery is dominant, Tc is independent of ion flux and inversely
dependent on the ratio rr/ra. Finally, Tc is only implicitly deduced from (3.23), if
both irradiation-driven and thermal recovery processes contribute in comparable
amounts. However, in this case, (3.23) has too many parameters that cannot be
uniquely identified by fitting fa versus the ion fluence NI = /t without additional
information from other measurements.

The concept of critical temperatures also arises directly from experimental
findings that show an exponential increase of the ion fluence necessary for amor-
phisation, Nam

I , with increasing temperature of irradiation, T, [61]. The temperature
at which the amorphisation fluence Nam

I approaches infinity is called the critical
temperature Tc. Early explanations were based on the direct impact amorphisation
model, following from (3.18) with m = 0, and assumed the area AI damaged by a
single ion impact to shrink with increasing temperature [61, 62]. The radius of the
amorphous region (produced by a single ion) is assumed to decrease by an amount
dR due to a thermally activated vacancy-out-diffusion and defect recombination at
the c/a interface. Since the amorphisation fluence is inversely proportional to the
area amorphised by a single ion, the ratio of amorphisation fluence at temperature
T to amorphisation fluence at T = 0, Nam;0

I , can be written as

Nam
I

Nam;0
I

¼ 1� C exp � E
kBT

� �� ��2

: ð3:30Þ
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In this case, it follows that the critical temperature Tc, at which the amorphisation
fluence approaches infinity, is given by:

Tc ¼ E
kB lnC

: ð3:31Þ

Depending on the expression used for the decrease in amorphous radius dR, E is
the activation energy or only half of it [61, 62]. The parameter C was found to be
inversely proportional to the damage cross section ra [62]. These two findings
agree with (3.27) and (3.28), thus reflecting the conceptual similarity of using
Arrhenius-type dependences for the decrease of relevant quantities with tempera-
ture. An expression similar to (3.30) can be also deduced from (3.23) to (3.25),
which is given by

Nam
I

Nam;0
I

¼ 1� mirr
ra/

exp � Eirr

kBT

� �
� mth
ra/

exp � Eth

kBT

� �� ��1

: ð3:32Þ

The main difference to (3.30) is the exponent at the square bracket on the right
hand side of the equation.

Finally, it should be mentioned that a critical temperature also appears when
studying ion-beam induced effects at a pre-existing amorphous/crystalline interface.
This temperature is usually called the reversal temperature TR. During ion irradi-
ation of a c/a interface, epitaxial recrystallization or interfacial amorphisation may
occur [63]. In principle, both processes occur simultaneously. At the reversal
temperature, TR, crystallization and amorphisation are in balance, and the position
of the c/a interface does not change. At temperatures T > TR, ion-beam induced
epitaxial crystallization dominates; whereas at T < TR, interfacial amorphisation is
the dominating process, thus shifting the position of the interface in one or the other
respective direction. The reversal temperature was found to be [63]

TR ¼ Ea

kB ln F=r2d/
� � ; ð3:33Þ

where Ea is the activation energy and F is a free parameter. Despite the fact that the
damage cross section rd appears quadratic, (3.33) resembles the dependences given
in (3.27), (3.28) and (3.31). A reasonable explanation of (3.33) was given assuming
the crystallization kinetics to be governed by thermal defect diffusion to the
amorphous/crystalline interface [64]. That is, again, some conceptual similarity
results in a similar expression for the critical (here called reversal) temperature.
Equation (3.33) was also used to represent critical temperatures Tc of ion implanted
III–V compound semiconductors for a wide range of ion masses and ion fluxes [45].

In the past, (3.30) and (3.32) (assuming only one recovery process) were suc-
cessfully applied to represent the ion fluence necessary for amorphisation as a
function of temperature (see e.g. [16, 61, 62, 65–67]). However, the model behind
(3.30) is very simple and assumes formation of amorphous zones within single ion
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impacts, which is often not the case. Therefore, a deeper physical interpretation of
the corresponding fit parameters themselves seems not to be appropriate. Although
(3.23) starts from a similar assumption, defect-stimulated amorphisation as given in
(3.20) can be easily included, as shown in [47]. A further advantage of the ansatz,
according to (3.23) and (3.25), is that more than one process and, in principle, even
several thermal annealing processes (as for instance due to the thermal mobility of
different point defects) can be easily included by adding further terms on the right
hand side of (3.25). These terms correspondingly appear in the brackets of (3.32).
However, irrespective of how many terms are included, the resulting dependences
of Nam

I =Nam;0
I versus temperature T have always the same general shape. In other

words, experimental results of Nam
I =Nam;0

I versus T do not give any hint about how
many recovery processes are active. That is why in practical applications (3.30) or
(3.32) (assuming only one recovery process) are generally applied to fit experi-
mental data. Thus, the parameters obtained in that procedure are only used for
calculation of the critical temperature Tc and usually not for determination of the
activation energy. Starting from the model behind (3.30), critical temperatures were
also obtained by analyzing the damage fraction for a fixed ion fluence as a function
of temperature (see (5.6) and Fig. 5.6 in Chap. 5.3 and [65, 66]). This is possible
with (3.24), too. It should be mentioned that when starting from one set of
experimental data, (3.30) tends to yield slightly higher values of Tc than (3.32).
Furthermore, the critical temperature can be also estimated by a visual examination
of experimental data Nam

I =Nam;0
I versus T [68]. Therefore, some care has to be taken

when comparing results obtained by different authors for a given material.
Once critical temperatures are available for different ion species implanted into a

given material with various ion fluxes, one can search for dependences according to
(3.27) or (3.29) in order to get some information about the cause of the occurring
recovery process. Examples for that are given in Fig. 3.10. When nearly constant
damage rate conditions (ra/ = constant) are realized in the experiment, then Tc
should be constant if thermal recovery processes are dominant (see (3.27)).

Fig. 3.10 Critical temperature, Tc, as a function of 1/ln(rr/ra) for Ca2La8(SiO4)6O2 [69] (a) and
as a function of 1/ln(mth/rd/) for GaAs [67] (b) with rd being the calculated damage cross section
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Otherwise, when the corresponding values of Tc are not constant, the temperature
dependence of amorphisation is controlled by irradiation-driven recovery processes
(see (3.29)). This is observed for Ca2La8(SiO4)6O2, for which a linear relationship
between Tc and 1/ln(rr/ra) has been demonstrated (see Fig. 3.10a, [69]). In this
case, based on (3.29), the critical temperature is independent of ion flux as
demonstrated for Ca2La8(SiO4)6O2 [70]. In the case of ion implanted GaAs, a clear
dependence on the ion flux is found (see Fig. 3.10b) which indicates the importance
of thermal recovery during irradiation [67]. It should be pointed out that in general
it is rather difficult to distinguish between thermal and purely ion-beam induced
effects, which is discussed in detail in [59].

3.5 Modelling of Complex Processes

In some materials or at certain implantation conditions, such as elevated tempera-
tures or high ion fluxes, ion-induced damage formation becomes much more
complex. Point defects may form at very low ion fluences, when each ion impinges
on still pristine material. At higher ion fluences, these point defects may arrange to
form extended defects like dislocation loops, stacking faults or voids but also phase
changes may occur. In case amorphous seeds nucleate, eventually the implanted
layers may be completely amorphised by the growth of these nuclei, which is often
called ion-beam induced interfacial amorphisation [63]. In case amorphisation does
not occur, a complex network of extended defects and defect clusters may form. In
order to unravel such complicated processes, the application of one experimental
technique is usually not sufficient. Correspondingly difficult is the modelling of
such processes. It requires techniques with a more or less well-known sensitivity to
the various kinds of damage. Further, such models may contain many parameters,
and the distinct determination of each may not be possible.

A successful attempt of modelling more complex mechanisms of ion-induced
damage formation was made in [35]. Provided the experimental technique applied
is sensitive to both amorphous/heavily damaged areas and point defects, (3.13) and
(3.20) can be combined and one obtains [35] the coupled differential equations:

dfdef
dt

¼ rd/ð1� fdef Þ � Rfdef þ rC/fdef 1� fdef
fcð1� faÞ

� �
� dfa

dt
fdef

1� fa
ð3:34aÞ

and

dfa
dt

¼ ra/ð1� faÞþ rs/fað1� faÞ ð3:34bÞ

with the total fraction fd of damaged material given by fd = fa + fdef. The additional
terms in (3.34a) in comparison to (3.13) take into account that clusters can only
form in non-amorphous regions (third term on the right hand side) and that regions
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with point defects or defect clusters can become amorphous during subsequent
irradiation (last term on the right hand side of (3.34a)). Thus, these equations ensure
that fd does not exceed unity. The two coupled differential equations, (3.34a) and
(3.34b), have to be solved numerically. Since (34) involves three different types of
damage (point defects, defect clusters and amorphous material), a three-step process
towards amorphisation can be modelled. It also means that the six free parameters
in (3.34a) and (3.34b) can be determined unequivocally if and only if the measured
dependence versus time t or ion fluence NI = /t clearly exhibits these three steps.
The fraction of material damaged, fd, can be also given as the sum of the amorphous
fraction, fa, and the defect fraction, fdef, in the residual crystalline material, which
must be weighted by the fraction of crystalline material (1 − fa) [52],

fd ¼ fa þ fdef 1�fað Þ: ð3:35Þ

When the fraction of point defects, fdef, is represented by (3.6) and the amor-
phous fraction fa by (3.21), (3.35) yields the same results as (3.34a) provided cluster
formation is ignored (i.e. rc = 0 in (3.34a)).

Examples for application of the coupled (3.34a) and (3.34b) are shown in
Fig. 3.11. Damage analysis was performed with optical reflection (Fig. 3.11a) or
with Rutherford backscattering spectrometry (Fig. 3.11b). Both methods are known
to be sensitive to heavy damage as well as to point defects. In Fig. 3.11a, it is
demonstrated how the continuous transition towards maximum damage occurring
in ion implanted Si at low temperatures changes into a discontinuous two-step
transition with increasing temperature [35]. The transition towards maximum
damage in two steps is typical for semiconductors, such as Si (see [71] and ref-
erences therein), GaAs, InAs, InP [16] and SiC [72], implanted with ions at tem-
peratures close to the critical temperature, Tc. In contrast, ion implanted GaN
exhibits a step-wise transition towards maximum damage that occurs even during
implantation at the low temperature of 15 K (see Fig. 3.11b) [16], indicating dif-
ferent mechanisms of damage formation being operative in this case. The curves in
Fig. 3.11 have been fitted to the experimental data using (3.34a) and (3.34b). In
Fig. 3.11 a, cluster formation plays only a minor role in Si; while in Fig. 3.11b,
three distinct steps are clearly visible in the experimental data for GaN, which allow
the determination of all the model parameters in (3.34a) and (3.34b). It should be
mentioned that in these cases ra is unrealistically low and mainly serves as a
substitute to emulate nucleation of amorphous seeds [72].

A more detailed composite model for the production of amorphous material in
semiconductors and a discussion of limits in the evaluation of experimental data are
given in [73–76]. The proposed composite model considers the evolution of the
undamaged fraction fu, the amorphous fraction fa and the fractions fi of different
types of pre-amorphous defects by combined rate equations that are of the type as
given in (3.4), (3.7), (3.8), (3.14) and (3.15). The total fraction of damage is given
by fd ¼ fa þ

P
fi. For two types of point defects, i.e. i = 2, one obtains [73, 75, 77]
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dfu
dNI

¼ �ðr1 þ r2 þ raÞfu
df1
dNI

¼ þ r1fu � r12f1 � r1af1fa

df2
dNI

¼ þ r2fu þ r12f1 � r2af2fa

df2
dNI

¼ þ rafu þ r1af1fa þ r2af2fa :

ð3:36Þ

ri and ra are the cross sections for formation of defect type i and of amorphous
material, respectively, within a single ion impact. During further irradiation, the
defect type i can be transformed to more complex defect types i + 1 or to fully
amorphised material (a). rjk describe the cross sections for transformation between
defect types i, where j and k refer to the initial and final state, respectively. The
effect of stimulated amorphisation is represented by the cross sections ria, with the
probability for these processes to occur being given by fifa. For a more detailed
explanation, the reader is referred to [77]. In principle, (3.36) can be extended to
higher numbers of i, although one always would try to keep the number of defects
i as low as possible. The presented model was successfully applied to represent both
ion-induced damage formation and the evolution of damage-induced stress simul-
taneously in LiNbO3 of two different orientations [77]. In this case the high amount
of information from experiment (two techniques and two crystal orientations)
allowed the extraction of unique parameters. Finally, it should be mentioned that a
very simple multi-step model has been introduced in which several direct-impact
processes are put together at specific ion fluences [78]. This model has been applied
to the accumulation of ion-induced damage in cubic zirconia and silicon carbide
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Fig. 3.11 Relative damage fraction, fd, versus ion fluence NI for a Si implanted with 2 MeV Si+

ions at different temperatures and b GaN ion implanted at 15 K with different ion species. The
lines are fitted to the experimental data with (3.34a) and (3.34b). The data for implanted Si are
taken from [35]
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[11], and it has been similarly applied to damage accumulation in in Gd2Ti2O7 and
compared to the model assuming direct-impact and damage stimulated amorphi-
sation (see (3.20)) [79].

3.6 Summary

In this chapter, the origin of radiation damage and models that cover
irradiation-induced defect production and accumulation, as well as irradiation
induced phase transition, have been reviewed. A common and successful way for
studying the processes of radiation damage formation is to analyse the damage
evolution measured as a function of irradiation parameters on the basis of model
calculations. In the past few decades, several such models have been developed in
different contexts. Here, the models have been summarised, and more specifically,
different models covering similar processes have been directly compared with each
other. In this way, it is demonstrated that similar physical concepts result in similar
dependencies, even if different mathematical formulas were obtained. In addition to
general model calculations, which demonstrate the effects of the various model
parameters, selected experimental examples have been presented to validate and
demonstrate the applicability of the models. Substrate temperature and dose rate
during irradiation are two of the most crucial parameters, the role of which on
damage accumulation processes have been discussed and modelled. The different
roles of irradiation-induced recovery processes and thermal recovery processes
have been identified within the models and demonstrated in experimental results.
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Chapter 4
Synthesis of Nanostructures Using
Ion-Beams: An Overview

Giancarlo Rizza and Mark C. Ridgway

Abstract The objective of this chapter is to give an overview on the basic
principles underlying the synthesis of nanocomposite materials using ion-beams.
In particular, those based on metallic nanoparticles embedded within a dielectric
host matrix. However, this chapter is not meant as a complete literature survey and
does not include all the immense existing literature. Instead, it can be taken as a
practical handbook where the main ion-related strategies developed to synthesize
nanocomposites are rationalized. These can be divided into two main categories:
in the first one, the ion-beam is used to introduce a foreign species into a host
matrix. This bottom-up approach is for example the domain of the ion-implantation.
In the second one, the ion-beam is used to depose the energy into a host matrix
already containing the foreign species. These can be in form of solute monomers,
nanoparticles or thin films. This top-down approach is for example the domain
of the ion-irradiation. Besides, the main limitations inherent to the ion-beam
techniques are described and some alternative strategies are illustrated. Finally,
it has recently been pointed out that the processes occurring during the ion beam
synthesis are similar to those observed in driven alloys. Thus, this chapter is also
an attempt to bridge the gap between the experimental and theoretical works
developed so far in both the fields of driven alloys and metal-glass nanocomposites
submitted to ion irradiation.
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4.1 Introduction

A nanocomposite is a multi-phase solid where at least one of the phases has a
nano-scale dimension, e.g. a thin film containing nanoparticles (NPs). Its properties
are related to those of the embedded NPs, which in turn depend on their size, shape,
concentration, spatial distribution and chemical environment. Nowadays there are
paramount of techniques allowing the fabrication of nanocomposites using both
bottom-up or top-down approaches [1]. However, in this chapter we only focus on
the synthesis of those where a solute element A is first introduced into a solid matrix
B and then allowed to evolve toward the nucleation and growth of NPs. The
pathway followed by the solute, from the solid solution to the nano-phase sepa-
ration, is described by the rules of both thermodynamic and kinetic processes [2–4].
Within this framework, an ion-beam can be considered as a powerful tool to widen
the potentiality of the synthesis process. This can be done by artificially modifying
both the thermodynamic phase diagram and the kinetic pathways. For example, to
overcome the solubility limit or, by playing with the competition between thermal
and ballistic effects, to modify the nucleation and growth processes. Nonetheless,
irradiation adds a degree of complexity to the system. Thus, to master the synthesis
process, thermodynamic, kinetic and ion-driven effects must be considered in detail.

In Sect. 4.2 the synthesis of NPs is rationalized by introducing a hierarchical
description of the system: from the more simple to the more complex. At each level
of complexity, new aspects or elements are introduced which participate in the
evolution of the system. At the ground level, thermodynamics provides a concise
description of the system at the equilibrium. A thermodynamic system is described
in terms of phase stability, chemical equilibrium and graphical constructions of the
equilibrium phases. Thus, in Sect. 4.2.1 basics of phase stability and construction of
a phase diagram are introduced. In particular, the concept of equilibrium concen-
tration, or solvus, is introduced. Thermodynamics is a powerful approach but it is
strictly applicable to phenomena that are only achievable in an infinite amount of
time. Thus, the next level of complexity is reached when kinetic effects, such as the
diffusion, are taken into account. A kinetic system is described by the paths and
rates adopted by a system that is out of equilibrium to return to the equilibrium state
under the influence of various forces. In Sect. 4.2.2 the concept of supersaturation is
introduced. When the diffusion is allowed, a supersaturated solid solution becomes
instable and phase separation takes place; in our case this corresponds to the
nucleation and growth of NPs. The highest level of complexity is reached when
irradiation effects are also introduced. Indeed, an ion-beam can be considered as an
external perturbation allowing the system to explore novel configurations, e.g. the
dynamic stabilization of non-equilibrium phases [5]. A system evolving under the
effect of both ballistic and thermal processes is defined as a driven system. In
Sect. 4.2.3, basics concepts of driven systems are introduced. In particular, an
historical overview of the models developed so far is given. Besides, the concepts
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of direct and inverse coarsening, or inverse Ostwald ripening, are also introduced
and commented.

In Sect. 4.3 some of the ion-beam strategies developed so far for the synthesis of
NPs are reviewed. Depending on the role played by the ions delivered by the
accelerator, these can be divided into two main categories. In the domain of
ion-implantation, charged particles are used to introduce one or more atomic spe-
cies into a host matrix. In the domain of ion-irradiation, charged particles are used
to depose their energy into the sample. This can be the matrix, the solute atoms or
the confined NPs. Finally, in Sect. 4.3.4 we show how a driven system can be
studied using a model system.

To conclude this introduction it is worth mentioning that in this chapter we
mainly focus on the processes that occur within the nuclear stopping regime. Some
examples of the evolution of a nanophase in the electronic stopping regime will be
described in detail in Part IV, Chap. 11.

4.2 From Thermodynamic to Driven System

In material science a phase is defined as an homogenous, physically distinct and
mechanically separable portion of the material with a given chemical composition
and structure. A phase is characterized by its temperature, pressure and chemical
composition. Within a phase, these values are constant. Each phase is characterized
by its atomic structure (vapor, liquid or solid), its crystalline structure (e.g. body
centered, face centered, …) and its chemical composition. If two or more phases
coexist, they are separated by a phase boundary, or an interface. The ensemble of
the phases present in the material is called system. If a material possesses more than
one phase, it is called a multi-component system. If at least one of the phases has a
sub-micrometer dimension, the system is named nanocomposite.

4.2.1 Thermodynamic System

The key issue in thermodynamics is the determination of the most stable phase [2].
A convenient way is to use the Gibbs free energy:

G ¼ H � TS ð4:1Þ

where H is the enthalpy, T the temperature and S the entropy. This is schematically
represented in Fig. 4.1a. When the Gibbs free energy is at a local, or relative,
minimum, the system is said to be in a metastable state (point A). Conversely, when
the Gibbs free energy is at a maximum, the system is instable (point B). Finally, if
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the Gibbs free energy is at an absolute minimum, the system lies in an equilibrium
state (point C). In general, a phase transformation takes place only if the Gibbs
energy of the final state, Gf, is lower than that of the initial one, Gi (Fig. 4.1b), such
that:

DG ¼ Gf � Gi\0 ð4:2Þ

Besides these basic concepts, the widespread use of the Gibbs energy lies on the
fact that it allows a graphical construction of a diagram representing the ensemble of
the equilibrium phases, whose relative extension is function of the thermodynamic
parameters, such as the temperature, the pressure or the solute concentration. As it is
beyond the scope of this review to explain how a phase diagram is obtained, in the
following we focus on a system whose characteristics are handy in describing a
metal-glass nanocomposite. The latter can be approximated to a binary system, A− B,
where the solid host matrix A shows a limited miscibility with a solute element B.

Within these very crude simplifications, a nanocomposite can be described as an
eutectic phase diagram, Fig. 4.2a. A graphical interpretation can be done by
considering that for a given solute concentration, for instance c, the stable phase is a
function of the temperature. If the temperature, e.g. T1, is larger than the melting
temperature of both A and B, the two elements are in a liquid phase. When the
temperature is reduced to T2, a mixture of solid (A) and liquid (A + B) phases is
observed. A further reduction of the temperature, T3, results in the formation of a
solid solution, where the element B is dissolved into the host matrix A. Finally, at
T4, the solid solution becomes instable and a phase separation between the two
elements occurs. This region is called coexistence region and represents the phase
domain where the nucleation and growth processes take place.

When the coexistence region does not intercept the minimum of the
solid + liquid region, the system has a miscibility gap, Fig. 4.2b. The miscibility

Fig. 4.1 a Sketch for a metastable (A), an instable (B) and a stable (C) equilibrium condition. b A
phase transition is only possible if the Gibbs free energy for the final state, Gf, is lower than the
Gibbs free energy for the initial state, Gi, such that DG ¼ Gf � Gi\0:
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gap is characterized by a critical temperature Tc. Depending on how the solid
solution, A(B), decomposes into separate phases, A + B, the miscibility gap region
can be further divided into two sub-regions: (i) if an energy barrier exists, the
system is metastable and a phase separation occurs through the nucleation and
growth processes. (ii) if there is not such energy barrier, the system is unstable and
the phase transformation takes place through a spinodal decomposition.

The region separating the solid solution to the coexistence region is called
solvus, or the solubility limit, and it is represented by the red curve in Figs. 4.2a–c
and 4.3a, b. It refers to the maximum amount of solute that can be added to the solid
solution before the system becomes metastable and eventually a phase separation
occurs. Thus, the solubility gives the equilibrium concentration at the interface
between the elements A and B. In particular, the higher the temperature, the larger
the concentration of solute B that can be dissolved into the matrix A. Besides, at a
given temperature, when the solute concentration is lower than the solubility, the
system is said to be under-saturated and the phase separation (precipitation) does
not occur, Fig. 4.2c. On the other hand, when the solute concentration is larger than
the solubility limit, the system is said to be super-saturated and the precipitation of
a novel phase is possible upon solute diffusion, Fig. 4.2c.

For a planar interface separating two solid phases, e.g. A/B, the solubility curve
scales as:

C1 Tð Þ ¼ C0exp � Hvf

kBT

� �
ð4:3Þ

where C0 is a pre-factor, Hvf the enthalpy for vacancy formation, kB the Boltzman
constant and T the temperature. As C0 is always larger than zero, two elements are
never completely immiscible [2].

Fig. 4.2 a Eutectic phase diagram, and b phase diagram with a miscibility gap. c the solvus, or
solubility limit, represents the equilibrium concentration at the interface between the elements A
and B both in a solid phase
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However, when the plane interface is replaced by a nanoparticle of finite size, the
curvature of the surface modifies the pressure between the two phases and the new
equilibrium condition is given by the Gibbs-Thomson equation:

CðRÞ ¼ C1exp
2rX
kBRT

� �
¼ C1exp

Lc
R

� �
ð4:4Þ

C1 is the solubility for a plane interface and Lc ¼ 2rX=kBT the capillarity length,
where r is the surface tension and X the atomic volume. The importance of the
Gibbs-Thomson equation relies on the fact that the equilibrium concentration at the
nanoparticle/matrix interface scales with both the size of the nanoparticle and the
temperature. In Fig. 4.3a the evolution of C(R) is represented as a function of both
the temperature and the solute concentration for different particle radii. To facilitate
its physical interpretation, in Fig. 4.3b C(R) has also been represented in an
Arrhenius plot as a function of the inverse of the temperature. In this case (4.4)
reads:

ln
C Rð Þ
C1

� �
/ 1

TR
ð4:5Þ

In Fig. 4.3a–b the red solid curve corresponds to the solvus for the flat interface,
C1, whereas the dashed black curves represent the evolution of C(R) for decreasing
values of the nanoparticle size, e.g. R ! 0. Equation (4.4) indicates that larger
nanoparticles have a lower concentration than smaller ones. This is graphically
represented in Fig. 4.3c where the width of the bar represents the dimension of the
nanoparticle and its height the equilibrium concentration. Figure 4.3a shows that
the solubility at the matrix/nanoparticle interface increases when the nanoparticle
radius is reduced. It states that smaller nanoparticles are less stable than larger ones.

Fig. 4.3 Dependence of the solubility limit on the nanoparticle size as a function of a the solute
concentration and b the inverse of the temperature (Arrhenius plot). c Relationship between the
size of the nanoparticle, R, and its equilibrium concentration, C(R). In the figure, the width of the
bar is proportional to R, while its hight is proportional to C(R). Equation (4.4) states that larger
nanoparticles are thermodynamically more stable as they have a lower equilibrium concentration
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Figure 4.3b shows that to maintain the same equilibrium concentration, the solvus
curve is shifted toward lower temperatures and smaller sizes. This is, a small
nanoparticle has the same equilibrium concentration as a larger one but at lower
temperature.

However, thermodynamics provides no information on the rate of the transfor-
mation, only whether or not the transformation can take place. The main process
controlling the rate at which the transformation occurs is the diffusion of atoms, cf.
Sect. 4.5. The evolution of a system with time is the domain of the kinetics as we
will describe in the next section.

4.2.2 Kinetic System

A kinetic system describes the rates and the pathways adopted by the system to
reach the equilibrium condition [3, 4]. So far, we have introduced the concept of
solubility to discriminate between an under- and a super-saturated system. In this
section, the concept of supersaturation is used to describe the kinetic evolution of
the solute toward the nucleation and growth of a nanophase. An operative definition
for the supersaturation is given by considering the ratio between the amount of
solute at a given time to the solubility limit for a flat interface:

s tð Þ ¼ C tð Þ
C1

ð4:6Þ

Depending the on the value of s(t), the kinetic evolution of the solute can be
divided into four distinct regimes as shown in Fig. 4.4a–c.

4.2.2.1 Supersaturation Regime

Initially, the solute concentration, s(t), increases proportionally to the amount of
deposited monomers, e.g. the implantation fluence, Fig. 4.4a, b. The solute accu-
mulation goes on up to a time t1 till it reaches the solubility limit, i.e. sc ¼ 1.

4.2.2.2 Nucleation Regime

When s(t) becomes larger than one stable embryos start to form, Fig. 4.4. Their
stability depends on the competition between volume and surface energy terms. In
particular, Fig. 4.4d shows that the critical energy barrier, DG�, index critical
energy barrier (DG�) and the critical radius, R�, necessary to form a stable particle
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upon solute fluctuations scale with both the temperature, T, and the supersaturation,
s(t):

DG� / 1

T2 � ln s tð Þ2
� � ; ð4:7Þ

R� / 1
T � ln s tð Þð Þ ; ð4:8Þ

On the other hand, the nucleation rate, J�, is function of DG� and writes:

J� / exp
DG�

kBT

� �
; ð4:9Þ

Owing to their inverse dependence on s(t), both DG� and R� decreases when the
supersaturation is increased. Conversely, J* increases with the monomer concen-
tration. This has a consequence on the nucleation process. At the beginning of the
nucleation regime the solute concentration is generally important, thus DG� and R�

Fig. 4.4 a Evolution of the supersaturation as a function of time, s(t). The solubility limit, sC, can
be used to characterize the different kinetic regimes, i.e. supersaturation, nucleation, growth and
Ostwald ripening. b Snapshots representing the value of s(t) with respect to the solubility, sC, in
the different regimes. The nanoparticles are represented by the back bars, where the width is the
nanoparticle size and the hight its equilibrium concentration. c Time-line evolution of the
nanoparticle population. d Evolution of several thermodynamic parameters with the supersatu-
ration s(t): energy barrier (DG�) critical radius (R�) and nucleation rate (J�). These variables are
represented for two different temperatures, T0 and T1 > T0
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are small and J� high enough such that the formation of small stable nuclei is an
explosive process. Besides, as DG� and R� inversely scale with T, the nucleation
process is further enhanced when the temperature is increased.

Once formed, each precipitate acts as a sink for the diffusing solute. Thus, s(t)
starts to decrease despite the ongoing monomer deposition, Fig. 4.4a. The dropping
of s(t) results in an increasing of both DG� and R�, and thus in a reduction of the
nucleation rate, J�, Fig. 4.4d. Whenever s(t) falls below the nucleation threshold,
e.g. at time t2, the nucleation of new stable nanoparticles is hindered. The temporal
window between t1 and t2 is usually referred to as the nucleation window.

Within the nucleation window, stable embryos nucleate and grow at different
times, Fig. 4.4c. As the precipitates that have been formed close to t1 have had
much more time to grow than those formed close to t2, the nucleation process ends
up with a broad size distribution. We will see in Sect. 4.3.2 that this is one of the
main drawbacks of the ion-beam synthesis techniques.

4.2.2.3 Growth Regime

Below sc the nucleation of new particles is not allowed. However, s(t) is sufficiently
high such that all the existing nanoparticles can grow by incorporating the incoming
monomers. Otherwise stated, s(t) is larger than the interface concentration of all the
growing nanoparticles. The latter is given by the Gibbs-Thomson equation, see
(4.4), and shown in Fig. 4.4b. The kinetic evolution of the second phase is com-
pletely characterized by knowing the time-evolution of:

• the size distribution function, f(R(t))
• the nanoparticle size, R(t)
• the nanoparticle density, n(t).

However, de Lamaëstre et al. [6] have shown that when ion-implantation is
involved, the nucleation and growth history of the nanoparticles is no longer
revealed by the distribution function, f(R(t)). Conversely, the two other quantities,
R(t) and n(t), are experimentally accessible. In the growth regime the nucleation of
new nanoparticles is not allowed, thus their density remains constant upon time,
i.e. n(t) = constant. Conversely, as their solubility is lower than the solute con-
centration, i.e. C(R) < s(t), they can grow incorporating the diffusing monomers,
Fig. 4.4b. In this case the growth will depend on the absorption mechanism.

If the monomer absorption is the faster process, the growth is limited by the
diffusion. In this case, the number of particles and their radius scale as:

n tð Þ ¼ const: ð4:10Þ

R tð Þ / t0:5 ð4:11Þ
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If the monomer diffusion is the faster process, the growth is limited by the
interface reaction. In this case, the number of particles and their radius scale as:

n tð Þ ¼ const: ð4:12Þ

R tð Þ / t ð4:13Þ

4.2.2.4 Ostwald Ripening Regime

The growth of the precipitates further reduces the concentration of the dissolved
monomers which, in turn, affects their stability. Indeed, the critical nanoparticle
radius, R�, scales as the inverse of the supersaturation level, i.e. R� / 1=s tð Þ,
Fig. 4.4d. Thus, when s(t) is sufficiently low, the smallest particles become instable
and eventually dissolve, Fig. 4.4c. This regime is called Ostwald ripening (OR).
The evolution of a precipitate phase in the OR regime is different for closed and
open systems

In closed systems the mass is conserved. As the supersaturation cannot remain
constant indefinitely soon or less it starts to decrease and the system minimizes its
energy through a mass redistribution, i.e. larger precipitates grow at the expense of
the smaller ones. This situation occurs, for instance, during a post-implantation
thermal annealing experiment, cf. Sect. 4.3.1.3. The description of the evolution of
the particles in an OR regime was originally developed by Lifshitz and Slyozov [7]
and Wagner [8], and is nowadays known as the LSW theory. For surface absorption
limited by the diffusion of the monomers, the precipitates size and density evolve
as:

nðtÞ ¼ /t0:33 ð4:14Þ

RðtÞ / t�1 ð4:15Þ

On the other hand, if the monomer assimilation is limited by the interface
reaction one has:

nðtÞ¼/t0:5 ð4:16Þ

RðtÞ / t�1:5 ð4:17Þ

In an open system, the continuous monomer supply allows the particle disso-
lution to be reduced, or eventually stopped. This mechanism has been named
Ostwald ripening in an open system or second independent growth (SIG) [9]. This
situation occurs, for instance, during the implantation and/or the ion-beam mixing
processes, where solute monomers are continually injected into the system, cf.
Sect. 4.3 In an open system the kinetic laws are the same as for the particles
evolving under mass conservation. However, the scaling law for the number of
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particles is different and depends on the absorption mechanism [10]. In the
diffusion-limited regime, the particle size and number evolve as:

nðtÞ ¼/ t0:33 ð4:18Þ

RðtÞ ¼ const ð4:19Þ

On the other hand, if the monomer absorption is limited by the surface reaction,
they evolve as:

nðtÞ ¼/ t0:5 ð4:20Þ

RðtÞ / t�0:5 ð4:21Þ

4.2.3 Driven System

So far we have seen that a supersaturated solid solution is metastable. The
restoration of the equilibrium state is associated to the minimization of its Gibbs
free energy and it is accompanied by the nucleation, growth and coarsening of the
embedded NPs. The pathway followed by the system toward a stable phase depends
on the transformation rate and it is described by the laws of kinetics.

The situation is completely different when the system is subjected to a sustained
irradiation. Here, the main effect is the continuous production of damage within the
irradiated material. This damage can be either in the form of elementary processes,
such as the formation of point defects or ballistic displacements, or in the form of
collective processes, such as displacement cascades or the formation of latent
tracks. These dynamic effects force the system to explore configurations that are
non accessible by merely thermodynamic or kinetic processes. A system evolving
under the effects of both ballistic (destructive) and thermal (restoring) processes is
defined as a driven system—see for instance [5] and references therein. As ballistic
and thermal processes occur in parallel, either in synergy or in competition, the
system evolves within a phase diagram that can be different from the equilibrium
one. By analogy with the latter it has been named dynamical phase diagram.
Within a dynamical phase diagram, the equilibrium is called a steady-state and it is
reached when thermal and ballistic fluxes compensate one another, i.e. they attain a
stationary condition. It is worth noticing that equilibrium and steady-state condi-
tions are generally different.

As a general rule of thumb, the evolution of a driven system can be rationalized
using the temperature as key parameter. In this case, two regimes can be distinguished:

• at high temperature, thermal effects dominate over ballistic ones and the system
evolves toward a thermodynamic equilibrium, i.e. the classical Ostwald
ripening.
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• at low temperature, ballistic effects dominate over thermal ones and the system
evolves either toward a complete dissolution or toward a steady-state.

Historically, probably the first experimental observation of the role played by the
irradiation in modifying the thermodynamic phase diagram is the dissolution and
stabilization of Ni3Al precipitates in a Ni–Al alloy irradiated at 550 °C with
100 keV Ni ions [11]. Precipitates of 5 nm in diameter formed prior to the irra-
diation by heat treatment were reduced to 2 nm after irradiation. Clearly, this
dynamic stabilization of the precipitates toward a finite size represents a
non-equilibrium process, where smaller particles are more stable than larger ones.
Again, by analogy with the Ostwald ripening regime, where lager nanoparticles are
more stable than smaller ones, the latter has been named inverse coarsening or
inverse Ostwald ripening. Recently the same behavior has been reported in
metal-dielectric nanocomposites, indicating that this phenomenon is not limited to
only driven-alloys but it has a more general validity [12]. This will be discussed in
more detail in Sect. 4.3.4.

4.2.3.1 An Overview on the Existing Models for a Driven System

The evolution of a driven system has been mainly studied for materials evolving in
extreme environments, such as high temperature, irradiation, or severe plastic
deformation, and the fundamental question on how to predict their evolution toward
a steady-state occupied researchers for decades, see for instance [5] and references
therein. The models developed so far can be classified into two main categories:
(i) unidirectional ballistic mixing models and (ii) full account of forced mixing
models. These will be briefly described hereafter.

• Unidirectional ballistic mixing

The first category is associated with the so called unidirectional ballistic mixing
models [11, 13, 14, 15, 16, 17]. Here, the irradiation-induced atomic relocation is
restricted to the displacement of solute atoms from the precipitate to the matrix.
This is, the ballistic relocation of the solute atoms from the matrix into the particle
in not taken into account. These models are based on the solution of a diffusion
equation with a ballistic source term, G(r), where the coarsening effects are
included into the boundary conditions:

@cðrÞ
@t

¼ DrcðrÞþGðrÞ ð4:22Þ

where D is the solute diffusion coefficient.
The solution of (4.22) necessitates the correct estimation of the source term,

G(r), which in turn requires the evaluation of both of the relocation distance and the
spatial profile of the displaced atoms. For a sake of clarity, this is sketched in
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Fig. 4.5a. In early models [11, 13], the source term was simply set to be propor-
tional to the displacement rate, C (dpa s−1)), and the relocation distance taken
infinitely large. A first development is due to Brailsford [14] who introduced a finite
relocation distance and assumed the inter-particle distance sufficiently large such
that the ballistic effects at one particle are unaffected by other particles. Moreover,
the model states that atomic displacements occur at a uniform rate in a shell of
thickness d around a particle of radius R. However, the main improvement is due to

Fig. 4.5 Models for a driven system. Unidirectional mixing models: a Source terms, G(r),
according to various models, describing the profile of the solute atoms ballistically displaced from
the precipitate into the host matrix, and b size evolution of a nanoparticle submitted to a sustained
irradiation given by the Frost and Russell’s model [15, 16]. Full account of forced mixing models:
c Dynamic phase diagrams obtained for several values of the displacement rates, C, calculated
using the Martin’s effective temperature criterion. Reproduced with permission from [18].
Copyright 1999 American Physical Society. d The steady-state dynamic phase diagram calculated
using the Bellon’s model for a A-B alloy under irradiation with ballistic exchanges as a function of
the reduced rate of ballistic mixing, c, and the average relocation distance, k. Typical steady-state
microstructures obtained in kinetic Monte Carlo simulations are shown in the inset. Reproduced
with permission from [19]. Copyright 2000 American Physical Society
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Frost and Russell (FR) [15, 16]. Assuming that all recoils are randomly displaced at
the same constant distance, k, they described the source term as:

GðrÞ ¼ S
4rk

R2 � ðr � kÞ2
h i

; ð4:23Þ

where S is the constant recoil generation rate, r the distance from the particle center
and R the particle radius. Besides, they introduced the concept of critical flux to
describe the transition from classical-to-inverse Ostwald ripening, and derived an
equation describing the dissolution rate of the irradiated nanoparticles. The
numerical solution of Fig. 4.5b shows that the nanoparticle is partially dissolved if
its initial size is larger than the steady-state size. Otherwise, its growth will be
observed. The FR model has been implemented by Heinig and Strobel (HS) using a
better description of the source term [17]. The solubility under irradiation, CI(R),
is obtained by solving (4.22) and its linearized solution reads:

CIðRÞ ¼ CI
1 1þ LIc=R
� � ð4:24Þ

where CI
1 is the solubility under irradiation for a flat interface, LI

c (the key
parameter of the model) is the capillarity length under irradiation and R the NP
radius. Depending on the sign of LI

c the existence of two regimes is predicted:
(i) Ostwald Ripening (OR) regime when LI

c [ 0 and (ii) a coarsening resistent
regime when LI

c\0. The latter regime is supposed to take place without precipi-
tation. Finally, kinetic Monte Carlo (KMC) simulations predict the existence of a
second coarsening resistant regime where the precipitation process is allowed [20].
This has been named precipitation and inverse Ostwald ripening (PRIOR).

• Full account of forced mixing

In full account of forced mixing models, the ballistic transport of solute atoms is
explicitly calculated not only from the precipitate to the matrix, but also from the
matrix toward the precipitate. This approach was first developed by Martin by
introducing the ballistic mixing as an additional diffusion term into a flux equation
[21–23]:

�XJ ¼ �MrlþDbrc ð4:25Þ

where X is the atomic volume, M is the mobility, l is the chemical potential of the
diffusing species, Db is the diffusion coefficient and c the solute concentration. This
approach neglects both medium- and long-range relocation distances, and assumes
that ballistic exchanges are random and take place only between nearest neighbor
atoms, i.e. Db ¼ Ca2=6, where C is the displacement rate and a the nearest neighbor
distance. The main result of the model is the definition of a criterion describing the
stability of a driven system, i.e. the effective temperature criterion [22]. It states that
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the steady-state dynamical phase diagram under irradiation is precisely the same as
in absence of irradiation, but at an effectively higher temperature, Teff:

Teff ¼ T 1þ Db

D0
th

� �
ð4:26Þ

where Db is the ballistic diffusion coefficient and D0
th is the radiation-enhanced

diffusion coefficient. As an illustration, Fig. 4.5c shows steady-state dynamical
phase diagrams for three values of C with nearest-neighbor mixing a, calculated
using kinetic Monte Carlo simulations. At low temperatures, increasing the value of
C from 102 s−1 to 5 � 105 s−1 shrinks the coexistence region—cf. Fig. 4.2. Thus,
the system becomes a solid solution. At high temperatures, the dynamic phase
diagram approaches the thermodynamic one. Similar to the FR’s model [15, 16],
Martin’s model predicts the existence of a critical flux. In particular, above this
threshold flux the dissolution of the precipitates must occur.

The main limitation of Martin’s model relies on the fact that irradiation processes
operating at different length scales—larger than the nearest neighbor distance—are
not taken into account. For instance, within a displacement cascade the average
relocation distance can range between 0.1 nm up to 1 nm where the cascade itself
can range between 1 up to 10 nm. Recent developments in this direction are due to
Bellon and collaborators [19, 24, 25, 26, 27]. They show that a driven system
evolving under processes competing at different length scales has the tendency to
create compositional patterning if the average relocation distance is larger than a
critical distance, Fig. 4.5c or chemical patterning if the average size for a cascade is
larger than a critical dimension.

4.3 On the Strategies to Synthesize Nanostructures Using
Ion-Beams: The Case of Metal-Glass Nanocomposites

As almost all materials can be doped or irradiated, these approaches are routinely
used to fabricate nanocomposite materials [28]. It is thus nearly impossible, and
beyond the scope of this short review, to give an exhaustive description of all the
ion-beam techniques applied to all possible materials. Besides, in literature several
excellent review articles and book chapters already exist describing the potential
applications of these nanocomposites—see for example [29, 28, 30, 31, 32, 33, 34].
In our opinion, what is lacking is an attempt to rationalize, if not all, at least the
main strategies to synthesize nanocomposites using ion-beams. Thus, in the fol-
lowing these are classified and rationalized into a unique and possible coherent
framework. With this objective in mind, these strategies can be divided in two main
categories as schematically represented in Fig. 4.6. The first one consists in using
the ion-beam to introduce a foreign species into a host matrix, Fig. 4.6a, b. This is
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the field of the ion implantation. Depending on the solute mobility, the
ion-implantation process can be further divided into two sub-categories:

• If the implantation is done at sufficiently low temperature, such that the solute
mobility is low or negligible, a post-implantation thermal treatment is necessary
to induce the precipitation. This two steps process is named ion-beam synthesis,
Fig. 4.6a.

• If the implantation is done at sufficiently high temperature, such that solute
atoms can diffuse within the host matrix, the precipitation occurs during the
implantation stage. In this case the process is named ion-beam direct synthesis,
Fig. 4.6b.

In the second strategy the ion-beam is used to assist/favor the nucleation and
growth of the NPs promoting the solute diffusion and relocation within the host
matrix, Fig. 4.6c, d. This is the field of the ion-irradiation. Here, charged particles
are used to depose their energy—both through elastic and inelastic processes—into
the matrix, whereas they are stopped far inside the matrix substrate and do not
directly contribute to the precipitation process. Depending on the configuration of
the sample, the irradiation process can be further divided into two sub-categories:

Fig. 4.6 The strategies to fabricated nanocomposites using ion-beams can be divided in two main
categories: a, b the ion-beam is used as a way to introduce a foreign species into an host matrix.
This is the domain of the ion-implantation, or c, d the ion-beam is used to assist the nucleation and
growth of the nanoparticles promoting the solute diffusion and relocation within the host matrix.
This is the domain of the ion-irradiation
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• the pristine sample only contains solute atoms dispersed within the matrix but
not precipitate NPs, Fig. 4.6c.

• the pristine sample already contains either thin films or NPs embedded within
the matrix but a low or negligible concentration of solute atoms, Fig. 4.6d.

In this chapter, we have decided to focus only on metal-glass nanocomposites
with a particular attention to the case of noble metal NPs embedded within a silica
matrix. In particular, our description will be limited to the basic physico-chemical
processes associated with the nucleation and growth of NPs taking place during the
implantation and irradiation steps. Finally, for argument’s sake, only a couple of
experimental results will be reported for each topic.

4.3.1 Ion Implantation

During the implantation process a foreign element A is forced into a host matrix
B in a region close to the sample surface. This is schematically represented in
Fig. 4.6a, b. Here, the solute concentration is increased from zero (point 1) to a
given value above the solubility limit (1 ! 2). Depending on the temperature, and
thus on the atomic mobility, the evolution of the solute toward the nucleation and
growth of NPs occurs either during a post-implantation heat treatment (2 ! 3)
(Fig. 4.6a) or directly during the implantation process (Fig. 4.6b). It is worth
noticing that as the overall process occurs during the continuous monomer supply,
the mass is not conserved and the system can be considered an open system as
described in Sect. 4.2.2.

The probability that the precipitation process takes place depends on the com-
petition between the deposition rate and the atomic mobility. Indeed, if the injection
of solute monomers increases the supersaturation level, its diffusion toward the
existing sinks, e.g. free surfaces, defective regions or nucleating nanoparticle,
reduces the amount of available monomers. In particular, near the absorbing sinks
the solute concentration is generally low and the precipitation is highly unlike.

For a given ion-substrate system, the primary nucleation stage can be roughly
rationalized by comparing the diffusion length of the implanted impurities, LDiff, to
the nucleation volume, Vnucleation. LDiff is related to the diffusion coefficient of the
solute atoms, i.e. LDiff / ðDtÞ0:5, whereas the nucleation volume represents the
minimum portion of solid containing sufficient solute atoms to form a stable
embryo, i.e. a sphere of radius Rnucleation. Thus, the following phenomenological
characterization has been proposed [20]:

• LDiff � Rnucleation. The mobility of the implanted monomers is so small such
that the formed embryos cannot reach the critical size. Thus, they are unstable
upon thermal fluctuation or ballistic events and their growth is not favored. In
this case, implanted monomers remain in solution even for high implantation
fluences.
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• LDiff �Rnucleation. Here the mobility of the implanted monomers is sufficient to
create stable embryos. Owing to the implantation fluence, the precipitation can
occur either at low temperature, for large enough implantation fluences, or
directly at higher temperature, at a lower fluence. Due to the Gaussian-like
implantation profile, the largest supersaturation is reached at the implantation
depth, Rp. As the critical size for stable embryos scales as the inverse of the
supersaturation, e.g. R� / 1=ln sð Þ, the first stable nanoparticles will appear
close to Rp.

• LDiff � Rnucleation. During high temperature experiments, the nucleation and
growth of stable embryos take place directly during the implantation stage. The
precipitation of the nanoparticles starts close to Rp, i.e. at the highest concen-
tration of implanted impurities. However, due to large solute mobility, these
processes are biased by the diffusional effects associated to both the presence of
an ion-damaged region and the free surfaces.

4.3.1.1 Key Parameters in Ion-Implantation Experiments

When setting up an actual ion implantation experiment, after choosing the species
to be implanted and the host matrix, the most important parameters to be optimized
are:

• ion energy (E)
• ion fluence (NI)
• ion flux (j)
• implantation temperature (T).

The influence of these parameters on the final nanocomposite is described
hereafter.

(a) Ion Energy

The ion energy determines the penetration depth of the implanted impurities into
the host matrix. Typical values range from few keV up to several MeV, corre-
sponding to implantation depths ranging from few dozen of nanometers up to few
microns. Owing to the stochastic interaction processes taking place between the
impinging ion and the target atoms, the implanted impurities are statistically dist
ributed over an average implantation depth. The latter can be roughly approximated
by a Gaussian function centered at an average projected range Rp and defined by a
straggling DRp. Implantation profiles are usually simulated using the SRIM code
[35, 36], Fig. 4.7.

In general, the higher the ion energy, the deeper the implantation depth.
However, as the energy straggling increases with the implantation depth, the deeper
the implantation depth, the broader the final depth distribution of the implanted
species. This is detrimental if the final objective is to obtain a nanocomposite
containing nanoparticles with a narrow size dispersion. Figure 4.7e shows the
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spatial distribution of Au ions implanted into a silica matrix at two different
energies: 50 and 1000 keV. In Fig. 4.7f the implantation profiles are compared for
two different ions (Au and Cu) at the same initial energy of 500 keV. These plots
clearly show that the implanted profile becomes broader when the ion energy is
increased and/or the ion mass reduced.

Fig. 4.7 SRIM simulations showing the implantation of a a single Au ion and b of 104 Au ions
into a SiO2 matrix. The initial energy of the impinging Au ions is E = 4 MeV. c Snapshot
representing the path followed by a single Au ion. d Owing to the stochastic ion-matter
interactions, the implantation profile has a Gaussian-like shaped centered at the implantation depth,
Rp, and characterized by the implantation width, or straggling, DRp. SRIM simulations indicate
that Rp and DRp depend on both the atomic number of the projectile and its energy: e implantation
profile for 104 Au ions implanted into a silica matrix at different energies (50 and 1000 keV) and
for f two different ions (Au and Cu) having the same initial energy (500 keV)
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(b) Ion fluence

The ion fluence, NI, is related to the amount of solute monomers that is injected into
the host matrix. It is measured in ions cm−2, or cm−2, and represents the integral
over the implantation profile. In typical implantation experiments, the ion fluence
ranges from few 1014 cm−2 up to several 1017 cm−2. The implantation fluence
defines to what extent the matrix is modified by the foreign species such that three
main domains can be defined [20]:

(i) For fluences NI < 1014 cm−2 the implanted ions are assumed to remain
isolated within the substrate. This is the domain of the doping of materials.
For example, when implanted into a crystalline matrix these impurities may
reside on regular lattice sites and change the physico-chemical properties of
the host material, Fig. 4.8a.

(ii) For fluences in the range 1014–1016 cm−2, the deposited impurities start to
exceed the solubility limit and the formation of new phases takes place
within the host matrix, Fig. 4.8b. When the implantation is performed at low
temperature and in a crystalline material the amorphization of the sample can
be observed.

(iii) For fluences larger than 1017 cm−2 precipitates start to coalesce, which might
result in the formation of a continuous layer below the sample surface at the
implantation depth, Fig. 4.8c.

(c) Ion flux

Ion flux or current density, U, characterizes the implantation time, e.g. t = NI/U.
It is defined as the number of ions introduced into the host matrix per unit time and
unit surface area of the target. It is measured in lA cm−2 or in ions cm−2 s−1. The
larger the ion flux, the shorter the implantation time. Whenever charge states larger
than one are considered the use of the power density is more appropriate, e.g. it is
expressed in W cm−2.

Ion flux affects the time rate at which the energy is transferred to the target and in
turn the sample heating. Thus, the ion flux controls both the mobility of the solute
atoms and the stability of the irradiation-induced defects, cf. Sect. 4.5.2. The
determination of the irradiation flux is often a subtle compromise between the

Fig. 4.8 Depending on the fluence, NI, the implanted materials can be roughly grouped into three
main categories: a doped materials, b nanocomposites and c materials containing a continuous
buried layer
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reduction of the irradiation time and the minimization of detrimental effects asso-
ciated to it. In general, the ion flux should not exceed 20–25 lA cm−2. However,
when dealing with insulating targets typical fluxes used in high fluence implanta-
tions are 0.1–10 lA cm−2, taking into account that above 2–5 lA cm−2 thermal
heating in the insulator should be considered. Correspondingly, to avoid heating
effects, a power density lower than about 1 W cm−2 should be used.

The effect of the ion flux has been studied by Strobel et al. [37] using 3D lattice
Monte Carlo simulations, Fig. 4.9. The initial configuration is shown in Fig. 4.9a
where simulations have been performed at temperature, T, and ion flux, U0. In a
second step, injection rate is changed while the temperature is kept constant at T,
Fig. 4.9a, c. When the ion flux is reduced (U<U0) the supersaturation level is
maintained low as the existing precipitates act as sinks for the diffusing solute. Thus,
the nucleation of new precipitates becomes unlikely, whereas the growth of the
existing NPs is favored. In this case, the formation of larger NPs with a lower density
is observed, Fig. 4.9b.When the deposition rate is increased (U>U0), the reduction of
the solute concentration around each NP is compensated by the massive arrival of
newmonomers. In this case, the nucleation and growth of new precipitates is favored.
This results in the formation of a larger number of smaller precipitates, Fig. 4.9c.

(d) Temperature

Temperature controls the atomic mobility of the implanted monomers as well as the
stability of the irradiation-induced defects, cf. Sect. 4.5.2. Thus, it controls the
evolution of the solid solution toward the nucleation and growth of the precipitates,
cf. Sect. 4.2.2.

Low temperature implantations

At low temperature, e.g. at cryogen temperature, the implanted species are nearly
immobile and the irradiation defects can be frozen in. Under these conditions, the

Fig. 4.9 3D lattice Monte Carlo simulations showing the effect of the ion flux on the precipitation
process. a Implantation at temperature T and flux U0. b, c the temperature is kept constant while
the ion flux is changed. b Decreasing the ion flux (U<U0) results in the formation of smaller
number of larger precipitates. c Increasing of the ion flux (U>U0) results in the formation of a
larger number of smaller precipitates. Reproduced with permission from [37]
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implantation stage can be completed avoiding the nucleation of NPs. However, if
the host matrix is crystalline, sufficiently large implantation fluence may result in its
amorphisation.

High temperature implantation

At sufficiently high temperature implanted monomers are mobile and the recovery
of the defects is favored. In this case NPs can directly nucleate and grow during the
implantation stage. For insulating matrices the implantation at high temperature can
range from 400 to 900 °C.

The influence of the implantation temperature is shown in Fig. 4.10 [37]. In this
experiment, a silica matrix is implanted with 2.75 MeV Au ions at a fluence of
1.5 � 1017 cm−2 under a constant ion flux of 1 lA cm−2. Implants have been done
at increasing temperatures: 30, 400 and 600 °C. At room temperature, as the dopant
concentration overcomes the nucleation threshold, precipitation occurs directly
during the implantation stage, Fig. 4.10a. As the atomic mobility is low, the su-
persaturation is locally high. Thus, following the discussion of Sect. 4.2.2 critical
energy, DG�, and critical radius, R�, are low and the explosive precipitation of a
large number of small NPs is favored, Fig. 4.6d. When the temperature is increased
two competing effects are active. This is shown in Fig. 4.10b, c. On one hand,
increasing the temperature reduces both DG�, and R�. This enhances the nucleation
probability. On the other hand, increasing the temperature enhances the solute
mobility. As solute atoms diffuse faster, the supersaturation, s(t), is reduced. This
decreases the probability for stable embryos to be formed. Otherwise stated, a larger
nucleation volume is necessary for the nucleation and growth of a stable second

Fig. 4.10 Cross-section TEM micrographs of 2.75 MeV Au implantation into fused silica for a
fluence of 1.5 � 1017 cm−2. The implantation temperatures are a 30 °C, b 400 °C, and c 600 °C.
Reproduced with permission from [37]
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phase. The outcome is the formation of larger NPs but with a reduced density.
Finally, this effect is enhanced when the temperature is increased.

4.3.1.2 Ion-Beam Synthesis

When a thermal treatment is applied after the implantation stage the mass is con-
served (close system) and the overall process is a two step process commonly
named as ion-beam synthesis. There are two main reasons for the post-implantation
thermal treatment to be performed. The first one is that implant creates defects
within the silica matrix which are detrimental for the properties of the nanocom-
posite, cf. Sect. 4.5.2.3. Thus, their recovery is essential. For instance, in silica E0

defects start to recover from about 500 °C, whereas B2 centers above 900 °C [38].
The second reason is that thermal treatment triggers the diffusion-driven nucleation,
growth and ripening of the NPs. As the annealing stage is a kinetic process, the
evolution of the supersaturated solid solution follows the classical nucleation-
growth-ripening process as exemplified in Sect. 4.2.2.

4.3.1.3 Annealing Treatment

Thermal treatments can be divided into two sub-categories: isochronal and
isothermal:

• During an isochronal annealing, the time is fixed and the temperature is varied.
• During an isothermal annealing, the temperature is fixed and the annealing time

is varied.

During an annealing treatment, the annealing atmosphere must be chosen to
control the chemical reactivity of the implanted species. Three possible atmospheres
can be used: reducing, inert and oxidizing:

• Reducing atmosphere. In this case oxidation of the sample is avoided by
removal of oxygen and other oxidizing gases or vapor. This is for example the
case of annealing in H2–Ar atmosphere.

• Inert atmosphere. An inert gas is a gas which does not undergo chemical
reactions under a set of given conditions. The noble gases like argon (Ar) and
nitrogen (N) often do not react with many substances.

• Oxidizing atmosphere. This is a gaseous atmosphere in which oxidation reac-
tions are favored. This is for example the case for annealing in air atmosphere.

(a) Isothermal annealing in oxidizing atmosphere

Figures 4.11a–d show the result of an isothermal post-implantation annealing
treatment in an oxidizing atmosphere [30]. First, fused silica was implanted at room
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temperature with 190 keV Au ions at a fluence of 4 � 1016 cm−2, Fig. 4.11a. Here,
the precipitation already occurs during the implantation step as the dopant con-
centration at the implantation peak is above the nucleation threshold (about 1 %). In
a second step, the sample was annealed in air at 900 °C for increasing time up to
12 h, Fig. 4.11b–d. The temperature was chosen to be above the recovering tem-
perature of the implantation defects [38]. This experiment proves the occurrence of
a transition from a diffusion-limited growth regime to an Ostwald ripening regime,
Fig. 4.11e–g. Indeed, at the beginning of the thermal treatment, NPs grow as
R * t0.5. In this regime, the supersaturation is sufficiently elevated such that the
growth of all the NPs is favored. However, for annealing times longer than 6 h, the
time-dependence of the scaling law changes to R * t0.33 while NPs density is
observed to decrease. As the available solute is continuously consumed by the
growing NPs, the supersaturation level is progressively reduced. When it becomes
sufficiently low, the system minimizes its energy through a mass redistribution. In
this coarsening regime, the growth of larger nanoparticles is favored at the expense
of the smaller ones. Besides, an accurate exploitation of the kinetic laws allows both

Fig. 4.11 Isothermal annealing in oxidizing atmosphere. a as implanted sample (90 keV Au ions
in silica at a fluence of 4 � 1016 cm−2). b–d annealing in air at 900 °C for different time intervals.
Time evolution of e R2 − R0

2 and f R3 − R0
3, where R0 is the initial cluster radius and R its mean

value at time t. g Time evolution of the nanoparticle density. Reproduced with permission from
[39]
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the diffusion coefficient of gold (D * 2 � 10−17 cm2 s−1) and the surface tension
of the embedded NPs (r * 4 � 10−4 J cm−2) to be estimated.

(b) Isochronal annealing in oxidizing atmosphere

Figure 4.12 shows the result of an isochronal post-implantation annealing treat-
ment in oxidizing atmosphere [40]. Fused silica is first implanted at room tem-
perature with 190 keV Au ions at a fluence of 4 � 1016 cm−2. Second, the
annealing time is fixed to one hour, whereas the temperature is increased from 30 °
C up to 900 °C, Fig. 4.12a–c. The evolution of the NP size with the temperature is
shown in Fig. 4.12d. However, much more information is obtained if an
Arrhenius-like plot is drawn. In this case, the square of the NP radius is represented
as a function of the inverse of the temperature, Fig. 4.12e. The very slow variation
of the nanoparticle size for temperatures lower than about 800 °C suggests a dif-
fusion mechanism driven by the irradiation defects, e.g. the E0 centers. Besides, the
abrupt change observed at about 800 °C indicates that a change of the regime has
occurred. Finally, using the Arrhenius plot the activation energy for gold diffusion
in silica is estimated to be 1.17 eV atom−1.

Fig. 4.12 Isochronal annealing in oxidizing atmosphere. a–c Cross-sectional bright field TEM
micrographs of a silica matrix implanted with Au ions at 3 � 1016 cm−2 and after 1 h annealing in
air at a 400 °C, b 700 °C, and c 900 °C. Evolution with the annealing temperature of d the mean
cluster diameter and e Arrhenius plot of the squared mean cluster radius. Reproduced with
permission from [40]. Copyright 2001 American Physical Society
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(c) Isochronal annealing in different atmospheres

The third example concerns a set of isochronal annealing experiments in different
atmospheres [40]. First, fused silica is implanted at room temperature with 190 keVAu
ions at a fluence of 4 � 1016 cm−2. Second, isochronal annealing (1 h) is done in
oxidizing (air), inert (Ar) and reducing (H2–Ar) atmospheres, Fig. 4.13a, b. The
sample annealed in air exhibits amuch largerNP size and a broader size dispersion than
samples annealed in Ar and H2–Ar atmospheres, Fig. 4.13c. Thus, annealing in air is
more effective in promoting cluster aggregation. This is ascribed to diffusion of the
gold monomers interacting with excess of oxygen coming from the external ambient.

4.3.1.4 Ion-Solid Chemistry

Ion implantation is not solely driven by irradiation and temperature processes.
Indeed, also chemical reactivity and charge state of the implanted monomers play a
relevant role in establishing the pathway followed by the solid solution toward the
precipitation of a second phase. Although the overall mechanism explaining the
role of the chemistry during the implantation process is still lacking, some models,
or criteria, have been proposed so far.

(a) Free energy of formation [41]

The free energy formation criterion has been developed by Hosono [41] and it is
based on the fact that in implanted silica mainly oxygen-deficient centers are
produced, e.g. Si–Si homobonds and neutral oxygen vacancies. The underlying idea
is that there is a competition between implanted monomers and silicon defects to
create bonds with oxygen vacancies [41]. When implanted ions (M) form bonds
with oxygen, a high concentration of Si–Si bonds is observed. Conversely, if the
implanted ions do not react with the oxygen, a low concentration of Si–Si bonds is
observed. In this case, the formation of mono-elemental precipitates is favored.

Fig. 4.13 Isochronal annealing in different atmospheres. a, b Cross-sectional bright field TEM
micrographs after 1 h annealing in a argon, and b air. The silica matrix was implanted with Au
ions at a fluence of 3 � 1016 cm−2. c Mean cluster diameter after 1 h annealing in different
atmospheres. Reproduced with permission from [40]. Copyright 2001 American Physical Society
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As the probability to precipitate a NP depends on the dominating bonding mech-
anism, the key parameter is the free energy for the formation of an oxide, DGf.
A metallic NP is formed whenever the free energy of formation for the metal-oxide,
DGf(MxO2), is larger than that of the silicon-dioxide such that
DGf(MxO2) > DGf(SiO2). Free energies are estimated considering a fictive
implantation temperature of T * 3000 K. The latter is defined from thermal spike
considerations. Although in a first approximation the validity of this criterion is
good, it fails in describing the formation of oxides in the case of Cu, W and Cr
monomers implanted into silica [42].

(b) Electronegativity criterion [43, 44]

A more general approach has been developed by Hosono, Matsunami and Imagawa
[43, 44]. They suggest that it is the electronegative nature of the implanted
monomer that determines the type of predominant defects created within the silica
matrix. Using this criterion, the implanted species can be divided into three groups:

• The elements belonging to the first group are characterized by an electronega-
tivity value larger than 3.5, e.g. fluorine. During the implantation stage,
implanted monomers replace oxygen atoms in the substrate structure producing
O2 molecules and peroxy radicals (POR). In this case, the formation of Si–M
bonds and the precipitation of silicate NPs is favored.

• The elements belonging to the second group are characterized by an elec-
tronegativity value smaller than 2.5, e.g. Ti, Cr, B, C and P. These implants react
chemically with the oxygen atoms leaving Si–Si bonds with a concentration
comparable to that of the implant. In this case the formation of M–O bonds and
thus the precipitation of metal-oxide NPs is favored.

• The last group is formed by the elements presenting a weak or negligible
chemical interactions with the matrix, e.g. Au, Ag or Cu. Here, the implantation
creates comparable concentrations of the E’ center and peroxy radicals. The
neutral states of the monomers favor the precipitation of pure metal NPs.

(c) Two-step approach [45]

Basing on the works of Kelly [46] on the role played by the chemistry during
ion-beam mixing, the model distinguishes two different energy steps in the
implantation process [45]. In the first stage, high energy ballistic effects create a
damaged region within the host matrix. In a second stage, low energy, chemically
guided processes drive the formation of compounds on the basis of thermodynamic
considerations. The latter are determined by calculating the Gibbs energy variation
for a chemical reaction between the implanted element (in the gaseous form) and the
silica molecule at a given temperature. The allowed compound is determined by
calculating the value of DG for the reaction M(gas) + SiO2. The more negative this
value, the more likely is the formation of the particular compound. The two step
model correctly predicts the formation of various compounds, including silicides for
Cr, Mn, Pd, Pt and Ti in silica and the formation of metallic NPs at room temperature.
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However, it fails in predicting the silicide formation in the case of Fe, Co and Ni. The
model is only applicable to stoichiometric silica and calculations are limited by the
precise estimation of thermodynamic quantities such as the local temperature and the
chemical interactions between the implanted monomer and the substrate compound.

(d) Redox potential criterion [47]

The basic idea of this criterion is that in a radiative environment the primary
mechanisms driving the precipitation of a NP are similar to those occurring during
the conventional photographic process [48]. This is, when a photon is absorbed by an
AgBr crystal, electron-hole pairs are produced. They can migrate and eventually be
trapped by defect centers or metal ions in different charge states. Thus, it is the charge
state that drives the evolution of the metallic species toward clustering or dissolution.

The criterion states that in glasses the formation of NPs requires the medium to
be sufficiently reducing to favor the growth over the dissolution. Thus, the standard
phase diagram is drawn as a function of temperature, T, and redox potential of the
host matrix, Red. Under irradiation, the precipitation mechanism can be described
by adding a third variable: the ion-irradiation deposited energy (DED) [47, 49].
It accounts for the initial charge density (holes and electrons) injected into the glass
by irradiation. The DED influences nucleation and growth through primary charges
injection and defects creation. A sketch of a T-Red-DED phase diagram is shown in
Fig. 4.14. In (T, Red) plane the effects of standard chemical redox (Red) properties

Fig. 4.14 Phase diagram in terms of temperature, T, redox potential, Red, and ion-irradiation
deposited energy, DED. Reproduced with permission from [47]. Copyright 2007 American
Physical Society
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leading to Ag NP clustering in glass are shown. In (T, DED) plane, the effect of the
deposited energy density is evidenced. The possibility of combining redox and
DED effects creates novel conditions for NPs formation.

4.3.1.5 Single Versus Sequential Implantation

So far we have briefly reported how implantation parameters and ion-matter
chemistry influence the nucleation and growth of NPs when only one atomic
species is implanted. However, the possibility to form more complex nanostructures
can be largely improved if the first implantation stage is followed by a second one.
In general, three well distinguished classes of NPs can be obtained:

• isolated monelemental A and B NPs
• AxB1−x alloys
• A @ B core-shell NPs.

Conversely to single implantation, there is no general criterion for predicting
which one of the three classes of NPs will be favored during sequential implan-
tation. Nevertheless, heuristic trial-and-error approach allows to assess some basic
rules allowing to drive the solid solution toward one of these three classes.

• To optimize the interaction between the implanted species, the superposition of
the implanted profiles must be maximized. This is, the implantation depths of
the different atomic species must be nearly the same.

• Implantation order does matter. In general, the result is different if the element A
is implanted before or after the element B.

• Relative concentration of the two elements, i.e. the implantation fluence,
determines the final composition of the NPs.

• Thermodynamic factors, such as the miscibility between the two implanted
species, play a crucial role. The fact that at the nanoscale the rules of thermo-
dynamic are not as rigorous as for bulk materials, leads to the formation of novel
phases—see for example [30] and references therein. As a general rule of thumb
perfectly miscible elements like noble metals (Au, Ag, Pd, Cu) exhibit a direct
alloying during sequential implantation at room temperature. On the contrary,
immiscible bulk phases, such as Co–Cu or Au–Fe necessitate a thermal treat-
ment for the alloy to be formed. This effect points out the role of the temperature
on the evolution of the implanted species.

• Post-implantation annealing, most of the time in a controlled atmosphere,
influences the diffusivity of the implanted species, the evolution of the
irradiation-induced defects, and the chemical reactivity of the matrix, see for
example [30] and references therein. Thus, their proper combination can be used
to tune the stability of the precipitate NPs. Annealing in oxidizing atmosphere is
more effective in the alloy decomposition in comparison to an annealing
treatment performed in reducing or inert atmospheres.
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• A possible protocol to obtain core-shell nanoparticles is as follows: first, the
precipitation of the first implanted species is obtained by a post-implantation
annealing. Afterward, a second implantation is done at high temperature to favor
the diffusion of the implanted species toward the already formed precipitates.
Following this idea, Kluth et al. were able to synthesize Au @ Co core-shell
nanoparticles [50].

• Finally, kinetic Monte Carlo (KMC) simulations have been used to study the
interaction kinetics of the sequentially implanted atom types A and B in a
chemically neutral matrix [51]. Since ion implantation is inevitably accompa-
nied by a specific level of collisional mixing, for sequential implantation there is
a competition between the coating of the pre-implanted nanoparticles and the
random arrangement of A and B impurities. As a rule of thumb core@shell
formation is favored if: (i) the solubility of B exceeds the solubility of A in the
matrix, (ii) the atomic mass of B is small, i.e. the efficiency of the collisional
mixing is reduced, and (iii) the ion flux is low and/or the second implantation
temperature is high, which favors a compensation of displacements by ther-
modynamically driven atomic movements.

4.3.2 Limits and Drawbacks of the Implantation Technique
and Some Alternative Approaches

Ion implantation is routinely used to fabricate nanocomposite materials. Probably
its main advantage is that almost any foreign species can be forced into almost any
host matrix at a concentration that can be larger than the solubility limit. However,
these advantages are partially counterbalanced by a certain number of disadvan-
tages. Some of them are mentioned hereafter:

• For practical applications it is important to have the narrowest possible NPs size
distribution. However, in ion-implanted systems the latter is generally quite
large, e.g. 20–50 %.

• A high temperature thermal processing is necessary either to recover the
ion-beam damage or to tune the final NPs size. However, this treatment favors
their coarsening (Ostwald ripening) and thus the broadening of the corre-
sponding size distribution.

• The homogeneous spatial distribution of the NPs is restricted to only the first
micrometers of the host matrix.

• The control over the lateral distribution of the NPs is generally poor.

Roughly speaking, three factors mainly affect the final size distribution of the
NPs, Fig. 4.15:

• The critical size for stable embryos scales as the inverse of the supersaturation,
e.g. R� / 1=ln sð Þ. Thus, precipitation first takes place at the maximum of the

166 G. Rizza and M.C. Ridgway



implant distribution, i.e. at the implantation depth Rp. Subsequently, the
nucleation of new stable embryos develops toward the tails of the distribution.
NPs are thus formed across the whole deposition range with a size roughly
scaling with the impurity profile, Fig. 4.15a.

• Nucleation and growth regimes are temporally superimposed during the
implant, Fig. 4.15b. Thus new NPs nucleate at different times while the exiting
ones are growing. The consequence is that at the end of the nucleation regime,
i.e. for s(t) � 1, NPs of different sizes are present.

• Implanted impurities preferentially diffuse toward either free surfaces or
defective regions. This may result in the formation of additional layers of NPs
either close to the sample surface or at the depth where the amount of defects is
maximum [52].

So far, several strategies have been developed to overcome these drawbacks and
to reduce the broadening of the NPs size distribution. Depending on the experi-
mental approach these can be divided into two main categories:

• Approaches based on the optimization of the implantation profile, Fig. 4.15c, e.
• Approaches based on the control of the nucleation and growth regimes,

Fig. 4.15d, f.

Fig. 4.15 Limits and drawbacks of the ion-beam synthesis: a the broader the concentration profile
and b the longer the nucleation regime, the larger the final size distribution of the precipitates. See
also Fig. 4.4. Strategies to obtain a narrow nanoparticle size distribution: c, e optimization of the
implantation profile. d, f control of the nucleation and growth regimes
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Multiple implantations A commonly employed method to narrow the size dis-
tribution is to get a more homogeneous profile for the implanted monomers, e.g. a
box-like profile. This can be obtained using multiple implantations at slightly dif-
ferent energies, Fig. 4.15c. Although this approach allows to obtain a plateau with
an homogeneous concentration of the solid solution, it does not solve the problems
associated with the edges of the distribution, where the profile remains
Gaussian-like.

Low energy implantation The width of the implantation profile, DRp, roughly
scales with the energy of the impinging ion, see e.g. Fig. 4.7e. Thus, implantation at
low energy results in a narrower distribution of the implanted solute, Fig. 4.15e.
Whenever the nucleation is allowed, this results in the formation of a d-like size
distribution. However, given the vicinity of the sample surface, sputtering effects,
and eventually the built-in of an electric field, the final impurity profile is generally
different from the theoretical Gaussian distribution. For example for Ag solute this
implies that in general larger precipitates are observed close to the implanted glass
surface, whereas smaller particles are found below the implant zone [52, 53].

Separation of nucleation and growth regimes The shorter the nucleation regime,
the narrower the final particle dispersion, as all the particles nucleate at almost the
same time, Fig. 4.15f. Thus, the way one must follow to improve the final particle
monodispersity is to separate the nucleation from the growth stages. The underlying
idea is schematically shown in Fig. 4.16a. Novel ion-based methodologies operate
within this direction.

The objective of the first strategy is to minimize the nucleation window by
alternating implantation and annealing steps [54], Fig. 4.16b. First, solute monomers
are implanted at room temperature and with a low fluence. This step is followed by a
short, high temperature, spike annealing to bring nucleation to completion.
Subsequently, an additional implantation is done at elevated temperature (lower than
the spike anneal temperature). In particular, the annealing temperature must be
sufficiently high to efficiently drain the background supersaturation toward the
existing NPs but low enough to inhibit nucleation of novel NPs.

A second strategy is to apply a photographic-like process in glasses containing
dispersed metal oxides [49], Fig. 4.16c. In this case, the electronic stopping power,
Se, is used to created stable embryos of pure metal. Using this approach the duration
of the nucleation window is reduced to the passage of the ion through the matrix.
Subsequently, NPs are grown under thermal annealing. This process allows total
control over the cluster density, average size, and size distribution.

Laser annealing Long range diffusion associated with thermal annealing can be
avoided if pulsed laser annealing is performed. In this case, rapid heating and
cooling inhibit mass redistribution associated with the Ostwald ripening process
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[55–58]. Depending on the pulse power density, laser annealing can be used to
either reduce the average particle size, or to allow the clustering process [56, 57].

4.3.3 Ion Irradiation

In previous sections, ion beams have been used to introduce a foreign species into a
host matrix. In this section, an alternative way to fabricate nanocomposites is
described. Here, the host matrix already contains the metallic species to be pre-
cipitated and irradiation is used to promote the diffusion and the relocation of the
solute monomers, Fig. 4.6c, d. As for the implantation case, the synthesis of the
NPs can be divided into two sub-categories.

• The system is a solid solution, i.e. the matrix does not contain a second solid
phase, neither in the form of NPs nor in the form of thin films, Fig. 4.6c.

Fig. 4.16 a Snapshots showing both the superposition and the separation of the the nucleation
and the growth regimes. See also Fig. 4.4. The separation of the two regimes can be obtained
either b by alternating implantation and annealing steps. Adapted with permission from [54].
Copyright 2005 American Chemical Society, or c by using a photographic-like process.
Reproduced with permission from [49]. Copyright 2001 American Physical Society
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• Nanostructures are already embedded within the host matrix in the form of
either thin films or NPs. Moreover, solute concentration is negligible, Fig. 4.6d.

4.3.3.1 Irradiation of a Doped Matrix

A first strategy is to apply a two-step approach. First, the host matrix is doped above
the solubility limit (avoiding the precipitation) with the selected solute impurity.
Successively, the energy released by the impinging ions is used to promote the
diffusion and precipitation of the solute monomers. Although somehow arbitrary,
this process can be categorized by considering the method used to dope the host
matrix. In this way, three sub-categories can be defined:

• Samples doped by ion-implantation.
• Samples doped by ion-exchange.
• Samples doped during the glass synthesis.

Samples doped by ion-implantation Historically, early attempts to fabricate
metal-glass nanocomposites were based on an implantation step followed by an
irradiation with light mass ions (H, He or Ar)—see for example [59–62]. In this
case, the precipitation is driven by the complex radiolytic processes following the
passage of the ions, which, in turn, are governed by the energy deposited into the
electronic sub-system.

Samples doped by ion-exchange process The ion-exchange process is usually
performed by immersing the glass substrate, generally soda-lime or borosilicate
glasses, in a molten eutectic salt bath containing the required metallic ion—see for
example [63–67]. In glasses, the ion-exchange is typically carried out by replacing
monovalent alkali ions, e.g. Li+, K+, with the metallic ions of the molten salt, e.g.
Ag+, Cu+. Diffusion starts from a metallic film deposited onto the glass surface.
Migration is promoted using an external voltage which is applied between the two
faces of the glass layer. Depending on both the exchange time and the temperature,
metal concentrations of several at.%, extending to a depth of several microns can be
achieved. In some cases, an external electric field is applied to better control the
profile of the doping species.

Samples doped during the glass synthesis Glasses doped during the synthesis
contain metal oxides with a concentration level ranging from 1 to 10 %. Irradiations
with light ions, H or He, at energies between 0.1 and 1.5 MeV favor the precipi-
tation of a second phase—see for example [68, 44, 69]. More recently, heavy-ion
irradiations (Br, Si, O) in the MeV region have also been performed [47, 49]. In
both cases, precipitation process occurs during the irradiation step. It is driven by
the electronic stopping power and it is ascribed to the interaction between metal
monomers and irradiation-induced defects.
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4.3.3.2 Irradiation of Embedded Nanostructures

Starting from late nineteens, a novel approach based on the ion-beam mixing
technique has been developed. It exploits the ballistic displacements of the atomic
species to be precipitated. Indeed, if two systems of different chemical composition,
e.g. A/B, are separated by an interface, irradiation-induced cascade mixing allows
high solute concentrations of the element B (respectively A) to be introduced into
the matrix A (respectively B) at relatively low irradiation fluences, e.g. in the range
of few 1016 cm−2. Depending on whether or not the two elements are miscible, the
process ends up with either an alloyed layer if DHmix < 0 or a phase separation if
DHmix > 0, where DHmix is the enthalpy of mixing. If one of the two systems has a
sub-micron dimension, e.g. if it is a thin layer or a NP, the latter condition can be
exploited to create a supersaturated solid solution that evolves toward the formation
of precipitates whose size and composition can be tuned by the energy (electronic
and/or nuclear) released by the impinging ions.

Depending on the preparation protocol, three different configurations of samples
have been used:

• Metal-glass multilayered samples.
• Ion-beam synthesized NPs.
• Embedded colloidal NPs.

Irradiation of metal-glass multilayered samples

In early experiments, pristine samples were fabricated by alternating dielectric and
metallic layers [70–76]. The thickness of the former was in the range of hundred of
nanometers whereas that of the latter never exceeded few tens of nanometers.
Irradiation with heavy-ions in the MeV region was used to induce the complete
dissolution of the metallic layer and its successive precipitation throughout the
sample thickness. The first experimental result reported on the formation of Ag
clusters within a silica matrix after irradiation of a Ag/SiO2 multilayered sample
with 4 MeV Au ions [70]. Successively, this approach has been extended to other
metallic species (Cu, Au, Pd, Pt) confined within various oxide matrices (SiO2,
Al2O3, TiO2, ZrO2) [71–76].

The ensemble of these experimental results allows to separate the evolution of
the metal layer into two sub-processes:

• At the beginning of the irradiation surface tension plays a major role. In par-
ticular, the poor wettability between metal and dielectric layers favors the lateral
segregation of the former one. This balling up is somehow equivalent to the
Rayleigh instability of a thin liquid film deposited onto a hydrophobic substrate:
the rupture of the liquid film results in the formation of droplets. Besides, the
balling up is controlled by the degree of wetting between metal and dielectric
surfaces, for instance in silica the process is faster for a gold layer than for a
palladium layer.
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• At the same time, ion-beam mixing allows the injection of the metallic species
into the host matrix. This process favors the nucleation and growth of a halo of
smaller precipitates around these large inclusions. Because of their peculiar
spatial distribution, these NPs have been named satellites or nanoplanets
[12, 77].

The main drawback of this approach is that, even for large irradiation fluences,
the complete dissolution of the metallic layer is hardly achieved. Thus, irradiated
sample is often composed of a bimodal size distribution of NPs formed of large
inclusions (20–40 nm) and smaller satellites (5–10 nm).

Although the ion-mixing of multilayered samples was not completely successful
in obtaining a homogeneous distribution of monodispersed precipitates, it probably
represents the first attempt where nanotechnology and irradiation have been cou-
pled to explore a top-down approach to manipulate the matter at the nanoscale.
Indeed, in the following years these studies have generated an abundant literature
on how the ion-irradiation could be used to modify in a convenient way
nano-objects already confined within a host matrix, cf. Part IV Chap. 11. In the
following sections, we summarize some of the principal results in this research
field.

Irradiation of ion-beam synthesized nanoparticles

Collisional mixing in embedded metal NPs leads to two effects: on one hand, it
favors the dissolution of the NP. Ejected monomers increase the solute concen-
tration in the surrounding matrix such that the nucleation probability overcom-
pensates the probability of dissolution, e.g. R� / 1=ln sð Þ. On the other hand,
interstitials are produced by replacement collision sequences and are further sep-
arated from vacancies when the liquid core of the cascade collapses and drags
vacancies to the center of the cascade [78]. Thus, two correlated effects are gen-
erally observed: The first is formation of a halo of satellites around it. An embedded
NP can thus be seen as an internal source of solute whose emission strength is
controlled by the irradiation parameters [79]. The second is nucleation and growth
of cavities within the NP. These two effects are discussed hereafter:

• Formation of a halo of satellites around the nanoparticle

The first observation was published in 2001 [12], where a thin Au layer (7 nm)
buried in SiO2 was irradiated with 4 MeV Au ions, Fig. 4.17. As aforementioned
irradiation produces the balling up of the metallic film and the formation of a halo
of satellite clusters around large inclusions. Using TEM analysis it is found that
both size and density of the satellites increases for low irradiation fluences and then
saturate for larger fluences, indicating that a steady-state condition has been
reached, Fig. 4.17d. These observations give a strong indication that in a driven
system and under appropriate irradiation and temperature conditions, the
steady-state solute concentrations dependence on precipitate size may be opposite
to that expected from the equilibrium Gibbs-Thomson relation. For this reason the
article was titled: Experimental evidence for inverse Ostwald ripening.
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A further development of this approach is due to Mazzoldi’s group [77]. Here,
the multilayered sample was replaced by a silica matrix containing ion-beam
synthesized NPs. Considering Au–Cu and Ag–Cu alloy NPs an element-selective
dealloying is observed whose pathway can be controlled by a post-synthesis
treatment. On one hand, annealing treatment in oxidizing atmosphere (T = 900 °C
in air for t = 15 min to 5 h) favors the extraction of the less noble element, i.e. the
copper atoms. This process has been associated with a corrosion-like process where
the more reactive element (or the less noble metal) is dissolved from the alloy. On
the other hand, post-irradiation favors the preferential extraction of the more noble
element, i.e. the gold atoms. In this case the de-alloying is triggered by the energy
released to the NP by the impinging ions.

• Formation of hollow nanoparticles

Ion-beam mixing is not limited to the ballistic ejection of atoms from the NP into
the matrix. Indeed, vacancies are also generated within the NP, whose clustering
leads to the formation of cavities in its core [33, 80]. Although this phenomenon has
been known for a long time—see for example [81–86]—the first systematic
investigation was done by Feng Ren and collaborators [87–90].

Formation of Cu, Ag and Au hollow NPs has been studied under different
implantation conditions: 180 keV Cu, 200 keV Ag and, 250 keV Au at room tem-
perature and under an ion flux of about 2 lA cm−2. Evolution of the cavities has been
observed to depend on both the implantation fluence and the metallic species. In
particular, at low fluences (5 � 1016 cm−2) solid NPs, i.e. without cavities, are formed
for all three samples (Cu, Ag and Au) Fig. 4.18a. When the fluence is increased to
1 � 1017 cm−2, the presence of cavities is only observed in Cu and Ag NPs,
Fig. 4.18b.At last, at afluence of 2 � 1017 cm−2, core@shell nanostructures appear in
Ag samples. These are composed by a solidAg core surrounded by a cavity and a solid
Ag shell—see arrow in Fig. 4.18c. Finally, both cavities and core@shell features are
observed to be instable upon both thermal annealing and electron-beam irradiation.

Fig. 4.17 TEM plan view micrographs showing the fluence dependent evolution of a
SiO2(70 nm)/Au(7 nm)/SiO2(70 nm) sample. a The unirradiated sample shows a percolative
structure. b The balling-up of the pristine metallic film is observed after 4.5 MeV ion irradiation at
a fluence of 3 � 1015 cm−2. c Satellite nanoparticles are visible after irradiation to a fluence of
1.5 � 1016 cm−2. d Size and density evolutions of satellites with irradiation fluence. Saturation
occurs at high irradiation fluences, showing that a steady-state regime is reached. Reproduced with
permission from [12]

4 Synthesis of Nanostructures Using Ion-Beams … 173



A more quantitative investigation has been performed on Ag NPs, where the
formation, evolution and stability of the cavities has been observed to depend on
both mass and energy of the implanted ions. For instance, the average diameter of
the cavities increases with the mass of the impinging ion, Fig. 4.18d. Similarly, for
a given ion species, e.g. Cu+, it increases with the ion energy reaching a plateau for
energies larger than 400 keV, Fig. 4.18e.

Irradiation of embedded nanoparticles prepared either by colloidal chemistry
or by electron beam lithography

In the field of nanocomposites fabricated using ion-beams the synthesis process is
mainly based on trial-and-error strategies. This empirical approach necessitates a
great experimental effort, in tailoring the implantation/irradiation parameters, to
achieve the required level of reproducibility and control on the NP properties. An
alternative would be to develop a complete theoretical framework. However, so far
this approach has been only scarcely followed where only phenomenological models
exist, cf. Sect. 4.3.1.4. A possible issue comes from the observation that composi-
tional patterning in implanted and irradiated nanocomposites follow the same path-
ways as those observed in driven alloys, e.g. in oxide dispersion strengthened
(ODS) ferritic steels [5]. This indicates that the underlying physics has a common

Fig. 4.18 Fluence dependent evolution of a a solid nanoparticle into b a hollow nanoparticle and
c a core@shell nanoparticle. Reproduced with permission from [90]. Evolution of hollow
nanoparticles with d the mass and e the energy of the impinging ion. Reproduced with permission
from [89]
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background. In particular, both these systems can be defined as dissipative. This is, an
open system that evolves under far from thermodynamical equilibrium conditions,
and exchanges energy (or matter) with an external environment. A nanocomposite
under sustained irradiation behaves as a dissipative system as the energy is transferred
from the impinging ion, which fulfills the role of the external environment, to the
atoms of the target matrix, which fulfills the role of the system. Most of the work to
bring the gap between these two research fields has been done by Heinig et al. [17],
and by Rizza and collaborators [79, 91, 92, 93, 94]. The latter is based on the
development of a model system and it will be described in the next section.

4.3.4 A Model System to Investigate the Behavior
of Nanoparticles Under Irradiation

From an operative point of view, an ensemble of NPs is completely characterized
once the time evolution of the (i) size (ii) density, and (iii) size distribution are
known, cf. Sect. 4.2.2.3. However, in usual irradiation experiments these quantities
are barely accessible. The reason is twofold:

First, the energy delivered by the impinging ions—either in the nuclear or
electronic stopping regimes—scales with the ion path. Thus, NPs at different depth
receive different amounts of energy. The same is true for the defects created within
the host matrix whose role is to mediate the diffusion of the solute atoms. Second,
irradiation effects are function of the NP size. In particular, in the nuclear regime,
the number of atoms that are ballistically injected into the host matrix, i.e. the
emission strength, scales with the NP size [91].

As NPs of different sizes and embedded at different depths within the matrix
behave differently, it is nearly impossible to separate the kinetic evolution of a
single precipitate from the statistical noise due to the other NPs composing the
system. Consequently, the control of the irradiation parameters (ion energy, ion flux
and temperature) is not alone a sufficient condition to fully characterize the evo-
lution of a nanophase.

A possible issue for this long-standing and puzzling problem is to prepare a
sample where not only the irradiation conditions but also the properties of the
as-prepared NPs are mastered [79]. This model system is composed of nearly
monodispersed NPs placed at unique plane below the sample surface, Fig. 4.19.
This experimental configuration allows to overcome the aforementioned drawbacks
inherent to the irradiation process. First, as all the NPs lie on the same plane, they
receive the same amount of energy. Second, as their size dispersion is narrow, their
strength in emitting solute atoms is the nearly same. Third, the irradiation-induced
defects are homogeneously distributed around the NPs.

In practice, this model system can be conveniently fabricated by sandwiching
monodispersed metallic NPs between two dielectric layers, Fig. 4.19a. The protocol
is as follows. First a layer is deposited onto a substrate. Then NPs are prepared and
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grafted at the surface of the film. They can either be chemically synthesized,
Fig. 4.19b, c, or prepared using electron beam lithography (EBL), Fig. 4.19d, e.
This step allows to set the initial size and density of NPs. In particular, if EBL is
used arrays of NPs with a controlled pitch distance can be obtained. Finally the
particles are embedded by achieving the deposition of a second layer under the
same conditions as the first one. In this case, the thickness of the second layer
defines the depth at which the NPs are confined within the host matrix.

The strength of this approach is that the average evolution of an ensemble of NPs is
equivalent to that of a single NP. This is shown, for instance, in Fig. 4.20 where the
irradiation-induced dissolution toward the steady-state size is followed step-by-step
for 15 nm Au NPs in SiO2 irradiated with 4 MeV Au ions at different temperatures
[79]. Figure 4.20a–e show the evolution of a single nanoparticle. TEM micrographs
indicate that, at low irradiation fluences, a first generation of satellites nucleates close

Fig. 4.19 a Fabrication of a model systemb, cModel system composed of chemically synthesized
and grafted Au NPs. d, e Model system composed of a regular array of Au NPs prepared by
electron beam lithography
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to the NP surface, where the latter is considered a solute reservoir, Fig. 4.20b.
Increasing the irradiation fluence, the satellites are observed to grow, while mother
NP is consumed. At the same time, new precipitates nucleate at larger distances,
Fig. 4.20c. Finally, Fig. 4.20e shows that for the largest fluence, all the populations,
NP and satellites, converge toward a unique steady-state size of about 2 nm.

The average evolution of the NPs (full symbols) and of the satellites (open
symbols) is graphically represented in Fig. 4.20f–h for three different irradiation
temperatures, i.e. T = 30, 500, and 800 °C. It is worth noting that this behavior is
similar to that theoretically predicted by Frost and Russell for the inverse Ostwald
ripening regime [15, 16], see for instance Fig. 4.5b. Temperature modifies the
kinetics of dissolution [93]. Indeed, when the temperature is increased to 600 °C the
dissolution rate is reduced, such that the system takes longer time to reach the
steady-state, Fig. 4.20g. The slowing of the dissolution process is further enhanced
when the temperature is increased at 800 °C, Fig. 4.20h.

The model system can also be used to study the kinetic evolution of a precipitate
phase (nucleation, growth, and coarsening) during the implantation process [92].
The underlying idea is that the ballistic injection of solute atoms from the embedded
NPs into the surrounding matrix is equivalent to the implantation of impinging ions
into the solid target. Thus the former process has been named nanoimplantation [79,
91, 92]—Thus, the evolution of the satellite clusters under irradiation is equivalent to
the nucleation growth, and coarsening taking place during the implantation process.

Following this approach, it has been shown that:

• The evolution of the satellites obeys to a two step mechanism [79]. For low
irradiation fluences, the original inclusion acts as an infinite source of solute

Fig. 4.20 a–e Evolution of 15 nm Au nanoparticles under 4 MeV Au irradiation at room
temperature (30 °C). The fluence is increased from 0 to 8 � 1016 cm−2). Reproduced with
permission from [79]. Size evolution of both the nanoparticles (triangles) and precipitates (circles)
at different temperatures: f 30 °C, g 500 °C, and h 800 °C. Reproduced with permission from [79]
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allowing to keep a high supersaturation level in its surrounding. Here, the growth
of the satellites is sustained by the dissolution of the NP. In this first regime, the
dimension of the satellites can be larger than their steady-state value. However,
once the size of the inclusion becomes comparable to that of the surrounding
satellites, it looses its capability to sustain their growth. For longer times, larger
satellites start to dissolve and the whole system evolves toward a steady-state.

• Both the dimension and the density of the satellites are function of the
nanoparticle size [91]. This explains, for instance, why starting with a broad size
distribution is detrimental for an optimum control of the properties of the cor-
responding nanocomposite.

• The precipitates evolve in an open system under an Ostwald ripening regime
where the monomer supply is limited by the diffusion of the solute [92].

• For a model system composed of 15 nm Au NPs embedded in SiO2 and irra-
diated with 4 MeV Au ions at room temperature, several thermodynamical
parameters have been experimentally determined [92]: the diffusion coefficient
under irradiation (Dirr * 3.8 � 10−16 cm2 s−1), the concentration threshold for
nucleation (cnucl * 2.8 � 1021 cm−3), and the surface tension under irradiation
(r * 1–2.2 � 10−5 J cm−2).

4.4 Conclusion

In the last decades, the use of ion-beams has demonstrated to be a versatile andflexible
approach for synthesizing nanocomposite materials. However, despite a large variety
of potential applications has been identified and are being actively explored, there are
currently no commercial devices based on the ion-beam technology. Indeed, most of
them are critically limited by both the broad size distribution and the poor spatial
control of the NPs. Current forefront researches focus on the development of novel
strategies to overcome these drawbacks; some of them have been illustrated in this
chapter. For instance, the temporal separation of the nucleation and growth stages or
the use of the inverse Ostwald ripening offer promise for improving size distributions.
A more recent approach based on the combination of colloidal chemistry (or electron
beam lithography) and ion-irradiation allows to improve the control of the spatial
distribution of the NPs. Besides, new technical approaches going in this direction are
the use of focused ion-beams or the use of stencil masks.

However hitherto the development of ion-based techniques for the synthesis of
nanocomposites has been mainly based on trial-and-error strategies. This empirical
approach necessitates a great experimental effort, in tailoring the implantation/
irradiation parameters, to achieve the required level of reproducibility and control
on the NP properties. An alternative issue is to improve the description of the
synthesis processes within a more complete theoretical framework. A possible
starting point is to make use of the theoretical work that has already been developed
so far in the field of driven alloys [5]. Indeed, recently similar behaviors have been
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reported in driven alloys and nanocomposites, indicating that underlying physics
has a common basis. The evolution and stability of a driven alloy is described in the
framework of non-equilibrium thermodynamics, where the energy continuously
flows from the impinging ions, i.e. the external environment, to the atoms of the
target matrix, i.e. the system or the thermostat [95, 96]. As both ion implantation
and ion irradiation processes are inevitably accompanied by the continuous pro-
duction of damage within the irradiated material, a nanocomposite evolving in a
radiative environment can also be described in the same theoretical framework.

4.5 Appendix: Elementary Processes in Irradiated Solids

Under irradiation the continuous production of damage modifies the evolution of
the NPs toward the steady-state configuration. In particular, a fundamental role is
played by the synergy between several effects occurring in parallel: ballistic dis-
placements, irradiation-induced defects, radiation-enhanced diffusion, and temper-
ature. Their knowledge allows to control both the stability and the final features of
the NPs. Thus, in this section the fundamentals of radiation effects in solids are
briefly reviewed. A more complete description of the basics of the ion-matter
interaction is given in Part I, Chap. 1 of this book.

4.5.1 Principles of Ion-Matter Interaction

A charged particle penetrating into a solid progressively looses its energy through a
complex interaction with the atoms of the host matrix. Neglecting nuclear reactions,
basically two processes are at the origin of the slowing-down of the impinging ion:
(i) the elastic interactions with the target atoms, also named nuclear interactions,
and (ii) the inelastic interactions with the electrons, e.g. excitation and ionization
processes, also named electronic interactions. Owing to the Born-Oppenheimer
approximation, these two mechanisms can be separated allowing the total energy
loss per unit length (stopping power) to be written as the sum of an elastic and an
inelastic process:

@E
@x

� �
total

¼ @E
@x

� �
nuclear

þ @E
@x

� �
electronic

ð4:27Þ

However, the stopping cross section can also be used:

Stotal ¼ 1
N

@E
@x

� �
total

¼ Snuclear þ Selectronic ð4:28Þ

where N is the density of the target.
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The probability for an elastic collision to take place is determined by the scat-
tering cross-section, dr, which in turn depends on both the interaction potential,
V(r), and the energy of the impinging ion, E, and the energy transferred to the target
ion, T:

Sn ¼
ZTMAX

0

TdrðE;VÞ ð4:29Þ

In general, elastic collisions dominate for low ion energies [97].
Inelastic interactions are mainly the result of excitation and ionization processes

and dominate for medium-high ion energies [98]. The slowing down of the
impinging ions in the inelastic regime is treated by considering a charged particle
moving in a viscous background formed by the electrons of the matrix. If the ion
energy is large enough, the energy density deposited along the ion path results in
the formation of a cylindrical defective region, named ion-track (see for example
Part I, Chap. 2 and Part III, Chap. 2 of this book).

Irradiation processes favor to the formation of defects. For instance, ballistic
collisions and displacement cascades lead to interstitial-vacancy, or Frenkel pair,
defects, whenever the energy received by the target atom is larger than a dis-
placement threshold value, Ed [97]. These directly affect the mobility of the solute
species and, in turn, control the kinetics of the nucleation and growth processes.
This is described in the next section.

4.5.2 Defects and Diffusion

In this section, diffusion mechanisms are briefly described. First, diffusion under
thermodynamic conditions is introduced. Afterward, we show how the mobility of
solute monomers is modified when a radiative environment is considered. This will
be done for both metal and silica matrices.

4.5.2.1 Diffusion Under Thermodynamic Conditions, Dth

Roughly speaking, the diffusion in a solid can be described as the jump of an atom
from one stable position to another one in the lattice. Although a diffusion process
can follow several pathways, in most of the cases it occurs through a vacancy
mechanism. This is, an atom on a normal site jumps into an adjacent unoccupied
lattice site (vacancy). Thus, the mobility of a diffusing species is triggered by
both the concentration and diffusivity of the vacancies where the diffusion coeffi-
cient is described by an Arrhenius equation with an activation energy Ea, e.g.
Dth * exp(-Ea/kBT), Fig. 4.21.
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4.5.2.2 Diffusion Under Irradiation in Metals, Dbal and DRED

In a metal the energy required to displace a substrate atom is about 25 eV [97].
When the energy deposited by the impinging ion overcomes this threshold value,
point defects and defect clusters are created. Thus, irradiation produces a super-
saturation of point defects which increases the solid state diffusion coefficient. For
example, if diffusion occurs by a vacancy mechanism, the diffusion coefficient
under irradiation, Dirr, is enhanced relative to the purely thermal value, Dth, by

Dirr ¼ Cirr þCth

Cth
Dth ð4:30Þ

where Cirr is the concentration of vacancies under irradiation, and Cth is the
equilibrium concentration of vacancies under purely thermal conditions.

Owing to (4.30) several regimes exist for the diffusion coefficients of the moving
species, Fig. 4.21:

• at low temperature, the migration of the point defects is negligible and the
diffusion is mainly controlled by the temperature independent ballistic pro-
cesses, [97]. In this case, the ballistic diffusion coefficient writes:

Dbal ¼ 1
6
Ca2 ð4:31Þ

where C is the displacement rate, and a the average displacement distance.

Fig. 4.21 The diffusion coefficient is modified by the irradiation. Depending on the temperature
three regimes can be defined: (i) at low temperature the diffusivity is controlled by ballistic
displacements, Dbal. (ii) At intermediate temperatures, it becomes function of the generation and
annihilation rates of vacancies and interstitials that are continuously created by the irradiation, DRED.
Thus, it depends on whether or nor sinks are presents as well as on their capability to absorb defects,
e.g. their strength. (iii) At sufficiently high temperatures the thermal diffusivity dominates, Dth
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• as the temperature is increased, defects become mobile and the diffusion coef-
ficient becomes temperature dependent. In this regime, the diffusion coefficient
is controlled by the production and the annihilation/recombination rates, and the
mobility is characterized by the radiation-enhanced diffusion coefficient, DRED.
In particular, the concentration of radiation-induced vacancies and interstitials is
a balance between the production rate of point defects, and their loss rate to
sinks which is adequately described by the point defect balance equations [80].
As the concentration of vacancies and interstitials produced under irradiation are
in general much greater than the thermal ones, the diffusion coefficient DRED is
much larger than both thermal and mixing ones, DRED � Dth � Dbal.

• for sufficiently high temperatures, the thermal diffusivity dominates over the two
previous mechanisms, e.g. Dth � DRED � Dbal.

4.5.2.3 Irradiation-Induced Defects in a Silica Matrix

For metal-glass nanocomposites the diffusion of the metal solute is triggered by the
defects within the silica matrix [99, 100, 101, 38, 102, 103, 104, 105]. Here, two
kinds of defects are mainly created during the implantation/irradiation processes.
Both are associated to the irradiation-induced oxygen vacancies. Depending on
their charge state they can be either E0 or B2 centers. An E0 center has an unpaired
electron which can be monitored by electron paramagnetic resonance (EPR). A B2

center is a diamagnetic defect formed by an oxygen vacancy which has trapped two
electrons. This defect is generally studied with optical absorption and photolumi-
nescence techniques.

Oliver et al. show that B2 defects preexist in virgin samples and that their density
increases with irradiation fluence [106]. On the other hand, the creation of E0

centers is due to the irradiation with both Si and Au ions. In particular, both defects
are mainly generated through the electronic excitations. Valentin et al. [107] studied
the correlation between the density of E’ defects and those of the precipitates in
glasses doped with copper atoms and irradiated at room temperature with 7 MeV Si
ions. A similar study was done by Oliver et al. [106], for silica irradiated with 3 and
10 MeV Au ions. Finally, these defects become instable when the temperature is
increased above a threshold value [103–105]. In particular, E0 defects start to
recover from about 500 °C, whereas B2 defects are stable up to about 900 °C [38].
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Part II
Damage Formation and Amorphization

by Nuclear Energy Deposition



Chapter 5
Primary Processes of Damage Formation
in Semiconductors

Elke Wendler and Werner Wesch

Abstract In this chapter damage formation and amorphisation in various semi-
conductors are reviewed with special focus on primary processes. Trends are shown
how the parameters during ion implantation influence damage formation and to
what extend the results for the various semiconductors can be generalised. It is
shown that three groups of semiconductors can be identified. One group of mate-
rials exhibits a continuous transition towards amorphisation at sufficiently low
temperatures. In these materials comparable mechanisms of defect formation are
observed provided the implantation temperature is similarly close to or below the
corresponding critical temperature of amorphisation, Tc, the concept of which is
discussed in this chapter. In a second group, amorphisation can be achieved at low
temperatures only and only by secondary processes resulting in a discontinuous
transition to amorphisation. And in a third group of materials amorphisation by ion
implantation is not observed even not at low temperatures for moderate ion fluences
which do not significantly alter the stoichiometry of the material. Various models
are applied for describing the damage evolution. This represents a further step
towards a prediction of damage to be expected for certain irradiation conditions in
the corresponding materials.

5.1 Introduction

Ion-beam induced effects in semiconductors have been studied since more than
60 years. The first papers on radiation damage and ion-beam induced changes of
the electrical properties of semiconductors appeared in the middle of the 20th
century (see [1, 2] and references therein). But it took another twenty years to
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collect sufficient understanding—especially to distinguish between doping and
radiation effects—for making ion implantation applicable to semiconductor device
production [2]. Since then, demands from industry regarding size and quality of
structures to be produced promoted the research in that field, which continues up
today.

Ion implantation has become a powerful technique for the precise modification
of the properties of semiconductors and other materials. Besides the introduction of
foreign atoms the implantation process is inherently connected with the formation
of radiation damage which is often undesired for practical applications. The effi-
ciency of subsequent treatments for damage removal such as thermal annealing or
irradiation with intense light may strongly depend on kind and concentration of the
damage produced. Therefore, a successful technological application of ion
implantation requires knowledge about the relationship between implantation
conditions and damage formation. Laterally and vertically selected electrical doping
is the most common application of ion implantation in semiconductors. In this
process radiation damage plays an important role as it may cause transient enhanced
diffusion and influences the activation of dopants. In the case of Si for example,
assiduous efforts are made to model the as-implanted damage as input for simu-
lation of interaction of damage with dopant atoms during annealing (see [3] and
references therein).

In recent years a wide range of semiconductors has become available for fab-
rication of electronic and optical devices with improved properties or new func-
tionalities. In this process ion implantation is always a matter of choice which
stimulates damage studies in these materials. And of course, these studies are also
driven by a considerable scientific interest in understanding the fundamentals of
ion-solid interaction in these materials. For example, much work has been done for
comparison of the susceptibility of various semiconductors to ion-beam induced
damage formation and amorphisation which reveals differences in the bonding
properties of these materials (see e.g. [4, 5] and references therein).

As to the time span of research and the importance of the field, countless
scientific papers appeared dealing with ion implantation of semiconductors.
Therefore, it is neither possible nor is it the aim here to summarise all that research.
In this chapter trends are shown, how the various implantation parameters influence
the formation of radiation damage and to what extend the results for the various
semiconductors can be generalised and related to the properties of the corre-
sponding materials. This does not exclude that different microscopic processes
occur during ion implantation in the various materials, which is beyond contro-
versy. The results presented here refer especially to the work of the Jena
group. According to that, the main focus is directed to binary compound semi-
conductors with results for silicon (Si) and germanium (Ge) being mentioned for
comparison. For ion-beam induced effects in Si and Ge the reader is referred to
Chap. 6. Ion beam induced effects in Si are also summarised in [3, 6, 7].
Furthermore, there are many studies on ternary or quaternary compounds which are
not included in this chapter. Some information on that can be found in Chap. 6 and
[8] and references therein. It should be also mentioned that some semiconductors
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(especially Ge and the group III antimonides) become porous under ion irradiation.
This effect is not reviewed here and the reader is referred to Chap. 6 and the recent
papers [9, 10] with references therein. Finally, a broad overview on the use of ion
beams in materials processing and analysis—with special emphasis on ion beam
technique—can be found in [11].

Rutherford backscattering spectrometry (RBS) is a technique which is widely
used for studying radiation effects in materials. This is true in this chapter for
semiconductors as well as in other parts of this book. Therefore, Sect. 5.2 gives a
brief introduction to this method. Mechanisms of damage formation are presented
for groups of materials which show a certain similarity in their behaviour under ion
irradiation. As this part of the book is devoted to effects of nuclear energy depo-
sition, damage formation is investigated which is caused by the displacement of
lattice atoms within the collision cascades produced by the implanted ions. The
majority of semiconductors can be amorphised in this process and exhibit a con-
tinuous damage evolution up to complete amorphisation (see Sect. 5.3). In this
section an attempt is made to correlate the cross-section of low temperature damage
formation with the primary energies deposited in the displacement of lattice atoms
and in electronic interactions. Examples for a discontinuous transition towards
amorphisation are given in Sect. 5.4. A few semiconductors cannot be amorphised
by ion irradiation, examples for which are presented in Sect. 5.5. And finally,
Sect. 5.6 gives a summarising discussion.

5.2 Rutherford Backscattering Spectrometry for Damage
Analysis

5.2.1 General Considerations

Rutherford backscattering (RBS) spectrometry is a common method for investi-
gation of composition and structure of crystalline films. There are several books on
that topic, which are suggested for further reading [11–14]. Here only a brief
introduction will be given.

The geometrical arrangement for RBS measurements is depicted in Fig. 5.1.
A well collimated mono-energetic beam of light ions with mass m1 and energy E0

(usually helium (He) ions or protons with E0 � 1–5 MeV) impinges on a target.
Part of the ions are scattered into the half-space above the target (backscattering).
The energy of the backscattered ions is registered by a detector the position of
which determines the backscattering angle h (see Fig. 5.1). The signal of the
detector is electronically processed (shaped and amplified) and the number of ions
is counted as a function of their energy. Thus, the result of the RBS measurement is
the number of ions scattered into the detector as a function of the ion energy, which
is called RBS spectrum. For given conditions (see Fig. 5.1), the energy of detected
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ions depends on the depth at which and on the mass of the target atom on which the
scattering event took place.

After collision (ac) with a target atom of mass m2,i, the energy of the ion is
reduced to Eac which can be described by the kinematic factor k according to

Eac ¼ kEbc ð5:1Þ

with k given by

k ¼
cos hþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2;i

m1

� �2
� sin2 h

r
1þ m2;i

m1

2
664

3
775
2

ð5:2Þ

and Ebc being the ion energy before collision. When the collision takes place at a
certain depth z, the ion additionally undergoes an energy loss dE per unit depth
dz on the way in and on the way out. The energy Em2;i of an ion backscattered on a
target atom with mass m2,i at the depth z—as registered by the detector—is then
given by

Fig. 5.1 Schematic representation of the geometry in RBS experiments and origin of RBS
spectrum for a material composed of two atomic species with masses m2,1 > m2,2
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Em2;iðzÞ ¼ k E0 �
Zz= cosu1

0

dE
dz

� �
in
dz

2
64

3
75�

Zz= cosu2

0

dE
dz

� �
out
dz ð5:3Þ

with the angles u1,2 being defined as shown in Fig. 5.1. For each atomic species i of
the target a separate energy-depth conversion is obtained which is calculated
numerically with (5.1)–(5.3). For that, data of the stopping power dE/dz are needed
and Bragg’s rule is applied for targets consisting of more than one atomic species
(see Chap. 1). The stopping powers of Ziegler and Biersack are most commonly
used [15].

The yield Yij of ions backscattered on atoms of kind i within a thin depth interval
Dzj at depth zj into the detector with solid angle X (see Fig. 5.1) is given by

Yij ¼ n
dr
dX

� �
i
X
N0iDzj
cosu1

ð5:4Þ

for amorphous materials or random incidence of ions in crystalline materials. Herein
(dr/dX)i is the differential Rutherford scattering cross-section for atoms of kind
i (see Chap. 1), n the number of incident ions and N0i the atomic density (number of
atoms per unit volume) of component i of the target. The Rutherford scattering
cross-section dr/dX is proportional to the atomic number of the corresponding atom
squared and to one over the ion energy squared. This means that the yield of
backscattered ions increases significantly with increasing atomic number of the
target atoms and with decreasing ion energy. The yield of ions backscattered from
the different atoms of the target adds up and finally forms the RBS spectrum which is
called random spectrum in this case. The chemical composition of the target versus
depth z can be determined from the RBS spectrum by using (5.1)–(5.4). The
accessible depth usually ranges from few ten nanometers up to few micrometers.
A typical random spectrum of a binary material is shown in Fig. 5.2a with the depth
scales for the two components being marked (see spectrum 1).

5.2.2 Analysis of RBS Aligned Spectra

When the ions enter a monocrystalline solid in direction of a low-index axis, the
yield of backscattered ions decreases significantly in comparison to the value given
in (5.4). Along the axis, the atoms of the crystal are arranged in rows which form
channels. Within these channels the ions perform a guided movement due to the
periodic atomic potentials. This is called channelling effect (see Chap. 1). It occurs
if the angleW between the ion velocity and the atomic rows is below a critical value
Wc. The consequence of channelling is the reduction of the probability for the
occurrence of backscattering events and thus, the significant decrease of the yield of
backscattered ions. The RBS spectra measured in channelling configuration (i.e.
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with the analysing ions entering the solid along a low-index axis) are called
channelling or aligned spectra. An example for that is shown in Fig. 5.2a (see
spectrum 2). It can be seen that the height of the aligned spectrum of a perfect
crystal is of the order of few percent of that of the corresponding random spectrum.
The exact value depends on the ion energy, the crystal under investigation (struc-
ture, mass of atoms and quality) and on the temperature of the target. The ratio
between RBS yield in aligned (Yal) and random direction (Yra) is called minimum
yield vmin with vmin = Yal/Yra.

Defects in crystals appear as atoms being displaced from their original lattice
sites. Direct backscattering takes place when an ion gets backscattered in a single
collision with a lattice atom. Additionally, displaced lattice atoms disturb the
movement of the ions within the channels, resulting in an increase of W. When W
exceeds the critical angle Wc (see Chap. 1), the guided movement of the ions is
ceased and eventually backscattering takes place in a further scattering event. This
process is called dechannelling. Both processes occur simultaneously. In case of
direct backscattering, backscattering of the ions takes place at the depth at which the
displaced lattice atom is located. Backscattering of ions due to dechannelling is the
consequence of all defects within the layer the ions traversed up to the depth where
the backscattering event takes place. This contribution to the aligned backscattering
spectra is usually called dechannelling background. As an example, Fig. 5.2a
depicts two aligned RBS spectra of the binary crystal with a damaged surface layer
(see spectrum 3 and 4). The dechannelling background is schematically indicated in
the figure by the dashed lines. For both untreated (perfect) and damaged (implanted)
crystals the minimum yield can be calculated (see above). If the implanted layer is
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Fig. 5.2 Typical RBS spectra of backscattered He ions for a binary material (a). A random
spectrum (1) and aligned spectra of a perfect (2) and two differently damaged (3, 4) crystals are
shown. The depth scales for the heavier (h) and lighter (l) component are marked. For the aligned
spectra 3 and 4, the dechannelling background is schematically indicated by the dashed lines. The
depth distributions of randomly displaced lattice atoms calculated from the spectra in part (a) are
depicted in part (b)
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close to the surface, the difference in minimum yield of implanted and unimplanted
(perfect) crystalline sample, D vmin ¼ vimpl

min � vperfmin , can be used as a first estimate to
quantify the amount of damage. In case of spectrum 4, the backscattering yield in
channelling direction reaches the random level over a certain depth range. This is
commonly taken as an indication of amorphisation as visible by RBS.

In case of damaged layers, height and energy dependence of the dechannelling
background (see dashed lines in Fig. 5.2a) strongly depend on kind and concen-
tration of defects. Therefore, by means of backscattering spectrometry utilizing the
effect of dechannelling, both qualitative and quantitative analysis of various kinds
of lattice defects in single-crystalline solids can be performed [12, 13, 16–19]. Ion
dechannelling can be caused by uncorrelated multiple scattering processes due to
point defects, defect clusters or amorphous regions. And it can be caused by bent
channels (within the strain field around dislocations) or by displaced strings or
planes (in layers containing stacking faults and twin lamellae), which are both
characterized by correlated displaced lattice atoms. To identify the special kind(s)
of defects, RBS measurements with different ion energies represent a decisive tool
in combination with further methods of analysis as for instance electron diffraction
[18]. In case of point defects, i.e. uncorrelated displaced lattice atoms, further
information can be obtained by temperature-dependent RBS channelling mea-
surements [13, 19].

In the following text, damage analysis by RBS measurements is restricted to
point defects, defect clusters and amorphous regions, which are characterized by
uncorrelated displaced lattice atoms. For this type of defects aligned spectra exhibit
clear damage peaks as shown in Fig. 5.2a. To extract the concentration of displaced
lattice atoms versus depth z from the corresponding aligned and random RBS
spectra requires a procedure to calculate and subtract the dechannelling back-
ground. This is usually done in an iterative way starting from the surface and taking
into account that the dechannelling probability increases with depth, i.e. with
increasing area density of defects the ions traversed before becoming backscattered.
The dechannelling probability is usually calculated analytically for the type of
defects under consideration here. An early two-beam-model was developed by
Bøgh [20] and also used by Schmid [21]. A more sophisticated description is given
by [22, 23] which is based on the discontinuous model of dechannelling. This
model is exploited in the computer code DICADA (Dechannelling of Ions in
Crystals And Defect Analysis) [16, 22] which was used to obtain most of the data
presented here (see examples in Fig. 5.2b). Another more time consuming method
for the determination of damage profiles is the simulation of channelling spectra
using a Monte Carlo code (see [17, 23, 24] and references therein). If the existing
defects are characterized by uncorrelated displaced lattice atoms, within experi-
mental uncertainty all methods yield similar defect profiles [23].
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5.3 Continuous Damage Evolution up to Amorphisation

5.3.1 Typical RBS Channelling Spectra of Ion Implanted
Semiconductors

Figure 5.3a–c show energy spectra of He ions backscattered on various semicon-
ductors implanted with Ar ions to different ion fluences NI (number of ions per unit
area). The spectra were measured with the He ion beam aligned along the low-index
axis parallel to the surface normal of the samples. Random spectra and corre-
sponding aligned spectra of the unimplanted substrates are included for comparison.
With increasing ion fluence defects are produced which result in an increasing yield
of backscattered ions. At a certain ion fluence, aligned spectra may reach the
random level (see Fig. 5.3a) which—as mentioned before—is commonly taken as
an indication of amorphisation. Here it should be mentioned that definition of
amorphousness is a crucial point. Within a given experimental technique the
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Fig. 5.3 Energy spectra are depicted of 1.4 MeV He ions backscattered on InP (a), CdTe (b) and
ZnO (c) which were implanted with Ar ions and analysed at the implantation temperature of 15 K.
In each part, the random spectrum is the upper thick solid line and the aligned spectrum of the
unimplanted substrate is the lower thick solid line. The corresponding relative concentration of
displaced lattice atoms versus depth, nda(z), is given in parts (d) to (f). The energy of Ar ions was
350 keV for InP [25], 270 keV for CdTe [26] and 200 keV for ZnO [27]. The ion fluences are
given in cm−2. For clarity only selected ion fluences are given
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saturation of the measured quantity is usually attributed to amorphisation. But
different techniques may have a different sensitivity (see also discussion in Sects.
3.2.4 and 3.4.1). This has to be taken into account when comparing results obtained
with different experimental methods. For the case of RBS for example it is known
that reaching the random level within a small depth interval only, does not nec-
essarily mean that a closed amorphous layer as visible by transmission electron
microscopy (TEM) has formed. But this is not or less relevant when results of one
and the same experimental method are compared.

The yield in Fig. 5.3a–c is given versus the channel number with each channel
representing an ion energy width E…E + DE. For the case of InP (Fig. 5.3a) the
ion energy E is given in the upper scale for comparison. The on-set of backscat-
tering for the two components at z = 0 is indicated in the figure. It occurs at
E = 1219 keV for In and 836 keV for P (see Fig. 5.3a). That is, for ion energies
below 836 keV, i.e. below channel number 271, the yield of ions backscattered on
P atoms is superimposed to that backscattered on In atoms at larger depths.
Therefore, the evaluation of RBS spectra as explained in Sect. 5.2.2 is usually
performed for the high-energy part of the spectra only which results from the
heavier component of the material.

Figure 5.3d–f show the relative concentration of displaced lattice atoms nda
versus depth z calculated from the backscattering spectra given in Fig. 5.3a–c with
DICADA assuming the existence of uncorrelated displaced lattice atoms. nda is
often called defect or damage concentration and nda(z) defect or damage profile for
short. From Fig. 5.3d, e it can be seen that the defect concentration reaches zero at
the end of the implanted layers. This suggests that the assumption of uncorrelated
displaced lattice atoms existing within the implanted layers describes well what is
observed. This indicates that the occurring defects are mainly point defects, defect
clusters and amorphous zones. It should be mentioned that for ion implanted CdTe
the aligned spectra do not show a pronounced damage peak (except the one at the
surface) but a knee-like shape around channel number 370 (see Fig. 5.3b). The peak
in the damage profile around z � 0.35 µm (see Fig. 5.3e) follows from that knee.
This result demonstrates that the relatively high dechannelling background—which
causes the knee-like structure of the spectrum—is strongly related to the high mass
of the target atoms in this case [26]. A more sophisticated analysis of RBS mea-
surements performed with different ion energies reveals that the layers contain also
a small amount of correlated displaced atoms, i.e. some extended defects [28]. This
example demonstrates that care has to be taken when interpreting the results of
channelling RBS measurements. In the case of ion implanted ZnO the damage
profiles do not reach zero even at large depths (see Fig. 5.3f). In such a case
additional experimental techniques as for instance TEM have to be applied to check
up to which depths defects really exist. With respect to the RBS analysis, it can be
shown that artificial tails in the damage profile occur if the assumption of randomly
displaced lattice atoms made to extract the profiles from the spectra is not correct
[27]. Thus the occurrence of these tails indicates the existence of correlated dis-
placed lattice atoms which occur in case of extended defects within the defective
layer. For ion implanted ZnO it was shown that similar profiles are obtained for
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implantation at room temperature (RT) and at 15 K [29]. The existence of extended
defects in ZnO after implantation at RT was proven by TEM (see [30] and refer-
ences therein) which is in agreement with the conclusions drawn from the RBS
channelling measurements. From the examples shown in Fig. 5.3 only InP repre-
sents an example of the group of amorphisable materials exhibiting a continuous
transition towards amorphisation, which are under consideration in the following
subsections. A more detailed discussion of ion implantation induced effects in CdTe
and ZnO will be given in Sect. 5.5.

5.3.2 Introduction of Critical Temperatures and Effect
of Ion Flux

At sufficiently low temperatures (what this means will be specified below) many
semiconductors can be amorphised by ion implantation with the damage concen-
tration increasing continuously up to the final value representative for amorphisa-
tion. This is the case for SiC, Si, Ge, InSb, InAs, InP, GaSb, GaAs, GaP and some
ternary compounds as AlxGa1−xAs, InxGa1−xAs and InxGa1−xP. In the latter mate-
rials the damage evolution and amorphisation kinetics are remarkably influenced by
the stoichiometry of the compounds. For more details the reader is referred to [8]
and references therein. Examples for the evolution of damage profiles are shown in
Fig. 5.4 which presents results for InP implanted with 300 keV Si ions and
600 keV Se ions to different ion fluences at different temperatures [31]. The cor-
responding RBS measurements were carried out at RT. For all temperatures applied
here, a damage peak evolves which increases with increasing ion fluence until
nda = 1 is reached which is commonly taken as an indication of amorphisation (see
Sect. 5.2.2). A further increase of the ion fluence results in a broadening of the
amorphous layer towards the surface and into the depth. For a given ion fluence, the
damage concentration remaining after implantation decreases with increasing
temperature (cp. results for 1 � 1014 cm−2 in Fig. 5.4a–c). This can be attributed to
dynamic defect annealing during the irradiation, which becomes more prominent
with rising temperature and is a typical effect occurring in all semiconductors. The
ion fluence at which the damage concentration nda(z) reaches unity in the maximum
of the distribution is referred to as amorphisation fluence Nam

I . From Fig. 5.4 it is
obvious that—for a given ion species—Nam

I increases with increasing temperature
during implantation.

Figure 5.5a plots the amorphisation fluence as a function of the implantation
temperature for various ion species implanted into InP. The curves shown in the
figure are fitted to the experimental data applying the vacancy-out-diffusion model
[32] which is explained in detail in Chap. 3. This model assumes that cylindrical
amorphous clusters produced by individual ions shrink with increasing temperature
due to a thermally activated vacancy out-diffusion and defect recombination at the
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amorphous/crystalline interface. Within this model the ratio of amorphization flu-
ence at temperature TI to amorphization fluence at TI = 0 K, Nam;0

I , follows to

Nam
I

Nam;0
I

¼ 1� C exp � E
2kBTI

� �� ��2

: ð5:5Þ

The parameters Nam;0
I , C and E were adjusted to represent the experimental data

and kB is Boltzmann’s constant. As can be seen, a good fit is obtained for all ion
species used. The curves in Fig. 5.5a reveal that for each ion species the amor-
phisation fluence Nam

I becomes infinity at a certain temperature. These temperatures
are called critical temperatures Tc. Similar results with respect to the temperature
dependence of the critical ion fluence necessary for amorphisation, Nam

I , are also
found for other semiconductors like SiC [33, 34], Si [32, 35, 36], Ge [32], InAs [37]
and GaAs [38–40], with the experimental data being represented by (5.5).

Besides (5.5) further models exist to represent the temperature dependence of
ion-induced damage formation (see Chap. 3). In the case of ion implanted SiC a
successful representation of experimental data succeeded by incorporating tem-
perature effects in a damage rate theory which yields a similar result as given in (5.
5) (see Chap. 3 and references therein). Although the various concepts are slightly
different, they all take into account Arrhenius-like temperature dependencies of
relevant quantities. Correspondingly, the parameter E in (5.5) has the meaning of an
activation energy. However, the physical interpretation is very crucial. First, the
assumption of amorphisation within single ion impacts is often not fulfilled and
second, more than one thermally activated process may be active (see Chap. 3.4).
The latter would result in further terms in the brackets of (5.5) and correspondingly
more free parameters which cannot be deduced from dependencies as shown in
Fig. 5.5. Therefore, the fit parameters C and E are commonly used to calculate the
critical temperatures Tc only (see Chap. 3). Finally it should be mentioned that the
vacancy out-diffusion model can be also applied to model the damage concentration
nda for a given ion fluence at a fixed depth as a function of the temperature of
implantation TI. It is given by [39]

nda ¼ Nam
I

Nam;0
I

1� C exp � E
2kBTI

� �� �2
: ð5:6Þ

An example for that is depicted in Fig. 5.6 for Si ion implanted InP with the data
taken from Fig. 5.4. However, it was shown that this calculation overestimates the
damage concentration in GaAs implanted with Si ions to low ion fluences, i.e. low
damage concentrations [39]. This indicates that the assumption of direct-impact
amorphisation does not apply. Another reason for the observed behaviour may be
that some samples had to be warmed to RT before analysis. Figure 5.7 shows that
this warming of the samples causes significant damage annealing in GaAs (and also
in InP) especially for low damage concentrations [38, 41]. Contrary, close to
maximum damage with nmax

da � 1 almost no annealing is observed which often
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favours the application of (5.5) for the determination of critical temperatures.
Similar curves as shown in Fig. 5.6 were successfully used for extracting critical
temperatures in Si ion implanted SiC [42] in which the damage produced was found
to be rather stable.

From the curves in Fig. 5.5a it becomes obvious that the critical temperature Tc
for InP is not a fixed value but varies over a certain range. It is further found that Tc
varies with the ion flux / for a given ion-energy/target combination. This is shown
in Fig. 5.5b which plots the amorphisation fluence versus temperature for 95 keV
Si ions implanted into GaAs with different ion fluxes [40]. The variation of the
critical temperature with ion mass and ion flux is observed in other semiconductors
as well. But the range and in particular the lower limit of Tc is different for the
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various materials. Estimates of the lower limits of the critical temperatures are
summarised in Table 5.1. They are compared with known annealing stages of
intrinsic defects in the corresponding materials. Table 5.1 shows that some corre-
spondence between the lower limit of Tc and annealing stages of intrinsic defects
occurs, at least in the case of III–V compounds. Of course, the processes within the
collision cascade of an implanted ion are very complex and various types of point
defects may occur and interact with each other. But never the less, a thermally
activated mobility of defects is the main concept for introducing the critical tem-
peratures. Therefore, it is assuring to observe some correspondence with the
mobility of intrinsic defects.

Figure 5.5 shows that the critical temperature Tc increases with increasing ion
mass and with increasing ion flux. An increase of Tc means a lower amorphisation
fluence Nam

I for a fixed implantation temperature with TI < Tc (see Fig. 5.5). When
Nam
I decreases, then the damage to be expected for a given ion fluence NI increases

(provided the regarded fluence is below Nam
I ). This means, the statement that Tc

increases with increasing ion flux / is equivalent to the statement that the damage
remaining after implantation increases with increasing ion flux for a given ion
fluence and fixed temperature. And this is what usually is observed for the semi-
conductors under consideration here (see e.g. [39, 48, 49]). Figure 5.8 shows an
example for 100 keV Si ions implanted into Ge and GaAs [39] which clearly
reveals the increase of integral damage concentration (which follows from the
absolute concentration of displaced lattice atoms integrated over the depth) with
rising ion flux /. It is found that the integral damage concentration increases
proportional to /n with n � (0.1 … 0.8). The strength of the flux dependence is
represented by the exponent n which increases with rising temperature during
implantation. From Fig. 5.8 it is obvious that at RT the ion flux dependence is weak

Table 5.1 Estimates of lower limits of critical temperatures Tc of ion implanted semiconductors,
which follow from implantation of B ions in most cases

Material Lower limit of
Tc (K)

Annealing stage
Ta (K)

Reference suggested mechanism

SiC 290 300
330–390

Recombination of close Frenkel
pairs [43]
annealing stage [44]

Si 300

Ge 350

GaP 330a 300–500 Annealing stage [45]

GaAs 230 250–350 Mobility of Ga interstitials [46]
Annealing stage [45]

InP 340 330–420 Mobility of P interstitials [47]
Annealing stage [45]

InAs <300

The temperature ranges of known annealing stages and the corresponding references are given for
comparison. References for Tc are given in the text
aSee [38]
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in Ge and strong in GaAs. When ion implantation of Ge is performed at 395 K, a
similarly strong flux dependence is found in Ge as in GaAs at RT. That is both
materials exhibit a similar behaviour but at temperatures which are different by
about 100 K. This difference corresponds to that of the lower limit of the critical
temperatures Tc for the two materials (see Table 5.1). Another example for the
effect of implantation temperature and ion flux on damage formation is given in
Fig. 5.9 for Br implanted GaAs [50]. This figure again demonstrates that the flux
dependence is stronger at higher temperatures (for corresponding results in InP see
[51]). This means the flux dependence becomes more pronounced the closer the
implantation temperature is to the critical temperature Tc (see also Fig. 5.5b) or
better to the lower limit of it because the ion flux itself influences Tc.

As already mentioned above, the critical temperature Tc depends on ion flux and
ion mass (see Fig. 5.5). The effect of the ion mass is better represented by that of
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the number of primary displacements per ion and unit depth, N�
displ. This quantity

can be converted to the primary damage cross-section rd by rd ¼ N�
displ=N0 with

N0 being the atomic density of the corresponding material (see Chap. 3). It was
shown by a damage rate theory that an ion-flux dependence of Tc indicates that
thermal recovery processes are dominant during the implantation (see Chap. 3 and
references therein). In this case Tc is given by

Tc ¼ Eth

kB lnðmth=ra/Þ : ð5:7Þ

Herein mth is the effective jump frequency and Eth the activation energy. ra is the
cross-section of amorphisation at zero temperature. Equation (5.7) can be changed
to

ra/ ¼ mth exp
Eth

kBTc

� �
: ð5:8Þ

Such a relation between ion flux / and critical temperature Tc was found for
GaAs implanted with various ion species [40]. Because ra is often not known, the
primary damage cross-section rd calculated by SRIM as described above, is usually
taken for replacing ra in (5.8). For ion implanted GaAs rd/ was plotted versus Tc
(see Fig. 3.10 of Chap. 3 and Fig. 6.16 of Chap. 6). From this plot for all ion
species implanted into GaAs an activation energy Eth of 0.9 eV was obtained. In the
case of ion implanted SiC Eth = 0.6 eV was obtained [34]. An activation energy of
Eth = 1.1 eV was found for ion implanted InP and InAs [37]. In the latter cases rd

2/
instead of rd/ followed the dependence given in (5.8). The dependence on
rd

2/ / exp[Eth/(kTc)] was experimentally found and theoretically motivated for
ion-beam induced effects at amorphous/crystalline interfaces (see [52, 53] and
Chap. 3) but could be successfully applied also for ion implantation in pristine III-V
compounds [38].

From the discussion above two conclusions can be drawn. (i) The semicon-
ductors under consideration here exhibit a similar damage evolution if the tem-
peratures at which the experiments are carried out are similarly close or similarly far
away from the critical temperature for the corresponding conditions of implantation.
This statement will be further verified in the following subsections. At temperatures
well below the corresponding critical temperature Tc the ion flux becomes less
important and the transition towards amorphisation proceeds continuously (see
Sect. 5.3.4). That is sufficiently low temperatures—as mentioned at the beginning
of this section—means temperatures being well below Tc. (ii) It can be suspected
that damage formation in semiconductors is subject to a complicated interplay of
target temperature TI and ion flux / when TI � Tc is not valid. This will be
discussed in more detail in Chap. 6.
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5.3.3 Depth Distribution of Damage and Effect of Ion
Energy

For the ion energies under consideration here, damage formation is mainly caused
by the nuclear interaction of the incoming ions and the lattice atoms. In case no
secondary processes occur, one would therefore expect that the measured damage
concentration versus depth agrees with the calculated depth distribution of dis-
placed lattice atoms—at least with respect to the position of the maximum and the
shape. When implantation and measurement are done at a temperature well below
the critical temperature, this is indeed the case (see e.g. [5, 27]). This is also visible
in Fig. 5.4a for InP implanted with Si ions at 80 K for which a reasonable agree-
ment between the measured and the calculated distribution is observed. A very
good agreement between measured and calculated profiles may occur also for
higher ion energies as shown for example for 10 MeV Au ions in GaAs and
implantation and measurement at very low temperature [54]. For certain
ion-energy/target combinations, however, deviations with respect to the position of
the maximum may occur which can be caused by uncertainties in the energy loss
data [55]. When the temperature during implantation increases towards the critical
temperature, the measured heavily damaged layers become thinner compared to
those implanted at very low temperatures. This can be seen in Fig. 5.4 for InP
implanted with Si ions at 80, 353 and 363 K. The reduction in layer thickness is
obviously caused by an enhanced defect recombination and annealing at the
interface to the unirradiated substrate. Furthermore, Fig. 5.4 shows that the strength
of this effect is similar for Si implantation at 363 K and Se implantation at 393 K.
In both cases the implantation temperature is about 30 K below the corresponding
critical temperature. As already mentioned above, similar effects are to be expected
for different ion masses provided that the difference between target temperature and
corresponding critical temperature is similar for the given material. A significant
reduction of the thickness of the heavily damaged layer was also found in GaAs
implanted with 280 keV N ions at RT with a rather high ion flux of
1.25 � 1013 cm−2 s−1 (see Fig. 5.10). Since RT is very close to the critical tem-
perature of N implanted GaAs, this finding is clearly a combined effect of tem-
perature and ion flux. In Fig. 5.10 depth profiles of damage are depicted which were
obtained by optical sub-gap spectroscopy in combination with successive chemical
etching of the implanted layer. In GaAs this method allows to quantify the con-
tribution of heavily damaged/amorphous regions and of defective crystalline
regions containing point defects and point defect complexes (see [56, 57]). By this
method it is observed that the total thickness of the damaged layer is still as
expected from the primary nuclear energy deposition, but it consists of a heavily
damaged part close to the surface and a defective crystalline part at the interface to
the un-irradiated substrate. The latter may be interpreted as point defects or small
dislocation loops left after damage annealing in this depth range. This finding is
consistent with the RBS results shown in Fig. 5.4 for InP. At the elevated tem-
peratures (see Fig. 5.4c, d) the damage concentration measured by RBS tends not to
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reach zero behind the heavily damaged layers as it is the case for implantation at
80 K. This observation may have two origins: (i) there are still defects at that
particular depth and (ii) the surface layer contains a mixture of heavily damaged
material and extended defects. In the case under consideration here it is to be
expected that both effects influence the measured depth distribution of damage. An
even stronger defect diffusion into the underlying crystalline substrate may occur if
the implantation temperature is even closer to the corresponding critical temperature
and the ion flux is sufficiently small which results in longer implantation times [31].

The nuclear energy loss of the implanted ions occurs at the end of their range
when the current energy is falling below a certain value. Before that, the electronic
energy loss is dominating which has no detectable effect in semiconductors for the
ion energies under consideration in this part (for influence of electronic energy loss
in semiconductors see Chap. 9). The consequence is that with increasing ion energy
the position of maximum primary displacements and correspondingly the position
of maximum damage shift into larger depth. This is demonstrated in Fig. 5.11 for
Br ions in GaAs for different ion energies. This figure also shows that the longer
path of ions at high ion energies is connected with a stronger straggling resulting in
a broadening of the distribution and a reduction of the maximum value with
increasing ion energy. Since the mass of the ions does not change, the density of the
collision cascades at the end of range of the individual ions is always the same.
Considering a certain voxel within the sample close to the maximum of the dis-
tribution, the low straggling at lower ion energies means that this voxel is much
more often struck by ions than a corresponding voxel for a high ion energy. In other
words, the enhanced straggling of the ions over the depth results in a reduction of
the local ion flux at a fixed depth. This so-called local ion flux decreases with
increasing ion energy even if the real macroscopic ion flux is the same for all ion
energies. From that it can be suspected that the damage concentration measured in
the maximum of the distribution depends on the ion energy if for the given
implantation conditions the material is susceptible to the macroscopic ion flux. This
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effect was studied in detail in Br implanted GaAs for ion energies between 0.6 MeV
and 9 MeV [50]. Figure 5.12 shows corresponding damage profiles for implanta-
tion of Br ions at 100 K (a) and at 295 K (b). The ion fluence was chosen to reach
an equal number of primary displacements in the maximum of the distribution, i.e.
an equal energy deposition in the displacement of lattice atoms for all ion energies.
For quantifying this, the normalised ion fluence ndpa is used which is given by
ndpa ¼ NIN�

displ=N0 using N�
displ in the maximum of the distribution calculated with

the displacement energies given in Chap. 3. The ion fluences were chosen to obtain
ndpa = 1 dpa at 295 K and ndpa = 0.4 dpa at 100 K in the maximum of the dis-
tribution. Figure 5.12a shows that for implantation at 100 K for all ion energies
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implanted into GaAs with different ion energies calculated with SRIM. Part (a) has a linear depth
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applied, almost the same maximum damage concentration is found. This means that
the ion energy does not cause any special effects. In contrast, for implantation at RT
the maximum damage concentration decreases with increasing ion energy, although
the ion fluence was adjusted to obtain equal ndpa values. This means that the local
flux is not important at 100 K, whereas it is important at RT. This finding is in very
good agreement with the results obtained when varying the (real macroscopic) ion
flux (see Fig. 5.9). It is also consistent within the concept of critical temperatures as
295 K is close to but 100 K is well below the critical temperatures of GaAs (see
Table 5.1). A similar effect was observed for ion implanted Si for which the critical
ion fluence necessary for amorphisation increases with increasing ion energy [35].

5.3.4 Fluence Dependence and Effect of Ion Mass

As already mentioned above, the semiconductors under consideration here exhibit a
continuous transition towards amorphisation for temperatures well below the crit-
ical temperature, i.e. for TI � Tc. An example for that is shown in Fig. 5.13 which
plots the damage concentration in the maximum of the measured distribution versus
ion fluence for various ion species implanted into 4H-SiC at 15 K [58]. Similar
results were found for GaAs, InP, Ge and Si ion implanted at low temperatures.
Various models exist for explanation of such a transition to amorphisation (see
Chap. 3). In general, the concepts behind are similar: A certain amount of damage is
produced within each ion impact and additionally ion-beam induced effects are
assumed, which occur when the ion fluence increases and the ion impacts start to
overlap. The similarity of the concepts is expressed in the similarity of the fluence
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Fig. 5.13 Relative damage concentration in the maximum of the measured distribution, nmax
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versus ion fluence NI for various ions species implanted into SiC at 15 K [58]. The lines are fitted
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(b) a logarithmic ordinate scale. Both ion implantation and subsequent damage analysis by RBS
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dependencies which can be generated by the various models (see Chap. 3). In recent
time it became common to apply rate equations that take into account damage
formation within the direct ion impacts with the cross-section rdam and stimulated
growth of damage with the cross-section rs. This results in (see Chap. 3 and
references therein)

dnda
dNI

¼ ðrdam þ rs ndaÞð1� ndaÞ: ð5:9Þ

For this equation an analytical solution exists (see Chap. 3) which makes it
comfortable to use common fitting procedures for the determination of rdam and rs
(see e.g. [58]). The curves in Fig. 5.13 are fitted to the experimental data applying
(5.9). It can be seen that a satisfactory fit is obtained which means that (5.9) gives a
good description of what is experimentally observed. This holds well in many other
cases, too. In [59] a detailed analysis is given how thermal and ion-beam induced
effects could be distinguished. Following the discussion of this paper, the stimu-
lated growth of damage—when observed at TI � Tc—can be regarded as a purely
ion-beam induced effect. In a simple picture a collision cascade can be thought to
consist of regions which are heavily damaged contributing significantly to the
backscattering of analysing He ions, and of those which are only weakly damaged
containing point defects or small clusters of them which contribute only weakly to
the backscattering of He ions. Within such a picture, the heavily damaged regions
mainly contribute to what is called direct-impact-damage and the weakly damaged
regions are relevant for the stimulated growth of damage. The latter can be inter-
preted in two main ways. (i) The weakly damaged regions need to overlap for the
point defects to agglomerate into larger complexes which are then more visible to
the ion beam. Such a process may be driven by the strain introduced by the point
defects. A possible mechanism of amorphisation is the transformation of material
into the amorphous state when the strain introduced by point defects exceeds some
critical value (see [60] and references therein). (ii) When the point defects are close
to a heavily damaged cluster produced by previous ions, the latter clusters can grow
by a process which is known as ion beam induced interfacial amorphisation (IBIIA)
[52, 61]. It is interesting to note that in most cases the cross-section of stimulated
growth rs is by a factor of 10…20 larger than the cross-section of direct impact
damage formation rdam [25, 58, 62]. However, one needs to keep in mind that all
data behind were determined from RBS studies. Thus the observed relation rs/rdam
may be related to the sensitivity of this particular method. Therefore, it would be
desirable to have similar data measured with other techniques for comparison.

The cross-section rdam is the area integral over the relative damage concentration
produced per ion at the depth at which the corresponding data are taken. If one
assumes a homogeneous damage distribution across the area, rdam is given by the
product of the area and the relative damage concentration produced per individual
ion. If one further assumes that each ion produces an amorphous cluster corre-
sponding to a relative damage concentration per ion equal to unity, then rdam is the
area damaged by one ion at the corresponding depth. Then the cross-section rdam
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can be used for estimating the diameter of such a cluster. In doing so it may happen
that the diameter of the amorphous clusters is of the order of the distance between
nearest neighbours in the corresponding crystal only. This means the cluster would
consist of very few atoms only for which an amorphous state cannot be defined.
Such a finding suggests that the assumption of complete amorphisation within a
single ion impact is not correct. This in turn may lead to the conclusion that within
the primary collision cascades mainly point defects or clusters of point defects are
produced. Such a behaviour is often observed for implantation of light ions such as
He ions (see e.g. [62]). In these cases one may suspect that amorphisation does not
occur heterogeneously by direct ion impacts but homogeneously on a finer scale by
the coalescence of point defects and point defect complexes as suggested for ion
implanted SiC [63]. The predominant formation of point defects after implantation
of light ions such as H and He in crystalline semiconductors (i.e. at low ion
fluences) was also concluded from the evolution of strain and microhardness as a
function of damage detected by RBS [64, 65].

For studying the effect of ion mass, the ion fluence NI is usually converted to the
number of displacements per lattice atom, ndpa, by using the number of displace-
ments per ion and unit depth, N�

displ, in the maximum of the calculated distribution.
Examples for damage production curves nmax

da versus ndpa are shown in Fig. 5.14.
Corresponding results for GaAs are given in Fig. 3.8 of Chap. 3. If the damage
formation would only depend on the total amount of energy per unit volume
deposited in the displacement of lattice atoms, for all ion species a uniform
dependence should be observed. From Figs. 5.14 and 3.8 of Chap. 3 it can be seen
that this is obviously not the case even though implantation and analysis were
performed at a rather low temperature at which thermal effects can be assumed to be
negligible. Especially in the case of light ions much more energy has to be
deposited per unit volume for obtaining a certain amount of damage than for
heavier ions. Only for ion masses above a certain value mass-independent, uniform
dependencies are found. The deviation for light ions is in coincidence with the
discussion given above regarding the radii of the damage clusters, from which a
different mechanism of amorpisation could be concluded in these cases. Further,
from Fig. 5.14 it can be seen that the fit with (5.9) succeeds better for InP than for
SiC which is another hint to the somewhat different mechanisms occurring in this
material as mentioned above. In agreement with that it was found that a nucleation
and growth model (see Chap. 3) allows a slightly better representation of the
damage evolution in SiC [66]. Furthermore, the results in Figs. 5.14 and 3.8 of
Chap. 3 indicate non-linear effects to occur within the primary collisions cascades
(see Sect. 5.6).

For the examples in Figs. 5.14 and 3.8 (Chap. 3) the ion energies were chosen
such as to obtain similar thicknesses of the implanted layers for all ion species. In
this case the decrease of the maximum value of N�

displ with decreasing ion mass
reflects the decreasing density of the primary collision cascades. It should be noted
that this situation is different compared with that for which the ion energy is varied
for a given ion species (see Fig. 5.11). As discussed in Sect. 5.3.3, in the latter case
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the decrease of maximum N�
displ with increasing ion energy has to be interpreted in

terms of a decreasing local ion flux whereas the density of the individual collision
cascades is always the same.

So far only temperatures with TI � Tc were regarded. In Fig. 5.15 examples for
damage production curves nmax

da (NI) and fdam(NI) (fraction of damage obtained from
optical reflection measurements) are shown for Ag ion implanted SiC and Si ion
implanted Si, respectively, for a wide range of temperatures during implantation. As
TI increases towards Tc, dynamic annealing during the implantation due to ther-
mally enhanced processes becomes more and more important. As long as the
temperatures are not too high, this results in a shift of the curves to higher ion
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fluences and correspondingly to an increase of the critical ion fluence necessary for
amorphisation. As the temperature TI further increases, the continuous transition
towards amorphisation gradually changes into a discontinuous one, i.e. complete
amorphisation of the implanted layers proceeds in two steps. This is observed in Ag
ion implanted SiC for temperatures of 375 and 475 K and in Si for 350 and 400 K
(see Fig. 5.15). In these cases amorphisation is still achieved but the mechanisms
are different in comparison with those occurring at TI � Tc. Most notably, the
amorphisation in two steps cannot be understood by assuming one type of damage
only. A possible interpretation of the experimental results can be given as follows.
It is assumed that only point defects remain from a single ion impact due to
dynamical annealing during relaxation of the primary collision cascade. At low ion
fluences this results in an almost linear increase of the damage concentration with
increasing ion fluence. The slope of this linear increase is given by the cross-section
rdef of that process at the particular depth which is usually the depth of maximum
damage concentration. When the impacts of individual ions start to overlap the
produced point defects can recombine with those already existing from previous
ions. Such a process results in a plateau of the damage concentration versus ion
fluence due to a balance between defect formation and annihilation. The rather low
saturation value of 0.05….0.15 observed in experiments (see results for TI > 400 K
for SiC and TI > 300 K for Si in Fig. 5.15) indicates a significant defect recom-
bination. This in turn supports the assumption that mainly point defects remain
from a single collision cascade in these cases. As the implantation proceeds and the
ion fluence increases, a second increase of the damage concentration is observed,
which finally leads to complete amorphisation indicated by nmax

da ¼ 1 or fdam = 1,
respectively. This transition towards amorphisation can be best described by
nucleation and growth of amorphous seeds. Small precipitates of implanted ions
and/or extended defects may act as nucleation sites. The latter implies that at lower
ion fluences corresponding to the first plateau, the processes are more complicated
than just being formation and recombination of point defects. It is to be expected
that already within this range of ion fluences small clusters of point defects start to
form, which may be non-ordered aggregates of point defects or ordered aggregates
of point defects such as small dislocation loops and stacking faults. Furthermore,
Fig. 5.15 shows that the transition towards amorphisation occurs within a very
narrow range of ion fluences. This demonstrates that the amorphous nuclei—once
they have formed—grow rapidly during further irradiation by IBIIA (see above).
The same effect also occurs in other semiconductors for temperatures close to the
corresponding critical temperatures as shown in Fig. 5.16. For GaAs [19] and InP
[31] the transition to the first plateau is discussed in more detail based on tem-
perature dependent RBS channelling measurements. The lines in Figs. 5.15 and
5.16 are fitted to the experimental data applying the defect-interaction and amor-
phisation model introduced by Hecking et al. [68]. In this model the occurrence of
point defects, non-recombinable point defect clusters and of amorphous material is
considered. The relative concentration of point defects and point defect clusters,
ndef, is given by
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dndef
dNI

¼ rdef � Rndef½ �ð1� naÞþ rcndef 1� ndef
ncð1� naÞ

� �
� dna
dNI

ndef
1� na

: ð5:10Þ

Herein rdef is the cross-section for point defect production within a single ion
impact, rc the cross-section for cluster formation, R the recombination parameter
and nc the saturation concentration of non-recombinable point defect clusters. The
formation of amorphous material is assumed to occur within single ion impacts and
by stimulated growth of amorphous material already existing from previous ions.
The relative concentration of amorphous material, na, can be represented by (5.9)
with rdam being replaced by the cross-section for direct-impact amorphisation, ra. It
is assumed that the measured relative damage concentration or damage fraction,
respectively, is the sum of ndef and na (for further explanations see Chapt. 3). In the
case of elevated temperatures, the formation of amorphous zones within single ion
impacts is not to be expected. In these cases ra serves to emulate the nucleation of
amorphous seeds. This interpretation is supported by the fact that the corresponding
cross-sections ra needed to represent the experimental data are rather small. For
example, for SiC implanted with Ag ions at 375 K ra = 1.5 � 10−17 cm2 is
obtained [67]. Assuming a circular shape of the damage cluster projected to the
sample surface as discussed above, a diameter of 0.04 nm is obtained. This is less
than the bond length of the SiC crystal and hence, ra cannot be interpreted as a

Fig. 5.16 Difference in
minimum yield (see Sect. 2.2)
normalised to its maximum
value, Dvnmin, representing the
relative damage concentration
versus ion fluence NI for dif-
ferent implantation condi-
tions. In each case the
temperature of implantation is
close to the corresponding
critical temperature [38]
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cross-section of amorphisation in a single ion impact. The same argument holds
well for Si implanted with Si ions at TI = 350 K (see Fig. 5.15b) for which
ra � 1 � 10−17 cm2 is obtained [68]. At even higher temperatures for which
TI � Tc or TI > Tc is valid (see results for 625 and 875 K in Fig. 5.15a),
amorphisation is no more reached and the relative damage concentration saturates at
a value well below unity. By TEM it is shown that the produced structures consist
of a dense network of extended defects and point defect clusters [69].

5.3.5 Correlation of Damage Cross-Section with Primary
Energy Deposition

For sufficiently low ion fluences each ion impinges on still crystalline, undamaged
material. If one assumes that no further annealing takes place after relaxation of the
primary collision cascades, the damage produced by each ion adds up and a linear
increase of the damage concentration with increasing ion fluence will be observed.
The slope of this increase yields the cross-section of defect production per indi-
vidual ion, rdam. However, often this purely linear range of the damage evolution
occurs at rather low concentrations which might be below the detection limit of the
applied method. Then, the amount of damage measured in an experiment is already
determined by various interaction processes which can be represented by damage
rate equations (see Chap. 3). Fitting model curves to the experimental data allows
for extracting corresponding cross-sections. For the materials discussed here, (5.9)
often provides a very good fit to the experimental data yielding rdam and the
cross-section of stimulated growth of damage, rs.

The damage annealing during implantation can be minimized by doing experi-
ments at low temperatures and in situ defect analysis. In this section only
low-temperature experiments are regarded. Ion implantation and subsequent RBS
channelling analysis were performed at (15…20) K without changing the temper-
ature or the environment of the samples. In this case the influence of thermal effects
on damage formation can be assumed to be negligible. This in turn means that
damage formation should be only determined by the energy of the implanted ions
deposited into the solid and by the properties of the solid itself. This stimulated the
attempt to represent the cross-sections of damage formation rdam as a function of
quantities representing the primary energy deposition. For doing so two quantities
were used (i) the cross-section for formation of primary displacements rd and
(ii) the energy loss in electronic interactions per ion and unit depth, Se. These two
quantities were calculated with the code SRIM using the displacement energies
given in Table 3.1 of Chap. 3. For clarity the cross-section rd is called rSRIM.

In Fig. 5.17 the cross-section of stimulated growth of damage, rs, is plotted
versus rSRIM for various ion species implanted into III-V semiconductors. A linear
dependence rs = a rSRIM is found with a = 15 ± 5. It is remarkable to note that
one and the same factor accounts for all ion species and materials investigated.
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A few data points deviate by a factor of about two which may be related to the fact
that the data were collected over many years. Figure 5.18 shows rs versus rSRIM for
SiC ion implanted with different ion species, which were obtained in one series of
experiments. Again, a linear dependence of rs(rSRIM) is observed and with
a = 17.9 ± 0.8 even the absolute value of the pre-factor is very close to that
obtained for the III-V materials. In the case of SiC a more sophisticated analysis of
the uncertainties of the determined cross-sections was performed (for details see
[58]). The increase of rs with increasing rSRIM as seen in Fig. 5.17 is in good
agreement with the two scenarios presented in Sect. 5.3.4 for explaining mecha-
nisms of stimulated growth of damage. In both scenarios a higher concentration of
primary displacements would lead to a stronger growth of damage.

If one assumes that the damage production is solely determined by the energy
deposited in the displacement of lattice atoms and no defect recombination or other
effects occur within the primary collision cascades, one would expect that rdam is
directly proportional or even equal to rSRIM. However, in experiments it is found
that the increase of rdam with rSRIM is stronger than linear. The general trend was
found to be rdam / (rSRIM)

2 [5, 25] which is a clear hint to non-linear processes
occurring within the primary collision cascades. For the case of SiC the
non-linearity is demonstrated in Fig. 5.18. To account for the non-linear depen-
dence of rdam(rSRIM) the ansatz rdam = rSRIM fenh/fred is used with fenh being a
function of enhancement and fred a function of reduction of damage formation
within the primary collision cascades of individual ions impinging on crystalline
material (for details see [25]). In analogy to the macroscopic dependence
rs / rSRIM (see Figs. 5.17 and 5.18) the function of enhancement is taken to be fenh
/ rSRIM. For the function of reduction of damage formation fred a useful depen-
dence was found to be fred / r0:2

SRIMSe. This considers that both nuclear and elec-
tronic energy deposition contribute to in-cascade annealing (for details see [25] and
references therein). Finally these assumptions yield
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Fig. 5.17 Cross-section of
stimulated growth of damage,
rs, versus the cross-section
for formation of primary
displacements, rSRIM, as
calculated by SRIM for
implantation of various ion
species into different III–V
compound semiconductors
(for details see [25])
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rdam ¼ n
r1:8
SRIM

Se
: ð5:11Þ

The pre-factor is obtained to be n = (4.68 ± 0.4) � 1021eVcm−13/5 for the III–V
compounds and n = (1.08 ± 0.08) � 1022 eVcm−13/5 for SiC [58]. For the latter
rdamSe versus rSRIM is plotted in Fig. 5.19. The nearly quadratic dependence of
rdamSe on rSRIM is clearly to be seen in this figure.

The experimental data available up to now suggest that empirical dependences
of the cross-sections rdam(rSRIM, Se) and rs(rSRIM) occur. The advantage is that
empirical formulas allow the prediction of damage formation at very low temper-
atures. Furthermore, this result can be taken as input for the modelling of damage
formation as a function of temperature and ion flux (see Chap. 3). So far the
empirical dependences are not verified by theoretical considerations and thus may
stimulate further work. In some cases deviations exist which cannot solely be
explained by the statistics of the measurement and the uncertainty of the ion flu-
ence. Another aspect which has to be considered for the quasi in situ measurements,
results of which are presented here, is the effect of analysing He ions. In some
materials beam annealing occurs which results in an underestimation of the damage
cross-section (an extreme example for that (Al2O3) and how one can cope with
beam annealing is given in [70]). Therefore, further investigations are necessary to
collect data with higher precision and to improve the empirical formula. Finally it
should be mentioned that also for ion implanted LiNbO3 an empirical model was
created for describing ion-induced damage formation as a function of primary
energy deposition [71].
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Fig. 5.18 Cross-section rdam of direct-impact-damage formation and rs of stimulated growth of
damage versus the cross-section rSRIM of formation of primary displacements for SiC implanted at
15 K. The thick solid line is a linear fit to the experimental data of rs through the origin using the
errors as weighting factors (for details see [58]). The thin solid and dashed lines represent a linear
and quadratic dependence on rSRIM, respectively
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5.4 Discontinuous Damage Evolution up to Amorphisation

In difference to the semiconductors discussed in Sect. 5.3, AlAs and GaN are very
resistant against ion-beam induced damage formation. Both materials cannot be
amorphised at RT. And even at temperatures as low as 15–20 K the results pre-
sented below indicate that only point defects remain from a single collision cascade,
which recombine when the collision cascades start to overlap, thus resulting in a
saturation of the defect concentration at a rather low value of nda = 0.05 … 0.15.
Amorphisation of the implanted AlAs and GaN is finally achieved at such low
temperatures due to secondary effects at rather high ion fluences. In these materials
the concept of critical temperatures does not apply. The processes being relevant
during ion irradiation are not dominated by thermal effects. With other words, the
way how these crystals cope with ion-beam induced defects is much less influenced
by thermal processes than it is the case for the materials discussed in Sect. 5.3.

5.4.1 Damage Formation in AlAs

Ion implanted AlAs was found to be very resistant to damage formation with
particular effects occurring at the interface to GaAs which is often adjacent to AlAs
at least at the surface for protecting AlAs from ambient oxygen (see [60, 72–77]
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Fig. 5.19 Product rdamSe of damage cross-section rdam and electronic energy loss per ion and
unit depth, Se, versus the cross-section rSRIM of formation of primary displacements for SiC
implanted at 15 K. For better visibility of all data, part (a) has linear and (b) logarithmic scales.
The function y = n xB is fitted to the experimental data using the errors of rdam as weighting
factors. The solid line is the result of a free fit and the dashed line is a fit with the exponent B set
fixed to 1.8. For details see [58]
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and references therein). Further it is worth mentioning that with RBS no defect
annealing was detected in AlAs in the temperature range between 77 K and RT
[78]. Typical damage profiles in AlAs ion implanted and measured at a rather low
temperature of (15…20) K are shown in Fig. 5.20 for two different ion species. The
high damage concentration close to the surface results from amorphisation of the
GaAs cap layer. For ion fluences up to 7 � 1015 Na cm−2 or 2 � 1015 Xe cm−2

the defect distributions are rather broad and flat with maximum values below 0.3.
For higher ion fluences a clear damage peak evolves. The maximum value of the
damage peak increases until unity is reached, which is commonly taken as an
indication of amorphisation. A further increase of the ion fluence results in a
broadening of the amorphous layer towards the surface and into the depth (see
Fig. 5.20b).

It is important to note that the depth of peak maximum occurs at the depth of
maximum ion concentration and not at the depth at which the maximum of lattice
displacements is produced. The same effect is found for other ion species, too.
Figure 5.21 summarises the damage concentration in the maximum of the measured
distribution, nmax

da , versus ion fluence for AlAs ion implanted and analysed at 15–
20 K. In part (a) the fluence dependence of nmax

da is depicted for a wide range of ion
fluences for the case of Ar ions. The fluence range in part (b) covers the transition
towards amorphisation for various ion species. Figure 5.21a shows that amorphi-
sation occurs in two steps. After a first increase of the defect concentration at very
low ion fluences a broad plateau is observed within which the defect concentration
amounts to about 0.15 and increases only slightly during proceeding implantation.
Then within a relatively narrow ion fluence interval, amorphisation indicated by
nmax
da ¼ 1 is finally achieved. The curve nmax

da (NI) in Fig. 5.21a was calculated
applying (5.9) and (5.10). For representing the experimental data of Ar ion
implanted AlAs all mechanisms included in the model were taken into account
(point defect formation and recombination, formation of non-recombinable point
defect clusters, nucleation and growth of amorphous material).
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At very low ion fluences the defect concentration increases almost linearly until
it saturates at the low level of 0.15 for ion fluences around 1 � 1014 cm−2 (see
Fig. 5.21a). This saturation implies a balance between defect production and
recombination. Both the small cross-section following from the first increase of the
defect concentration of rdef = 3.5 � 10−15 cm2 and the low saturation value indi-
cate that only point defects remain from the primary collision cascades even though
ion implantation and defect analysis were performed at 18 K. Low-temperature
irradiations of AlAs were also performed with electrons [81]. In this case the
change of lattice constant was measured at the temperature of irradiation and it was
concluded that Frenkel pairs in AlAs can be frozen in at low temperatures in large
quantities. A similar effect seems to occur during ion irradiation at very low ion
fluences for which the impacts of individual ions do not overlap (i.e. for fluences
below 3 � 1013 cm−2 in Fig. 5.21a). The saturation of the defect concentration at
fluences between 1 � 1014 and 4 � 1014 cm−2 can be explained, for example, by
assuming that newly produced interstitials and vacancies recombine with their
opposite defects produced by previous ions [60].

The slight increase of the defect concentration within the plateau at ion fluences
between 4 � 1014 and 4 � 1015 cm−2 (see Fig. 5.21a) can be attributed to the
formation of non-recombinable point defect clusters. Most probably these are small
extended defects like dislocations or stacking faults. The existence of some ex-
tended defects at ion fluences before the onset of amorphisation is also indicated by
the broad and flat defect distributions which tend not to reach zero at the end of the
implanted layer (see Fig. 5.20 and [75]) for Ar ions, and Sect. 5.2.2 for comments
on the RBS analysis). From TEM studies on AlAs implanted with 2.4 MeV Au ions
it was concluded that damage in the AlAs must be in the form of point defects,
small clusters of defects or very small dislocation loops which cannot be resolved
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by TEM [60]. In the case of Al0.95Ga0.05As implanted with Si ions at 77 K and
analysed by transmission electron microscopy, the existence of extended defects
was demonstrated [73].

For implantation of 200 keV Ar ions (see Fig. 5.21a) amorphisation occurs at
fluences above 5 � 1015 cm−2 within a rather small ion fluence increment.
A similarly steep transition is also seen for the other ion species (see Fig. 5.21b).
Such a steep transition towards amorphisation, which is typical for AlAs and
AlGaAs with high Al content [73, 75], is usually attributed to nucleation and
growth of the amorphous phase. It is found that the critical ion fluence necessary for
amorphisation by using different ion species does not exhibit a systematic depen-
dence on the energy density deposited in the displacement of lattice atoms. The
results rather indicate a correlation with the total volume introduced by the
implanted ions. To quantify this effect of ion species, a critical ion concentration
(per unit volume) Nc

ion is determined at which the maximum damage concentration
reaches a value of nmax

da ¼ 0:6. This value was chosen because the corresponding
ion fluence Nc

I can be more precisely determined than Nam
I (see Fig. 5.21b). Nc

ion is
given by Nc

ion = N�
ionN

c
I with N�

ion being the number of introduced atoms per ion and
per unit depth calculated with SRIM and taken in the maximum of the distribution.
In Fig. 5.22 the critical ion concentration Nc

ion necessary to reach a relative defect
concentration of 0.6 is plotted versus the atomic volume Vion of the corresponding
ion species. Here a clear correlation is observed. With increasing volume Vion less
ions per unit volume are needed for reaching 60 % damage. This finding coincides
with the fact that the onset of amorphisation occurs at the depth of maximum ion
concentration as shown in Fig. 5.20. From these results we conclude that nucleation
of amorphous seeds in AlAs is triggered by the implanted ions. Once amorphous
seeds exist, they grow rapidly during further implantation by IBIIA thus causing the
steep increase of the damage concentration versus ion fluence up to complete
amorphisation and the broadening of the amorphous layers (see Fig. 5.20).

Amorphisation of AlAs was also registered by RBS and TEM after implantation
with 90 keV Si ions at 77 K and analysis at RT [73]. The transition occurred at ion
fluences between 7 � 1015 and 8 � 1015 cm−2. That is, the ion fluence Nc
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reaching 60 % damage must be between these two values. Using results of SRIM
calculations for the experimental conditions applied in [73], a critical Si ion con-
centration necessary for reaching 60 % damage can be estimated. The range of Nc

ion
corresponding to the two Si ion fluences given above is indicated in Fig. 5.22. It
reasonably falls into line with the results for the other ion species. The slightly
higher value may be related to the higher temperature of implantation and analysis.
Contrary, a 90 nm thick AlAs layer embedded between GaAs layers did not get
amorphous after implantation of 150 keV Si ions at 80 K up to 6 � 1015 cm−2, the
highest fluence employed [72]. An SRIM calculation made for the corresponding
experimental conditions shows that the Si concentration within the AlAs layer did
not exceed 3.5 � 1020 cm−3, which is below the critical value which can be
deduced from Fig. 5.22. That is also this result is consistent with the statement
given above that the onset of amorphisation requires a certain volume introduced by
the implanted ions.

Damage formation in ion irradiated AlAs at 80 K or 25 K and its effect on lattice
strain was studied by measuring the lattice parameter using X-ray diffraction [60].
The in-plane lattice parameter did not change, whereas the out-of-plane lattice
parameter increased with ion fluence at low fluences, saturated and then decreased
to its original value. A uniform dependence was found when scaling the ion flu-
ences for the different ion species applied with the energy deposited in the dis-
placement of lattice atoms per ion and unit depth. This means that the results are
independent of the ion species [60]. As an example, the resulting lattice strain
measured after 1.7 MeV Ar ion irradiation of AlAs at 80 K is shown in Fig. 5.23.
The strain increases and saturates in a similar way as seen for the defect concen-
tration measured by RBS as shown in Fig. 5.21a. However, for the conditions
applied in [60] at very high ion fluences the strain decreases to its original value
(see Fig. 5.23). Applying RBS and TEM no amorphisation could be detected in any
of these samples. It is concluded that the strain reduction results from partial
cancelation of opposing strain elements comprising the evolving damage structure,
e.g., vacancy (negative) and interstitial (positive) clusters or loops. Regarding the
non-amorphisation, the authors argue in the following way. If the viewpoint is
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accepted that amorphisation is due to a mechanical instability, triggered by a critical
strain energy in the material, it can be concluded that AlAs did not amorphise
simply because the strain saturated below the critical strain [60]. When comparing
this result with those given above one has to take into account the structure of the
samples and the irradiation conditions. Here a 180 nm thick AlAs layer was studied
being surrounded by GaAs and more importantly, much higher ion energies of few
MeV were used [60]. The consequence is that in these experiments (see Fig. 5.23)
no ions did come to rest within the AlAs layer. This is different to the experiments
the results of which are shown in Figs. 5.20, 5.21, 5.22 and to the conditions used
in [72, 73]. In these cases the ions came to rest within the AlAs layer and amor-
phisation started at the depth of maximum ion concentration. The comparison of
these results implies that the high-energy ion implanted AlAs did not get amor-
phous because the implanted ions did not come to rest within the AlAs layer. This
in turn suggests that the volume introduced by the implanted ions in case of low ion
energies results in an increase of strain above the critical value necessary for the
nucleation of amorphous seeds.

In the case of Al0.95Ga0.05As it was shown that besides the implanted ions also
extended defects play an important role in the nucleation of amorphous seeds (see
Chap. 6). The material was implanted with Si ions at 77 K and analysed by TEM at
RT [73]. In this case, after implantation of 5 � 1015 cm−2 a thin band of mixed
amorphous and heavily damaged material of about 40 nm thickness formed, which
is surrounded by regions with extensive stacking faults. Interestingly also here, the
position of this band around 100 nm is very close to the depth of maximum ion
concentration as calculated by SRIM. Therefore it may be suspected that formation
and growth of extended defects are also influenced by the implanted ions. Thus,
nucleation of amorphous seeds in ion implanted AlAs or Al0.95Ga0.05As is a
complicated process involving implanted ions and formation of extended defects.

As already mentioned above, particular effects occur at the interface between
AlAs and GaAs [72, 74, 77]. At low ion fluences, damage formation of GaAs at the
boundary to AlAs is delayed within a thin layer of about 12-15 nm. This effect
seems to be caused by point defect interactions involving, for example, Al-related
species [72]. At high ion fluences when the GaAs adjacent to AlAs is completely
amorphised, amorphisation proceeds into the AlAs layer. An example for that is
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shown in Fig. 5.24 in which N ion implantation-induced damage profiles are
depicted for a 160 nm thick AlAs layer embedded between a 20 nm thick GaAs
surface layer and bulk GaAs. Amorphisation of AlAs proceeds from both inter-
faces. The amorphisation rate of AlAs from the front amorphous GaAs layer
amounts to about 1 nm per 1023 displacements per cm3 and was found to be
independent of ion species [76, 77]. Consequently this process is governed by the
primary displacements. The position of the deeper lying amorphous/crystalline
interface of AlAs is shown in Fig. 5.25. It is found that amorphisation of AlAs is
first initiated by the displacement of lattice atoms. The rate of AlAs amorphisation
amounts to 1.7 nm per 1023 displacements per cm3 independent of the ion species
(see solid line in Fig. 5.25a). But during proceeding irradiation when the interface
moves below a depth of z � 160 nm, changes occur. The position of the interface is
no more controlled by the number of displacements deposited at the respective
depth (see Fig. 5.25a). Instead, it is determined by a certain local concentration of
implanted ions (see Fig. 5.25b). This means that the position of the interface, i.e.
the growth of the amorphous AlAs layer, is now governed by a critical concen-
tration of implanted ions. The critical concentrations of N, Ar or Xe ions which can
be deduced from Fig. 5.25b) are included in Fig. 5.22. A good agreement with
those given in Fig. 5.22 is found with the latter resulting from different experi-
ments. This again supports the crucial role of implanted ions in damage formation
and amorphisation of AlAs.

Finally it should be mentioned that in case of high ion energies of few MeV, the
interfacial amorphisation of AlAs is also affected by the energy deposited in
electronic interactions. It was shown that primary displacements due to nuclear
interaction promote the growth of amorphous AlAs layers as shown above, and that
the electronic energy deposition leads to epitaxial regrowth of amorphous AlAs
layers [74].
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5.4.2 Damage Formation in GaN

Damage formation in GaN by ion implantation has been studied since the late
1990’s (see e.g. [82–85]). The experimental data collected since then yield a
comprehensive picture of what occurs even though the physical processes behind
are not yet fully understood. Typical sets of RBS channelling spectra of GaN are
shown in Fig. 5.26 which plots the difference in minimum yield Dvmin (see
Sect. 5.2.2) versus depth for 300 keV Ar ions implanted at 15 K (a) and at RT
(b) [29]. At the low temperature, amorphisation as seen by RBS is observed at
depth (close to maximum energy deposition in lattice displacements, as will be
discussed below) and at the surface, whereas at RT amorphisation only starts at the
surface.

Figure 5.27 summarises Dvmin from Fig. 5.26 at a fixed depth of 0.13 µm
(corresponding to the depth of maximum energy deposited in lattice displacements)
versus ion fluence. It becomes obvious that amorphisation of GaN at 15 K proceeds
in three steps [86]. At RT a saturation of damage (below amorphisation) is reached
in two steps. It is interesting to note that the first two steps of damage formation are
very similar for the two different temperatures. Within the first step the values are
only slightly lower and the transition to the second plateau is slightly broader for the
higher temperature. The general similarity of the effects at 15 K and at RT also
exhibits in the similar shape of the RBS channelling spectra (see Fig. 5.26). All
spectra are characterized by a high dechannelling background, i.e. a high level of
Dvmin at depths behind the damaged layers. As discussed in Sect. 5.2.2 this indi-
cates the existence of extended defects. Therefore, it can be already concluded that
(i) extended defects play an important role in damaging of GaN by ion implantation
and (ii) this is independent of the substrate temperature during implantation at least
for temperatures between 15 K and RT.
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The strong damage at the surface of the implanted samples is one of the most
striking effects in GaN during ion implantation [84]. It is not very pronounced for the
examples shown in Fig. 5.26 but was found to be tremendous for heavy ions such as
200 keV Ag and 300 keV Au or in case of cluster ions (see [87] and references
therein). Once a heavily damaged surface layer has formed, it grows into depth with
rates of 0.5–5 nm/dpa. Experiments done for one and the same ion-energy combi-
nation reveal that at a lower temperature for a given ion fluence more surface damage
is produced [29] and a higher damage rate is measured [87] than at a higher tem-
perature. By increasing the angle of incidence of 300 keV Xe ions the distance
between surface and depth of maximum nuclear energy deposition could be
decreased from about 70 nm to about 10 nm, but this did not affect the thickness of
the surface layer versus the normalised ion fluence [88]. These experimental findings
cannot be explained by simple thermal diffusion of primarily produced point defects.
The growth of the damaged surface layer is also not influenced by pre-existing
defects at the surface [89]. That is already existing surface damage does not enhance
the growth rate. In [87] the growth rate was correlated with an average
depth-dependent cluster density which was deduced from SRIM calculations. It was
shown that the growth rate is almost constant below a critical value of this cluster
density and increases above. However, so far no obvious correlation between the
growth of the heavily damaged surface layers and the energy deposition of the
implanted ions was found. It might be that the reason for that lies within the process
itself, i.e. how these heavily damaged surface layers are produced and what a
structure they have. The data for determining the growth rates given above were
collected by RBS. For sufficiently thick surface layers the RBS aligned spectra reach
the random level. Therefore it was assumed that amorphous layers are formed. And
amorphous layers are known to grow by ion-beam induced interfacial amorphisation
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(IBIIA) already mentioned in Sect. 3.3. However, the mechanisms behind IBIIA
seem not to be able for explaining the experimental findings regarding the surface
damage of GaN. This suggests that a different mechanism must be active. And
indeed more recent sophisticated high-resolution TEM measurements reveal that the
damaged GaN surface layers are not amorphous but consist of randomly oriented
nanocrystals [90]. With RBS such a nanocrystalline layer cannot be distinguished
from an amorphous one. In [90, 91] it is shown that the crystalline (wurtzite)
structure of GaN collapses into a nanocrystalline state starting from a rough surface
and a surface layer saturated with stacking faults. Basal stacking faults were found to
be the dominant extended defects that appear first and propagate to the layer surface
through an easy formation of prismatic stacking faults (for details see [91]). This
means that most probably the mobile species are not individual vacancies or inter-
stitials which are created within the primary collision cascades but small clusters in
form of certain types of stacking faults. This in turn may explain why the increase in
layer thickness as visible by RBS cannot easily be related to the number of primary
displacements as explained above.

The damage profiles nda(z) in GaN after Ar ion implantation and subsequent
analysis at 15 K are given in Fig. 5.28. They result from the Dvmin spectra in
Fig. 5.26a and were calculated with DICADA assuming the existence of uncorre-
lated displaced lattice atoms (see Sect. 5.2.2). The distribution of primary dis-
placements N�

displ and implanted ions N�
ion per ion and unit depth as calculated with
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SRIM are included for comparison (see Fig. 5.28). For illustration of the damage
evolution versus ion fluence Fig. 5.29 presents the damage concentration in the
maximum of the measured distribution nmax

da for 300 keV Ar ions (see Fig. 5.28) as
well as for other ion species implanted at 15 K in GaN. At this temperature for all
ion species investigated, amorphisation proceeds in three steps with each step being
characterized by an increase and a plateau-like saturation of the damage concen-
tration. The lines in Fig. 5.29 are fitted to the experimental data applying (5.9) and
(5.10) which allows a very good representation of the experimental data.
A similarly good fit of the data succeeds also with other concepts which also
assume different types of defects to exist (see Chap. 3, [92]).

The first step visible in Fig. 5.29 can be interpreted by production and recom-
bination of point defects as explained for AlAs (see Sect. 5.4.1). By X-ray spec-
troscopy the formation of nitrogen split interstitials could be identified at this early
stage of damage formation [93]. For the low ion fluences defect formation is
dominated by the nuclear energy deposition [86]. This becomes also obvious from
the good agreement between the shape of nda(z) and N�

ionðzÞ (see result for
NI = 3 � 1013 cm−2 in Fig. 5.28a). Once the collision cascades start to overlap at
higher ion fluences, defect formation and recombination result in the first plateau
with a relative defect concentration of �0.04. However, the defect concentration is
not completely constant and, more importantly, the defect distributions extend into
depth far behind the depths in which primary displacements are produced (see
Fig. 5.28b). That is, the processes within the first plateau are more complicated than
just being a balance between production and recombination of defects. It has to be
assumed that already in this range of ion fluences extended defects start to grow.
For GaN ion implanted at RT this is indeed shown by TEM [94]. And because of
the low influence of the temperature, it can be assumed that extended defects also
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start to grow during implantation at low temperature at this stage of damage for-
mation (see discussion above). Within this first step of damage formation the
normal lattice strain as measured by X-ray diffraction (XRD) increases progres-
sively [94, 95]. This is accompanied by a slight increase of the nano-hardness and
the reduced elastic modulus of the GaN layers whereas the characteristics of
defect-induced effects in the Raman spectra do not change [96].

The second step starts at NI > 1 � 1015 cm−2 for 300 keV Ar ion implantation
(see Figs. 5.28b and 5.29). This value is almost independent of the target tem-
perature during implantation (see Fig. 5.27, [95]). The given Ar ion fluence of
1 � 1015 cm−2 corresponds to a normalised ion fluence of ndpa = 0.7 dpa.
A similar value can be estimated for the other ion species (except Au) from the data
given in Fig. 5.29 [30] and from data of RT implants in GaN measured by other
authors (see e.g. [87, 94]). For the 350 keV Au ion implantation the data of which
are shown in Fig. 5.29, the second step starts at 0.3–0.4 dpa. The difference to the
other examples shown in Fig. 5.29 is the thickness of the Au ion implanted layer
which amounts to 0.1 µm only compared to 0.35 µm as seen for Ar ions in
Fig. 5.25; 0.35 µm are also realised for the other ion species the results of which are
shown in Fig. 5.29. From the existing data this effect cannot be explained satis-
factorily. A more detailed analysis of the profile for NI = 1.5 � 1015 cm−2 in
Fig. 5.28b (subtracting the background of damage from previous ions) shows that
the damage peak evolves at the depth of maximum energy deposited in the dis-
placement of lattice atoms. These findings suggest that in ion implanted GaN more
heavy damage resulting in the second step of damage formation (as far as visible by
RBS, see Figs. 5.27 and 5.29) is produced when the energy deposition in the
displacement of lattice atoms exceeds a critical value. This strong increase of defect
concentration exhibits also in an abrupt enhancement of the phonon confinement in
disorder-activated Raman lines [96]. Furthermore, it could be shown that at this
stage of damage formation nitrogen molecules start to form [93]. The critical dis-
placement density mentioned before is almost independent of the temperature,
which allows the conclusion that the processes behind are not thermally driven.
And indeed, from studies of GaN implanted with 300 keV Ar ions at RT with XRD
and RBS, it was concluded that the mechanism of this transition can be directly
related to mechanical properties of GaN (for details see [95]). For ion fluences
within the second plateau-like range as seen by RBS (see Fig. 5.29), the strain
saturates and a tangle of dislocations, stacking faults and point defect complexes
forms as shown by TEM [94, 95]. The formation of these complex defect structures
results in an abrupt decrease of the nano-hardness and the reduced elastic modulus
of the GaN layers [96]. It is argued that densification resulting from compression
and shear and plastic (viscous) flow due to shear strain, that in some cases may
invoke breaking of bonds, can lead to easier plastic deformation, which explains
satisfactorily the observed softening of the layers (for details see [96]).

As already mentioned, final amorphisation as seen by RBS at depth is observed
at 15 K [86] as well as for implantation at 80 K and subsequent analysis at RT [84].
From the profiles for 300 keV Ar ion implanted GaN (see Fig. 5.28d) it can be seen
that amorphous material is formed within a very narrow depth interval. This
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suggests the nucleation of amorphous seeds which grow rapidly during proceeding
implantation. Obviously this process is related to defect-impurity interactions and
requires both a high number of primary displacements and a high ion concentration
[86, 95]. Using TEM it was shown that such RBS-amorphous layers implanted at
low temperatures to high ion fluences consist of amorphous and nanocrystalline
phases [97]. Additionally nitrogen bubbles are indentified (see [97] and references
therein) which obviously developed from nitrogen molecules identified at the earlier
stage of damage formation as mentioned above [93].

5.5 Non-amorphisable Materials

No amorphisation by ion implantation was observed in case of the III-V compound
AlN [92, 98, 99]. So far only for Ar ion implantation fluence dependencies of
damage formation were measured [92, 99]. The results indicate a two-step beha-
viour similar to the first two steps discussed for GaN in Sect. 5.4.2 with a saturation
value of nmax

da � 0.6 [92]. Also no amorphisation by ion implantation could be
found in II-VI compounds, although it has to be mentioned that the number of
papers dealing with ion implantation in this group of materials is rather limited.
More systematic studies exist only for CdTe and ZnO. As an example, Fig. 5.30
shows a mean defect concentration for ZnO (a) and CdTe (b) ion implanted with Ar
ions at 15 K and at RT. Independent of temperature, ion fluences up to about
several 1016 cm−2 do not render these materials amorphous. This is true also
for heavier ion species implanted into ZnO [30, 100] and into CdTe [26].
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The dependence on ion fluence (Fig. 5.30) shows two steps of damage formation at
15 K which in general are similar to the first two steps discussed in Sect. 4.2 for
GaN. At RT the first step is more vague and can be also interpreted as a sub-linear
increase of the mean defect concentration with ion fluence (see black lines in Fig. 5.
30 and discussion below). For ZnO the second step occurring at ion fluences above
2 � 1015 cm−2 does not show an effect of temperature. In contrast to that for CdTe
a clear effect of temperature is seen. Furthermore, it is worth mentioning that for
both materials there is a certain range of ion fluences for which more damage is
produced at RT than at 15 K (see Fig. 5.30) with the effect being stronger in CdTe
than in ZnO (for details see [26] and [101]). More damage at a higher temperature is
opposite to what one usually would expect (see Sect. 5.3.1). From this finding it can
be suspected that secondary defects are formed by a process which is enhanced at
RT.

5.5.1 ZnO

In Fig. 5.31a defect profiles of ZnO implanted with Ar ions at 15 K are shown for
very low ion fluences corresponding to the first step of damage formation (see
Fig. 5.30a). In this case the shape of the measured profiles is in reasonable
agreement with that calculated by SRIM using the displacement energies given in
Chap. 3. This suggests that damage formation at 15 K is determined by the primary
displacements. In Fig. 5.31b the defect concentration is plotted versus the number
of displacements per lattice atom, ndpa, for different ion fluences and various depths
with ndpa being calculated for the respective depth. The unique curve obtained
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confirms the suggestion made above. The correlation of damage formation at this
early stage with the number of primary displacements is also obvious when com-
paring the results for different ion species implanted at 15 K [30, 100]. The curve in
Fig. 5.31b shows the typical increase-and-saturation behaviour of the first step of
damage formation as already discussed in Sects. 5.4.1 and 5.4.2. For this early
stage of damage formation a slight effect of temperature is seen (see Fig. 5.30 (a)).
At RT no clear step occurs but the defect concentration increases continuously but
sub-linear with ion fluence (see Fig. 5.30a). The RT data are well represented by
nda / NI

0.5 (see black line in Fig. 5.30a). Such a fluence dependence was deduced
for describing damage formation in B ion implanted Si at RT (see Sect. 3.3.2). For
that, homogeneous nucleation of defects was assumed with unsaturable traps being
dominant that can accept migrating interstitials without limit and without change of
probability of this process to occur [102]. Dislocation loops may be such traps. The
suggested mechanism implies that defects are mobile which is consistent with the
fact that it is found at RT but not at 15 K. However, more experimental data would
be necessary to confirm this conclusion.

For higher ion fluences corresponding to the second step of damage formation
(see Fig. 5.30a), typical RBS channelling spectra of ZnO Ar ion implanted at 15 K
are shown in Fig. 5.3c). Damage profiles were calculated from these spectra with
DICADA assuming the existence of uncorrelated displaced lattice atoms (see
Fig. 5.3f). As already discussed in Sect. 5.2.2, the shape of these profiles indicates
that this assumption is not correct. The high dechannelling background of the
spectra points to the existence of extended defects even though implantation and
analysis were performed at 15 K. For implantation at RT the RBS channelling
spectra exhibit the same appearance (see Fig. 5.32) which suggests that similar
defect structures are produced at both temperatures. TEM investigations were
performed for ZnO implanted with N ions at RT to an ion fluence corresponding to
about 0.1 dpa which is close to the start of the second step of damage formation
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(see Fig. 5.30a) [103]. The formation of interstitial loops was observed in agree-
ment with theoretical calculations that predict a high mobility of interstitials in ZnO
at RT (see [103] and references therein). Obviously this process continues during
further implantation and results in a dense network or tangle of dislocation loops
and stacking faults which results in an increase of the yield of backscattered He ions
as shown in Figs. 5.3c and 5.32. The similarity in the shape of the RBS spectra at
RT and at 15 K suggests that extended defects form already at temperatures as low
as 15 K. Taking further into account the low effect of temperature at this stage of
damage formation (see Fig. 5.30a) it can be concluded that thermal diffusion of
point defects is less important for the process of formation of extended defects. One
may suspect that the formation of ordered clusters of interstitials (i.e. interstitial
loops) is energetically favoured against random agglomerates. This may yield a
driving force being almost independent of temperature. Furthermore, the second
step of damage formation was found to be almost independent of ion species. The
defect concentration measured at RT scales with ndpa, the number of displacement
per lattice atom [104]. Results measured at 15 K indicate a weak effect of ion mass
but there are not enough data for a clear statement [30]. The low effect of ion mass
means that there is no influence of the density of the collision cascades. Only the
total number of displacements is important for the amount of damage measured
after implantation. However, there are also few exceptional elements for which
chemical effects become important in the process of damage formation. For RT ion
implantation in ZnO B ions were found to stabilise defects in ZnO [101]. And by
implantation of 60 keV Si ions in ZnO at 77 K even partial amorphisation was
found for an ion fluence of 8 � 1016 cm−2 [105]. This ion fluence corresponds to a
Si concentration of 10–15 at.%. Obviously the high Si concentration allows for
nucleation and stabilisation of the amorphous phase. In summary, the mechanisms
of damage production in ZnO are not yet fully understood, and more experimental
work is necessary in order to clarify the influence of ion mass and of chemical
effects on damage formation in this material.

5.5.2 CdTe

In case of CdTe ion implanted and analysed at 15 K, two steps of damage for-
mation are clearly visible (see Fig. 5.30b. The corresponding defect profiles are
depicted in Fig. 5.33b for low and in Fig. 5.3e for high ion fluences. It can be seen
that only for fluences below 1 � 1013 cm−2 the defects as visible by RBS are
located at the depth of nuclear energy deposition. In combination with the low
defect concentration of nda < 0.04 this suggests that the damage accumulation in
this stage can be ascribed to isolated point defects the formation of which is based
on nuclear energy deposition. The defect concentration remains below 0.1 over a
wide range of ion fluences up to about 2 � 1015 cm−2 (see Figs. 5.3e, 5.30b, 5.33b)

232 E. Wendler and W. Wesch



which indicates an equilibrium between defect production and recombination.
However, already from NI = 2 � 1013 cm−2—when the first plateau is about
reached—a significant deviation between measured and calculated defect distri-
bution occurs and the thickness of the implanted layers equals at least twice of the
projected range of the implanted ions. However, secondary ion mass spectrometry
measurements on CdTe implanted with 150 keV Mg ions show a good agreement
of the measured dopant profiles with the calculated distributions although the
corresponding RBS spectra clearly indicate post-range defects [106]. This indicates
that the deviation between calculated and measured defect profiles as seen in
Fig. 5.33b is not a problem of calculation but points to a diffusivity of defects even
at 15 K. The second step of damage formation starts for NI > 2 � 1015 cm−2 (see
Fig. 5.30b) and the mean defect concentration saturates at nda � 0.3. A more
detailed RBS study with different energies of the analysing He ions performed at
the temperature of implantation of 15 K suggests that the defects produced are
predominantly characterised by uncorrelated displaced lattice atoms. The contri-
bution of correlated displaced lattice atoms pointing to extended defects was found
to be low [28]. Therefore it is assumed that at high ion fluences non-recombinable
random clusters of point defects and only very few extended defects are produced.
These defects start to form at a depth of about 0.35 µm (see Fig. 5.3e) which is
rather deep at the end of the range of the implanted ions (see Figs. 5.3e and 5.33b).
Finally it should be mentioned that at very high ion fluences additional damage
formation starts at the surface (see Fig. 5.3e and [26]).

When the Ar ions are implanted at RT, the damage evolution with ion fluence is
clearly different to what is observed at 15 K (see Fig. 5.30b). At low ion fluences
NI < 2 � 1014 cm−2 the mean defect concentration nda increases proportional to NI

m

with m � 0.37. A linear relationship of nda(NI) is not observed but may occur at

0.0 0.2 0.4 0.6 0.8 1.0
0.00

0.02

0.04

0.06

0.08

0.10
  r

el
. d

am
ag

e 
co

nc
en

tr
at

io
n 
n d

a

Ar fluences [cm-2]:

depth z [ m]

 6.0 x 1012

 1.6 x 1013

 4.0 x 1013

 1.2 x 1014

(a)  Ar <111> CdTe RT

0.0 0.2 0.4 0.6 0.8 1.0

Ar fluences [cm-2]:

depth z [ m]

 1 x 1012

 3 x 1012

 8 x 1012

 2 x 1013

 6 x 1013

(b)  Ar <111> CdTe LT

μ μ

Fig. 5.33 Damage profiles nda(z) for CdTe implanted with 270 keV Ar (a) at RT and (b) at 15 K
(LT) to various ion fluences [28]. The distribution of primary displacements (solid lines) and the
ion distributions (dashed lines) are given for comparison in arbitrary units. They were calculated
with SRIM

5 Primary Processes of Damage Formation in Semiconductors 233



even lower ion fluences and correspondingly smaller defect concentrations which
cannot be detected by RBS. The exponent m is even smaller than the one of 0.5
discussed for the case of ZnO (see Sect. 5.5.1). A possible explanation for this
could be complicated interaction processes of defects from different ion impacts
involving annihilation and conglomeration of certain defect clusters. Further defect
studies would be necessary for understanding the defect formation in CdTe ion
implanted at RT with low ion fluences. For fluences NI > 2 � 1014 cm−2 a steeper
increase of the defect concentration is found, which finally saturates at a value of
nda � 0.3 which is similar to what is observed for implantation at 15 K (see
Fig. 5.30b). But the onset of this second increase of nda is at an ion fluence being
about one order of magnitude lower than that at 15 K. Finding more damage after
implantation at a higher temperature is a quite unusual behaviour. The most obvious
explanation is the formation of extended defects the growth of which is supported
by a thermal mobility of point defects. And indeed the existence of extended defects
in CdTe after implantation at RT is experimentally confirmed both by
energy-dependent RBS analysis and by TEM (see [26, 107] and references therein)
for sufficiently high ion fluences.

Similar experiments as presented here for Ar ion implantation in CdTe were
performed with Sb ions. In general the same results were found [26]. Besides the
lack of amorphisation, the most intriguing feature in CdTe is that the defects extend
deeply into the crystal. In previous studies at RT this observation was attributed to
thermal effects. In CdTe, for instance, the high mobility of irradiation induced Te
interstitials may result in an enhanced defect recombination as well as defect dif-
fusion both towards the surface and into the depth. This has been suggested to be
responsible for the behaviour observed at RT (see [106] and references therein).
And indeed comparing damage formation at RT and at 15 K reveals significant
differences which—in difference to the behaviour in GaN and ZnO—indicate the
importance of thermal mobility of defects. However, efficient non-thermal defect
diffusion and recombination seems to occur also at the low temperature. One
explanation for the low damage concentration remaining from single ion impacts is
related to the high ionicity of the material which may allow for efficient defect
recombination during relaxation of the collision cascades by mechanisms as
described in [4]. A possible explanation for non-thermal defect diffusion is based on
the electronic energy loss of the implanted ions by an effect known as
recombination-enhanced diffusion [108, 109]. Electron–hole pairs produced by
electronic energy loss recombine and release energy in the form of photons, sec-
ondary electronic excitations (Auger effect), or phonons. Whereas the former two
processes do not enhance defect diffusion, the recombination energy deposited
locally at the recombination center, i.e., the defect, in form of vibrational energy
(phonons) can result in recombination-enhanced diffusion. This mechanism was
successfully used for explaining the observations for low-temperature ion implanted
CdTe (see [26] for a more detailed discussion). Also for ion implanted ZnSe, the
long range of defects has been attributed to this process [110].
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5.6 Summarising Discussion

It is without debate that the microscopic processes during ion implantation are
different for every single semiconductor. However, three groups of semiconductors
can be identified which show a similar behaviour on a macroscopic scale. Materials
of group I exhibit a continuous transition towards amorphisation at temperatures
T being sufficiently lower than a critical temperature Tc. In case of group II,
amorphisation can be achieved at low temperatures but only by secondary processes
resulting in a discontinuous transition to amorphisation. And finally, materials of
group III could not be amorphised by implantation of moderate ion fluences (which
do not alter the stoichiometry significantly) nor yet at low temperatures.

When the implantation starts, i.e. for very low ion fluences, each ion impinges on
still crystalline material. In this range a linear increase of the damage concentration
as a function of the ion fluence is often found experimentally and is used for
determining damage cross-sections rdam of individual ions as explained in
Sect. 5.3.5. The rdam values presented above result from RBS measurements. In a
rough approximation one could say that with this technique a weighted counting of
displaced lattice atoms is performed. Assuming all atoms being displaced within a
single ion impact (relative concentration of displaced lattice atoms of unity), the
cross-section rdam turns into an area of the damaged region (projected to the sur-
face). The latter yields an estimate of the diameter of the damage cluster produced
per ion assuming a circular shape as a first approximation.

If the diameter of the damage cluster is much larger than the interatomic spacing,
it is reasonable to conclude that within a single ion impact heavily damaged and/or
amorphous material is produced. This is the case for materials of group I at T � Tc
for sufficiently heavy ion species (see Sect. 5.3.4). Under such conditions complete
amorphisation of the ion implanted layers is obtained by accumulation and stim-
ulated growth of these clusters.

In many other cases the diameter of the damage cluster is of the order of the
interatomic spacing only. In this case an amorphous or heavily damaged cluster
cannot be defined. This in turn means that the assumption that all atoms within the
damage cluster are displaced is not correct. From that it may be suspected that only
point defects or point defect clusters survive the relaxation of the collision cascades
of a single ion in perfect material, which often was supported by other experimental
techniques such as TEM. There are several scenarios for which only point defects
remain from single ion impacts in crystalline semiconductors: (i) It is observed for
materials of group I at T � Tc for light ions such as He or B which produce more
dilute collision cascades (see Fig. 5.14 and corresponding text in Sect. 5.3.4). (ii) It
is further found for materials of group I at temperatures close Tc (see Figs. 5.15 and
5.16) at which intrinsic defects become thermally mobile, which promotes defect
recombination during relaxation of the collision cascades. (iii) Independent of
temperature it is the case for materials, in which more dilute collision cascades are
to be expected due to high displacement energies (see Table 3.1 in Chap. 3) as for
instance for ZnO, GaN and to some extent also for SiC. (iv) There is a group of
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materials with moderate displacement energies but exhibiting a high intrinsic
in-cascade recombination efficiency. This is the case for AlAs, CdTe and probably
other II-IV semiconductors of this type. A high recombination efficiency due to
some fundamental properties may also play a role in case of ZnO and GaN.
Extensive Molecular Dynamics (MD) calculations were performed for ion
implanted AlxGa1-xAs and compared with experimental results [111]. For repro-
ducing the experimentally measured damage evolution as a function of ion fluence,
for AlAs (x = 1) the temperature of the material in the MD calculations had to be
artificially increased. This can be understood as emulating non-thermal recombi-
nation processes, i.e. a non-thermal mobility of defects. In case of CdTe the low
damage cross-section even at low temperatures was attributed to the high ionicity of
the material as well as to effects of the electronic energy loss of the ions [26].

As the implantation proceeds and the ion fluences increases, the ion impacts start
to overlap. That is the ions do no more impinge on crystalline but on material which
is already damaged by previous ions. In case of scenario (i) this results in the
agglomeration of point defects to larger clusters and finally to amorphisation (see
Sect. 5.3.3) as there is almost no defect mobility at the respective temperatures.
Contrary, for all other scenarios the either thermal or non-thermal mobility of
intrinsic defects results in recombination of newly produced defects with those from
previous ions. The balance between defect production and defect recombination
explains the almost constant defect concentration over a wide range of ion fluences
(i.e. the first plateau in the damage evolution versus ion fluence) observed in
corresponding cases of (ii) to (iv) as seen in Figs. 5.15, 5.16, 5.21a, 5.27, 5.29 and
5.30. In several cases it could be shown by TEM that besides point defect
recombination also small extended defects such as stacking faults and dislocation
loops start to form in this range of ion fluences (see e.g. Sects. 5.4.2 and 5.5.1).

In all cases investigated with scenarios (ii)–(iv), the first plateau gets interrupted
as ion implantation continues and the damage concentration again starts to increase
significantly. The processes being responsible for this behaviour depend very much
on the particular material (see sections above). At this stage of rather high ion
fluences the following aspects or secondary processes are of importance: the high
concentration of implanted ions which introduce additional volume into the
implanted layer or may cause chemical effects, the increase of ion flux for reaching
the correspondingly high ion fluences and the further formation of tangles of
extended defects. For the latter also mechanical properties may come into play.
Especially in materials with wurtzite structure such as GaN and ZnO even at low
temperatures the ordered aggregation of vacancies or interstitial atoms into exten-
ded defects seems to be favoured against the formation of random damage clusters
(see Sects. 5.4.2 and 5.5.1).

The secondary processes mentioned above may finally result in the nucleation of
amorphous seeds which—once they have formed—grow rapidly during further
implantation. This mechanism may explain the transition towards complete amor-
phisation of the implanted layers within a narrow ion fluence interval often
observed in these cases (see e.g. Figs. 5.15, 5.21 and 5.29). However, so far no
amorphisation by ion implantation was observed in ZnO and CdTe (for moderate
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ion fluences which do not alter the stoichiometry significantly). They are composed
of elements from group 12 and 16 of the periodic table. Although there are much
less papers on ion-beam induced damage formation in other than the two mentioned
compounds of group 12 and 16, resistance to amorphisation seems to be a common
characteristic of all of them (see [26] and references therein). Except for ZnO, for
most of these compounds displacement energies below 10 eV were found (see
[112] and references therein). This suggests very efficient recombination processes
to occur during ion implantation even in pre-damaged material.

Finally, it is interesting going back to the damage cross-section rdam measured at
low temperature for ions impinging on still undamaged materials. This quantity is
determined from the increase of the defect concentration measured by RBS at
sufficiently low ion fluences (see (5.9) and rdef in (5.10)). As already mentioned
above, the susceptibility of materials to ion-beam induced damage formation—and
consequently rdam—should be related to some fundamental properties character-
ising the chemical bonds and the bond strength of the materials. In this context one
of the most commonly used ordering parameters is the ionicity. We found the
quantity ~Rr to be useful which is quoted as to be an effective orbital iconicity. ~Rr is
calculated from the orbital radii of the atoms of the respective material and was used
for investigating the ability of binary semiconductors for wurtzite formation [113].
In Fig. 5.34 the cross-section rdam is plotted as a function of ~Rr for Ar ion
implantation into various materials. It is found that anion series form for the cations
of one period. Within each anion series the cross-section decreases with rising
ionicity. Exceptions are SiC and CdTe. In case of SiC the value of rdam is higher
than one would expect. The measured value for CdTe one would expect close to the
values of In containing compounds. However, it is significantly lower. So far no
satisfactory explanation can be given for the observed deviations. The general
relation of rdam to the ionicity of the materials coincides with the well-known
picture regarding the amorphisability of materials under ion irradiation. Already in a
very early paper it was observed that the resistance to ion beam induced amor-
phisation increases with the bond ionicity [114]. In a more recent review about
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understanding the resistance to amorphisation by ion irradiation it is stated that a
material is amorphisable by radiation damage if its chemistry allows it to form a
covalent network [115]. Contrary, nondirectional ionic bonds are assumed to enable
a more easy recovery of ion-induced damage during relaxation of the collision
cascades. Here we do not regard the amorphisability of materials but try to
understand the trend of the cross-section of damage formation per individual ion in
the virgin (undamaged) materials. However, it is obvious that the mechanisms
discussed above are also important for this subject, because they pertain to the
effects within the primary collision cascades. The occurrence of anion series being
different for the various cations was found in other contexts too (see e.g. [116]).

In this chapter ion beam induced effects in semiconductors are reviewed with
special attention to primary effects and binary materials. The influence of the
various parameters during implantation on the process of damage formation is
demonstrated. Simple models allow for a systematisation of the results over a wide
range of parameters. This is a further step on the way for predicting of damage to be
expected for certain implantation conditions. Empirical relations seem to exist
between the low-temperature cross-section of damage formation and the nuclear
and electronic energy loss of the implanted ions. The low-temperature damage
cross-section also reveals bonding properties of the materials. However, the
microscopic processes are different in the various materials and still not completely
understood. This makes modelling beyond empirical knowledge difficult. More
experimental data and more defect-specific techniques are needed. This together
with new demands from industry and new materials will keep ion implantation in
semiconductors a vivid field of research.
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Chapter 6
Damage Formation, Amorphization
and Crystallization in Semiconductors
at Elevated Temperatures

James S. Williams

Abstract This chapter focusses on damage build up, amorphization and crystal-
lization processes in a range of semiconductors under irradiation conditions close to
the critical temperature for amorphization where small changes in ion fluence, ion
flux, ion mass and irradiation temperature have a strong effect on the damage level
and nature of the residual disorder. Layer-by-layer amorphization (IBIIA) and
ion-beam-induced epitaxial crystallization (IBIEC) phenomena are also highlighted
as well as anomalous processes such as ion-induced swelling, porosity and surface
erosion.

6.1 Introduction

This chapter reviews ion irradiation in semiconductors at elevated temperatures and
builds on the content of the previous chapter (Chap. 5) which treated primary
damage formation processes and focussed on damage accumulation and amor-
phization under a wide range of ion irradiation conditions. A key feature of this
current chapter is that it focusses on irradiation conditions in which the damage
produced within collision cascades is not stable at irradiation temperatures close to
or above room temperature. In this case, as indicated in Chaps. 3 and 5, point
defects can annihilate and can suppress amorphization but can also lead to the
formation of a range of complex defect structures within the semiconductor,
depending on the irradiation conditions used. Following the terminology used in
previous chapters, this chapter specifically addresses the regime close to the critical
temperature for amorphization, Tc, a situation where the disorder build up and
amorphization processes are particularly difficult to model. Furthermore, to com-
pliment the disorder build up data in previous chapters, this chapter highlights the
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nature of ion-induced disorder through presentation of transmission electron
micrographs which directly show the disorder and amorphization microstructures.

For applications of ion implantation, the nature and location of amorphous layers
and defect microstructures need to be known (and ideally to be able to be modelled)
since ion-induced disorder usually needs to be effectively removed to restore the
pristine semiconductor crystal. In this chapter, ion disordering, amorphization and
ion-induced crystallization processes in silicon (Si) are treated first in some detail in
Sect. 6.2. At irradiation temperatures where ion-induced defects are relatively
stable, normally close to room temperature, disorder builds up in Si with ion fluence
until complete amorphization occurs. However, at elevated temperatures efficient
dynamic defect annealing can occur and the nature of residual disorder and the
onset of amorphization with ion fluence change completely, a regime close to Tc

that is treated in Sect. 6.2.1. Damage build up often follows a two stage process in
this regime: the first stage usually involving an increase in the level of residual
crystalline defects with fluence to a saturation level and a second stage in which an
amorphous phase is spontaneously nucleated at a critical high fluence. Such
nucleation-limited amorphization (treated in Sect. 6.2.2) is more difficult to model,
particularly as the critical fluence for amorphization depends in a complex way on
irradiation temperature, ion mass, ion energy and ion flux. Once an amorphous
layer forms in this regime, it can grow with increasing fluence in a layer-by-layer
manner, by so called ion beam induced interfacial amorphization (IBIIA) and the
modelling of this process is treated in Sect. 6.2.3. At higher irradiation tempera-
tures, defect-mediated crystallisation of pre-existing amorphous layers can be
induced in Si. This latter ion beam induced epitaxial crystallisation (IBIEC) pro-
cess, treated in Sect. 6.2.4, occurs at temperatures well below those at which normal
thermal epitaxial crystallisation takes place. Although it is now possible to establish
that ion-induced defect generation precisely at the amorphous-crystalline interface
is responsible for IBIEC, modelling of the process (covered in Sect. 6.2.5) has
again proven to be difficult.

In germanium (Ge), treated in Sect. 6.3, dynamic annealing is also important in
suppressing amorphization at elevated temperatures but the defect interactions,
stable defect formation and amorphization in Ge are all somewhat different to the
behaviour in Si. For example, it is easier to amorphize Ge at lower critical fluences
and higher temperatures than Si, and disorder build up, amorphization and IBIEC
processes in Ge are treated in Sect. 6.3.1. Vacancy-related defects appear to be
more stable in Ge than in Si and, when formed, amorphous Ge develops distinct
porosity for irradiation at and above room temperature. The formation of porous
amorphous Ge at and above room temperature is covered in Sect. 6.3.2.

In terms of compound semiconductors, Chap. 5 illustrated that they can exhibit
very different damage build up processes since the mobility of irradiation-induced
defects is widely different across these materials. For example, like Si and Ge,
gallium arsenide (GaAs), silicon carbide (SiC) and indium phosphide (InP) are
easily amorphized at room temperature under ion irradiation although, as might be
expected, the details of disorder build up, dynamic annealing and amorphization in
these materials are material-specific, exhibiting differences in both Tc and the
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critical fluence for amorphization, as illustrated in the previous chapter. Of this class
of compound binary semiconductors, GaAs is treated in Sect. 6.4 in the temperature
region close to Tc. Section 6.4.1 covers the disordering and amorphization mech-
anisms and Sect. 6.4.2 the layer-by-layer growth processes such as IBIIA and
IBIEC. In Sect. 6.5 there is a further focus on disordering close to Tc in SiC (Sect.
6.5.1) and InP (Sect. 6.5.2), especially on IBIIA and IBIEC processes and the
activation kinetics associated with them.

Another class of binary III-V semiconductors that are not as readily amorphized
includes aluminium arsenide (AlAs) and gallium nitride (GaN) that are discussed in
detail in Chap. 5. These materials require low irradiation temperatures and/or the
trapping of irradiation-induced defects at implanted impurities (that is, chemical
effects) in order to amorphize them. This indicates that irradiation-induced defects
are not stable in these materials and readily annihilate during irradiation (within or
immediately following collision cascades), thus suppressing amorphization. Yet
another class of binary compound materials consists of those that appear to be not
amorphizable under any moderate-fluence irradiation conditions, such as II-VI
materials cadmium telluride (CdTe) and zinc oxide (ZnO) that are also discussed in
some detail in Chap. 5. Extremely high defect annihilation rates and ionic bonding
in these materials, as well as the inability to nucleate amorphous layers at defects
and surfaces are factors which characterize such materials. The disorder build-up
processes in the binary semiconductors AlAs, GaN, CdTe and ZnO are not further
discussed in this chapter. However, III-V ternary compound semiconductors and
binary multilayers are briefly covered in Sect. 6.5.3 since they exhibit some
interesting disordering behaviour as a result of varying one or more of the group III
species in ternary alloys or, in the case of multilayers, placing a difficult to
amorphize binary material (such as AlAs) adjacent to a material easy to amorphize
(such as GaAs). Finally, some unusual features in GaN irradiated at and above room
temperature, related to swelling and anomalous erosion, are treated in Sect. 6.5.4.
Brief illustrations of irradiation-induced microstructures and species-specific
amorphization in ZnO are given in Sect. 6.5.5. The final section (Sect. 6.6) in
this chapter gives a summary of irradiation-induced amorphization and crystal-
lization behaviour in a range of semiconductors, as well as providing some overall
conclusions related to elevated temperature irradiation.

6.2 Si Disordering, Amorphization and Crystallisation
Processes at Elevated Temperature

6.2.1 Dynamic Annealing and Defect Formation During
Irradiation

As was outlined previously in Sect. 3.4 of Chap. 3 and Sect. 5.3.2 of Chap. 5,
implantation temperature can determine whether point defects and clusters gener-
ated within collision cascades are stable or whether they can annihilate and/or
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migrate through dynamic annealing. Hence, the rate of build-up of residual disorder
with fluence is reduced as the irradiation temperature is increased and subsequent
amorphization, if indeed it occurs at all, will occur at increasingly higher ion
fluence. An example of temperature-dependent effects in Si is shown by the
cross-sectional transmission electron micrograph (XTEM) images in Fig. 6.1 [1].
Figure 6.1a depicts a continuous amorphous layer in Si, produced by 230 keV Si
ions at a fluence of 5 � 1015 cm−2 at an implantation temperature of around 50 °C.
The ion range is *350 nm but, under these irradiation conditions, the amorphous
layer is *460 nm thick. Note that the boundary between the amorphous layer and
the underlying Si substrate is quite sharp, indicating that defects produced in the tail
of the Si implant distribution can annihilate quite effectively and perfectly at this
implant temperature. However, if the implant temperature is raised to 350 °C,
irradiation-produced defects are considerably more mobile and annihilate or cluster
to effectively suppress amorphization [2], as shown in the XTEM micrograph in
Fig. 6.1b. In this case there is a clearly observed band of defects consisting of
interstitial clusters that evolve into well-defined line defects such as {311} defects
and dislocation loops [3] on subsequent annealing. Note also that the defect band is
centred considerably beyond the Si ion range, which is a feature of elevated tem-
perature irradiation that we will discuss more fully below.

The build-up of ion damage as a function of fluence at various temperatures is
conveniently obtained from the disorder peak area of Rutherford backscattering and

Fig. 6.1 XTEM images corresponding to 230 keV Si ion irradiation of Si (100) to a fluence of
5 � 1015 cm−2 at a 50 °C, and b 350 °C. Adapted from Williams [1]
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channelling (RBS-C) spectra, as was illustrated in the previous chapter (Chap. 5)
by Figs. 6.2, 6.3 and 6.4. This enables the relative disorder to be plotted as a function
of irradiation temperature as shown in Fig. 6.6 of the previous chapter, where a
critical temperature Tc and critical fluence NIc for the formation of continuous
amorphous layers can be found.We show a further example of such disorder build-up
for 245 keV Si ion bombardment of Si in Fig. 6.2, following the work of Johnson and
McCallum [4]. Here, the integrated disorder is plotted as a function of Si ion fluence

Fig. 6.3 a An RBS and
channelling spectrum for an
80 keV Si implant into Si at
160 °C to a fluence of
1016 cm−2 at a beam flux of
2.7 � 1013 ions cm−2 s−1.
Adapted from Goldberg et al.
[7]. b XTEM image of the
sample in (a). Adapted from
Goldberg [8]

Fig. 6.2 Normalized number of displaced atoms (Nd) calculated from RBS and channelling
spectra as a function of Si ion fluence for implant temperatures of −195 (squares), 25 (triangles)
and 100 °C (diamonds) in Si. The disorder is normalised to that required to just form an
amorphous layer (1.0). Adapted from Johnson and McCallum [4]
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for 3 irradiation temperatures using a constant Si ion flux. The disorder builds up
slowly at low fluences and then increases rapidly before saturation, giving rise to the
well-known superlinear shape of the damage accumulation curve. However, the
curves at −195 and 25 °C are displaced in fluence indicating that some defect
annihilation is occurring under the irradiation conditions used even at room tem-
perature. Raising the temperature to 100 °C causes this offset in fluence to shift by
around two orders of magnitude compared with the −195 °C data, indicating quite
efficient annihilation of irradiation-induced disorder at this temperature. These curves can
be used to extract the NIc for amorphization from the half height. Thus, in order to form
a buried amorphous layer the NIc are 2 � 1014, 7 � 1014 and 2 � 1016 Si ions cm−2

for the irradiation temperatures of −195, 25 and 100 °C, respectively.
Between the two extreme disordering regimes illustrated in Fig. 6.1, namely

near-stable damage leading to easy amorphization as opposed to strong annihilation
and clustering of defects, the close balance between the rate of damage production
within collision cascades and the rate of dynamic defect annealing and clustering
can give rise to interesting defect-mediated phenomena. In this intermediate regime
close to Tc, the disorder exhibits strong dependencies on implantation temperature,
ion fluence and ion flux. Small changes in any of these parameters can result in
dramatic differences in residual disorder from almost damage-free structures, as a
result of efficient defect annihilation, to continuous amorphous layers. In this
regime, amorphization can occur in an entirely different way, as a result of
nucleation-limited or preferential amorphization processes [5]. For example, as the
irradiation fluence increases and the density of defects increases, amorphous layers
can spontaneously nucleate at the depth of maximum disorder. Such amorphous
pockets and layers can then grow with increasing fluence to encompass the entire
defective region [6]. We illustrate this behaviour in the next section.

6.2.2 Amorphisation Processes at Elevated Temperature

In the intermediate temperature regime referred to above, amorphous layers can be
observed to nucleate preferentially at depths significantly away from the maximum

Fig. 6.4 XTEM images
illustrating layer-by-layer
amorphization of Si by
1.5 MeV Xe ion irradiation to
a fluence of 5 � 1015 cm−2:
a a pre-existing amorphous
layer on Si prior to Xe
irradiation; and b following
Xe irradiation at 208 °C.
Adapted from Elliman
et al. [9]
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in the ion’s nuclear energy distribution, at, for example, surfaces [7], interfaces and
pre-existing defects [6, 7]. Figure 6.3 illustrates the case of preferential amor-
phization at a Si surface or, more precisely, at a SiO2-Si interface. Figure 6.3a
shows an RBS/channelling spectrum for an 80 keV Si implant into Si at 160 °C for
a fluence of 1016 cm−2 at a flux of 2.7 � 1013 ions cm−2 s−1 [7].

This spectrum shows a strong disorder peak at the surface and a buried peak
centred around the end-of-ion-range at about 120 nm. (The end-of-ion-range refers to
the region in the tail of the ion range distribution about two standard deviations deeper
than the projected ion range.) The corresponding XTEM micrograph in Fig. 6.3b [8]
indicates that there are two amorphous layers present, one extending 25 nm from the
surface and a buried layer from 60 to 160 nm. Between these layers is a crystalline Si
region containing few defects but below the buried layer there is Si crystal rich in
(interstitial-type) defect clusters. This result shows not only the nucleation of an
amorphous region around the maximum in the nuclear energy distribution at about
80 nm but nucleation of an amorphous layer well away from the maximum disorder
depth, at the surface. When the evolution of this defect structure was examined as a
function of ion fluence [8], it was found that the deep disorder first accumulated as
defect clusters of interstitial character at lower fluences. This defective region then
appeared to collapse into an amorphous layer as the fluence increased. In addition, the
surface amorphous layer was found to thicken with increasing fluence. This beha-
viour suggests that, in a regime where substantial dynamic annealing occurs during
ion irradiation, defects not only annihilate and locally form defect clusters, but can
also migrate and accumulate at SiO2-Si interfaces. Collapse of such disorder to an
amorphous phase, or nucleation of an amorphous phase at a defect band, can occur at
a sufficiently high implantation fluences. Indeed, it has also been shown that a
pre-existing dislocation band can act as a nucleation site for amorphization, even
when it is situated well away from the disorder peak [5]. Furthermore, such dislo-
cation bands were found to ‘getter’ interstitial-based defects from deeper in the
material during irradiation [5]. Thus, it would appear that dislocation bands, surfaces
(actually SiO2-Si interfaces) and amorphous layers themselves are all good trapping
sites or sinks for mobile defects in Si that may otherwise annihilate or form stable
clusters close to where they come to rest.

With regard to existing amorphous layers acting as nucleation sites for prefer-
ential amorphization at elevated temperatures, the particular case of layer-by-layer
amorphization or IBIIA is especially intriguing. An example of such behaviour is
illustrated by the XTEM micrographs in Fig. 6.4 [9], where a pre-existing amor-
phous layer has been re-irradiated at elevated temperatures with MeV Xe ions.
Clearly, the near-surface amorphous layer in Fig. 6.4a has increased in thickness
when irradiated with 1.5 MeV Xe ions at 208 °C (Fig. 6.4b). Note that a buried
amorphous layer has also formed at the Xe end-of-ion-range and the crystalline Si
between the two amorphous layers is essentially defect-free, which suggests
near-perfect defect annihilation in this region. Furthermore, both amorphous layers
are observed to extend layer-by-layer via IBIIA with increasing ion fluence, pre-
sumably by the preferential trapping of mobile defects at the respective amorphous-
crystalline interfaces.
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In cases where there are no pre-existing nucleation sites, amorphization at ele-
vated temperatures usually ‘nucleates’ at the end-of-ion-range, where interstitial
clusters (and often extended defects) agglomerate. In this regime, the ion flux can
control the critical amorphization temperature Tc [10], as illustrated in Fig. 6.5. In
this example, a fixed fluence of 5 � 1015 cm−2, 1.5 MeV Xe ions caused amor-
phization only below 200 °C if the average beam flux is kept below 1012 ions
cm−2 s−1, but up to 300 °C if the ion flux is raised above 1014 ions cm−2 s−1. This
demonstrates the critical dependence of amorphization on the balance between
disorder production rate (controlled by ion flux in the case of Fig. 6.5) and the degree
of dynamic annealing (controlled by irradiation temperature). For implant conditions
on the left hand side of the solid line in Fig. 6.5, no amorphous Si was formed (only
defect clusters in crystalline Si), whereas buried amorphous layers are generated
under conditions on the right. Note that the onset of amorphization in Fig. 6.5 fits
well to an ‘apparent’ activation energy of 1.2 eV. The activation energy from the
plot in Fig. 6.5 arises from the amorphization kinetics treatment in Chap. 3. Such
amorphization kinetics are governed by (3.28) in that chapter, where plotting the ion
flux as a function of 1/Tc provides the defining activation energy (Eth) for amor-
phization. This treatment is discussed further below.

6.2.3 Modelling of Ion-Induced Amorphization at Elevated
Temperature

In Chap. 3 on modelling of radiation damage, various models for damage accu-
mulation and direct amorphization are given. However, as indicated in Sect. 3.5 of
that chapter, modelling of amorphization at elevated temperatures is very complex,
involving a number of stages from damage production, through defect migration,
clustering and annihilation, to trapping of specific defects at favourable sites for
nucleating an amorphous phase. Although there has been some success at modelling

Fig. 6.5 Ion flux as a
function of 1/Tc for ion
irradiation conditions
(1.5 MeV Xe ions at a fluence
of 5 � 1015 cm−2) under
which a buried amorphous
layer is just formed in Si.
Adapted from Elliman et al.
[10]
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the build-up of disorder with increasing fluence at different irradiation temperatures
using analytical models, the situation with Si under irradiation conditions where
dynamic annealing is very efficient (but amorphization still occurs at high fluence)
adds further levels of difficulty. For example, following the first observations of
layer-by-layer amorphization via IBIIA, there was considerable speculation in the
literature [2, 5, 10, 11] as to the specific defects that might be mobile under irra-
diation and trapped at existing amorphous layers, hence being directly responsible
for the growth of these amorphous layers under continued irradiation. Based on the
observed 1.2 eV activation energy in Fig. 6.5 (which is close to the dissociation
energy of Si divacancies), it was suggested that divacancies [10] may be the main
defects preferentially trapped at amorphous layers. In contrast, the nucleation of
amorphous layers at interstitial-based defect clusters or dislocation networks that
were well removed from the depth of maximum nuclear energy deposition [5]
suggested that the continued trapping of interstitials may have a role to play. Indeed,
in more recent studies that use ion beams of widely varying mass and energy to
examine the dependence of the onset of amorphization on ion flux and temperature, a
range of ‘activation energies’ between 0.5 and 1.7 eV have been observed [7, 12], as
illustrated in Fig. 6.6. The conclusion is that more complex defects and defect
interaction processes may control amorphization, depending on the implant condi-
tions used, particularly the implantation temperature.

Nevertheless, regardless of the specific defects that accumulate prior to amor-
phization, it was considered likely that an increase in the local free energy that
accompanies the build-up of defects ultimately results in a collapse of the defective
volume to the amorphous state when the free energy of the former exceeds that of the
latter [13]. Thus, it can then be energetically favourable for the defective crystalline
lattice to collapse to the amorphous phase, thus giving a local minimum in free
energy. Such behaviour suggests that, in cases where irradiation-induced defects are
mobile, defect agglomeration can occur at specific depths and the amorphous phase
can preferentially nucleate at such sites to minimise the local free energy. Under such
situations amorphization can be considered as nucleation-limited. As reviewed by
Pelaz et al. [14], this behaviour for the formation of amorphous layers in Si at
elevated temperature is somewhat consistent with previous critical energy density

Fig. 6.6 Ion flux as a function
of 1/Tc for ion irradiation
conditions under which a
buried amorphous layer is just
formed in Si for a number of
ions at a fluence of 1015 cm−2

(except C where the fluence
was 2 � 1015 cm−2). Adapted
from Goldberg et al. [12]
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[15–17] or nucleation-limited [7, 18] models of amorphization. These models
address the accumulation of defects at particular sites within the disordered Si, and
treat either the subsequent collapse of the lattice or nucleation of an amorphous
phase above a critical defect density. While these mostly phenomenological models
can account for amorphization behaviour under particular conditions such as for
light ions at low irradiation temperatures (critical energy density models) or for
growth of amorphous layers under elevated temperature irradiation (nucleation-
limited models as briefly covered in Chap. 3), Pelaz et al. [14] argue that they do not
treat the fundamental atomistic processes, such as the specific defects that are
involved or the atomic bonding rearrangements that may ultimately control amor-
phization. Indeed, the observation of a range of activation energies associated with
amorphization for different ion masses, as indicated in Fig. 6.6, strongly suggests
that atomistic processes and different defect types and interactions play crucial roles
in elevated temperature amorphization where certain defects are mobile and can
accumulate at specific sites. Several types of defects formed by ion bombardment
and dynamic annealing that are likely to play a role in amorphization at elevated
temperatures have been reviewed in [14]. Single vacancies [19] and divacancies [20]
migrating to an amorphous-crystalline interface during elevated temperature irra-
diation have been suggested to control annealing (crystallisation) behaviour and,
when Elliman and co-workers [10, 21, 22] decreased the irradiation temperature,
layer-by-layer amorphization via IBIIA was observed as shown in Figs. 6.4 and 6.5.
As indicated above, the activation energy of 1.2 eV associated with IBIIA also
suggested a crucial role for divacancies. Hence, these authors suggested that, at
irradiation temperatures where divacancies were ‘stable’, amorphization could occur
but at higher temperatures their dissociation would lead to crystallisation. However,
as outlined above and shown in Fig. 6.6, single vacancies and divacancies cannot
explain all of the observed behaviour nor the bonding configurations in amorphous
Si that give rise to high densities of 5 and 7 membered Si rings [14] rather than the
6-fold rings of perfect crystalline Si. For similar reasons self-interstitial clusters by
themselves, as has been proposed by Takeda and co-workers [23, 24], can only
account well for light ion- or electron-induced amorphization at low temperatures.
Atomistic models based on incomplete annihilation of vacancy-interstitial pairs, the
so-called IV or bond defect [25], or divacancy and di-interstitial pairs or D-D defects
[26], have shown more promise. As shown by [14] these defects can introduce 5 and
7 membered rings into the Si lattice which are the signatures of an amorphous
structure. Moreover, molecular dynamics (MD) simulations of irradiation-induced
ballistic processes have revealed IV defects [27] and these defects have been shown
to be quite stable [28].

Pelaz et al. [14, 29] have proposed that vacancies, interstitials and IV or bond
defects control amorphization over a wide range of implantation conditions, par-
ticularly for elevated temperature irradiations. They have undertaken non-lattice
kinetic Monte Carlo (kMC) simulations [30] under a range of irradiation conditions
to generate ion damage and assume that Si interstitials and vacancies generated in
each collision cascade do not annihilate but interact to form the metastable IV
defect. The stability of IV pairs (that is, annihilation rate) decreases as the number
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of neighbouring pairs increases, consistent with MD simulations. The activation
energy (for dissociation) of an isolated IV is taken as 0.43 eV and an IV pair
imbedded in amorphous Si as 5 eV, both values again taken from MD simulations.
Damage accumulation of IV pairs is assumed to lead to amorphization. They
showed that damage accumulation can be parameterized by a simple reverse
exponential:

IV peak concentrationð Þ ¼ aþ b 1= 1þ exp c T�Tcð Þf g½ �ð Þ; ð6:1Þ

where Tc is the crystal-to-amorphous transition temperature, c describes the width
of the transition, and a and a + b set the limits for temperatures T > Tc and T < Tc,
respectively. Equation (6.1) has been used to generate curves for peak IV con-
centration versus temperature, fluence and flux. Excellent fits to the shape of
experimental disorder curves as a function of these parameters are found. For
example, Fig. 6.7 shows the experimental transition temperature for 80 keV Si and
Ge ions implanted into Si as a function of flux from [7] and compared with sim-
ulations using (6.1). The denser cascades with the heavier Ge ions leads to a higher
density of IV pairs, thus increasing their stability and hence raising Tc. Furthermore,
the model also accurately captures the shape of the superlinear build-up of damage
with fluence (see Fig. 6.2).

There have been other attempts to model the amorphization process at elevated
temperatures with the help of kMC and MD simulations, such as that of Mok et al.
[31]. These authors focussed on highly disordered amorphous pockets of varying
size (number of disordered atoms) that comprise isolated vacancies and interstitials
(or divacancies and di-interstitials) that have not annihilated nor have formed IV
defects. They assume that these ‘amorphous-like’ pockets collapse to fully amor-
phous regions when the defective/displaced atom concentration in a small volume
exceeds 30 % of the Si atom concentration. As temperature increases, the vacancy
and interstitial defects can annihilate and contribute to crystallization. Given the
activation energy for a given set of implant conditions (such as those from Fig. 6.6)
good fits to the experimental data can also be obtained using this model. However,

Fig. 6.7 Critical
crystalline-to-amorphous
transition temperatures as a
function of flux for 80 keV Si
and Ge implants into (100) Si
to a fluence of 1015 cm−2.
Triangle and diamond
symbols correspond to the
simulations from (6.1) (from
Pelaz et al. [29]) and square
and circle symbols to
experimental data from
Goldberg et al. [7]. Solid lines
are to guide the eye
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despite the success of various models of disorder build up and amorphization under
different ion irradiation conditions of temperature, energy, flux, fluence and ion
mass, no overarching amorphization model exists that is valid in all regimes even
for a much studied elemental semiconductor such as Si. Maybe this is too much to
ask, given the complexity of irradiation-induced defects in semiconductors and their
migration, trapping and dissociation processes that depend on temperature, defect
density and other parameters.

6.2.4 Ion Beam Induced Epitaxial Crystallisation (IBIEC)

The previous section illustrated implantation conditions where disorder production
by ion irradiation at elevated temperatures can give rise to preferential amor-
phization at pre-existing defect sites and IBIIA phenomena. If the implantation
conditions are changed to further favour the rate of dynamic annealing over defect
production, by raising the temperature for example, pre-existing amorphous layers
can be observed to crystallize epitaxially by the IBIEC process. IBIEC is illustrated
for the particular case of MeV Xe irradiation in Fig. 6.8 [9]. At an irradiation
temperature of 227 °C, the pre-existing surface amorphous layer is observed to
shrink. Note that there is no observable disorder in the single crystal substrate
immediately below the recrystallized layer but there is considerable disorder at the
end-of-ion-range of the 1.5 MeV Xe ions centred at around 0.6 µm. Increasing the
fluence causes further epitaxial growth of the amorphous layer.

It is interesting to note that a slight reduction in irradiation temperature to 208 °C,
keeping the other irradiation conditions the same, induces IBIIA, as previously
shown in Fig. 6.4. However, if the temperature is increased above that corre-
sponding to the data in Fig. 6.8, the IBIEC rate (per unit of fluence) speeds up and
Elliman et al. [9] found an activation energy for IBIEC of around 0.3 eV for
1.5 MeV Xe irradiation of Si, by plotting the epitaxial growth thickness per unit
fluence against 1/T. This activation energy for IBIEC is much smaller than that

Fig. 6.8 XTEM images
illustrating IBIEC of a
pre-existing amorphous layer
in Si (shown in a) using
1.5 MeV Xe ions to a fluence
of 5 � 1015 cm−2 at 227 °C
(shown in b). Adapted from
Elliman et al. [9]
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typically observed for ion-induced amorphization as illustrated in the previous
section but, like the amorphisation regime, the IBIEC activation energy is not a
single value for all ion irradiation conditions, as is illustrated below.

More generally, the temperature dependence of IBIEC over the temperature
range 250–400 °C for intermediate mass ions in the 0.3–1 MeV range was initially
found to exhibit an activation energy of around 0.24–0.3 eV and consistent with
that found for 1.5 MeV Xe ions as in Fig. 6.8 [32–34]. In early IBIEC studies
[9, 33], this low IBIEC activation energy suggested defect-mediated processes,
possibly vacancies, and it was proposed that IBIEC arose as a result of athermally
generated, ion-induced displacements at or close to the amorphous-crystalline
interface. These displacements provide the stimulus for bonding rearrangements at
the interface and hence epitaxial crystallization. It is important to understand the
origin of the activation energy for crystallization in order to understand the defect
processes that may be mediating it. In the thermal case, the recrystallization
velocity, v, can be written as a function of temperature T as an Arrhenius rela-
tionship [35]:

v ¼ vo exp �Ea=kBTð Þ; ð6:2Þ

where vo is a constant, Ea is the thermal activation energy and kB is the Boltzmann
constant. Thermal epitaxy has a high activation energy (Ea = 2.7 eV) [35] and this
has been attributed [33] to the sum of two activation terms: nucleation of the defects
that influence epitaxial crystallization, En, and a second term involving migration
and bond rearrangement at the interface, Ei. In IBIEC, the first activation term is
eliminated by athermal defect generation and only the second activation term Ei is
operative. Thus, it is possible to represent the IBIEC process by an Arrhenius
relationship linking the regrown thickness normalized to ion fluence, rN, as a
function of temperature:

rN ¼ ro exp �Ei=kBTð Þ; ð6:3Þ

where ro is a constant and Ei is now the activation energy related to IBIEC where Ei

was measured to be around 0.3 eV in early studies [32–34]. Indeed, early studies [9,
19, 22, 33, 36] indicated that the IBIEC rate was proportional to ion fluence and
was controlled by nuclear energy deposition. This rather simple view of a single
activation energy for IBIEC was shown to be considerably more complex in the
work of Kinomura et al. [37], who found a range of apparent activation energies
depending on ion mass and energy deposition density. These data are illustrated in
Fig. 6.9, where the growth rate, normalised to the displacements per ion (dpa) for
each ion mass studied (rather than rN in (6.3)), is plotted against 1/T. For each ion
mass the ion flux was kept constant at 2 � 1012 cm−2 s−1. It is clear that the
apparent activation energy can vary from 0.18 to 0.4 eV, depending on ion mass,
with carbon ions apparently exhibiting two different activation energies in different
temperature regimes.
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A further illustration of the complexity of the IBIEC process is that the IBIEC
growth rate does not scale with nuclear energy deposition across widely different ion
masses. In fact, Kinomura et al. [37] quantified the mass dependence of IBIEC in
terms of an influence of cascade density and ion flux on IBIEC rate. Such ion mass
effects, which illustrate the role of cascade density are illustrated in Fig. 6.10 [37].
Here 3 MeVAu,Ag,Ge, Si andC ionswere used to irradiate an amorphous Si layer of
about 200 nm in thickness on a Si <100> substrate. Different fluences were chosen to
provide the same total nuclear energy deposition at the amorphous-crystalline inter-
face and MeV ions were chosen to provide a near constant energy deposition at the
interface during IBIEC growth. Figure 6.10 plots the IBIEC regrowth rate (normal-
ized to constant nuclear energy deposition at the interface) as a function of defect
(vacancy) generation rate at the interface forfive ionmasses, four ion energies and two
fluxes at 350 °C. The defect generation was calculated using TRIM [38]. Note that the
defect generation rate varies over more than 4 orders of magnitude from C to Au and

Fig. 6.9 Temperature
dependence of IBIEC
regrowth rates for Si
normalized to the number of
displacements per ion for
3.0 MeV C, Si and Au with a
flux of 2 � 1012 cm−2 s−1.
Adapted from the data of
Kinomura et al. [37]

Fig. 6.10 Normalised
regrowth rates for Si as a
function of defect generation
rate for five ion species (C, Si,
Ge, Ag, and Au) at three
energies (1.5, 3.0, and
5.6 MeV) with two fluxes
(2 � 1012 and
5 � 1012 cm−2 s−1). Adapted
from data of Kinomura et al.
[37]
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the normalized growth rate for C is about 4 times that of Au under these conditions.
A similar flux dependence for 300 keV ions has also been demonstrated [34, 39].

Furthermore, Heera et al. [40] proposed a diffusion-limited model to explain
IBIEC, where the regrowth thickness, normalized to fluence, was proportional to
ion flux to the −1/4 power. Kinomura et al. [37] have extended this treatment and
the solid curve in Fig. 6.10 has been fitted to the equation:

rd ¼ cg�1=4; ð6:4Þ

where rd is the regrowth thickness normalized to the number of displacements, c is a
constant and g is the defect generation rate. The curve is a good fit to the data points
for the conditions employed in Fig. 6.10 but it does not fit particularly well to more
extended ion flux data. Indeed, when the ion flux for Au and Ag ions was varied over
a much wider range than that in Fig. 6.10, to cover defect generation rates extending
down to the 1018 cm−3 s−1 region, a more linear dependence than the proposed fit in
Fig. 6.10 was observed. This suggests that the two parameters that change the defect
generation rate, namely the ion mass (cascade size) and ion flux, do not have a
common influence on the IBIEC rate that the fit in Fig. 6.10 might otherwise indi-
cate. This is further discussed in [37] and more fully in a review paper [41].

In attempts to determine the origin of the defects that mediate IBIEC, channelling
of the incident ion beam in the crystalline Si above or below the amorphous layer
was employed to reduce the nuclear energy deposition in the crystal. However, early
measurements [33, 34, 42] were inconclusive, despite the fact that channelling
caused an observed reduction in IBIEC rate in some cases, because it was difficult to
estimate the exact number of point defects generated in the crystalline region, par-
ticularly after an ion beam had traversed an amorphous layer before entering the
underlying crystal. This led to some authors claiming that defects migrating short
distances to the interface from the crystalline side of the interface played a role in the
IBIEC process [34] whereas other studies [33, 42] suggested that the defects con-
tributing to IBIEC were generated at or very near the amorphous-crystalline inter-
face. More recent experiments of the channelling effect on IBIEC for buried
amorphous layers [43] have been somewhat more conclusive, with accurate mea-
surements of the regrowth differences between channelled and random irradiations
for the front and back interfaces of a buried amorphous layer strongly suggesting that
defects at or extremely close to both amorphous-crystalline interfaces were con-
trolling IBIEC. However, it was also argued that more detailed simulations would be
necessary before a more precise determination of the origin of defects responsible for
IBIEC could be made and such data are discussed in the following section.

6.2.5 IBIEC Models

Priolo and Rimini [44] have given an overview of various models to explain IBIEC
observations up to about 1990. In early studies, the similarity of the activation
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energy of IBIEC (around 0.3 eV) to that of vacancy migration led Linnros et al.
[21] to propose that migrating vacancies, produced athermally by the ion beam,
mediated IBIEC, whereas, if the temperature was lowered, then the increased sta-
bility of divacancies, with a dissociation energy of 1.2 eV, may cause amor-
phization at the interface and control the amorphization kinetics. This two-defect
model qualitatively explains both the IBIIA and IBIEC processes but presupposes
the migration of such defects in crystalline Si to the interface. Other defects pro-
posed to mediate IBIEC are (charged) kinks [33, 44] and dangling bonds [45] that
are formed athermally by the ion beam directly at the interface. A difficulty with a
single defect model is the fact that the apparent activation energy of IBIEC has been
shown to vary from about 0.18 to 0.4 eV (Fig. 6.9), which led Kinomura et al. [37]
to suggest that the rate limiting effect in IBIEC may involve several different
defect-mediated processes, depending on the cascade density at the interface and
the temperature. This proposal does not necessarily preclude kinks or other specific
interface defects as the final step in the IBIEC process, but rather suggests that more
complex defect interaction processes may be involved in the annealing of dense
cascades before discrete kinks are formed. A particular concern of vacancy models
is that the channelling studies outlined in the previous section provide considerable
weight to arguments suggesting that defects produced right at the interface domi-
nate IBIEC. Another explanation for both IBIIA and IBIEC is due to Jackson [11],
who developed an intra-cascade model in which each ion penetrating through the
interface creates a disordered zone. Subsequent local interaction between defects in
this zone can either lead to amorphization or crystallization, in which the net rate of
interface movement is controlled by a rate equation. The simplicity of the Jackson
model is attractive but it does not adequately account for ion mass and flux effects.
Indeed, no single model appears to adequately explain all observations. We now
briefly discuss more recent channelling measurements and simulations that address
more directly the origin of defects that influence IBIEC.

Azevedo et al. [46] have studied IBIEC rates for both channelling and random
irradiations of buried amorphous layers in Si with a MeV Au ion beam and com-
pared the results with simulations obtained from the MARLOWE code [47]. Unlike
previous measurements of IBIEC induced by a channelled ion beam [32, 33, 43]
where no channelling effect was observed at the deep amorphous-crystalline
interface of a buried amorphous layer, Azevedo et al. [46] observed a small but
reproducible difference in IBIEC rate, with the rate for channelling being around
20 % smaller than the rate for random implants. For the same MeV Au ion irra-
diations, the front interface of the buried layer was observed to crystallize around
60 % slower in a channelling irradiation compared with a random case. These data
were then compared with simulations to obtain the number of vacancies produced
per unit length along the ion trajectories for random and channelled beams. Details
of the simulation parameters and results are given in [46, 41] but it is the com-
parison between experimental IBIEC rates and simulated vacancy distributions
between channelled and random irradiations that is most illuminating. The exper-
imentally observed *20 % lower IBIEC rate for channelling beam alignment for
the deep interface of an amorphous layer is consistent with the difference in
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magnitude of vacancy generation exactly at the amorphous-crystalline interface that
is obtained from the simulations. Hence, the observed IBIEC rates are most con-
sistent with vacancies produced precisely at the interface than with vacancies
produced in the amorphous or crystalline regions. Considering the front interface of
a buried amorphous layer, MARLOWE predicts a large channelling effect, con-
sistent with the experimental data. To better determine the origin of the defects that
control IBIEC, the ratio between the channelling and random IBIEC rates can be
compared with the ratio between the corresponding simulated defect profiles in
different parts of the structure (that is, in the amorphous material, in the crystal near
the interface or precisely at the interface). It turns out that the ratio of the IBIEC
rates is a much closer match to the ratio of vacancies (or displaced atoms) produced
precisely at the interface. The role of defects coming from the amorphous region
can be ruled out since this should only give a *5–10 % effect, whereas the
observed rate difference is close to 60 %. On the other hand, if vacancies in the
crystal close to the interface were contributing to IBIEC, the simulations would
predict a 90 % reduction for a channelled case. Indeed, the 60 % observed
reduction matches well for simulation of displaced atoms at the interface for the
channelled case compared to the random case. Hence, although the precise interface
defect controlling IBIEC is not revealed by these results, the data is consistent with
any crystallisation-enabling defect, such as a kink, produced directly at the interface
by the ion beam.

6.3 Irradiation of Ge at Elevated Temperatures

6.3.1 Disorder Formation, Amorphization and Ion-Induced
Crystallization

Prior to the 1980s there were several studies of ion implantation into Ge that focussed
on disorder and amorphization, including solid phase crystallization of amorphous
Ge layers and the behaviour of potential dopants during annealing [48, 49]. However,
once Si became the dominant semiconductor for integrated circuits, Ge was less
studied, which accounts for the fact that there are fewer studies of ion-induced
disorder and amorphization in Ge and the understanding of such processes is not as
developed as for Si. However, in terms of damage production, amorphization and
IBIEC at temperatures above room temperature, Ge is qualitatively similar to the
behaviour for Si that was extensively reviewed in the previous section. Nevertheless,
there are also significant differences between Si and Ge, such as in the defect pro-
duction rate (that is illustrated below), in point defect mobilities, their stability and
clustering behaviour, and the fact that a porous structure can develop in ion amor-
phized Ge (outlined in the following section), whereas such behaviour has never been
observed in Si, with the exception of high fluence swift heavy ion irradiation in the
electronic excitation regime (see Chap. 10).
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The differences in disorder production and amorphization at elevated tempera-
ture between Si and Ge have been appreciated for several decades and typical
behaviour is illustrated in Fig. 6.11, taken from the data of Haynes and Holland
[50]. Here, the peak damage fraction, obtained from the height of the damage peak
relative to the random height (from RBS and channelling measurements), is plotted
as a function of temperature for Si and Ge irradiated with a fluence of 1 � 1014

Si ions cm−2 at 70 and 100 keV Si, respectively. The different energies were chosen
to normalise the ion range and the nuclear energy deposition per unit depth. In
terms of damage production, it can be seen from Fig. 6.11 that, at and below room
temperature, the Ge peak damage coincides with the random level for a Si ion
fluence of 1 � 1014 cm−2, indicating a completely amorphous layer has formed,
whereas in Si the residual damage is only of the order of 0.05 of the random yield at
room temperature. This clearly shows that damage production at roughly the same
nuclear energy deposition per unit depth is much more efficient in Ge around room
temperature than in Si. Furthermore, as shown in Fig. 6.11, the temperature
dependence is very different. For Si the measured damage drops off slowly with
increasing temperature and approaches zero at around 30 °C, which was defined
[50] as a critical damage temperature To. For Ge, the fall-off in damage with
increasing temperature is much sharper and the To is much higher, at 125–130 °C.
A significant flux effect on the rate of damage build up was also observed in this
study around the critical damage temperature To [50]. Such damage build up dif-
ferences between Si and Ge were explained not only in terms of the greater damage
production rate in Ge but also vastly superior dynamic annealing in Si compared
with Ge at and above room temperature.

The latter effect was attributed to a much reduced point defect migration in Ge
[50]. In this same study, unstrained SiGe alloys were investigated and it was found
that the observed damage at a given temperature scaled with the Ge content in the
alloy. Furthermore, Vos et al. [51] examined disordering of strained SiGe alloys and
found a similar scaling of damage level with Ge content to that of Haynes and
Holland [50]. Indeed, these last authors found that MeV Si ion irradiation of
Si/SiGe superlattices at room temperature caused complete amorphization of the
Ge-rich layers while leaving the adjacent Si layers relatively damage free. This
behaviour is symptomatic of the much more efficient disordering in Ge compared
with Si under similar irradiation conditions. Indeed, it is also clear from the above

Fig. 6.11 Temperature
dependence of peak damage
fraction measured from RBS
and channelling spectra for Si
and Ge irradiated at a Si ion
fluence of 1 � 1014 cm−2 at
70 and 100 keV, respectively.
Data extracted from Haynes
and Holland [50]
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studies that the threshold fluence for amorphization in Ge is lower than that for Si as
a result of higher nuclear stopping, the reduced defect mobility and hence the
efficiency for producing atomic displacements.

There have been fewer studies of IBIIA and IBIEC in Ge but again the behaviour
is qualitatively similar to that in Si. For example, in very early studies [52, 53] it
was found that irradiating Ge with Ge ions at 40 keV formed an amorphous layer at
a fluence of 2 � 1015 cm−2 at 228 °C if a high flux of 6 � 1013 cm−2 s−1 was
employed and this layer appeared to extend in a layer-by-layer manner at higher
fluences, characteristic of IBIIA behaviour. However, if a lower flux of
6 � 1011 cm−2 s−1 was used, amorphization was not induced under the same
implantation conditions. Furthermore, if the original amorphous layer created at the
high flux was re-irradiated under the same conditions at the lower flux then com-
plete epitaxial crystallization (later termed IBIEC) occurred. These studies were
clearly the first demonstrations of IBIIA and IBIEC in Ge that pre-dated similar
studies in Si. More recently, a study by Bachmann et al. [54] of high energy ion
irradiation of amorphous Ge layers at elevated temperatures observed both
ion-induced amorphization and crystallization effects, depending on the temperature
and other irradiation conditions. In particular, they found that the amorphous layer
increased in thickness with ion fluence below a critical temperature (TR) at which
the amorphous thickness did not change with fluence. Above TR epitaxial crys-
tallisation was observed and the IBIEC rate was found to scale roughly with the
nuclear energy deposition at the interface and also increase with increasing tem-
perature. Like Si, TEM micrographs revealed a sharp amorphous-crystalline
interface in both the IBIIA and IBIEC regimes. An activation energy of 1.16 eV
was found for the amorphization regime and 0.82 eV for IBIEC in Ge under the
particular irradiation conditions carried out by Bachmann et al. [54]. They also
found that the TR value was considerably higher (by about 100 °C) for Ge com-
pared with Si under similar irradiation conditions. This observation is consistent
with the much more efficient disordering behaviour with Ge.

6.3.2 Formation of Porous Amorphous Layers

It has been known since the early 1980s that ion-amorphized Ge turned porous
under irradiation at room temperature above a critical fluence [55, 56]. In these
early studies it was realised that the agglomeration of vacancies in amorphous Ge
was in some way responsible for the development of a porous structure during
irradiation. Despite a resurgence of interest in this structure over the past 15 years,
as a result of the importance of Ge in modern integrated circuit technology, it is
only recently that a reasonably comprehensive understanding of the mechanism of
its formation has emerged. Two general models have been proposed: a vacancy
clustering and agglomeration model [57] that was suggested in early studies and a
‘microexplosion’ model [58] that involves void formation through pressure waves
and thermal spikes caused by cascade overlap. Various recent studies have
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attempted to design experiments to clarify which model is appropriate in porous
development. For example, Romano et al. [59] studied the formation and evolution
of porous structures in Ge during bombardment at room temperature with 300 keV
Ge ions as a function of ion fluence in the range up to 4 � 1016 cm−2. They
suggested that microexplosions characterize the morphology of the porous material
which is subject to enormous swelling during bombardment but that agglomeration
of vacancy clusters and voids also plays an important role. The morphology con-
sists of a random cellular structure composed of cells surrounded by amorphous Ge
ripples. This evolving structure and swelling is illustrated in the XTEM images in
Fig. 6.12. The porous structure overlays ‘normal’ amorphous Ge: indeed, annealing
of such a structure can cause the underlying amorphous Ge to recrystallise epi-
taxially until the porous region is reached, suggesting little porosity in this
underlying material. In another study, it has been shown that vacancies initially
form into clusters in the near-surface of ion implanted Ge [60]. However, the
evolving void formation does not occur uniformly across the surface: rather, voids
exist in random clusters, which can be explained via a combination of both the
vacancy clustering and microexplosion theories of void formation. This behaviour
and other features of porous evolution at low irradiation fluences indicate that the
mechanism involves vacancy trapping in amorphous Ge close to the surface, fol-
lowed by gettering of subsequent irradiation-induced vacancies to this region to
grow voids, and, when the voids intersect the surface, the subsequent evolution of
the honeycomb porous structure occurs.

The ability to form voids is a result of nuclear collisions that produce mobile
vacancies in amorphous Ge and this process can occur for any heavy ions, although

Fig. 6.12 XTEM micrograph of Ge irradiated samples with a 1 � 1016 cm−2, b 2 � 1016 cm−2,
and c 4 � 1016 cm−2 300 keV Ge+ ions at room temperature. The dotted line is the position of the
new surface after ion implantation; the lower dashed line is the position of the original surface for
the unimplanted sample; s is the mean step height measured by AFM; h is the mean porous layer
thickness; and Rp is the projected range of Ge ions. Adapted from Romano et al. [59]
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the threshold fluence is dependent on ion mass and energy as might be expected.
Romano and coworkers [60, 61] have also shown that irradiation of deposited a-Ge
can be rendered porous although the microstructure in this case depends on the
original structure (that is, density) and impurity content of the deposited film.

Of more particular relevance to this chapter is the effect of elevated temperature
bombardment on the development of porous Ge. The study of Stritzker et al. [62]
has addressed this issue. As might be expected, the ability to develop a porous
structure at elevated temperature first depends on the ability to amorphize Ge and
the amorphization process is temperature-dependent as was shown in Fig. 6.11. The
step height of irradiated Ge and hence the degree of swelling (and porosity) was
measured during elevated temperature bombardment of Ge [62]. Some of the results
in [62] are shown in Fig. 6.13, where the step height is plotted as a function of
temperature for 1 MeV Ge ion irradiation of Ge at two fluences, 3 � 1016 cm−2

and 1 � 1017 cm−2. For the lowest fluence the swelling is small but noticeable:
below room temperature there is no observable swelling since the amorphous layer
that is formed is presumably not porous. However, at room temperature and up to
200 °C a clear increase in step height is observed but above 200 °C the step height
drops, suggesting that the Ge remains crystalline at these elevated temperatures
(under the irradiation conditions employed) and is not porous. Similar trends are
obtained for the high fluence case, where the step height is now very large at around
300–400 nm in the temperature range between −50 and 200 °C. This again sug-
gests that a porous layer is only formed in this latter temperature range. These
conclusions on the temperature range for obtaining a porous structure were con-
firmed by XTEM [62]. It is interesting that the dramatic drop in swelling at 200 °C
is consistent with the data shown in the previous section, that is, the expected
transition from an amorphization regime in Ge into a regime where dynamic
annealing prevents the formation of amorphous Ge. Stritzker et al. [62] also noted
that the porous amorphous Ge structure was stable to more than 500 °C or until the
amorphous Ge within the porous structure crystallised.

Fig. 6.13 Measured step
height versus irradiation
temperature for 1 MeV Ge
ion bombardment of Ge at
two fluences, 3 � 1016 cm−2

(diamonds) and
1 � 1017 cm−2 (squares).
Data adapted from Stritzker
et al. [62]
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6.4 Irradiation of GaAs at Elevated Temperatures

6.4.1 Disordering and Amorphization

Like Si and Ge, dynamic annealing at elevated temperatures inhibits amorphization
of GaAs, with Tc strongly dependent on both ion mass and flux. It was illustrated in
previous chapters, using the data of Haynes and Holland [63–65] and Brown and
Williams [66], that the observed flux effects on GaAs amorphization exhibited an
activation energy of 0.9 eV and could be effectively modelled using the vacancy
release model of Morehead and Crowder [67]. In this section, more detail is given
of such dynamic annealing processes in GaAs at elevated temperatures [66, 68, 69].
In a first example, Fig. 6.14 illustrates the effect of ion mass on the critical tem-
perature for amorphization [66].

In Fig. 6.14, the number of displaced atoms, obtained from the damage peak
area of RBS and channelling spectra, has been plotted against irradiation temper-
ature for 6 different ion masses at the same ion energy of 95 keV and fluence of
1 � 1015 cm−2, with fluxes in the range 2–6 � 1012 ions cm−2 s−1 [66]. It can be
noticed that, under these conditions, the critical temperature for amorphization Tc,
which roughly coincides with the half height of the disorder curves, can vary by
over 40 °C across the different ion masses. For light ions such as boron (B), where
the ion cascades are dilute, the defect annihilation rate can exceed the defect pro-
duction rate even at temperatures below room temperature. On the other hand,
heavier ions with dense cascades require significantly higher temperatures before
defect annihilation can compete favourably with defect production. Using the data
in Fig. 6.14, it has been shown that Tc does not scale linearly with the rate of energy
deposition, behaviour which is similar to observations for Si and Ge. Such beha-
viour makes it difficult to model damage build up and amorphization close to Tc in
GaAs since the defect-mediated processes are quite complex.

Fig. 6.14 The areal density of displaced atoms in GaAs as a function of substrate temperature for
irradiation of GaAs with 1 � 1015 ions cm−2 of 95 keV: B (flux 2.2 � 1012 cm−2 s−1), C (flux
6 � 1012 cm−2 s−)1, O (flux 4.8 � 1012 cm−2 s−1), Si (flux 4.8 � 1012 cm−2 s−1), Ar (flux
2.6 � 1012 cm−2 s−1), and Ge (flux 6 � 1012 cm−2 s−1). Solid lines are a guide to the eye.
Adapted from the data of [66]
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Close to Tc there is a very strong flux effect on both the nature and magnitude of
disorder in GaAs [68]. This is illustrated in Fig. 6.15 for a fluence of 1 � 1015 Si ions
cm−2 at 95 keV. In this case an order of magnitude change in ion flux causes a 27 °C
change in Tc, whereby Tc increases as the flux increases [68]. Note also that the
transition from a continuous amorphous layer to very little detected disorder (as
measured by the RBS and channelling normalized yield and confirmed by XTEM
[69]) is very sharp in temperature, occurring over only a few degrees about Tc. This
indicates that changing the temperature or flux in GaAs by a small amount can change
the balance between the rates of defect annihilation and defect production quite
dramatically. Indeed, GaAs would appear to exhibit considerably sharper changes in
disorder type and magnitude than either of the elemental semiconductors Si and Ge.

Initially, the amorphization kinetics for (Si) ion irradiation of GaAs at elevated
temperatures were characterized by an activation energy of 0.9 eV. More extensive
activation energy data for several ion masses is given in Fig. 6.16 [66]. Although
different mass ions for the same fluence induce amorphization over a 150 °C

Fig. 6.15 The normalised peak damage taken from RBS and channelling measurements for GaAs
plotted as a function of substrate temperature for implantation of 95 keV Si to a fluence of
1 � 1015 Si cm−2 at fluxes of 4.8 � 1012 (squares) and 4.8 � 1013 Si cm−2 s−1 (diamonds). The
rapid decrease in residual damage defines a critical temperature Tc for amorphization, as confirmed
by XTEM [69]. The order of magnitude change in ion flux has produced a shift of Tc by 27 °C.
Adapted from the data of [66, 68]

Fig. 6.16 Displacement flux
density as a function of
inverse critical temperature
for irradiation of GaAs with
1 � 1015 cm−2 B, C, O, Si,
and Ge ions. The lines
connecting the data points for
each species all correspond to
the same activation energy of
0.9 eV. Adapted from the
data of [66]
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temperature range, the measured activation energy (0.9 eV) is independent of ion
mass. Furthermore, the data in Fig. 6.16 includes two Si ion energies, 95 keV and
1.5 MeV, which again exhibit the same activation energy for amorphization. This is
quite different to the behaviour in Si, where the activation energy for amorphization
was found to vary from 0.5 to 1.7 eV when the ion mass was changed from B to
Xe, as illustrated in Fig. 6.6 of Sect. 6.2.3. Thus, unlike Si this suggests that the
same defect interaction processes may control amorphization in GaAs regardless of
the ion mass, flux and implant temperature. However, despite the independence of
the measured activation energy on ion species, Tc does not scale linearly with the
rate of energy deposition or displacement density in GaAs, indicating that the
processes occurring in the collision cascades which influence defect quenching,
trapping, clustering and annihilation determine the pathway to amorphization. This
suggests that there is difficulty in nucleating or stabilizing the amorphous phase in
GaAs at temperatures where defects are highly mobile, and that nucleation occurs
locally at stable defect complexes which are formed more readily in the dense
collision cascades created by heavier ions. Nevertheless, based on the data shown
above it is not possible to identify the specific defect-related process which char-
acterizes amorphization and leads to the measured 0.9 eV activation energy [69].

There are few detailed studies of disorder production in GaAs at elevated
temperatures since the mid to late 1990s that add to the details given above.
However, a high resolution XTEM study of Zn implantation at 110 °C into GaAs
[70] found that the distribution of stable defect clusters following implantation
better matched the Zn ion distribution than the shallower nuclear energy deposition
distribution. This is somewhat similar to the behaviour in Si outlined in Sect. 6.2.2,
where the build-up of defect clusters at elevated temperatures (and the ultimate
amorphization at higher fluences) occurs preferentially close to the end-of-ion-
range. This was explained for the Si case in terms of excess interstitials at the
end-of-ion-range generated by ion collisions that act as gettering sites for mobile
defects which agglomerate into well-defined clusters. It would appear that similar
behaviour is occurring in GaAs under elevated temperature irradiation and hence it
would be expected that such defect clusters also act as nucleation sites for amor-
phization [69]. In the section below it is additionally shown that, like Si and Ge,
pre-existing amorphous layers in GaAs provide nucleation sites for defect trapping
and ultimate extension of the amorphous layers.

6.4.2 IBIIA and IBIEC Processes in GaAs

Initial attempts to induce IBIIA in GaAs by ion irradiation were not successful as a
result of excessive crystalline disorder adjacent to amorphous layers and hence the
difficulty in identifying their thickness by RBS [71, 72]. However, Wesch et al. [73]
and Brown [69] were able to demonstrate that, like Si and Ge, it was possible to
extend the thickness of an amorphous layer in GaAs by subsequent higher energy
irradiation at elevated temperatures under appropriate conditions. This indicated

266 J.S. Williams



that the amorphous-crystalline interfaces were acting as preferential trapping sites
for defects, thus mediating the extension of the amorphous layer. However, more
significant accumulation of extended defects was also observed close to the
amorphous layers than is found for Si and Ge. It was further shown that the increase
in thickness of an amorphous layer with fluence was initially linear [69] but then
appeared to exhibit a super-linear dependence as a result of the disorder build up
close to the amorphous-crystalline interface and its subsequent collapse to an
amorphous phase with increasing fluence.

IBIEC of amorphous layers at temperatures well below those at which
thermal-only epitaxy occurred was also demonstrated in early studies [71, 72],
where it was shown that a buried amorphous layer in GaAs could be induced to
regrow epitaxially from both near-surface and deep interfaces under subsequent
MeV Ne ion irradiation at 100 °C [72]. However, good epitaxy was found to break
down in a somewhat similar manner to thermal epitaxy of GaAs [74] beyond a
critical thickness. In the case of thermal crystallization of GaAs, amorphous layers
can crystallise epitaxially at around 300 °C but good quality epitaxial growth only
occurs for the first 40 nm, thereafter becoming very defective [74].

It was suggested that the breakdown in good quality epitaxial growth is related to
local stoichiometry imbalances in irradiated GaAs (that is, a departure from the
1:1 Ga:As ratio within volumes of the order of a couple of unit cells) and this
imbalance leads to extended defect formation during epitaxial growth. This beha-
viour was also found for IBIEC, where 1.5 MeV Ne ion irradiation at 75 °C can
induce epitaxy for thin amorphous layers but good quality epitaxy breaks down
after only about 15 nm of growth [72] as a result of a competing damaging process
under irradiation at 75 °C. In these early studies there was no TEM examination to
study the microstructure of the recrystallizing layers.

In Fig. 6.17more recent work is shown [69] which compares RBS and channelling
data with XTEM images for a pre-existing buried amorphous GaAs layer re-irradiated
with 600 keV Si ions (fluence 2.8 � 1016 cm−2) at 110 °C. The buried amorphous
layer was generated with 95 keV Si ion implantation to a fluence of 4.5 � 1016 cm−2

at 110 °C. The RBS and channelling spectra in (a) show that the re-irradiation has
caused the front edge of the amorphous layer to crystallize epitaxially whereas the
back edge has extended in depth suggesting layer-by-layer amorphization via IBIIA.
The XTEM image in (b), when compared with an image of the original amorphous
layer in (c), confirms IBIEC at the front interface and IBIIA at the back interface. It is
interesting that the channelling spectrum for the 600 keVSi irradiation alone indicates
quite a low damage level in GaAs. The interpretation of this behaviour is that: (i) the
energy deposition density for the 95 keV irradiation at 110 °C has resulted in the
nucleation and growth of a buried amorphous layer centred about the end-of-ion-range
by a fluence of 4.5 � 1016 cm−2; (ii) for the 600 keV irradiation alone, the
irradiation-induced defects at 110 °C are highly mobile and annihilation is efficient,
with little stable disorder generated; (iii) when the buried layer is re-irradiated with
600 keV ions the lower energy deposition density at the front interface fosters IBIEC
rather than defect accumulation at this interface, whereas at the back interface the
energy deposition density (defect generation rate) is high enough for defects to
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accumulate at this interface and lead to IBIIA. This overall behaviour confirms the fact
that small changes in energy deposition density close to Tc can change the behaviour
from amorphization to crystallization as was illustrated by the data in Fig. 6.15 of the
previous section.

6.5 Other Compound Semiconductors

6.5.1 SiC Near and Above Tc

In previous sections, it was shown that for semiconductors such as Si, Ge and GaAs,
there is a strong flux effect on accumulated damage and eventual amorphization as the
irradiation temperature approaches Tc. This effect is also observed for SiC, which was
shown in Chaps. 3 and 5 to be readily amorphized at room temperature. The flux effect
for 100 keV Si ion implantation of SiC at temperatures between 25 and 220 °C is
illustrated in Fig. 6.18 [75]. Here, the relative damage, as obtained from the nor-
malized damage peak height fromRBSand channelling data, is plotted as a function of
temperature for several ionfluxes in the range 1.9 � 1010 to 4.9 � 1013 cm−2 s−1. As
expected, the damage curves shift to higher temperatures with increasing flux in a
similar manner to the GaAs data shown previously in Fig. 6.15. Indeed, the dis-
placement of the half height of the curves with flux (around 25 °C for an order of
magnitude flux increase) is similar in both GaAs and SiC cases. The half height of the
curves in Fig. 6.18 is a measure of Tc which can be extracted and used to plot the ion

Fig. 6.17 a RBS and
channelling spectra showing
both layer-by-layer
amorphization and IBIEC in
GaAs; an initial buried
amorphous layer (triangles),
following a subsequent
600 keV Si ion irradiation
(squares), and the 600 keV
only irradiation (circles) at
110 °C, with a random
spectrum (diamonds).
The XTEM image in b shows
the original buried amorphous
layer after the subsequent
600 keV irradiation; and the
image in c is the original
buried amorphous layer only.
Adapted from [69]
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flux as a function of inverse temperature (1/Tc) to obtain an activation energy
(c.f. (3.28) in Chap. 3) for the crystalline-to-amorphous transition as for other semi-
conductors in previous sections of this chapter. Such data is shown in Fig. 6.19 from
which an activation energy of 1.3 eV is obtained.

It is interesting to ponder the significance of this activation energy, that is, which
defect interaction processes might lead to it. However, there has been considerable
discrepancy in the subsequent literature as to the activation energy related to the
amorphization kinetics in SiC. For example, for 1.1 MeV Al ion irradiation of SiC,
a study of the flux and temperature dependence of amorphization [76] found an
activation energy of 0.9 eV. These authors used (3.28) in Chap. 3 to obtain the
activation energy (Eth) from a single experimental Tc value and ion flux (U)
combination. They suggested that this procedure is not as rigorous as Eth obtained
by plotting a family of fluxes against 1/Tc as was the case in Fig. 6.19.
Nevertheless, the difference in measured activation energies for Si and Al ion
irradiation could suggest that there is an ion mass effect on activation energy for
SiC as was found for Si (see Sect. 6.2.3). Indeed, in a more recent paper [77], an
activation energy of 0.6 eV was found for amorphization of SiC using a range of
different ions (Ne, Ar, Xe and Au) at various energies. In this case, a specific Tc was
found for each ion species as the temperature at which the amorphization fluence
converged to infinity by plotting the critical fluence for amorphization as a function

Fig. 6.19 Plot of ion flux as
a function of inverse critical
temperature Tc for SiC which
is found from the half height
of the flux curves in Fig. 6.18.
Adapted from [75]

Fig. 6.18 Relative damage
from RBS and channelling as
a function of temperature for a
range of fluxes for 100 keV Si
ions to a constant fluence of
5 � 1014 cm−2 into SiC.
Adapted from [75]
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of temperature, similar to the plot for InP in Fig. 5.5a of Chap. 5. Again, (3.28) of
Chap. 3 was used to obtain the activation energy from a plot of damage rate as a
function of 1/Tc. The different activation energy obtained by this method strongly
suggests that there is not a single activation energy that describes the defect
interaction processes leading to amorphization in SiC, where different ion masses,
and hence the defect density within ion cascades, can strongly influence defect
stability and ultimate amorphization.

In terms of ion irradiation of SiC above Tc, as expected it is not possible to
render the material amorphous since the defect annihilation rate exceeds the defect
production rate. However, imperfect defect annihilation occurs and visible defect
clusters can be formed. An example of this situation is shown in Fig. 6.20 [78] for
dual irradiation with Si and C ions at 625 K. In this study Si ions were implanted at
105 keV and C ions at 45 keV to give the same depth (*75 nm) for the respective
peaks of the nuclear energy deposition distributions and a similar ion range
of *110 nm in both cases. The damage build-up and microstructure of the residual
disorder was examined as a function of dual ion fluence and Fig. 6.20a shows RBS
and channelling data. The disorder initially builds up with increasing fluence,
reaching a low saturation damage level in the range 1014–1016 cm−2. Thereafter, a
clear damage peak builds up rapidly with increasing fluence but does not reach the
random level, indicating that the formation of an amorphous layer is unlikely. Thus,
at this temperature range there is a two-stage damage build up: an initial region
where defect annihilation is efficient and a low saturation damage level results (<0.1
of the random level) that is stable up to a fluence of 1016 cm−2. Thereafter, disorder
increases rapidly with increasing fluence. The second stage disorder peak is close in
depth to the projected range of the ions, suggesting that it may be the excess Si and
C atoms in this region that trap and stabilize irradiation-induced defects.

Fig. 6.20 a RBS and channelling spectra showing the build-up of disorder with fluence (cm−2)
for dual Si and C irradiation at 625 K and at ion energies of 105 and 45 keV, respectively; the
random spectrum is the solid curve. b XTEM image of the damage band in SiC implanted with
Si/C ions to a total fluence of 2.6 � 1016 cm−2. The arrow indicates the ion beam direction.
Adapted from [78]
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Figure 6.20b shows the damage microstructure associated with the highest Si/C
fluence in Fig. 6.20a. This consists of a band of defect clusters around 65 nm wide,
consistent with the second stage disorder peak in the RBS spectra. Note that there is
near-damage-free material above and below the damage band. This damaging
behaviour in SiC at irradiation temperatures above Tc is very similar to behaviour
observed for Si in Fig. 6.1, where the residual disorder in terms of defect clusters in
otherwise good crystal is observed to build up around the end-of-ion-range.

6.5.2 IBIIA and IBIEC Behaviour in InP

Like binary compound semiconductors GaAs and SiC, InP is also easily amorphized
by ion irradiation at room temperature and exhibits significant dynamic annealing
above room temperature, as indicated in Chap. 5. As a result of the latter behaviour,
both IBIIA and IBIEC have been observed with respect to pre-existing amorphous
layers in InP. This is illustrated in Fig. 6.21a where the RBS and channelling spectra
show both layer-by-layer extension (IBIIA) and epitaxial crystallization (IBIEC) of a
195 nm amorphous InP layer following re-irradiation with 1.7 MeV Si ions at
temperatures below and above Tc, respectively [79]. At a temperature of 377 K the
amorphous layer is observed to thicken by about 20–25 nm, whereas at 396 K the
layer epitaxially regrows by around 40 nm. This behaviour is similar to that pre-
viously illustrated for Si in Sects. 6.2.2 and 6.2.3. Furthermore, it is possible to
establish the temperature (transition temperature, TR) at which the amorphous layer
neither grows nor shrinks under irradiation as a function of ion flux, from which an

Fig. 6.21 a RBS and channelling spectra showing IBIIA and IBIEC behaviour in InP. The
as-implanted spectrum shows an amorphous layer *200 nm formed by 300 keV Se ions to a
fluence of 1 � 1015 cm−2 at liquid nitrogen temperature. This layer was re-irradiated with
1.7 MeV Si ions (fluence, NI = 5 � 1015 cm−2; flux, j = 6 � 1011 cm−2 s−1) at temperatures of
377 and 396 K to induce IBIIA and IBIEC, respectively. b Activation energies obtained by
plotting the product of the square of the number of displaced atoms and flux ((Ndispl)

2j) against 1/T
for two cases, one where T = Tc, the critical temperature for amorphization (squares), and another
where T = TR, the transition temperature between IBIIA and IBIEC (triangles). Adapted from [79]
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activation energy can be found for the process. This is done in Fig. 6.21b where the
ion flux j (or actually j multiplied by the square of the number of displaced atoms per
ion) is plotted against 1/TR [79]. This yields an activation energy of 1.05 eV for the
processes that control the transition kinetics for InP. This plot and the extracted
activation energy are analogous to the plot for Si shown previously in Fig. 6.5,
where the region (or irradiation conditions) above the TR line relate to amorphization
and those below the line to crystallization under 1.7 MeV Si ion irradiation. It is also
possible to plot the disorder curves in InP for different ion masses and energies as a
function of ion fluence and flux at a range of temperatures, similar to Fig. 6.18 for
SiC or, more specifically Fig. 5.5 in Chap. 5 for InP. From such data a set of Tc

values can be extracted, along with the ion flux used in each case. This has been done
for InP for various ion masses in [80, 81] and the resultant Tc values and other
parameters have been used to plot (Ndispl)

2j against 1/Tc in Fig. 6.21b [79]. The
activation energy for amorphization obtained by this method is around 0.9 eV for
InP, which differs significantly from the activation energy of 1.05 eV that describes
TR for 1.7 MeV Si irradiation. Again this difference may indicate that, like Si and
SiC, there is no single activation energy for InP that describes amorphization and
IBIIA under a range of ion masses at elevated temperatures.

In light of the amorphization kinetics for binary semiconductors GaAs, SiC and
InP illustrated in this chapter, it is relevant to ask whether such data exists for other
binary semiconductors. In fact there is little extensive data that can be used to
ascertain whether a single activation energy or a range of activation energies exists
for amorphization kinetics in other compound semiconductors. For example, in
InAs, a plot like that in Fig. 6.21b has been constructed [79] but the authors are
careful to indicate that an activation energy of 0.85 eV extracted from TR values
obtained from several sources may not be representative of a single activation
energy for amorphization in InAs.

6.5.3 Ternary Semiconductors and Multilayers

In both this chapter and in Chap. 5, a comparison of GaAs and AlAs in terms of
ease of amorphization indicates that GaAs is easily amorphized at room temperature
whereas AlAs is subject to efficient dynamic annealing and resists amorphization
even at liquid helium temperatures. Indeed, it is clear that III-V compounds with Ga
and In as the group III element are easily amorphized but Al-based materials
strongly resist amorphization [82]. Thus, it is interesting to examine the amor-
phization behaviour of ternary compounds of varying composition such as AlxGa1
−xAs materials. Typical behaviour is illustrated in Fig. 6.22, where the threshold
fluence for amorphization (Tc) for 90 keV Si ions is shown across the entire Al
composition range for various AlxGa1−xAs materials [83]. The implantations were
carried out at liquid nitrogen temperature and the amorphization threshold fluences
were obtained from RBS and channelling data. As expected, the critical fluence is
low (*3 � 1013 cm−2) for GaAs and rises steadily with Al content in the alloy to a
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critical fluence of close to 1016 cm−2 for AlAs. This indicates that the defect
annihilation efficiency is very sensitive to the Al concentration in the alloy. It was
also shown in this study [83] that, in the intermediate composition range, disorder
builds up in the form of defect clusters that act to nucleate the amorphous phase at
higher fluences, whereas for the highest Al content materials, well defined dislo-
cations are observed for fluences of the order of 1 � 1015 cm−2 and above. It is
unclear whether these extended defects then act as nucleation sites for the amor-
phous phase or whether the high concentration of the implanted species (Si) plays
the major role in seeding amorphization. Furthermore, it was found that the
threshold fluence for amorphization was very sensitive to the implantation flux for
the mid to high Al concentrations, suggesting that, for these alloys, there is a close
balance between the rates of defect production and defect annihilation for liquid
nitrogen temperature bombardment. It is interesting that this threshold fluence for
amorphization with keV ions as a function of alloy composition is qualitatively
similar to the case for MeV ion irradiation [84].

Since AlAs and GaAs are subject to very different defect interaction and anni-
hilation processes under ion bombardment, it is interesting to examine disordering
of multilayer GaAs/AlxGa1−xAs materials. Typical ion disordering behaviour is
illustrated by the RBS and channelling spectra in Fig. 6.23 for two different mul-
tilayer arrangements [85] irradiated with 1 MeV Si ions at liquid nitrogen tem-
perature. Figure 6.23a shows the case for a GaAs layer sandwiched between two
Al0.5Ga0.5As layers and Fig. 6.23b shows the opposite case of Al0.5Ga0.5As
between two GaAs layers. As might be expected, GaAs is readily amorphized but
amorphization is considerably suppressed in the Al0.5Ga0.5As layers. Indeed, the
proximity of one layer can affect the disorder build up near the interface in the
other. For example, a fluence of 3 � 1014 cm−2 causes almost complete amor-
phization in the thicker buried GaAs layer in panel (a) but the thin surface GaAs
layer in panel (b) is far from amorphous at the same fluence, noting that a fluence of
1 � 1014 cm−2 is sufficient to totally amorphize a bulk GaAs substrate. It has been
suggested [83–87] that this behaviour results from mobile defects in the
Al0.5Ga0.5As layers suppressing amorphization close to the interface in adjacent
GaAs layers. Note also that the back edge of the buried GaAs layer (arrowed in

Fig. 6.22 Critical threshold
for amorphization (Tc) for
90 keV Si implantation of
AlxGa1−xAs alloys of various
composition at liquid nitrogen
temperatures. Adapted
from [83]
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Fig. 6.23a) is not completely amorphous, again caused by the proximity of the
underlying Al0.5Ga0.5As layer.

In addition, close to the interface in Al0.5Ga0.5As, disorder builds up rapidly with
fluence once the adjacent GaAs layer becomes amorphous (note the disorder near
the back Al0.5Ga0.5As interface in panel (b) for the highest fluence).

A further example of disordering in a ternary III-V semiconductor is shown in
Fig. 6.24 for an AlxGa1−xN material, again with varying Al content [88]. In this case
the various alloy compositions were implanted with 300 keV Au ions at 20 °C. It is
interesting to note from Chap. 5 that GaN is difficult to amorphize as a result of
efficient dynamic annealing even at significantly below room temperature. Despite
this strong dynamic annealing, GaN can be rendered amorphous at room temperature
by Au ion implantation [82] but amorphization is nucleated from the surface in this
case rather than at the peak of the nuclear energy deposition distribution at a fluence
of around 1 � 1015 cm−2. AlN is even more difficult to amorphize than GaN [82]
and, as the alloy becomes more Al rich, this would be expected to suppress amor-
phization. Indeed, the data in Fig. 6.24 supports this assertion. It turns out that even

Fig. 6.23 RBS and channelling spectra showing the ion damage for 1 MeV Si irradiation at 77 K
of: a an Al0.5Ga0.5As/GaAs/Al0.5Ga0.5As/GaAs multilayer for various fluences as indicated; and
b a GaAs/Al0.5Ga0.5As/GaAs multilayer for various fluences as indicated. Adapted from [85]

Fig. 6.24 The fluence
dependence of maximum
relative disorder extracted
from RBS and channelling
spectra in the bulk defect peak
region for AlxGa1−xN samples
bombarded with 300 keV Au
ions at 20 °C. The Al content
(x) in different samples is
given in the figure. Adapted
from [88]
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as little as 5 % Al in the alloy has a dramatic effect on disorder build up and ultimate
amorphization. The peak disorder at the depth of maximum nuclear energy depo-
sition for GaN in Fig. 6.24 increases to a 50 % saturation level by a fluence of
6 � 1014 cm−2 and thereafter amorphization from the surface takes over. However,
for a 5 % Al alloy this surface amorphization is completely suppressed and amor-
phization in the bulk occurs via a two stage process as has been illustrated for GaN.
For this 5 % Al composition, full amorphization occurs at around 3 � 1015 cm−2,
catalysed by seeding at dislocations and/or the implanted Au [82]. At higher Al
contents, dynamic annealing is more efficient in both suppressing the initial disorder
build up to saturation and the eventual amorphization at higher fluences. For
example, compositions of 40 and 50 % Al do not reach the 50 % damage saturation
level until a fluence of around 3 � 1015 cm−2 and full amorphization does not occur
until fluences above 2 � 1016 cm−2 at which the implanted Au almost certainly has
a major role in seeding amorphization.

6.5.4 Unusual Swelling and Erosion Behaviour in Ion
Implanted GaN

Although GaN exhibits strong dynamic annealing even at temperatures as low as
15 K (see Chap. 5), it is still possible to form amorphous layers at high fluences.
However, the nature of damage build up is very much dependent on temperature,
ion mass and ion flux even at temperatures at and below room temperature [82].
Typically, whereas amorphous layers formed at 15 K are nucleated close to the
maximum in the nuclear energy deposition density with sufficiently high fluence, at
liquid nitrogen and room temperatures strong nucleation of amorphous layers
directly at the surface occurs. In these higher temperature irradiations the surface
amorphous layer is observed to extend layer-by-layer with increasing fluence before
a buried amorphous layer is nucleated at the depth of maximum nuclear energy
deposition at higher fluences. The temperature, ion flux and ion mass dependence of
the nucleation and growth of these surface and deeper amorphous layers in GaN has
been reviewed in Chap. 5 and in [82]. This aspect will not be discussed further here
but some anomalies associated with swelling and erosion of GaN under bom-
bardment at elevated temperatures will be treated.

Figure 6.25 illustrates the surface swelling of GaN that can be observed at liquid
nitrogen temperatures under high fluences of heavy ions [89]. In this case, 2 MeV
Au implantation leads to substantial swelling of the surface shown in Fig. 6.25a
beyond a fluence of 1015 cm−2 (measured by the step height between unimplanted
and implanted surface regions from AFM). It was found that the swelling began
following the formation of an amorphous layer continuous to the GaN surface.
Figure 6.24b shows a XTEM image of a sample following a fluence of 1016 cm−2

that clearly indicates pronounced porosity in an amorphous GaN surface layer, with
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the presence of voids or gas bubbles within this layer. Indeed, it has been proposed
[82, 89, 90] that the porosity arises as follows: (i) an amorphous layer is first formed
under heavy ion irradiation; (ii) beam-induced dissociation of amorphous GaN
occurs at higher fluences leading to the formation of N2-rich gas bubbles; and
(iii) continued bombardment leads to surface craters as the bubbles intersect the
surface and a highly porous structure evolves with a decidedly rough surface. It has
been proposed [82] that swelling and porosity only occur in amorphous GaN layers
and is a general phenomenon for ion irradiation of amorphous layers to high
fluences at and above liquid nitrogen temperatures. However, the phenomenon is
difficult to observe under keV ion irradiation cases since fluences well above
1016 cm−2 are required and the scale of the swelling is small, requiring AFM and
XTEM examination to verify the presence of porosity.

It is further interesting to examine the behaviour of GaN under irradiation above
room temperature where amorphization may be expected to be suppressed. Indeed,
at elevated irradiation temperatures, amorphization is inhibited and the build-up of
ion-induced disorder is very much suppressed as a result of extremely efficient
dynamic annealing and defect annihilation [82, 91]. For example, a study of the
disordering of GaN at 550 °C with 300 keV Au ions [91] found that the disorder
built up with fluence, as measured by RBS and channelling, reached a saturation
level of about 50 % of the random level at a fluence of around 6 � 1014 cm−2. The
microstructure of such residual damage is shown by the XTEM images in Fig. 6.26
under two diffracting conditions to highlight different defects [91]. The images in
Fig. 6.26a, c illustrate point defect clusters in the near surface region that grow and
coarsen with increasing fluence. In Fig. 6.26b, d the XTEM images indicate the
presence of a band of planar defects parallel to the basal plane of the GaN substrate.
Again the concentration of these defects is observed to increase with increasing
fluence. This type of defect structure for elevated temperature irradiation of GaN is
typical for a wide range of ions and implantation conditions [82]. In fact, it is
somewhat surprising that this type of defect structure is also observed at much

Fig. 6.25 a Swelling as measured by surface step height for 2 MeV Au irradiation of GaN at
liquid nitrogen temperature as a function of fluence. b XTEM image of a sample bombarded as in
a to a fluence of 1 � 1016 cm−2. Adapted from [89]
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lower temperatures, even at liquid nitrogen temperature prior to eventual amor-
phization [82]. Indeed, it would seem that the strong dynamic annealing in GaN
leads to substantial but not perfect defect annihilation and some defect clustering
into point defects and planar defects occurs at all temperatures. However, defect
clustering is more prominent at low temperatures and such defects act as nucleation
centres for amorphous layer formation at and below room temperature. At elevated
temperatures, disorder builds up to a saturation defect level that decreases with
increasing irradiation temperature, with no amorphous layer formation in this case.

Despite the fact that amorphization does not occur for irradiation at sufficiently
high temperatures, a related phenomenon to ion-induced porosity in amorphous GaN,
namely that of efficient ion-induced surface erosion, does occur. This phenomenon is
illustrated in Fig. 6.27, again for 300 keV Au irradiation at 550 °C [91]. In this case
the step height between implanted and unimplanted regions of the GaN substrate

Fig. 6.26 Dark-field XTEM
images [a, c g = 0002* and b,
d g = 1100*] of GaN
irradiated at 550 °C with
300 keV Au ions at fluences
of 6 � 1014 cm−2 [a and
b] and 4 � 1015 cm−2 [c and
d]. Adapted from [91]

Fig. 6.27 Fluence
dependence of the step height
between implanted and
unimplanted regions of GaN
irradiated with 300 keV Au
ions at 550 °C. Adapted from
[91]
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measured by AFM showed an anomalously high etching rate beyond fluences of
3 � 1015 cm−2 [91]. For example, it is observed that a fluence of 1 � 1016 Au cm−2

results in the erosion of a 100 nm thick GaN surface layer (sputtering yield around
100). It is clear that ballistic sputtering mechanisms alone cannot account for such a
large sputtering yield and it has been proposed that this anomalous surface erosion can
be attributed to a three-step process of: (i) the build-up of disorder with increasing ion
fluence; (ii) thermally and ion-beam-induced decomposition of a heavily damaged
GaN near-surface layer at high fluences; and (iii) ion-beam-induced erosion or
evaporation of such a dissociated, N-deficient and Ga-rich surface layer [91].
Comparing the elevated temperature anomalous erosion process with the swelling
phenomenon in amorphous GaN under irradiation at lower temperatures, both pro-
cesses appear to originate with ion-induced dissociation of GaN but swelling occurs if
the temperature is sufficiently low such that N-rich regions form gas bubbles, whereas
anomalous erosion occurs at sufficiently high temperatures where N is lost and
evaporation of a Ga-rich surface occurs.

In light of the anomalous erosion behaviour shown above, it is interesting to
examine the behaviour of pre-existing amorphous GaN layers under elevated tem-
perature bombardment. For example, in many other semiconductors, it has been
shown in previous sections of this chapter that IBIEC occurs if the temperature is
sufficiently high during subsequent ion bombardment. In Fig. 6.28, it is shown that
such re-irradiation of amorphous GaN layers leads to a reduction in the amorphous
layer thickness, a process that is accelerated with increasing temperature. However,
this process is not IBIEC behaviour but rather anomalous surface erosion [92]. In
this particular case, an amorphous layer of around 200 nm thickness was first formed
by 900 keV Au ions at liquid nitrogen temperature to a fluence of 4 � 1015 cm−2.
Under such conditions the amorphous layer was not porous, such behaviour
requiring appreciably higher fluences. This sample was subsequently re-irradiated
with 2 MeV Cu ions at temperatures above room temperature to a range of fluences
up to 3 � 1016 cm−2. RBS and channelling data showed that the thickness of the
amorphous layer decreased with increasing Cu ion fluence at all temperatures above
room temperature, suggesting IBIEC behaviour as shown in Fig. 6.28. However,

Fig. 6.28 Arrhenius plot of
the rate of surface erosion
(corresponding to the
reduction in amorphous layer
thickness) for 2 MeV Cu ion
irradiation of a pre-existing
amorphous layer in GaN to a
fluence of 1016 cm−2.
Adapted from [92]
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AFM measurements of the step height between Cu irradiated and unirradiated
regions on the sample indicated that the effect was totally a result of anomalous
surface erosion rather than IBIEC. Furthermore, XTEM measurements confirmed a
porous-like structure and a very rough surface after elevated temperature Cu irra-
diation [92]. The erosion rate at 500 °C was around 100 nm corresponding to a
sputtering yield of around 100 atoms per ion, again far exceeding that from ballistic
sputtering, and similar in magnitude to that for irradiation of crystalline GaN shown
in Fig. 6.27. It turns out that the amorphous GaN layer partly recrystallizes thermally
to a polycrystalline layer at 500 °C [92], whereas at the lower temperatures it
remains essentially amorphous during heating. For extraction of sputtering rates at
lower temperatures, the Arrhenius plot is a little misleading, with the sputtering yield
rising from around 30 at 200 °C, still well beyond ballistic sputtering values, to
around 80 by 400 °C where the original Au-implanted layer that remains after the Cu
irradiation is still amorphous. Thus, both crystalline and amorphous GaN are subject
to anomalous erosion during elevated temperature bombardment, a process that is
likely to arise from ion-induced near-surface dissociation and evaporation of a
resulting Ga-rich surface.

6.5.5 ZnO Microstructure Following Irradiation

In Chap. 5, it was stated that, as a II-VI semiconductor, ZnO is almost impossible to
amorphize at any irradiation temperature. This is true except for cases with specific
ion species at very high fluences in which there can be a chemical effect that acts to
stabilize the formation of an amorphous phase. One such ion species is Si, where it has
been found that greater than about 10 atomic % of implanted Si in the ZnO lattice can
foster the nucleation of an amorphous layer during liquid nitrogen temperature
implantation [93]. However, normally the dynamic annealing and defect annihilation
rates of irradiation-induced damage are so efficient in ZnO that amorphization is
completely suppressed even at very high fluence implantation at liquid helium tem-
peratures. Indeed, the stable defects that form in ZnO build up via a two stage process
as measured by RBS and channelling (see Fig. 5.27a in Chap. 5) but the saturation
damage iswell below the random (or amorphization) level. Such residual damage is in
the form of defect clusters and eventually planar defects [93] similar to the case of
GaN. This microstructure is illustrated by XTEM in Fig. 6.29a, b [93] for 60 keV Si
ions implanted into ZnO at liquid nitrogen temperature.

In this case, Fig. 6.29a, b illustrate the typical defects at low to medium fluences
(specifically 7 � 1015 cm−2), where a dense band of point defect clusters and
planar defects are observed. The particular diffracting conditions in Fig. 6.29b
indicate that the planar defects are concentrated in a band between 30 and 70 nm
from the surface, with the surface region free of such defects but containing a high
density of clusters. Similar to the GaN case in Fig. 6.26, the planar defects are
parallel to the ZnO basal plane. However, when the Si implantation fluence is
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increased to 8 � 1016 cm−2 the formation of an amorphous ZnO(Si) layer is
obtained, as shown in Fig. 6.29c, d. In this case the Si concentration peak in ZnO is
around 15 atomic % and an amorphous layer of around 70 nm thick is obtained,
confirmed by selected area diffraction analysis. The amorphous layer is somewhat
continuous up to the surface but detailed analysis [93] shows that there are very
small pockets of crystalline material within this essentially amorphous layer.
Comparison of the XTEM and RBS and channelling results from this study [93] has
shown that the disorder builds up beyond the end-of-ion-range where an excess of
implant-generated interstitials and/or a high concentration of the implanted species
may be expected. This region appears to stabilize the build-up of further defects
with increasing fluence. At a critical fluence, associated with the Si concentration
exceeding a particular concentration, an amorphous layer is seeded as a result of
chemical effects associated with a high Si concentration in the ZnO lattice, as
previously discussed in detail for such chemical effects in GaN [94]. It is interesting
that the amorphous layer is not totally continuous in ZnO and this may suggest a
locally non-uniform Si concentration and/or Si precipitation.

6.6 Summary and Conclusions

This chapter has focussed on ion-induced disordering, amorphization and crystal-
lization behaviour in a range of semiconductors at elevated temperatures close to
the critical temperature Tc for amorphization. The class of semiconductors which
are easily amorphized at room temperature, such as Si, Ge, GaAs, InP and SiC are

Fig. 6.29 Dark-field XTEM
images under two different
diffracting conditions for ZnO
bombarded with 60 keV Si
ions (beam flux
1.2 � 1013 cm−2 s−1) to
fluences of 7 � 1015 cm−2

[a and b] and 8 � 1016 cm−2

[c and d] at liquid nitrogen
temperatures. Adapted from
[93]
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treated in some detail to illustrate the nature of amorphization when the rate of
dynamic annealing closely balances the defect production rate, as well as IBIIA and
IBIEC processes. In addition, other semiconductors have been treated in less detail
to illustrate disorder microstructures in materials such as: (i) GaN, which is a class
of semiconductors that is subject to strong dynamic annealing during ion irradiation
even at sub-liquid nitrogen temperatures but still can be amorphized; and (ii) a II-VI
material, ZnO, which cannot normally be amorphized under any moderate-fluence
irradiation conditions. Finally, some interesting cross-layer defect interactions are
illustrated for multilayers. Table 6.1 summarizes the various behaviours highlighted
in this chapter for a range of elemental and binary compound semiconductors.

It can be seen in Table 6.1 that the easily amorphizable semiconductors exhibit a
range of Tc values that are all close to and above room temperature. However, under
the same irradiation conditions (temperature, ion flux and ion mass) they do not
amorphize at the same ion fluence, with Ge being the easiest to amorphize, then
InP, SiC, and GaAs, followed by Si.

This behaviour does not only indicate that dynamic annealing is stronger in
semiconductors which need higher fluences to amorphize them but that the density
of collision cascades also plays a role in determining the critical fluence for
amorphization. For all of these semiconductors, disorder is found to build up via a
two stage process close to Tc, first the build-up of defect clusters to saturation, with

Table 6.1 Summary of amorphization and crystallization behaviour below and above Tc in a
range of semiconductors that can be amorphized under ion irradiation

Semiconductor Tc

range (K)
Amorphous nucleation IBIIA

Eth (eV)
IBIEC
range

IBIEC
Ei (eV)

Si 260–590
[12]

End-of-range defects,
defect bands, surfaces
[8]

0.5–0.7
[12]

400–
680 K [37]

0.2–0.4
[37]

Ge 300–450
[52, 54]

Probably end-of-range
defects, surfaces

1.16 but
only one
case [54]

Occurs but
not
determined

0.82 [54]

GaAs 230–400
[66]

End-of-range defects,
defect bands, surfaces
[69]

0.9 [66] Occurs but
not
determined

Not
determined

InP 330–460
[79]

Probably end-of-range
defects and surfaces
[81]

0.9–1.5
[79]

Occurs but
not
determined

Not
determined

SiC 220–420
[75, 77]

End-of-range defects,
clusters, surfaces [75,
78]

0.6–1.3
[75, 77]

Not
measured

Not
determined

GaN – End-of-range defects
(low temps), impurities,
surfaces; but often
porous

Not
determined

Does not
occur:
surface
erosion

–

ZnO – At high Si impurity
concentrations >10 %
only

Not
determined

Probably
does not
occur

–
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amorphization occurring in the second stage. In such cases amorphization is
nucleation-limited and is seeded from either end-of-range defects, defect bands,
surfaces and interfaces, or at regions of high impurity concentration, as outlined in
the Table. This is the regime where ion flux and temperature can subtly change
defect generation rate and defect annihilation rate, respectively. Tipping this bal-
ance between these processes can enhance or inhibit amorphization very sensi-
tively. In this regime the defect interaction processes are very complex and it is
impossible to model damage build up and amorphization using the treatments in
previous chapters, such as Chaps. 3 and 5. Once an amorphous phase is nucleated
close to Tc, essentially all semiconductors exhibit layer-by-layer amorphization via
IBIIA with increasing fluence, as also shown in Table 6.1. The amorphization
kinetics associated with this process is characterized by a single or mostly multiple
activation energies (Eth). For Si, multiple activation energies for different ion mass
and temperature regimes suggest that a range of defect interaction processes are
operative. Such is probably the case for Ge, InP and SiC but there is insufficient
data to be conclusive. It is only GaAs that appears to exhibit a single activation
energy of 0.9 eV but this has not as yet been correlated with a particular defect
interaction process that controls amorphization. At temperatures above Tc, IBIEC
has been demonstrated in Si, Ge, GaAs and InP but only studied in detail for Si,
where again there are multiple activation energies (Ei) characterizing this process in
different ion mass and temperature regimes. In this case it is possible to say that it is
defects generated precisely at the amorphous-crystalline interface under ion irra-
diation that are responsible for IBIEC but it is not possible to isolate the specific
defect interactions controlling IBIEC. The situation is less clear for the other
semiconductors where less data are available.

For GaN, although amorphous layers can be nucleated at relatively high ion
fluences at end-of-range defects, impurities and surfaces, there have been no
measurements of Tc. Indeed, the amorphous layer so produced can develop a
decidedly porous structure and excessive surface swelling with extended bom-
bardment. This process has been shown to relate to ion-induced dissociation and the
formation of N-rich gas bubbles in amorphous GaN. Furthermore, at temperatures
above room temperature, GaN (in both crystalline and amorphous form) exhibits
anomalous erosion that is related to ion-induced dissociation and evaporative loss
of a Ga-rich surface. Such effects prohibit any measurements of IBIEC in GaN. For
ZnO, ion-induced amorphization is normally not possible under any ion irradiation
conditions except very high impurity concentrations of some species such as Si.

It was also shown in this chapter that ternary compounds such as AlxGa1−xAs
and AlxGa1−xN are more resistant to disordering and amorphization at the high Al
concentration side of the composition range than for high Ga concentrations.
Furthermore, it was shown that only 5 % of Al added to GaN is sufficient to
completely suppress surface nucleation of an amorphous phase for liquid nitrogen
temperature irradiation. For GaAs/AlxGa1−xAs multilayers, in addition to much
easier amorphization of Ga-rich layers, it is more difficult to amorphize GaAs layers
adjacent to high Al content layers as a result of mobile defect interactions across the
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interface. However, when the Ga-rich layer is ultimately amorphized, disorder
builds up at the interface in an adjacent Al-rich layer.
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Chapter 7
Defect Accumulation, Amorphization
and Nanostructure Modification
of Ceramics

Yanwen Zhang and William J. Weber

Abstract A long-standing objective in materials research is to understand and
control the dynamic response of ceramic structures to energy deposition from
irradiation. The design of radiation tolerant materials and creation of new functional
materials by ion beam modification demand a comprehensive understanding and
predictive models of energy deposition, transfer and exchange processes within and
between the electronic and atomic subsystems. The exchange of energy between
electrons and ions can act to dampen the ionic motion, to inhibit or enhance defect
production, or to reduce damage accumulation. Understanding the materials
response to both electronic and nuclear energy deposition is a challenge of materials
science in diverse fields.

7.1 Introduction

The response of ceramics, such as carbides, nitrides and oxides, to energy depo-
sition from energetic ions is inherently connected with a disturbance of the atomic
structure of the materials (radiation damage). Such energy deposition initiates rich
sets of interactions and dynamic processes that are possible on the energy land-
scape. Ion implantation is a tool to create kinetically stable non-equilibrium defects
and metastable phases, which allows the investigation of behaviors and properties
of materials far from equilibrium. Understanding of damage accumulation, phase
transformation and structural modification processes in ceramics using ion beams
has evolved over the past several decades, and ion beam methods are well
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established as a quantifiable tool to synthesize and modify materials for a wide
range of research and applications. A comprehensive understanding of the rela-
tionship between irradiation conditions and the corresponding damage is essential
to the application of ion beams, to ion-beam processing and modification of
materials, as well as in mimicking the effects of radiation in natural radioactive
minerals and in ceramics for a broad range of nuclear applications and space
exploration.

The irradiation of ceramics with ion beams can lead to defect accumulation,
phase transformations and structural modifications that can dramatically alter the
physical and chemical properties of the materials. The irradiation-induced
crystalline-to-amorphous transformation, or amorphization, is the most significant
phase transformation in ceramics. For a given material, the kind and concentration
of irradiation damage produced, the nature of the structural modifications and phase
transformations depend on the irradiation conditions (ion mass, energy, fluence,
flux, and irradiation temperature), as well as any post-irradiation treatment.

In this chapter, damage accumulation, phase changes and structural modification
in ceramics due to low and intermediate energy ions (from a few hundred keV to
tens of MeV) are reviewed (swift heavy ion effects are the subject of Chap. 8).
In this energy range, the study of irradiation effects has been primarily focused on
elastic collisions between atoms initiated by energy transfer from incident ions to
target atoms through nuclear energy loss (stopping power), while less attention has
been given to the effects of electronic energy loss. The first part of the chapter (in
this Sect. 7.1) provides a general introduction to irradiation effects in ceramics. The
nature of defect structures produced directly in a single ion event and the unique
nature of collision cascades in ceramics, due to separate and distinct sublattices,
are discussed in part two (Sect. 7.2). This section also includes the results of
molecular dynamics simulations. While many ceramic structures, such as the
fluorite structure, are relatively resistant to amorphization, other ceramic structures,
including perovskites, pyrochlores, apatite, are highly susceptible to irradiation-
induced amorphization or order-disorder transformations. The application of
models to describe damage formation, how the structural modifications are driven
to phase transformations, as well as the analysis and interpretation of experimental
data (beyond that shown in Chap. 3) are illustrated in several examples in the third
part (Sect. 7.3) of the chapter. Ionization-induced damage annealing or ionization-
enhanced amorphization, including examples of such effects observed in carbides
and oxides, will be discussed in part four (Sect. 7.4) of this chapter. A fifth section
on Structural Modifications in Nanostructured Ceramic Matrices (Sect. 7.5)
is devoted to structural modifications that include evolution of nanostructures
and microstructures, grain growth, ion-beam annealing, and structural phase
transformations. Finally, the main aspects of the chapter are reviewed in the con-
cluding summary (Sect. 7.6).
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7.2 Energy Deposition Processes in Crystalline Ceramics

Irradiation of materials by energetic ions has been under intensive investigation for
many decades, due to the unique possibility of controllable modification of material
properties. It is well established experimentally and through the development of
theoretical models that ions incident on target materials transfer their energy to two
subsystems, namely the atomic and electronic subsystems, through the nuclear and
electronic stopping powers. Many dedicated experiments have evaluated electronic
stopping power. The resulting values as functions of the velocity of a moving atom
inside the matrix were summarized in a vast data set by Ziegler et al. [1] for all
commonly studied monoatomic materials along with a significant number of
compounds. For many device and industrial applications, ion range and doping
concentration are commonly estimated using the widely accepted Stopping and
Range of Ions in Matter (SRIM) [1] code. This code provides a general description
of the energy transfer paths from the ion to electrons and atomic nuclei in irradiated
materials. For example, SRIM calculations are often used to relate ion fluence
(number of ions per unit area given by the product of ion flux / and time t) to a
damage profile (dose as a function of depth) resulting from energetic ions. Such
damage profiles are given in terms of the local displacements per atom (dpa) as a
function of depth using the SRIM code, as explained in Chap. 3. Depending on the
material systems or individual research groups, the irradiation-induced damage
profiles are calculated with the Kinchin-Pease damage calculation model or under
full-cascade simulations. While ion fluence is defined as the total number of ions
that intersect a unit area in a specific time interval of interest and has units of cm−2,
the ion dose is essentially a local energy deposition density to the electrons and
atomic nuclei, which are each expressed separately. The total energy transferred to
electrons from both the incident ions and the resulting atomic recoils is described as
the ionization dose, while the total energy that only goes into displacing atoms is
described as the damage energy and is often converted to the unit of dpa. Studying
the dose dependence of irradiation response provides insights into the nature of
ion-solid interaction processes and reveals mechanisms of disordering. The elec-
tronic and nuclear energy losses of the incident high-energy ions as a function of
depth can be calculated using SRIM under a quick calculation of energy deposition.
The assumed sample density in the calculations can be based on either experi-
mentally determined values or the theoretical density. The threshold displacement
energy for a monoatomic substrate or the respective threshold displacement ener-
gies for the different sublattices of a compound target are a few tens eV, which may
be calculated or measured. In the case of complex materials, the values commonly
suggested by the SRIM code may be used, but only with extreme caution, since
these are primarily based on elemental targets. For complex materials, bonding
types often change the threshold displacement energies, as compared to elemental
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values. Accurate values of threshold displacement energies, particularly for com-
plex materials, are critical for reliable prediction of damage on different sublattices.

Accurate information on energy transfer from energetic ions to materials is
essential for fundamental research, electronic and optical device fabrication, and
prediction of the performance of materials subject to high radiation environments.
While the electronic stopping powers for light ions have been extensively measured
and validated in elemental targets and simple compounds, the measurement of
electronic stopping powers for heavy ions, especially for very heavy ions (such as Pt
and Au), at low to medium energy ranges has been a long-standing challenge. Recent
experimental results have shown considerable errors in the SRIM predictions for the
stopping of heavy ions in compounds containing light elements. For example, the
SRIM predictions on both the damage profile and the Au implantation profile in SiC
irradiated with Au ions are much shallower than the experimental results [2–4]. The
disagreement between the SRIM predictions and experimental results has also been
observed in GaN [5]. Sigmund [6] has suggested that the electronic stopping cross
section may be determined from the inverted ion-target system by applying the
concept of reciprocity. The principle of reciprocity is based on the invariance of the
inelastic excitation in ion-atom collisions against interchange of the projectile and
target. Reciprocity is applicable in the low velocity regime, where the projectiles are
neutral and the probability for electron loss is small. Good agreement between the
reciprocity prediction and experimental stopping results has been reported [4].
Comparison of the electronic stopping cross section predicted by the SRIM code and
with the reciprocity approach suggests that the SRIM predicted electronic stopping
power can be overestimated by a factor of *2 in the energy ranging up
to *20 keV/u (energy per nucleon) [2, 3]. Refinement in theory and models will
demand accurate stopping data over a wide range of ion masses and energies.

The deposition of energy by external energetic particles (e.g., ions, electrons,
neutrons, and cosmic rays) to crystalline ceramics may cause the formation of
defects in both the atomic and electronic structures. When energetic particles, such
as ions, penetrate a material, energy and momentum are transferred from the
energetic particles to the target electrons and atomic nuclei (energy deposition
to the electronic and atomic sublattices). Kinetic energy transfers to the atomic
nuclei can result in displacement of atoms from their original sites. As the energy
transferred from single collision is often many times greater than the binding
energy, the target atoms can be displaced from their lattice site. Moreover, the
lattice atoms displaced by incident ions become primary knock-on atoms (PKAs)
that may have sufficient energy to displace other additional target atoms, creating a
cascade of atomic collisions that result in a locally high concentration of
atomic-scale defects in the structure. Energy transfers to the target electrons pro-
duces electron-hole pairs that can result in the formation of charged defects,
localized electronic excitations, rupture of covalent and ionic bonds, enhanced
defect and atomic diffusion, increased free energy, changes in phase transformation
dynamics, as well as formation of atomic-scale defects.

Much of the work on radiation effects in ceramics has focused on atomic col-
lision processes [7–11], in terms of defect formation, migration, recombination, and
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microstructure evolution. The effects of ionization (electronic excitations) [12–16]
and the coupled effects of ionization and atomic dynamics on material behavior are
not well understood and have become an important area of research [17]. In this
section, we will describe the damage production, including primary damage state,
unique nature of separate and distinct sublattices, effects of electronic energy loss,
and coupled effects of ionization and atomic dynamics on material behavior.

7.2.1 Damage Production from Atomic Collision Processes

While damage production in the intermediate ion regime includes energy transfer to
both electrons and atomic nuclei, many irradiation effects are the result of defects
produced primarily from atomic collision processes, and the loss of energy to
electrons has been considered to have a negligible effect. When an energetic ion
passes through material, the energy deposited to atomic recoils can be just sufficient
to produce simple interstitial-vacancy (Frenkel) pairs or large enough to result in a
cascade of elastic collisions producing a locally high concentration of defects. In
some ceramics, the energy of the recoil is sufficient to cause ballistic melting,
resulting in the formation of an amorphous core in the cascade [18]. The basic
processes of defect and damage production by ballistic collisions on the atomic
structure are fairly well understood. Energy transfer processes between atoms due to
nuclear energy loss are reasonably well described by a screened interatomic potential,
and the entire energy cascade (temporal and spatial characteristics) can be simulated
by computational approaches, such as empirical potential molecular dynamics (MD).

The existence of two or more distinct sublattices in ceramics leads to a greater
number of defects than in elemental semiconductors, such as Si and Ge. In simple
binary carbide and nitride ceramics, such as SiC or AlN, there are two types of
interstitials (in various defect configurations), two types of vacancies and two types
of anti-site defects. In simple binary oxides, such as ZrO2, there are cation (Zr) and
anion (O) interstitials and vacancies on both the Zr and O sublattices; however,
antisite defects are generally unstable due to Coulomb repulsion. In more complex
oxides with multiple cations and cation sublattices, the number of interstitial and
vacancy types increases, and in structures with ordered cation sublattices, cation
anti-site defects result in cation disorder. In both simple and complex oxide
ceramics, electro-neutrality is often a constraint on defect complexes. More dis-
cussion on chemical effects can be found in Sect. 7.3.2.

7.2.2 Effects of Electronic Energy Loss

While understanding irradiation damage from elastic collision events is much better
understood, some recent research has emphasized the effects of electronic energy
loss on both damage production and damage accumulation processes [19–27]. In
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most ion irradiation events, target electrons absorb a significant portion of the
energy from the incoming ions (from a few percent up to a dominant amount). In
the case of intermediate energy ions, from approximately 1 to 100 keV/u, this
electronic energy loss has essentially been ignored in the past because of the
common assumption that this energy is largely dissipated locally as a thermal spike,
which is transported away without noticeable effects on the atomic structure. In the
case of swift heavy ions (>1 MeV/u), however, the energy dissipation is sufficient
to cause a thermal spike that results in the formation of amorphous tracks in many
ceramic oxides. Recent studies have shown that in the intermediate energy regime,
the thermal spike from electronic energy deposition is sufficient to induce damage
production or damage annealing. Electronic excitations induced by ionization
energy losses in materials can also cause trapping of electrons or holes at defects, as
well as local changes in bonding and free energy. These effects can lead to per-
manent bond breakage and accompanying defect production in the atomic structure
(solid-state radiolysis), local changes in barriers to atomic diffusion, and phase
instabilities. Under extreme ion fluxes available in the laboratory today, some
electronic excitations from ionization can have lifetimes in the order of the time
between events. As a result, a steady-state concentration of electronic excitations
can exist, which has a significant effect on the evolution of microstructure, phase
changes, and thermodynamic properties in materials. In addition, such localized
excitation can influence the complex interaction of materials with the environment.

7.2.3 Coupled Effects of Ionization and Atomic Dynamics

With a few exceptions, interpretations of irradiation effects in ceramics have often
focused on collision cascade processes at low and intermediate energies and on
electronic energy loss processes at high energies typical of swift heavy ions. This
generally means that nuclear and electronic damage effects are investigated sepa-
rately, and the response of materials to energy deposition is assumed through inde-
pendent and non-correlated defect dynamic processes. Commonly, material response
to kinetic energy transfer to atomic nuclei has been investigated at keV to MeV ion
energies, where the density of defect production increases as the ion loses energy in
penetrating the target material. However, except at very low energies, the electronic
energy loss of intermediate energy ions can be much larger than the nuclear energy
loss (or more specifically the local damage energy). This means that the electronic
energy loss can affect defect production and damage accumulation processes. The
coupling of nuclear and electronic energy deposition processes can lead to additive,
competitive (recovery) and synergistic effects on defect production and evolution.

Currently, simulation and modeling of radiation effects in materials primarily
focus only on processes occurring in the atomic structure. There is little under-
standing of how ionization creates defects directly or affects the kinetics of atomic
processes through enhanced defect diffusion or atomic mobility. Consequently,
there is a great need for revolutionary advances in understanding and modeling of
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radiation effects that address the consequences of ionization and the coupled
dynamics of electronic and atomic processes from charged-particle irradiation. New
computational and experimental approaches are needed to develop predictive
models to correctly describe the separate and coupled effects of electronic and
nuclear energy loss.

7.3 Damage Accumulation

7.3.1 Defect Accumulation

The accumulation of defects produced by collision cascades represents the earliest
stages of damage accumulation. If the defects are immobile and the structure is
stable, irradiation damage results in a steady state concentration of defects that is
maintained by simple interstitial-vacancy recombination processes, as discussed in
Chap. 3. An example of such defect accumulation process is illustrated in Fig. 7.1,
where the relative lattice parameter change, Da/a0, measured by X-ray diffraction is
plotted as a function of ion fluence for polycrystalline CeO2, UO2 and PuO2 with
the stable fluorite structure [28]. The change in lattice parameter is proportional to
the defect concentration and follows the simple exponential ingrowth model given
by the expression:

Da=a0 ¼ A½1� expð�B/tÞ�; ð7:1Þ

where A is the saturation value for the change in lattice parameter, B is related to
the cross section for defect production and the recombination rate, and /t is the ion
fluence (see (3.6) and accompanying text in Chap. 3). Even if defect accumulation
leads to phase changes or evolution of microstructure, such as dislocation loops, the
early state of defect accumulation often follows this exponential ingrowth model,
which is used in deconvolution of more complex damage accumulation behavior,
where both defect accumulation and amorphization are occurring simultaneously.

Fig. 7.1 Lattice parameter
change Da/a0 versus ion
fluence in polycrystalline
CeO2, UO2 and PuO2 due to
alpha particle irradiation at
room temperature [28]
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It is worth noting that the saturation levels are different for the polycrystalline
oxides, which may reflect the intrinsically greater radiation resistance in PuO2 versus
CeO2 in terms of less volume swelling in PuO2. Moreover, a lower saturation level is
observed in the polycrystalline UO2 than in the case of single crystalline UO2

(Fig. 3.5 Chap. 3). One of the contributing factors to these differences may be the
additional grain boundaries that can act as defect sinks to enhance defect annihila-
tion. Ion beam modification of nanocrystalline, polycrystalline, single crystal, and
thin film ceramics is one of the frontiers of material research. It can be used to control
and tailor defect dynamics, structural stability, and exceptional size-dependent
electronic, optical and magnetic properties of functional materials.

7.3.2 Irradiation-Induced Phase Transformations

Irradiation-induced phase transformations in ceramics are of considerable interest,
both fundamentally and technologically [29–34]. As discussed in Chap. 3, the
models describing these transformations are somewhat similar and are generally
defined in terms of the fraction of material transformed, comparable to what is
generally measured experimentally. The dynamics of phase transformation in
crystalline ceramics are defined by competing reaction rate processes: those that
drive the transformation and those that drive the recovery of the transformation. In
the case of the irradiation-induced crystalline-to-amorphous transformation,
irradiation-induced defect accumulation and direct in-cascade amorphization are the
primary driving forces. Irradiation- and thermal-induced defect recovery and
recrystallization processes, however, compete with the amorphization processes. In
ordered semiconductors and oxide ceramics, irradiation-induced chemical disor-
dering from anti-site defect formation competes with irradiation-induced ordering.
These irradiation-induced phase transformations occur homogeneously or hetero-
geneously, and often occur only below a critical temperature that is dependent on
the irradiation conditions.

7.3.2.1 Chemical Effects on Resistance to Amorphization

Materials can have identical or similar structure, but are different chemically, hence
in bonding type. These chemical effects may lead to remarkable differences in
resistance to amorphization. Oxides with similar structure can exhibit different
damage and amorphization behavior [9, 35–37].

In the study of radiation tolerance of complex oxides, pyrochlore compositions
display distinctive responses to ion beam-induced amorphization, depending on the
chemical composition [35, 38]. Pyrochlore materials, in the A2B2O7 crystal structure,
have remarkable elemental versatility. Considerable self-radiation damage from alpha
decay in actinide-bearing phases can result in amorphization, macroscopic swelling
and order-of-magnitude increases in dissolution rates [39, 40]. These changes in
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structure and chemical durability affect long-term performance of actinide waste
forms. Radiation studies of actinide-doped, synthesized or natural pyrochlores indi-
cate that pyrochlores with Ti, Nb, and Ta as the major B-site cations become amor-
phous as a result of the gradual accumulation of cascade damage. For example, all of
the titanate pyrochlores are readily amorphized by ion beam irradiation at a relatively
low fluence. Gd2Ti2O7 can be amorphized at *0.2 dpa under room temperature
600 keV Ar+ irradiation [41], which is consistent with the result from 244Cm-doped
(3 wt%) Gd2Ti2O7 with an amorphization dose of *0.16 dpa [42] and swift heavy
ion irradiations [43, 44]. Damage evolution on the Sm and O sublattices in Sm2Ti2O7

single crystals irradiated with 1 MeV Au2+ ions at 170, 300, and 700 K have been
studied using Rutherford backscattering spectroscopy and 16O(d,p)17O nuclear
reaction analysis [10]. The critical dose for amorphization at 170 and 300 K
is *0.14 dpa. The rate of damage accumulation at 700 K decreases dramatically due
to significant dynamic recovery, and a higher amorphization dose of *0.22 dpa is
observed under irradiation at 700 K. The results from the ion irradiation studies are in
agreement with the in situ TEM results for polycrystalline Sm2Ti2O7 irradiated with
600 keV Bi+ ions [39]. Damage evolution at room temperature in Ho2Ti2O7 single
crystals has also been studied under 1 MeV Au2+ ion irradiation [45]. The relative
disorder at the damage peak on the Ho sublattice increases nonlinearly with the dose,
approaching a fully amorphous state at a dose of *0.12 dpa. While the critical dose
for amorphization under 1 MeV Au2+ irradiation at room temperature is similar for
both Ho2Ti2O7 and Sm2Ti2O7 [10, 39], a slower damage accumulation rate for
Ho2Ti2O7, as compared with damage evolution in Sm2Ti2O7, is mainly attributed to a
lower effective cross section for defect-stimulated amorphization [39]. With
increasing ionic radius of theA-site cation, fromLu3+ (0.098 nm) toGd3+ (0.106 nm),
the critical temperature for amorphization, above which the material will not be
amorphized, increases from 480 K (for Lu2Ti2O7) to 1120 K (for Gd2Ti2O7) [46, 47]
under Kr+ ion irradiation; however, the critical temperature for these materials is
nearly constant (1000 K) under heavy ion irradiation [7]. Zirconate pyrochlores are
generally resistant to radiation-induced amorphization, and both Gd2Zr2O7 and
Er2Zr2O7 remain crystalline at doses as high as 100 dpa at cryogenic temperatures
[9, 41]. Sickafus et al. [9] point out that fluorite crystal structure should accept
radiation-induced defects into their lattices far more readily than a structurally similar
pyrochlore crystal structure; therefore, fluorites are inherentlymore radiation resistant
than pyrochlores. Sickafus et al. [9] have, however, proposed that complex oxides,
which possess both complex chemistry and structure that provide an inherent
propensity to accommodate lattice disorder, should be able to resist lattice instability
in the presence of a displacive radiation environment.

In contrast to Sickafus’ hypothesis, Trachenko et al. [36] suggests that the type
of interatomic force may hold the key to radiation performance. He proposes that
the ability to form a short-range covalent network leads to damage stabilization and
makes a material more readily amorphizable by radiation damage. Long-range high
ionicity, on the other hand, results in higher resistance. Examples supporting his
argument include SiO2, TiO2, and GeO2. Crystalline SiO2 is easily amorphizable,
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and TiO2 is more resistant than SiO2 and GeO2, which is attributed to the larger
ionicity of the bonding in TiO2 than in the classical network formers SiO2 and
GeO2. Trachenko has further demonstrated that complex titanates (such as per-
ovskites CaTiO3, SrTiO3, BaTiO3, pyrochlores Gd2Ti2O7, Sm2Ti2O7, Eu2Ti2O7,
Y2Ti2O7, zirconolite CaZrTi2O7) are readily amorphizable by radiation damage,
due to disordering of the covalent Ti-O-Ti bonds. On the other hand, binary oxides
MgO, ZrO2 and Al2O3 are known to be highly resistant to amorphization by
radiation damage, which Trachenko attributes to the high ionicity of these binary
oxides [36]. The same argument, high ionicity of Zr–O bond, is used to explain the
extreme resistance of zirconate oxides Gd2Zr2O7, Sm2Zr2O7, Nd2Zr2O7, Ce2Zr2O7

and Er2Zr2O7. Trachenko further proposes that the resistance to amorphization of a
complex (non-metallic) material is defined by the competition between the
short-range covalent and long-range ionic forces.

Chemical effects on resistance to amorphization are still an open research topic.
While Sickafus and his co-workers [9] focus on the role of atoms on the cation
sublattice, Trachenko et al. [36] call attention to the bonding types. The two con-
cepts are related to each other, and some consistencies are observed. As discussed
above, Ti is able to form disordered covalent Ti–O–Ti bonds, which is taken by
Trachenko et al. [36] as the underlying mechanism for the radiation-sensitivity of
complex oxides containing Ti. For the same amount of energy deposited by ions,
the materials dissipate the energy differently due to the bonding types (chemical
effects). This is consistent with the suggestion of Sickafus et al. [9] that the
Ti-containing pyrochlores have the highest cation antisite defect energy, which is
responsible for the low probability of the natural transition from the ordered pyr-
ochlore structure to the disordered defect-fluorite structure in A2B2O7 materials.
Results show that if this phase transition does not occur naturally, the material more
readily forms radiation-induced defects and can be more easily amorphized.

7.3.2.2 Amorphization in Complex Oxides

In crystalline ceramics, as the number of incident ions (ion fluence) increases, the
individual damaged regions begin to overlap, and damage accumulation in single
crystals can be readily followed by Rutherford backscattering spectrometry
(RBS) (see Sect. 5.2) and nuclear reaction analysis (NRA) along a major crystal
direction over a wide range of ion fluences and temperatures. Irradiation-induced
damage in crystalline samples can be quantified utilizing the channeling technique.
If a crystal contains displaced lattice atoms, the backscatter yield resulting from
direct backscattering and dechanneling of the probing ions due to the interaction
with the displaced atoms will increase with increasing concentration of displaced
atoms. For example, the damage accumulation in Sm2Ti2O7 single crystals irradi-
ated with 1.0 MeV Au2+ ions [48], as measured by RBS channeling along
the <001> direction, is shown in Fig. 7.2. Because the backscattering yield due to
the ion-implantation-induced disordering is much more evident from the Sm sub-
lattice, all analyses of cation disordering were performed on that part of the RBS
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spectrum. The depth profiles of the relative Sm disorder were determined from the
RBS spectra using an iterative procedure [49–51], which provided a more reliable
determination than the linear dechanneling approximation often employed. The
emergence of the damage peak at a low ion fluence of 2.0 � 1012 cm−2 indicates
the presence of disorder due to locally displaced atoms. The relative Sm disorder
increases with ion fluence at each depth, and the amorphous state is defined as
achieving a relative disorder of 1.0, where the crystalline structure is so highly
disordered that the resulting aligned backscattering yield overlaps with the random
spectrum. The implantation-induced disorder profile has a peak located at about
100 nm, and full amorphization at the damage peak is observed for a fluence of
4 � 1013 cm−2. For most irradiation damage, especially at early stages [52], the
damage peak is located at the maximum in the damage profile, as shown in Fig. 7.2.
As discussed earlier in Sect. 7.2 of this chapter, one should also note the large error
predicted by the SRIM predictions in damage and implanted ion profiles. This error
is the direct result of the inaccurate prediction of electronic stopping powers of
heavy ions in targets containing light elements, such as C, N or O [2–6]. SRIM
results can underestimate the depth of the damage region, due to the overestimation
of the electronic stopping powers, in ion irradiation studies where heavy ions with
energies up to a few MeVs are utilized to create a damage layer for ion beam
analysis and microstructural characterization.

Under the right conditions, relative disorder on both cation and anion sublattices
can be determined using a combination of RBS and NRA along channeling
directions. The relative O disorder is generally provided from NRA, using the 16O
(d,p)17O reaction along a channeling direction, and determined from the ratio of
aligned spectra to random spectra and correcting for the background-dechanneling
fraction. In the case of Sm2Ti2O7 single crystals irradiated at room temperature, the
relative disorder induced by Au ion irradiation has been determined on both the Sm
and O sublattices [10]. The relative disorder on both the Sm and O sublattices at the
damage peak are shown in Fig. 7.3 as a function of the local dose at the damage
peak. In other words, the relative disorder values in Fig. 7.3 are taken from the

Fig. 7.2 Damage profiles on
the Sm sublattice in
Sm2Ti2O7 single crystal
following 1 MeV Au ion
irradiation at 300 K to ion
fluences from 2.0 � 1012 to
4 � 1013 ions/cm2 [48]
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profiles in Fig. 7.2 at *100 nm, where the maximum disordering rate occurs. For
each ion fluence, the local dose at the damage peak, in dpa, can be determined using
the Stopping and Range of Ions in Matter (SRIM) 2003 code [1] under full-cascade
mode, assuming a theoretical density of 6.305 g cm−3 and threshold displacement
energies of 50 eV for Sm, Ti, and O atoms, respectively. The conversion factor at
the damage peak from ion fluence (1014 Au+ cm−2) to dose (in dpa) is 0.45 [10].
The results in Fig. 7.3 indicate that the atomic disorder on both the Sm and O
sublattices increases nonlinearly with dose, eventually achieving a fully amorphous
state. Significantly more O disorder, as compared with the Sm disorder, is primarily
attributed to a lower displacement energy for the O sublattice.

7.3.3 Modelling Amorphization

Various approaches exist for modeling disorder accumulation (see Chap. 3). Disorder
accumulation is usually studied at the depth of the damage peak, where displacement
damage is dominant due to the maximum in nuclear energy deposition and where
amorphization will generally first appear, unaffected by the lower damage accumu-
lation at other depths. Ion-induced damage accumulation can be described by a dis-
order accumulation model [53, 54]. In this model, amorphous nuclei are directly
produced within a cascade, and the irradiation-induced point defects accumulate and
stimulate further amorphization at the crystalline-amorphous interfaces. As discussed
in Sect. 3.5, the total irradiation-induced damage fraction, fd, generally consists of two
contributions at relatively low irradiation temperatures: the irradiation-induced
amorphous fraction, fa, and the relative defect fraction, fdef. In the case of disorder
accumulation, these contributions are from irradiation-induced interstitials and small
interstitial clusters in the residual crystalline regions [11], which must be weighted by
the fraction of residual crystalline volume (1 − fa). The expression for fd is given by:

Fig. 7.3 Relative disorder at
the damage peak on both the
Sm and O sublattices as a
function of local dose for
Sm2Ti2O7 single crystals
irradiated with 1.0 MeV Au+

ions at 300 K [10]. Solid lines
are fits of (7.2) to the data,
using (7.3) and (7.4)
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fd ¼ fa þ fdef 1� fað Þ; ð7:2Þ

(similar to (3.35) in Sect. 3.5). While the amorphous fraction fa is well described
using a direct-impact, defect-stimulated (DI/DS) model for amorphization [55], the
formation and accumulation of point defects or defect clusters, fdef, depend on
defect properties in the residual crystalline material [56, 57]. The two contributions
to the damage fraction, fa and fdef, are given by the expressions:

fa ¼ 1� ðra þrsÞ = frs þraexp½ðra þrsÞ/t�g; ð7:3Þ

which was derived in Sect. 3.5 (3.21), and

fdef ¼ fs½1� expð�B/tÞ�; ð7:4Þ

which is similar to (7.1) described earlier, where ra is the amorphization cross
section, rs is the effective cross section for defect-stimulated amorphization, and fs
is the relative defect fraction at saturation. Because the local damage production rate
generally varies with depth, as well as with ion mass and energy, the analysis of
experimental data is often carried out in terms of the local atomic displacement
dose, rd/t, in unit of dpa, as discussed in Chap. 3, where rd is the local atomic
displacement cross section (per atom). As discussed earlier, RBS along a chan-
neling direction of single crystals is often used, and fd is the measured relative
disorder at the damage peak for one or more major compositional elements. For
example, the disorder accumulation on the Si sublattice at the damage peak as a
function of local dose is shown in Fig. 7.4 for SiC irradiated at room temperature
with 550 keV Si ions [58]. The solid line is a fit of the disorder accumulation model
(7.2) to the data using (7.3) and (7.4). These results show that the contribution of
defects to disordering is dominant at low doses, while the contribution of the
amorphous material dominates at higher doses due to the decrease in crystalline
fraction.
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At elevated irradiation temperatures, instantaneous recombination of interstitials
and vacancies is enhanced, and irradiation-induced defects become more mobile. At
temperatures close to the critical temperature for amorphization, mobile defects can
precipitate to form two-dimensional extended defect clusters that contribute to both
damage accumulation and measured disorder, as well as to reducing the local strain.
Under these conditions, an additional term should be added to (7.2) that is pro-
portional to the relative cluster fraction, fc, to account for the effect of extended
defect clusters on measured damage fraction. Such cluster formation depends on the
mobile defect concentration and a steady-state saturation value that is closely
related to the irradiation temperature. Unlike point defects and amorphous domains,
the contribution of extended defect clusters to a measured property change, such as
disorder, varies considerably with size, orientation and cluster fraction. In the case
of relative disorder, as measured by RBS, the contribution of extended defect
clusters to disorder can be considered to follow behavior similar to (7.4) and also
weighted by the fraction of residual crystalline volume, (1 − fa). Under these
assumptions, the contribution from extended clusters to relative disorder is pro-
portional to fc and given by Sfc, where S is a proportionality constant, and the
relative contribution to measured disorder from accumulation of extended defects
can be expressed as:

Sfc ¼ Sfc
�½1� expð�Rrd/tÞ� 1� fað Þ; ð7:5Þ

where Sfc* is the saturation value for relative cluster disorder, and R is proportional
to a probability for clustering.

7.3.4 Effect of Temperature

The models portrayed above represent simple descriptions of the
irradiation-induced amorphization process without any consideration for kinetics.
During irradiation at elevated temperatures, simultaneous recovery processes can
compete with damage production processes, and the rate of amorphization will
depend on the relative magnitude of the rates of production and recovery processes
under any given irradiation conditions. Damage production processes directly
depend on the damage rate or ion flux; thus, both damage rates and temperature
affect the kinetics of amorphization. The simultaneous damage recovery processes
are associated with point defect recombination or annihilation at defect clusters in
the crystalline state, point defect annihilation at crystalline/amorphous (c/a) inter-
faces or at grain boundaries (GBs), epitaxial recrystallization at c/a interfaces, or
nucleation and growth recrystallization in the bulk of the amorphous state.
Obviously, if the rate of amorphization is less than the damage recovery rate at any
temperature, amorphization will not proceed.

An example of the disorder accumulation on both the Si and C sublattices in
4H-SiC at the damage peak as a function of dose is shown in Fig. 7.5 over the
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temperature range from 150 to 450 K [53]. The solid lines are fits of the disorder
accumulation model, (7.2) to the data, using (7.3)–(7.5). The model fit parameters
[53] change dramatically with increasing temperature due to defect recombination,
defect diffusion to sinks, and formation of defect clusters. The results in Fig. 7.5
illustrate a general behavior for damage accumulation that the relative rate of
disorder decreases with temperature. Under these irradiation conditions, the dis-
ordering behavior of the Si and C sublattices is similar; however, a slightly higher
level of disorder is observed on the C sublattice at low doses, which may be due
to the lower threshold displacement energy for C in SiC that is predicted by MD
simulations [59–61].

The temperature dependence of the irradiation dose to achieve a relative disorder
level of 0.92 for both the Si and C sublattices, as determined from the data shown in
Fig. 7.5, is used to reflect the critical dose for amorphization as a function of
temperature. The value of 0.92 was chosen because the exponential dependence of
the disorder on dose increases the error in defining a dose for complete amor-
phization as the disorder approaches 1.0. Varying the disorder level from 0.90 to
0.95, the shape of the curve as a function of temperature stays largely unchanged.
The temperature-dependence of the critical dose for amorphization in 4H-SiC under
1.1 MeV Al2

2+ irradiation is shown in Fig. 7.6, which clearly shows the increase in
dose with irradiation temperature. The significant increase at 450 K indicates that
this temperature is just below the critical temperature for amorphization in 4H-SiC
under the Al irradiation conditions. At 450 K, the dynamic damage recovery pro-
cesses (e.g., recombination of interstitials and vacancies) nearly balance the
irradiation-induced damage production processes, which lead to a slower rate of
damage accumulation [62]. As a result, a much higher dose is needed to achieve an
equivalent level of damage. As the irradiation temperature approaches the critical
temperature for amorphization, cluster formation has a major influence on disorder
accumulation, and ion flux plays an important role in dislocation loop formation.
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Dislocation loops, which are formed under high ion flux irradiations, act as sinks for
point defects that reduce the disorder accumulation rate.

In situ transmission electron microscopy (TEM) has been extensively used to
investigate the temperature dependence of amorphization in single crystal and
polycrystalline ceramics for nearly 25 years [63, 64]. In this method, a transmission
electron microscope is coupled to an ion accelerator, and the ion beam passes
through the electron-transparent specimens. The dependence of the critical amor-
phization dose on temperature, as measured by in situ TEM, is shown in Fig. 7.7 for
several ATiO3 perovskite-type structures (A = Sr, Ca and Ba) irradiated with
800 keV Kr ions [65]. Under these irradiation conditions, the critical temperature
for amorphization changes with the A site cation. Such compositional dependence
of the critical temperature for amorphization is commonly observed in complex
oxide ceramics. With the in situ TEM technique, it is also possible to vary the ion
species to increase or decrease the ion mass, which can affect the recoil spectra
along the ion path, thereby changing the local displacement density per ion, as well
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as the local electronic energy loss. In the case of SrTiO3 irradiated with either
800 keV Kr or 800 keV Xe ions, as shown in Fig. 7.8, a higher dose for amor-
phization may be suggested for Kr than for Xe at room temperature and higher;
however, the temperature dependence of amorphization, within experimental error,
is independent of the ion mass used. While the in situ TEM technique is very
convenient, the use of high-energy ions to pass through the specimens can result in
significant electronic energy loss that may affect the kinetics of amorphization, as
discussed further in the next section.

7.3.5 Effect of Electronic Energy Loss on Amorphization

In situ TEM is a very powerful technique to monitor damage accumulation and
amorphization processes during irradiation. Many of these studies are carried out
using a single ion species at intermediate energies, such as Kr ions, that produce a
relatively flat damage profile and pass completely through the TEM specimen.
Under such irradiation conditions, the ion species and energy are often invariant in
many studies, and while the ratio of electronic to nuclear energy loss can be quite
high, any effect of the high electronic energy loss may be overlooked. Surprisingly,
there have been only a few studies in which different ions and energies have been
used to vary the ratio of energy loss to electrons and atomic nuclei.

One example of these studies is shown in Fig. 7.8, where the temperature
dependence of amorphization in SrTiO3 is relatively insensitive to the change in the
ratio of electronic to nuclear energy loss, estimated at *30 nm below the surface
using the SRIM code, in going from 800 keV Kr ions (*0.6) to 800 keV Xe ions
(0.3). Another material that exhibits similar insensitivity to the ratio of electronic to
nuclear energy loss is Gd2Ti2O7 [7]. However, other in situ TEM studies have
demonstrated that the dynamic irradiation response of some materials is sensitive to
variations in the ratio of electronic to nuclear energy loss [23]. These include SiC
[24], Ca2La8(SiO4)6O2 [24, 66], and Gd2ZrTiO7 [7]. In these cases, it is commonly
observed that the increase in dose for complete amorphization with temperature is
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dependent of the ratio of electronic to nuclear stopping, which enhances dynamic
recovery processes at elevated temperatures. Figure 7.9 illustrates that, for the case
of Gd2ZrTiO7 with the pyrochlore structure, there is an increase in the dose for
amorphization and a significant decrease in the critical temperature with decreasing
ion mass, which has been attributed to the increasing ratio of electronic to nuclear
energy loss. This behavior is in marked contrast to that shown in Fig. 7.8 for
SrTiO3 or reported for Gd2Ti2O7 pyrochlore [7], which suggests that this sensitivity
to electronic energy loss is very dependent on composition.

7.4 Ionization-Induced Annealing
and Ionization-Enhanced Amorphization

7.4.1 Ionization-Induced Annealing: Single Beam
Experiments

A long-standing objective in materials research is to find innovative ways to remove
pre-existing damage and heal fabrication-induced defects or environmentally-
induced defects in materials. Ion beams provide several approaches to induce
annealing processes. Epitaxial crystallization of damaged or amorphous layers can
be induced by irradiation at elevated temperatures using low-energy ions in the
nuclear dominated regime. This epitaxial crystallization process, referred to as
ion-induced epitaxial crystallization (IBIEC), is driven by the diffusion of point
defects created by elastic collision processes. The advantage of this technique is that
it generally occurs at temperatures that are lower than those necessary for
crystallization by thermally-activated solid phase epitaxy [67], although elevated
temperatures are still required. For example, IBIEC of an amorphous SrTiO3 layer,
110 nm thick, on single crystal SrTiO3 can be readily induced by irradiation with
Ne+ or Ar+ ions with energies from 200 keV to 2 MeV at 473 K [68]. The crys-
tallization rate increased with ion mass and energy, and the quality of the layers
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recrystallized by IBIEC at 473 K were comparable to those thermally recrystallized
by solid phase epitaxy at 623 K.

At high energies where electronic energy loss is dominant, swift heavy ion
induced epitaxial crystallization (SHIBIEC) at room temperature has been observed
for damaged and amorphous layers in 6H-SiC [20] and 3C-SiC [21, 69], using
827 MeV Pb+ ions and 870 MeV Pb+ ions, respectively. Molecular dynamics
simulations, based on the thermal spike model, have been successfully used to
model the crystallization process for both a fully amorphous layer and a partially
disordered layer in 3C-SiC due to 870 MeV Pb+ ions [21, 69, 70]. The high
electronic energy loss (33 keV/nm) from the 870 MeV Pb ions is largely trans-
ferred to the atomic structure via electron-phonon coupling, which results in a local
thermal spike that can exceed the melting temperature for several picoseconds (see
Chap. 2). This thermal spike results in incremental epitaxial crystallization from
neighboring crystalline regions. At high ion fluences, complete recrystallization of
partially disordered layers in 6H-SiC are observed experimentally [20].

The ionization-induced crystallization observed at high energies for the
SHIBIEC process has also been observed at much lower intermediate energies in
SiC and some oxide ceramics. In 4H-SiC, ionization-induced annealing of
pre-existing damage has been recently observed at room temperature using 21 MeV
Si+ or Ni+ ions, with a relatively low electronic energy loss of 5 or 8 keV/nm,
respectively [26]. This is clearly demonstrated in the ion channeling spectra along
the <0001> direction of the pre-damaged samples before and after 21 MeV Ni
irradiation, as shown in Fig. 7.10. In these ion-channeling measurements, 3.5 MeV
He with a scattering angle of 155° was chosen, so that the interaction between He
ions and the C atoms is above the Coulomb barrier and non-Rutherford backscat-
tering spectrometry (NRBS) analysis with much higher scattering cross section
becomes possible. As a consequence, the backscattering yield from C atoms is
significantly enhanced. This combination of RBS and NRBS analysis enables

Fig. 7.10 RBS spectra along the <0001> direction in SiC for the pre-damaged sample (solid black
line) and after ion annealing (triangles) with 21 MeV Ni ions at room temperature to ion fluences
of a 1014 and b 1015 ions/cm2. The virgin (defect free) and random spectra (solid gray lines) are
included. The initial damage state and Ni-induced recovery on both Si and C sublattices are
evident by the RBS yield changes around channel 220 and 830 for the C and Si damage peak
region, respectively
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quantification of the disorder on both the Si and C sublattices from a single
channeling backscattering measurement. As observed in Fig. 7.10, nearly full
recovery of the buried damage layer occurs following irradiation to 1015 ions/cm2.
This ion annealing process in SiC may have implications for annealing
ion-implantation defects or defects from thin film processing in SiC-based devices.

Ionization-induced epitaxial crystallization of an amorphous layer in fluorapatite,
Ca10(PO4)6F2, occurs at room temperature using 0.3–3.2 MeV alpha particles, and
the recovery rate per ion increased with increasing electronic energy loss, i.e.
increasing ion energy [71]. Similar epitaxial crystallization of a buried amorphous
layer has been observed in a silicate apatite, Sr2Nd8(SiO4)6O2, when irradiated with
2 MeV alpha particles at room temperature [66], as shown in Fig. 7.11, which is
consistent with the observed sensitivity of silicate apatite compositions to
ionization-induced annealing [24, 66]. In both these studies on apatite structures,
the electronic energy loss of the alpha particles is less than 0.5 keV/nm, which is
unusually low for such a dramatic effect. It is unclear whether the epitaxial crys-
tallization induced by the alpha particles in these two studies is due to a thermal
spike or enhanced defect mobility due to localized excitations or charged defects.
This ionization-induced annealing from alpha particles has potential implications
for reducing the accumulation of radiation damage in nuclear waste forms.

7.4.2 Ion-Induced Annealing: Dual Beam Irradiations

Dual and triple beam irradiation capabilities were initially developed in the 1970s
for investigating the response of materials to fusion radiation environments, where
the 14 MeV fusion neutron spectra would produce energetic PKAs, as well as
hydrogen and helium from nuclear reactions [72]. In these studies, irradiations were
carried out using a metal self-ion beam, along with simultaneous implantation of
hydrogen and helium. While such studies continue today in the development of
radiation tolerant materials for nuclear environments, the use of dual ion beams also
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has advantages in maintaining stoichiometry in ceramics by co-implantation of
metal and oxygen (or carbon/nitrogen) ions.

Recently, irradiation studies have been conducted using dual ion beams simul-
taneously, where one ion (700 keV I+) is in the high nuclear dominant energy loss
regime, and the other ion (36 MeV W+) is in the high electronic energy loss regime,
in order to investigate the dynamics between nuclear and electronic energy loss
processes [25, 73]. Single beam irradiations, sequential beam irradiations, and
simultaneous beam irradiations have been conducted to quantify the separate and
combined effects of the dual beams. In yttria-stabilized zirconia (YSZ), the disorder
produced under simultaneous dual beam irradiation is simply an additive sum of the
disorder produced by the separate ions, which is consistent with recent observations
on irradiation-induced grain growth [22]. In Gd2Ti2O7, the combined effect of
simultaneous dual beam irradiation is unclear, since this material is very sensitive to
both nuclear and electronic damage processes. In the case of SiC and MgO,
simultaneous dual beam irradiation decreases the disordering rate below that
induced by only I+ ions.

7.4.3 Ionization-Enhanced Amorphization

Ionization-induced annealing or ionization-enhanced amorphization is strongly
material dependent. Such ionization-enhanced effects have been reported for
semiconductors and ceramics, as in the case of InP, GaAs, Si3N4, SiC and SrTiO3

[25, 27, 74–76], and some examples are discussed in Chaps. 8 and 9.
To highlight the magnitude of such effects, a colossal synergistic effect observed

in SrTiO3 is described here. In a separate effects study to quantify the interaction of
ionization energy loss with pre-existing atomic defects created by low-energy ions
[77], single crystals of SrTiO3 have been pre-damaged with 900 keV Au ions at
7° off the (100) direction at 300 K to produce a range of damage states from elastic
energy loss. As shown in Fig. 7.12a, a fractional disorder of *0.29 at the damage
peak region has been produced as the pre-damage state. Both undamaged and
the pre-damaged single crystals have been subsequently irradiated to different
ion fluences with 21 MeV Ni ions, which have a high electron energy loss of
9.5–10 keV/nm and a very low nuclear energy loss of 0.09 keV/nm across the
pre-damaged thickness. The RBS results in Fig. 7.12a show that the electronic
energy deposition from 21 MeV Ni ions leads to rapid amorphization due to the
formation of nanometer-sized amorphous tracks only in the narrow region where
pre-existing defects exist; whereas tracks are not produced under similar irradiation
conditions in the absence of pre-existing defects. Large scale molecular dynamics
(MD) simulations (7 million atoms) of ion track formation in SrTiO3, as illustrated
in Fig. 7.12b, have been performed using a simulation cell with and without any
defects [77]. Scanning transmission electron microscopy (STEM) with high angle
annular dark field (HAADF) imaging has also been used to characterize the irra-
diated samples (with a pre-damage level of *0.07), and a circular ion track with an
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amorphous core of *2 nm is clearly visible in Fig. 7.12c [77]. Track size, struc-
ture, and interfacial strain from the MD simulations can be directly compared to the
STEM image, as illustrated in Fig. 7.12. This synergistic effect significantly
decreases the electronic energy loss threshold for amorphous track formation to
much lower values (below 10 keV/nm) than previously suggested by swift heavy
ion irradiations with electronic energy loss values from 20 to 50 keV/nm (92 MeV
Xe to 2.0 GeV U ions) [78, 79]. Due to differences in thermal stabilities of the
defects and the amorphous tracks, thermal annealing may lead to isolated amor-
phous tracks or pillars embedded in a highly crystalline matrix.

Such observation necessitates the reinterpretation of data on irradiation induced
amorphization in SrTiO3 and other materials at intermediate energies. Since
amorphous tracks can be produced using intermediate energy ions, which are
widely available in research and industry, this effect of ionization-enhanced
amorphization provides a new pathway for the exploitation of such tracks in SrTiO3

substrates and thin films.

7.5 Structural Modifications in Nanostructured Ceramic
Matrices

Due to the remarkable variations in electrical, optical and magnetic properties,
nanoscale science and engineering have attracted increasing academic and indus-
trial interest. Nanostructured materials with building blocks in the 1–100 nm size
are one of the new classes of materials that have attracted increasing attention over
the past two decades [80–86]. The properties of materials can be engineered as

(a) (b) (c)

Fig. 7.12 a RBS/C spectra along [100] direction of a pre-damaged SrTiO3 irradiated with
21 MeV Ni ions. The pre-damaged sample has a relative disorder level of 0.29 and the fluence of
the Ni ion irradiation ranges from 0.005 to 0.2 ions/nm2. bMD simulation of 21 MeV Ni ion track
formed in SrTiO3 using a simulation cell containing 1 % Frenkel pairs. c A scanning transmission
electron microscopy (STEM) image. The high angular annular dark field image of ion track in
pre-damaged SrTiO3 (a relative disorder level of 0.07) is taken with 200 keV electrons showing an
amorphous core of ion track produced by irradiation with 21 MeV Ni ions to a fluence of
0.02 ions/nm2 [77]
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systems of confined low dimensionality, such as embedded nanoparticles (metallic,
semiconducting or dielectric) in a crystalline or amorphous matrix, nanocrytalline
materials, and nanolayered materials based on multi-component layers or single
component materials with intrinsic nanolayers (for example, stacking faults or twins
with nanoscale separation). The ability of altering the physical, electronic, optical
and magnetic properties by merely changing the size of the embedded nanoparticles
makes them very flexible for tailoring the properties or functionality of nanocom-
posites to a broad range of applications. Nanocrystalline oxides, with nanoscale
grain sizes compared to their microcrystalline counterparts, are of great interest due
to the stability of metastable or high-temperature phases on the nanoscale, the high
density of grain boundaries, exceptional size-dependent properties and technolog-
ical implications. Nanostructured materials have attracted interest for a wide range
of applications, including novel catalytic, sensor, membrane, structural, electric,
magnetic, and biomaterial applications. While more research and applications of
energetic ions are discussed in other chapters, here we discuss irradiation effects in
nanostructured ceramics with a high ratio of grain boundaries or planar interfaces.

7.5.1 Intrinsically Nanolayered Structures

Engineered 3C-SiC with a high-density of stacking faults (SFs) is representative of
nanostructured ceramic matrices with a high concentration of planar interfaces. SiC,
as one of the most investigated wide-band gap semiconductors, is a key functional
material in high-power, high-frequency, and high-temperature electronic and space
applications. SiC materials and composites are also being considered as key
engineering materials in nuclear applications for operations in extreme environ-
ments. As the world increases its reliance on energy, there is an ever-increasing
demand for high performance materials. SiC can be fabricated in bulk or thin film
forms with high densities of SFs. In the case of thin films, there are potential
applications in sensors and nanomechanical devices, where ion irradiation can be
used to modify properties or functionalize the films.

For nanostructured materials with a high density of grain boundaries (GBs),
interfaces and SFs, high self-healing power is expected due to enhanced intersti-
tial and vacancy annihilation at these defect sinks. Interfaces generally considered
to contribute to radiation resistance are GBs and interfaces between dissimilar
phases; however, the contribution of stacking faults (SFs) to radiation resistance has
recently been demonstrated. While single crystal SiC readily undergoes an
irradiation-induced crystalline to amorphous transformation at room temperature, a
nano-engineered SiC with a high-density of SFs exhibits significantly enhanced
resistance to amorphization [58, 87, 88]. The structural evolution of a nanosize
grain under electron irradiation is shown in Fig. 7.13 as an example [88]. The high
density of SFs are observed as (111) planar defects. There are four equivalent {111}
planes in 3C-SiC. While most of the SFs are (111) planar defects, other equivalent
planar defects along the ð1�11Þ and ð�111Þ are also visible in the images and are
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marked with arrows. Under electron beam irradiation, the small planar defects along
the ð1�11Þ and ð�111Þ directions are amorphized first, and the amorphous regions
extend along the planar defect with increasing electron fluence. This suggests that
radiation-induced point defects are preferentially trapped at the grain boundaries,
and damage accumulates at the planar defects existing on different planes.
Complete amorphization occurs at the ð1�11Þ and ð�111Þ planar defects, while the
crystallinity is maintained at the (111) SFs.

Based on DFT calculations, the presence of SFs makes interstitial defects more
mobile parallel to the SFs and decreases the binding energy of interstitial-antisite
defects [87], both of which suppress or delay defect accumulation. In addition, Si
interstitial annihilation at grain boundaries and Si antisite removal are enhanced due
to the presence of SFs in the nano-engineered 3C-SiC. Stacking fault enhanced
defect recombination and annihilation are proposed to account for the extraordinary
self-healing behavior of the nano-engineered SiC. The SFs, as self-layered inter-
faces, effectively modify dissipation of energy, defect survivability and migration
pathways of interstitials. As added energy barriers, the SFs prevent large separation
of interstitials and vacancies, and confine diffusion to 2-dimensional
(2D) interlayers. With the normal 3-dimensional random diffusion process
becoming a 2D-like interlayer diffusion between SFs, the possibility of interstitials
finding nearby vacancies in a less dispersed defect region is significantly increased.
As a result, significantly enhanced recombination of interstitials and vacancies will
lead to suppressed accumulation of irradiation-induced defects and more than an
order of magnitude improvement of radiation resistance. Microstructural observa-
tions also reveal that the nano-layered SF structure in the nano-engineered SiC is
highly radiation tolerant and stable under irradiation to a dose of 30 dpa at 973 K.

0 s 2400 s 480 s 960 s(a) (b) (c) (d)

Fig. 7.13 Structural evolution of a nano-engineered 3C-SiC under irradiation at 300 K with
300 keV electrons at a flux of 2.2 � 1020 e cm−2 s−1 [88]

310 Y. Zhang and W.J. Weber



As long as the high density of SFs is retained, the enhanced self-healing behavior
observed should remain active.

It is known that in nanocrystalline materials, properties can be engineered as
systems of confined low dimensionality, with unique interfaces and grain bound-
aries, as demonstrated by many studies over the past 20 years [80–87]. The work on
nano-engineered SiC clearly demonstrates that, in addition to interfaces and grain
boundaries, a high density of SFs may be highly effective for promoting efficient
point defect recombination. Understanding the response of nanostructured materials
to irradiation effects may hold the key to unlock the design of new materials for
advanced nuclear energy systems. The significant self-healing promoted by the
engineered stacking faults may have significant implication to the design, discovery
and development of novel materials that may not be limited to SiC.

7.5.2 Nanocrystalline Materials

Nanocrystalline materials, while often resistant to the formation of dislocations, are
inherently prone to grain growth. Grain growth of nanocrystalline materials is
generally thermally activated, but can also be driven by irradiation at much lower
temperatures. Understanding and controlling stoichiometry and grain size through
thermal and irradiation processes are essential to tailoring the properties of
nanocrystalline materials. Energetic ions can be used to effectively tailor the grain
size and properties of nanocrystalline ceramics.

In nanocrystalline 3C-SiC with average grain sizes from 2.0 to 3.8 nm, the dose
for full amorphization under irradiation at 300, 400 and 500 K is reduced relative to
the amorphization dose for single crystal 3C-SiC under the same irradiation condi-
tions [89, 90]. The amorphization dose in nanocrystalline 3C-SiC irradiated at 400
and 500 K increases with temperature, but at each temperature, the dose for
amorphization decreases with decreasing grain size. It is worth noting that, in
these studies, the grain boundaries are amorphous in nature. In other words, the
nanocrystalline 3C-SiC samples may be better described as nanometer size crys-
talline particles embedded in an amorphous SiC matrix. This amorphization behavior
in nanocrystalline SiC is attributed to an irradiation-induced interface-driven amor-
phization process at the amorphous grain boundaries. The large fraction of amor-
phous grain boundary material in the nanocrystalline material eliminates the
nucleation stage required for amorphization in SiC. In addition, the fraction of initial
crystalline phase available for amorphization decreases with decreasing grain size,
which accounts for the significant decrease in the dose for amorphization with
decreasing grain size. In contrast, above the critical temperature for amorphization,
irradiation of nanocrystalline 3C-SiC at 550 K leads to irradiation-induced epitaxial
crystallization of the amorphous grain boundary network, and the average grain size
tends to saturate at about 15 nm at high fluences [90].

A substantial enhancement in radiation-induced amorphization resistance has
been reported in single-phased nanocrystalline MgGa2O4, with grain sizes ranging
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from 4 to 12 nm, versus large-grained polycrystalline ceramic, with an average
grain size of 10 lm [91]. This resistance demonstrates that the large fraction of
interfacial regions plays an important role as sinks for point defects and their
clusters produced under irradiation.

Energetic ion irradiation has been shown to be effective in tailoring the grain size
in nanocrystalline ceria and zirconia, from a few nm up to several tens of nm, which
is the critical region for controlling size-dependent material properties.
Irradiation-induced grain growth in nanocrystalline ceria [22, 92, 93] and
nanocrystalline cubic (stabilizer-free) zirconia [94, 95] has been studied using
nanocrystalline thin films (a few hundreds of nanometers in thickness) grown on Si
wafers. The grain growth in ceria results in an increase in symmetric grain
boundaries [93]. In the nanocrystalline zirconia, the cubic structure is stable at high
irradiation doses (>30 dpa); however, faster grain growth is observed at 160 K, as
compared to 400 K [22], which is speculated to be due to stable localized electronic
excitations or charged defects that enhance mobility.

To evaluate the grain growth mechanisms, irradiation-induced growth is plotted
as a function of displacement damage (average ion dose in the film in dpa), as
shown in Fig. 7.14. As Au ions are more efficient in producing displacement
damage, one would expect faster grain growth under Au irradiation. The more rapid
and larger grain growth under the Si irradiation versus the Au case is somewhat
surprising. Moreover, in the case of ZrO2, different grain growth under Au irradi-
ation (3 vs. 12 MeV) also suggests that cascade damages resulting from nuclear
energy deposition cannot be the only contributing factor for the grain growth,
electronic energy deposition should also play an important role in grain growth.

In both nanocrystalline ceria and zirconia films, recent experimental results [22]
have demonstrated that irradiation-induced grain growth is dependent on the total
energy deposited, where an additive effect from both electronic energy loss
(inelastic thermal spike) and atomic collision cascades (elastic thermal spike)
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Fig. 7.14 Grain growth of nanocrystalline CeO2 and ZrO2 films: (left) average growth of the grain
in the CeO2 films under Si and Au irradiation at room temperature, and (right) average grain size in
the ZrO2 films under 3 and 12 MeV Au irradiation at room temperature. The grain growth is
determined using grazing-incidence X-ray diffraction, representing an average size increase of the
coherently diffracting crystallites. The experimental uncertainty is equivalent to the size of the
symbols. The results clearly show that grain growth is not solely dependent on displacement
damage
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contribute to the production of disorder and grain growth, as shown in Fig. 7.15. By
varying the amount of energy deposition into the electronic and atomic structures,
an additive effect from both displacement and ionization is observed, where
irradiation-induced grain growth is a function of total energy deposited, as shown in
Fig. 7.15. The experimental results have shown that both high electronic energy
loss and nuclear energy loss lead to additional disorder. Molecular dynamics (MD)
simulations indicate that a high density of disorder near the grain boundaries leads
to rapid local grain motion [96]. This disorder-driven mechanism leads to much
faster grain growth kinetics, as compared to processes based on curvature-driven or
grain-rotation mechanisms. This is illustrated in Fig. 7.16, where irradiation is
simulated by the introduction of a large amount of local disorder, and grain
movement is complete after 40 ps. As the grain size increases, the introduction of
irradiation-induced disorder from single ion events becomes less likely to interact
with the grain boundaries, leading to the eventual saturation of the grain size, as
illustrated experimentally in Fig. 7.15.

Fig. 7.15 Irradiation-induced grain growth as a function of total energy deposition [22]:
a nanocrystalline ZrO2 films under 3 and 12 MeV Au irradiation; b nanocrystalline CeO2 films
under 1 MeV Si and 3 MeV Au irradiation

Fig. 7.16 Molecular dynamics simulation of disorder-driven grain growth in nanocrystalline
CeO2 with an initial grain size of 4.5 nm (only Ce atoms shown). Disorder introduced in
the central grain at time 0. After 1 ps, the disorder and atomic motion have spread to an adjacent
grain boundary, which moves inward after 40 ps. This MD simulation was performed at
T = 2500 K to enhance the kinetics for observable grain growth on MD time scales
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While materials containing high concentrations of nanoscale interfaces and
second-phase features may offer high resistance to radiation damage accumulation,
they are not inherently resistant to radiation damage, and irradiation-enhanced
amorphization in nanocrystalline solids is strongly materials dependent. Defect
absorption alters interface structures, interfaces can become saturated with defects,
and damaged interfaces can act as sources of defects instead of defect sinks.
Radiation can also atomically mix interfaces and layers or destroy the geometrical
arrangement of layered morphologies, because the flow of radiation-induced point
defects into an interface changes its atomic configuration. Interface degradation
may ultimately determine material response under irradiation. It has been shown
that small ZrO2 crystallites, with an average particle size less than *3 nm
embedded in a nanostructured ZrO2/SiO2 composite, amorphize at a low ion irra-
diation dose (0.9 dpa); whereas much larger ZrO2 crystallites do not amorphize
following very high ion exposures (680 dpa) [97–99]. A model [100] suggests that
the competition between irradiation-induced formation of point defects and the
absorption of point defects by grain boundaries defines the radiation resistance of
nanocrystalline materials.

Although nanotechnology is now well-known, it is just emerging from funda-
mental research to industrial applications. Despite being in an exploration stage,
further research in nanotechnology promises breakthroughs. The ability to control
interface volume in thin films by ion irradiation may open new pathways to unique
manufacturing, nanostructures and properties, as well as contribute to research areas
for new clean energy sources, sensors, and high energy density batteries. In addi-
tion, there is considerable interest within the nuclear field on the role of nanos-
tructures on improving radiation tolerance, and some pioneering work [22, 96]
provides results on the irradiation stability of nanostructured inert matrix fuels. The
observation of ionization effects and the unraveling of fast disorder-driven grain
growth mechanisms may present new possibilities to better control grain sizes and
tailor the functionality of nanocrystalline materials.

7.6 Summary

In this chapter, ion-irradiation-induced defect accumulation, amorphization and
modification of nanostructures in crystalline ceramics have been reviewed. While
many processes are primarily due to the displacement of atoms resulting from the
elastic collision cascade initiated through nuclear energy loss by incident ions, it has
also been demonstrated that the electronic energy loss by incident ions can con-
tribute additively to damage production from nuclear energy loss, or it may lead
to competive recovery of displacement damage. These processes occur in single
crystals, polycrystalline ceramics, and nanostructures. Understanding the coupling
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of electronic and nuclear energy loss processes in ceramics can lead to the devel-
opment of radiation tolerant materials, improved predictive models on the response
of ceramics to ion beams and extreme radiation environments, and new approaches
to functionalizing ceramic films and structures.
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Part III
Damage Formation and Amorphisation
by High Electronic Energy Deposition



Chapter 8
Swift Heavy Ion Irradiation of Crystalline
Insulators and Metals

Lionel Thomé

Abstract This chapter presents a review of the structural modifications induced by
electronic excitation in crystalline insulators and metals irradiated with swift heavy
ions. After some generalities about electronic energy loss in insulators and the
presentation of the main experimental techniques used to observe electronic energy
loss effects, results on the formation of ion tracks are presented in metals and
metallic alloys and in various classes of insulating materials. Structural transfor-
mations occurring when tracks overlap at high ion fluences are then discussed in the
framework of existing theoretical descriptions.

8.1 Introduction

As it is discussed in Part I of this book, the interaction of swift heavy ions (energy
higher than *1 MeV/u) with solid targets mainly leads to electronic excitation and
ionization processes (electronic energy loss—Se) occurring in a cylinder along the
ion path. The amount of electronic energy loss varies from a few eV nm−1 to a few
keV nm−1 (maximum value on the order of 50 keV nm−1 for very heavy ions
moving at a velocity comparable to the Bohr velocity of electrons).

The nature of the modifications induced by swift ions depends on the electrical,
thermal and structural properties of the target materials, the mass of the projectile
and irradiation parameters such as the target temperature. In most insulators, due to
their low electrical conductivity, electronic energy loss results in the creation of
cylindrical damaged regions generally referred to as “ion tracks” at low irradiation
fluences (generally below *1012 cm−2). When the ion fluence is increased, indi-
vidual tracks overlap and a specific microstructure is formed in the material. Thus,
strong electronic excitations may lead to extended disorder creation, swelling,
polygonization, phase transformations or amorphization of ion-irradiated solids. Ion
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tracks are hardly observed in metals and metallic alloys, due to the fact that the
excitation is rapidly screened by mobile free electrons. Nevertheless, intense
electronic excitation may be responsible for damage production and phase trans-
formations even in pure metals.

This chapter is organized in the following way. Section 8.2 provides general
considerations about electronic energy loss and the creation of tracks. Section 8.3
discusses how electronic energy loss effects may be experimentally evidenced.
Results concerning the observation of ion tracks at low fluences in metals and
insulators are described and discussed in Sect. 8.4. The structural transformations
resulting from the overlapping of individual ion tracks at high fluences are
described and discussed in the framework of theoretical descriptions in Sect. 8.5.

8.2 General Considerations About Electronic Energy Loss
in Insulators

Figure 8.1 presents Monte Carlo calculations, performed with the widely used
SRIM Monte-Carlo code [1], that illustrate the slowing-down of swift heavy ions
(1-GeV Xe) penetrating a solid target (zirconia). The figure clearly shows that swift
ions present quite straight trajectories with a very few direct encounters with the
atoms of the target during the major part of their path (from the sample surface
down to *20 µm). In this depth range, the ion slowing down process is dominated
by interactions with the target electrons (Se). At the end of the ion trajectory, i.e.
before having reached the resting position (around 25 µm in the example of
Fig. 8.1), nuclear collisions at low energy overwhelm the ion slowing down process
(see Part II of this book).

The basic processes that lead to the creation of lattice defects by electronic
energy loss are not as well understood as those responsible for the damage created
by elastic collisions described in Part II of this book. The high electronic energy
deposition due to the passage of swift ions induces the formation of electrostatically
unstable cylinders of ionized atoms (latent tracks) and the emission of electrons (see
a schematic representation in Fig. 8.2). Different approaches were considered to
account for the resulting atomic rearrangements, depending on whether the

Fig. 8.1 Calculations of the
trajectories of 1-GeV Xe ions
in a zirconia target with the
SRIM code [1]
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attention is focused on the process by which the energy of electrons is dissipated in
the lattice or on the response of ionized atoms. The thermal spike models use the
former approach [2–5], whereas the Coulomb-explosion models use the latter one
[6–8] (see Chap. 2).

Particle tracks were discovered in the late 50s of the last century [9, 10]. The
understanding of track formation was then improved by irradiations performed on
large-scale accelerators developed in the 80s (GANIL-Caen, UNILAC-Darmstadt,
ISL Berlin).

The morphology of ion tracks is known to strongly depend on the value of Se.
Spherical defects generally appear at low Se, whereas discontinuous or continuous
cylinders are formed at high Se. In a given solid, the track radius was shown to
increase with increasing Se. The structure of the material inside each individual
track essentially depends on the energy density deposited by irradiating ions, on the
investigated material, and on the temperature at which irradiation is performed.

Figure 8.3 presents the electronic energy loss of swift monoatomic ions and C
clusters in CaF2 as a function of the beam energy [11]. For each ion, there is a clear
maximum of Se (the “Bragg peak”) which is obtained at a given energy. It is also
worth noting that the electronic energy loss is higher for C clusters than for single
elements since Se for a cluster is approximately equal to the sum of Se of the
constituents. Figure 8.3 shows that a given value of Se can be reached either below
or above the Bragg peak, for example Se * 3 keV nm−1 both at 0.1 and 10 MeV/u
for Ca ions. However, it was demonstrated that, although Se is the same, there is

Fig. 8.2 Schematic
representation of cylindrical
ion tracks formed in solids
irradiated with swift ions
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generally a significant difference in the efficiency to create damage which is due to
different deposited energy densities. This important feature (referred to as the
“velocity effect”) is due to the fact that the target volume in which Se is deposited
depends on the maximum energy transfer to electrons which increases with the
beam velocity. This effect has to be considered for the interpretation of the
experimental results presented in the following sections.

8.3 Experimental Observation of Electronic Energy Loss
Effects

8.3.1 Direct Observation of Ion Tracks

The most powerful experimental technique for the observation of ion tracks in
solids undoubtedly is transmission electron microscopy in normal (TEM) or
high-resolution (HRTEM) modes. These experiments, initiated in the 80s [12–16],
present the great advantage to allow direct measurement of track diameters. An
example is provided in Fig. 8.4a which shows a HRTEM image of an ion track
formed in Gd2TiO5 irradiated with swift heavy ions [17]. The image exhibits three

Fig. 8.4 a HRTEM image of
the track structure in Gd2TiO5

irradiated with 2.2-GeV Au
ions; b FFT analysis of the
structure outside the track
core/shell (area 1); c FFT
analysis of the track shell
(area 2) [17]
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typical zones: an amorphous core (with a diameter of *8 nm) which represents a
quenched molten phase (3); an outer concentric shell (*3 nm wide) with a
hexagonal structure which is due to epitaxial recrystallization from the melt (2); the
pristine orthorhombic structure outside the track region (1). Fast Fourier transform
(FFT) analyses of the HRTEM image of the track in Fig. 8.4b, c clearly demon-
strate an epitaxial relation between the ordered orthorhombic matrix and the dis-
ordered hexagonal track shell.

A methodology based on the use of the focused ion beam (FIB) technique to
prepare high-quality TEM specimens for high resolution imaging of ion tracks was
recently employed for a titanate pyrochlore (Gd2Ti2O7) irradiated with swift U ions
[18]. Thus, the track morphology and structure have been clearly identified and
analyzed from the surface of the sample down to the ion resting position
(*10 lm). The results provide several salient outcomes such as the distinctive
effects of nuclear and electronic processes as well as their combination, the direct
measurement of threshold energies for (continuous and discontinuous) track for-
mation and crucial information on the size and morphology of ion tracks. They are
briefly summarized in Fig. 8.5 which compares the variation of the ion track section

Fig. 8.5 Track sections (circles) as a function of depth for a Gd2Ti2O7 pellet irradiated with
120-MeV U ions [18]. Lines represent the inelastic (red) and elastic (blue) energy losses. HRTEM
images, showing characteristic features of ion tracks, are inserted at the top of the figure (Color
figure online)
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to the elastic and inelastic energy losses, as a function of the ion penetration depth,
and provides selected TEM images depicting the track morphology at different
depths. The data indicate that the section of ion tracks follows remarkably Se down
to a depth of 6–7 lm, in agreement with calculations based on the thermal spike
model (see Chap. 2). Moreover, the TEM micrographs show that: (i) at low depth,
ion tracks are continuous, parallel and uniform (Region 1); (ii) between *2.5 and
*5 lm, tracks lose their parallelism and sharp, local increases of their diameter are
observed (formation of nodules), due to the increased probability of elastic colli-
sions between incoming ions and matrix atoms (Region 2); (iii) at *5 lm, tracks
become clearly discontinuous and have a heavily defective structure (Region 3);
(iv) beyond *7.5 lm, tracks fade away and only small damaged areas, due to
collision cascades induced by elastic collisions, are observed (Region 4).

Tracks created in the volume of solids irradiated with swift ions may also be
visualized at the surface of samples by means of scanning force microscopy (SFM).
Under suitable imaging conditions, each ion impact produces a nanometric hillock
[19–29]. Figure 8.6a shows a typical atomic force microscopy (AFM) micrograph

Fig. 8.6 a AFM micrograph obtained from a cubic zirconia single crystal irradiated with
940-MeV Pb ions at a fluence of 1010 cm−2 showing the formation of nanometer-sized hillocks on
the crystal surface; b Profilometry of the crystal surface across hillocks [28]
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obtained on a cubic zirconia crystal irradiated with swift heavy ions exhibiting
randomly-distributed hillocks over the whole sample surface [28]. Actually, a good
agreement is found between the density of hillocks and the irradiation fluence
(1010 cm−2). A surface profile, presented in Fig. 8.6b, shows that the height of
hillocks is *2 nm and their diameter *30 nm. This latter value is much larger
than the track diameter measured by TEM (4–5 nm). Such a discrepancy between
the results obtained by techniques probing the sample surface (AFM) and tech-
niques probing the sample bulk (TEM) was already observed in a previous work
[29]. It may be explained by using an image arising from the observation of
volcanoes. The inner ion track (measured by TEM) is similar to the volcano
chimney and is due to the melting of the solid in the wake of an incident ion. The
surface track (measured by AFM) would then result from a mechanism similar to
the expulsion of lava and the formation of a cone of ejected matter with a larger
diameter.

Recent classical molecular dynamics simulations were carried out to investigate
the development of surface topographies following irradiation with swift ions, using
either a thermal spike or an electron stripping model [30]. Both models give
qualitatively similar results and show the formation of hillocks on the surface above
the ion track and a less dense track core near the surface.

Small angle X-ray scattering (SAXS) is also a powerful tool for the observation
of ion tracks [31–34], since this technique is sensitive to small density changes at
the nanometer scale (see an example in Sect. 8.4). SAXS requires only low ion
fluences that yield well-separated tracks, and it presents the great advantage to
avoid difficult sample preparation such as TEM.

8.3.2 Indirect Observation of Ion Tracks

Direct observations of ion tracks by using the techniques discussed in the previous
section provide rather straightforward access to track diameters but present
numerous limitations due to sample preparation or spatial resolution problems.
Actually, in many materials, the determination of track formation thresholds is a
difficult task since track diameters are very small (often less than 1–2 nm) for low
Se values and tracks often fragment into discontinuous sections. Thus, in addition to
direct track observation, a large variety of other techniques may be used in order to
identify and quantify the modifications of the structure of materials due to swift ion
irradiation. Damage profiles are easily determined by channeling Rutherford
backscattering spectrometry (RBS/C) provided that single crystals may be used for
the study [35, 36]. X-ray diffraction (XRD) [37, 38] gives access to structural
modifications, phase transformations and radiation-induced strains via modifica-
tions of lattice parameters. The creation of defects may be studied by electrical
resistivity measurements (ER) [39, 40], UV, IR or Raman spectroscopy [41–43]. In
magnetic materials, the appearance of a paramagnetic phase can be detected by
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Mössbauer spectrometry (MS) [44]. Finally, volume changes induced by irradiation
(swelling) are quantified by surface profilometry [45].

Ion irradiation-induced materials modifications are generally studied as a func-
tion of the ion fluence. Figure 8.7 shows typical variations of specific properties of
Y3Fe5O12 irradiated with swift heavy ions [46]. In this work, the amorphous
fraction was quantified by RBS/C (Fig. 8.7a), the step height of out-of-plane
swelling (normalized to the ion range) was measured by profilometry (Fig. 8.7b)
and the fraction of paramagnetic regions was deduced from MS (Fig. 8.7c). Data
show that the measured parameters usually follow a linear variation in the regime
where ion tracks are well separated (typically below few 1011 cm−2). When tracks
become overlapping (typically above 1012 cm−2), values of parameters evolve
towards saturation.

The analysis of damage build-ups similar to those shown in Fig. 8.7 with per-
tinent phenomenological models (see Chap. 3 of this book) provides values of track
diameters (di) via the determination of damage cross-sections ri, according to the
equation:

di ¼ 2 ðri=pÞ1=2 ð8:1Þ

It is worth mentioning that (8.1) may be used to evaluate the diameter of ion
tracks provided that the damage induced by swift ions is continuous and of
cylindrical geometry. Moreover; the absolute value of ri may depend on the
chatacterization technique and on the nature of the ion beam-induced modifications.
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Fig. 8.7 Variation with ion fluence of specific properties of Y3Fe5O12 irradiated with swift ions.
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8.4 Formation of Ion Tracks at Low Fluences

8.4.1 Track Formation in Metals and Metallic Compounds

Before the 90s it was believed that electronic excitation processes were inefficient to
create tracks in metallic targets, due to the possibility given to conduction electrons
to easily smear out the perturbation caused by the passage of swift ions. Shortly
after the evidence of partial amorphization of Ni3B ribbons due to electronic
excitation [47], the first observation of (more or less continuous) amorphous tracks
was done in crystalline Ni-Zr alloys irradiated at low temperature (80 K) with GeV
heavy ions (Fig. 8.8) [48]. These intermetallic compounds were chosen owing to
their high ordering energies and their capability to be amorphized by nuclear elastic
collisions at low energy. It was shown that the number of tracks is equal to the
number of incident ions and that the track diameter varies along the ion path
(starting from *8 nm). Moreover, it was demonstrated that the Se threshold for
track formation is rather high (30–50 keV nm−1) in this type of solids.

In pure metals, ion tracks were first observed in titanium, either in bulk material
or in thin films [49–53]. TEM experiments (see Fig. 8.9) [51] show that discon-
tinuous tracks (3–5 nm diameter) are formed upon GeV monoatomic heavy ion
irradiation at 80 or 300 K, whereas continuous tracks with a much larger diameter
(*20 nm) are formed upon 30-MeV cluster (C60) irradiation at low temperature
(below 80 K). These tracks remain crystalline and an alpha-omega phase trans-
formation is observed when tracks overlap (see Sect. 8.5).

Ion tracks were also observed in bismuth irradiated at very low temperature
(20 K) with heavy ions of energy in the GeV range, above a Se threshold of
30 keV nm−1 [54]. The largest track diameter observed for Se = 51 keV nm−1 in

Fig. 8.8 TEM micrographs
recorded on NiZr2 irradiated
with 700-MeV Pb ions at
7 � 1011 cm−2 [48]. The
samples were tilted by angles
of 0° (left) and 20° (right)
with respect to the beam
direction in order to see ion
tracks with various incidences
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this material is about 22 nm. Figure 8.10 presents the variation of the radius of ion
tracks as a function of Se for different ion energies [55]. The results may be
interpreted in the framework of a theoretical description involving the formation of
thermal spikes (see Chap. 2 of this book). Different Se thresholds for track for-
mation, depending on the ion velocity, were also evidenced.

Fig. 8.9 TEM bright field
images of Ti irradiated with
swift projectiles. a 845-MeV
Pb ions (fluence: 1011 cm−2);
b 18-MeV C60 (fluence:
6 � 1010 cm−2). Top images
are recorded with the electron
beam parallel to the ion beam,
whereas bottom images are
recorded with the sample
tilted by 25° [51]
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8.4.2 Track Formation in Insulators

8.4.2.1 Mineral Analogs

Tracks created by fission fragments were observed in mineral analogs.
Visualization of the effects of swift ions by AFM was made in muscovite mica [19].
In this material tracks were imaged as hollows which may be associated with softer
areas in the mica surface. The diameter of hollows was seen to increase with Se
above a track formation threshold of *20 keV nm−1. Later on, the formation of
tracks in mica was investigated by STM, TEM, X-ray and neutron scattering [20,
37, 56]. STM shows the formation of conical-shaped hillocks having nearly circular
bases with a mean width of *20 nm and a mean height of *0.5 nm [20]. The
presence of craters beneath hillocks was observed after hillocks were erased due to
the strong interaction between the STM probe tip and the sample surface.
Amorphous tracks with a maximum diameter of 2 nm, surrounded by a distorted
crystalline region with an increased inter-planar distance, were indirectly observed
by wide-angle X-ray diffraction [37]. The large discrepancies obtained for the track
diameters measured with different techniques reflect the structural complexity of
latent tracks in mica. An interesting effect of both the velocity of swift ions and the
use of high-energy cluster beams was also evidenced [56]. Figure 8.11a shows that
the track diameter measured by STM for the same value of Se is smaller when the
velocity of irradiating ions increases. Furthermore, Fig. 8.11b clearly demonstrates
the cluster effect since the diameter of ion tracks is larger for C and Al cluster
irradiations than for monoatomic ion irradiations.

Fig. 8.11 Diameters of ion tracks as a function of Se in mica irradiated with monoatomic ions and
clusters. a Comparison of low and high velocity monoatomic ions; b Comparison of monoatomic
ions (dashed line), C clusters (filled diamonds) and Al clusters (open squares) [56]
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Apatites constitute another class of mineral analogs where track formation was
much investigated [57–61]. Amorphous tracks with a diameter of *4 nm were
observed by TEM in fluoroapatite irradiated with swift Kr and I ions [58]. For I
irradiation amorphization occurs via a single-impact process, whereas for Kr irra-
diation amorphization follows a double-impact mechanism. An expansion of the
lattice parameter was also observed, that is likely generated by the stress due to the
volume increase of the track core. Fluoroapatite irradiated with 30-MeV C60

clusters exhibits the formation of tracks with diameter *10 nm showing different
shapes: circular, drop-like, hexagonal [57]. Recently, the effect of both swift ion
irradiation and high pressure (up to 12 GPa) was investigated on Durango apatite
[59, 61]. Confocal Raman spectroscopy indicates the formation of amorphous
tracks, but the application of pressure has a stabilizing effect leading to decrease the
rate of amorphization in comparison with samples irradiated without pressure.
Similar irradiations were performed on fluoroapatite single crystals which exhibit
anisotropic lattice expansion due to the formation of strain [60]. X-ray diffraction
patterns indicate that the long-range strain distribution within the host lattice is
reduced when pressure is applied during irradiation. This result can be attributed to
the different compressibilities of amorphous tracks and host lattice.

8.4.2.2 Ionic Crystals

Ionic crystals, and more particularly alkali halides, are appropriate materials to
investigate track formation by swift ion irradiation, since they are among the most
sensitive solids to electronic excitation [62–67]. This extreme sensitivity results
from the rather large amount of ionic relaxation that follows any electronic change
inducing a directed ionic motion of halide ions. The use of a
micro-spectrophotometric technique to explore the coloration of LiF crystals along
the penetration depth of incident ions allowed for the first time a direct comparison
between point defect creation and the energy deposition in individual ion tracks
[62]. Results show that tracks are saturated with primary defects (mainly F centers)
with a constant concentration all along the ion tracks. The damage microstructure in
an individual ion track is very complex due to the presence of a large variety of
aggregate centers (F2) in anionic and cationic sublattices. The irradiation-induced
structural and optical modifications were also studied using glancing angle X-ray
diffraction, optical absorption and photoluminescence spectroscopy on
thermally-deposited polycrystalline LiF films irradiated with swift Ag ions [65].
A fragmentation of LiF grains (from *50 nm down to *20 nm) is observed upon
irradiation, which may be attributed to the formation of large strains. The optical
absorption curves show the dominant formation of F2 and F3 colour centers with a
concentration which increases with increasing ion fluence and saturates at high
fluence. The formation of hillocks with a diameter of *20 nm was observed by
STM in LiF single crystals irradiated at different temperatures with swift Pb ions
[66]. The stability and the size of hillocks are not influenced by the elimination of F
and F2 centers when the temperature is increased.
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A comparison of the effects of electronic energy loss and irradiation temperature
in LiF and NaCl crystals irradiated with swift ions was performed using STM
measurements, optical absorption and thermostimulated luminescence spectroscopy
[67]. Anion interstitials (I and H centers) were only observed in crystals irradiated at
very low temperature (8 K). These defects are unstable and disappear in the tem-
perature range 10–100 K. Upon irradiation with heavy ions (Au or U), the F-center
accumulation efficiency at low fluence is larger at 8 K than at RT. The opposite
behavior is observed for irradiation with light ions (C, Ti, Ni). This effect, shown in
Fig. 8.12, can be explained by a local transient temperature spike, which directly
influences the separation of primary H and F centers. Based on thermal spike
estimations, the average temperature increase in an ion track is low for light ions but
can reach several hundreds Kelvin for heavy ions. In contrast to color centers, the
diameter and height of hillocks created at each ion impact site is independent of the
irradiation temperature. The mechanism of hillock formation should be linked to a
mechanism of stress relaxation close to the crystal surface that is driven by the
modifications produced in the core region of tracks.

8.4.2.3 Simple Oxides

Simple oxides present a large variety of behaviour upon swift ion irradiation,
depending on their composition and structure. The most stable oxides are those
possessing the fluorite structure (UO2, ZrO2, ThO2, CeO2). Tracks with a diameter
*10 nm, exhibiting a hexagonal shape, were first observed in the surface region of

Fig. 8.12 Concentration of F centers (nF) versus ion fluence in NaCl and LiF crystals irradiated at
8 K and 300 K. a, b NaCl irradiated with 54-MeV C and 2.2-GeV Au ions; c, d LiF irradiated
with 550-MeV Ti and 900-MeV U ions [67]
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UO2 single crystals and pellets irradiated at RT with heavy ions in the GeV range
[68, 69]. In this work the threshold value of Se for track formation was found to lie
between 22 and 29 keV nm−1. This high value explains why no visible tracks are
formed due to fission in UO2. Hillocks with a diameter of*30 nm (i.e. much larger
than the track diameter measured in previous studies) and a height of *5 nm were
also observed by AFM at the surface of UO2 single crystals irradiated at RT with
GeV Pb ions [70]. A comparison of the diameter of ion tracks observed in UO2 and
CeO2 leads to the conclusion that CeO2 is more sensitive to electronic excitation
than UO2 [71].

The study of ion track formation in fluorite-type ceramics has been mainly
performed on cubic-stabilized ZrO2 single crystals [28, 38, 72, 73]. Stabilization of
the cubic structure of zirconia is generally achieved by incorporating a small
(*10 %) atomic fraction of yttria (Y2O3). Figure 8.13 shows TEM micrographs
recorded on a cross-sectional specimen prepared from a crystal irradiated with
940-MeV Pb ions at 5 � 1011 cm−2 [28]. This micrograph displays the trajectories
of incident Pb ions that present the aspect of tracks. It shows the presence of two
regions in depth with different microstructures: the subsurface region (extending up
to *70 nm) exhibits a lack of matter inside ion tracks (Fig. 8.13 left); a deeper
region where dark rows reveal filled tracks with dislocation loops in their vicinity
(Fig. 8.13 right). The AFM micrograph presented in Fig. 8.6a of Sect. 8.3.1 shows
that the formation of ion tracks also led to the formation of hillocks over the sample
surface.

The formation of tracks was investigated in other simple oxides submitted to
swift ion irradiation. Zircon crystals irradiated at RT with 2.9-GeV Pb ions exhibit
linear latent tracks of 8 nm diameter and 140 lm length [15]. Direct observation of
the track core, by HRTEM at atomic resolution, shows a core having roughly
circular cross-section with some facetting of the core/matrix interface on the {101}
planes of zircon. The core diameter appears quite uniform. Conventional TEM

Fig. 8.13 TEM micrographs obtained from a c-ZrO2 single crystal irradiated with 940-MeV Pb
ions at 5 � 1011 cm−2. (Left) Near-surface ion tracks, obtained using overfocused condition;
(right) bulk region showing isolated dislocation loops along Pb ion trajectories [28]
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(bright- and dark-field imaging) reveals an elastic strain field extending over a short
distance into the zircon matrix. Analysis of the various contrast mechanisms
indicates that the core is essentially amorphous. Using a new experimental
approach, fission-track formation has been simulated for the first time under crustal
conditions by exposing natural zircon, at a pressure of 7.5 kbar and a temperature of
250 °C, to a beam of relativistic heavy ions [74]. The latent tracks were investigated
using HRTEM, and the mean values of the track diameters were found to be 5.2 and
5.4 nm for zircon at ambient and elevated pressure-temperature, respectively
(Fig. 8.14). The slightly larger size of the tracks at elevated pressure can be
understood in terms of the increased efficiency of the damage process in a strained
crystal lattice. This slight variation in track diameter (*0.2 nm) at high pressure
probably does not affect the dimensions of etched tracks.

Swift ion irradiation of SiO2 [34, 75–78], TiO2 [79, 80], SnO2 [81], Al2O3 [82–
89], Y2O3 [90] and MgO [84–86] was shown to induce tracks in the bulk of these
materials as well as hillocks at the surface. Their behaviour upon electronic exci-
tation depends on the type of oxide. Tracks were found to be amorphous above a Se
threshold in SiO2 and TiO2, whereas the track core remains crystalline in SnO2 and
MgO. In Al2O3 a controversy still exists and different disordering processes were
observed in the Al and O sublattices in experiments using the RBS/C technique
[29]. In a more recent work, RBS/C experiments indicate the existence of two
processes: partially disordered tracks are created in a first step, an amorphous layer

Fig. 8.14 TEM images of zircon irradiated with 10-GeV Pb ions at 5 � 1010 cm−2. a–c Sample
irradiated at RT and ambient pressure; d, f Sample pressurized at 7.5 kbar and heated at 250 °C
[74]. Bright-field micrographs a, d–f, high-resolution images (b, inset of d) and electron diffraction
pattern (inset of a)
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grows linearly with fluence from the sample surface in a second step [88]. In SiO2

the analysis of the amorphization build-up is well reproduced with a cumulative
model assuming that the track is composed of an amorphous core and a surrounding
defective halo [77].

Figure 8.15 provides an example of SAXS experiments recorded on a quartz
sample at the SAXS/WAXS beamline of the Australian Synchrotron in transmis-
sion geometry with an X-ray energy of 12 keV [34]. Figure 8.15 (left-a) shows the
isotropic scattering in collinear geometry for tracks produced by 1.6-GeV Au ions
at a fluence of 5 � 1010 cm−2. Due to the parallel orientation of the ion tracks, the
radial symmetry is consistent with a circular cross section of the track cylinders or a
random rotation of tracks with a non-circular cross section along the track axis. By
tilting the sample from this position, the scattering changes to two slightly curved
streaks, as apparent from Fig. 8.15 (left-b). This anisotropy results from the high
aspect ratio of the tracks being only a few nanometers wide, and tens of microm-
eters long. Figure 8.15 (right) shows SAXS spectra of ion tracks as a function of the
scattering vector q [34]. The presence of strong oscillations is consistent with
monodisperse track radii and a sharp density change between the tracks and the
matrix material. The scattering intensity scales almost linearly with the ion fluence,
or equivalently with the number of tracks. This proportionality indicates that, at low
fluences, tracks are still well separated so that track overlap is negligible. Fits of the
data with a model which considers tracks as cylinders with constant density, dif-
ferent from that of the surrounding matrix, yield track radii on the order of 4 nm for
the three fluences used in this study, in good agreement with independent TEM
measurements. A density change of *2 % in the amorphous core of tracks with
respect to the matrix is consistent with observations from macroscopic swelling
measurements, but is significantly lower than the *15 % difference between bulk
silica and quartz.

Fig. 8.15 (Left) SAXS images of a quartz sample irradiated with 1.6-GeV Au ions at
5 � 1010 cm−2. a The X-ray beam is parallel to the ion tracks, b The ion tracks are tilted by 5°
with respect to the X-ray beam. (Right) SAXS spectra from ion tracks in quartz as a function of the
scattering vector q. Samples were irradiated with 1.4-GeV Au ions at the indicated fluences [34]

336 L. Thomé



8.4.2.4 Complex Oxides

The effects of swift heavy ion irradiation, and more particularly the possibility to
form ion tracks, were also studied in various complex oxides, such as spinel
(AB2O4), d-phase (A4B3O12 and A6B1O12), perovskite (ABO3), A2BO5 and pyr-
ochlore (A2B2O7) compounds. The study of these systems is particularly interesting
since their radiation behaviour generally depends on A and B cations.

Extensive work has been performed in the case of spinel [91–103]. Figure 8.16
shows a cross-sectional TEM micrograph and high angular resolution electron
channeling spectroscopy (HARECXS) spectra taken on MgAl2O4 (the most
investigated composition) irradiated at RT with swift Au ions [101]. In HARECXS
experiments, the normalized X-ray intensity is plotted as a function of incident
electron-beam direction (in k/g400), where k refers to the intersection of the Ewald
sphere with the [001] zone axis along the (400) reflection. The bright-field image of
the cross sectional specimen (Fig. 8.16a) indicates that continuous ion tracks are
seen as diffraction contrasts up to a depth of *10 µm. The HARECXS analysis,
which provides quantitative information about the number of ions existing at
tetrahedral sites in the spinel structure, reveals that significant disordering occurs
along the ion tracks (Fig. 8.16b). Changes in the HARECXS profiles are more
important at 2 lm (corresponding to Se * 33 keV nm−1) than at 8 lm

Fig. 8.16 a Bright-field cross section of MgAl2O4 irradiated at RT with 350-MeV Au ions at
5 � 1011 cm−2, illustrating the formation of continuous ion tracks along the trajectory of incident
ions; b HARECXS profiles taken from virgin MgAl2O4; c, d HARECXS profiles taken from
depths of 2 µm (c) and 8 µm (d) in MgAl2O4 irradiated at RT with 350-MeV Au ions [101]
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(corresponding to Se * 23 keV nm−1), indicating greater disordering with higher
values of Se. Moreover, it was shown that ion tracks in MgAl2O4 consist of three
concentric circle structures: the structurally defective regions are formed at the core
of ion tracks with a size of *2 nm, surrounded by a strained region with a size of
*5 nm and then by a cation disordered region with a size of *10 nm. No
amorphization is detected in MgAl2O4 for values of Se lower than *40 keV nm−1.
In ZnAl2O4 irradiated with a large variety of swift ions, X-ray diffraction and TEM
experiments have shown that individual ion tracks are crystalline, whereas amor-
phization occurs at very high fluence by a defect accumulation process above a Se
value of *10 keV nm−1 [102].

The creation of either crystalline or amorphous ion tracks was revealed by
HRTEM in, respectively, Sc4Zr3O12, Lu4Zr3O12 [104] and Y6W1O12, Yb6W1O12

[105] delta phase compounds irradiated with swift heavy ions. Amorphous tracks
were also observed in CaZrO3 perovskite [106] and A2TiO5 compounds [107]. In
these latter materials, it was found that the size of tracks decreases as smaller
cations (higher Z) occupy the A site.

The formation of ion tracks in pyrochlores was rather recently investigated [108–
113]. Figure 8.17b shows a HRTEM image of an amorphous track created in
Gd2Ti2O7 upon irradiation with swift heavy ions, and Fig. 8.17a presents the vari-
ation of the track diameter in Gd2Zr2−xTixO7 with the Ti content, determined by
TEM, Raman or XRD [108, 110]. The figure clearly shows that all diameters
increase systematically with increasing Ti-content. However, for a given composi-
tion, the various analytical techniques provide different track diameters because they

Fig. 8.17 a Track diameter obtained from XRD, Raman and TEM as a function of pyrochlore
composition (Ti-content x); b HRTEM image of Gd2Ti2O7 irradiated at RT with 1.4-GeV Xe ions.
The inset illustrates schematically the concentric track cylinders, composed of amorphous core,
disordered defect-fluorite structured shell and strained defect-rich pyrochlore halo, for all
pyrochlore compositions, as revealed by the three analytical techniques [108]
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probe different length-scales of the structure. Raman data reflect the total contri-
bution from all the radiation damage states (amorphous + defect-fluorite + defects
and strain), which results in the largest diameter values. The mean track diameters
measured by TEM are the widths of the cylinders according to contrast variations
along the ion trajectory. In particular, for Ti-rich compositions both the amorphous
material and the disordered defect-fluorite structure contribute to this contrast
change. Therefore, the diameter associated with a bright-field TEM image represents
a track size that includes two types of radiation damage states (amorphous + de-
fect-fluorite). This explains the smaller diameters, as compared with the results from
the Raman measurements. The track diameters obtained by synchrotron XRD are the
smallest among the three techniques. The damage cross-sections and diameters were
determined by the increasing amorphous background in the XRD patterns and
represent the effective diameter of the amorphous core within the track. In summary,
the various results lead to a semi quantitative track description consisting of con-
centric cylindrical zones. Except for Gd2Zr2O7 (which is not amorphizable), the
track of a swift heavy ion in Gd2Zr2−xTixO7 has an amorphous core, surrounded by a
disordered defect fluorite structured shell and a strained defect-rich pyrochlore halo
(schematically illustrated by concentric circles in the inset of Fig. 8.17). For the
Ti-endmember (Gd2Ti2O7), the damage morphology and size of individual damage
zones are in general agreement with the actual track structure as imaged by HRTEM
(Fig. 8.17b). Both the amorphous core and the surrounding disordered
defect-fluorite shell are clearly seen in a single ion track. Fast Fourier transform
analysis of the HRTEM image reveals the details of the local atomic structure within
the track shell and confirms the disordering of the defect-fluorite structure.
Individual point defects in the defect-rich pyrochlore halo are not revealed by TEM.
However, some contrast modifications (see arrows) are shown in the pyrochlore
matrix that surrounds the defect-fluorite structure.

Figure 8.18 shows TEM images of ion tracks in several pyrochlores (Gd2Ti2O7,
Gd2ZrTiO7 and Nd2Zr2O7) irradiated with swift heavy ions [113]. Tracks in
Gd2Ti2O7 (Fig. 8.18a, b) consist of totally amorphous cylinders with a diameter of
10–12 nm. A very thin shell (containing few atoms), located between the amor-
phous and pyrochlore regions, exhibits a different contrast which is characteristic of
the fluorite phase. On the contrary, tracks in Gd2ZrTiO7 and Nd2Zr2O7 clearly
exhibit both amorphous and fluorite phases with different spatial distributions: in
Gd2ZrTiO7 an amorphous core (diameter 7–9 nm) is surrounded by a shell of
fluorite structure (Fig. 8.18c, d), whereas in Nd2Zr2O7 the fluorite phase is pre-
dominantly observed (diameter 8–10 nm) with the presence of small areas of
amorphous phase distributed inside the fluorite region (Fig. 8.18e, f). Fast Fourier
transform analyses performed on Gd2ZrTiO7 and Nd2Zr2O7 micrographs supply the
internal structure of tracks for these compounds [113]. For Gd2ZrTiO7, the disap-
pearance of superlattice diffraction reflections reveals the presence of a defect
fluorite structure in the shell, whereas the track core shows diffuse scattering cor-
responding to the amorphous phase. In the case of Nd2Zr2O7, the track core exhibits
both fluorite structure spots and diffuse scattering, indicating a mixture of disor-
dered crystalline and amorphous phases (the latter one having a smaller fraction).
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8.4.2.5 High-Tc Superconductors

Irradiation of high-Tc superconductors with swift heavy ions has long been known
to produce linear damage tracks that consist of (continuous or discontinuous)
amorphized columns depending on both the value of Se and the irradiation tem-
perature [114–135]. The diameters of ion tracks are most often ideally suited to
enhance flux pinning by inducing vortex entanglement and reducing the

Fig. 8.18 HRTEM micrograph of Gd2Ti2O7 (a, b), Gd2ZrTiO7 (c, d) and Nd2Zr2O7 (e,
f) irradiated at RT with 120-MeV U ions at 2 � 1011 cm−2, showing tracks with structures
strongly depending on the irradiated material [113]
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propagation of double-kink formations. A typical result is presented in Fig. 8.19
which shows discontinuous damage tracks in YBa2Cu3O7 irradiated at RT with
74-MeV Ag ions at low fluence (1011 cm−2) [133]. In this experiment, the irradi-
ation direction is parallel to the YBa2Cu3O7 c-axis and the value of Se
(*19 keV nm−1) is below the threshold for the formation of continuous columns in
this material (Set * 35 keV nm−1). The track diameter is 2–4 nm, i.e. close to the
superconducting coherence length, which is therefore expected to give a strong flux
pinning enhancement. Basically, the formation of tracks leads to a continuous
reduction of the transition temperature (Tc), as it is shown in Fig. 8.20 [133].
Similarly, irradiation also reduces the zero-field relatively to the virgin value by a
factor depending on the ion fluence.

An interesting study dealt with the determination of the morphology of an ion
track all along the ion path in Bi2Sr2CaCuOX single crystals irradiated with swift
ions [128, 129]. Columnar defects are clearly formed in a depth region ranging from
the sample surface to a depth of about 7.5 lm, and defect cascades appear between
5 and 11 lm. From a series of HRTEM images zooming the irradiation-induced
columnar defects, it is also shown that the diameter of the damaged amorphous

Fig. 8.19 TEM micrograph
of discontinuous ion tracks
(indicated by arrows) in
YBa2Cu3O7 irradiated at RT
with 74-MeV Ag ions at
1011 cm−2 [133]

Fig. 8.20 Superconducting
transition, measured by the
4-probe transport method, in
YBa2Cu3O7 irradiated at RT
with 74-MeV Ag ions at the
indicated fluences [133]
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cylinders gradually decreases from 13.5 to 3 nm when the penetration depth of
incident Au ions changes from 1 to 7.5 lm.

Recent detailed XRD studies [134] suggest that the ion tracks created by swift
ion irradiation in high-Tc superconductors (namely YBa2Cu3O7) are composed of
three main regions: (i) narrow amorphous cylinders (diameter of a few nanometers)
provided Se > Set, (ii) strained zones around ion tracks which cause contraction of
a- and b-axes and extension of c-axis (parallel to incoming ions), and (iii) oxygen
disorder (point defects) in the CuO basal plane.

8.4.2.6 Garnets

The production of radiation damage by electronic excitation in garnets was
investigated early in the eighties by using a panoply of experimental techniques
[136–146]. Figure 8.21 shows the variation of the radius of ion tracks (extracted
from cross-section measurements arising from RBS/C data) as a function of the
electronic energy loss for Gd3Ga5O12 single crystals irradiated at RT with various
swift heavy ions [144]. An interesting issue of this study is the observation of a
velocity effect: for the same Se value, measured radii are higher for low ion
velocities (beam energy *1.5 MeV/u) than for high ion velocities (beam energy
*6 MeV/u). Similarly, the Se threshold for track formation is lower in the former
case (7.2 keV nm−1 for *1.5 MeV/u) than in the latter one (9.3 keV nm−1 for
*6 MeV/u). Lines in the figure are fits to data by using the inelastic thermal spike
model described in Chap. 2.

Another aim for studies involving electronic excitation effects in garnets was to
tailor the magnetic and magneto-optical properties of this interesting class of
materials via swift ion irradiation. For that purpose the amorphous phase produced
by irradiation via the formation of tracks was studied by using 57Fe Mössbauer
spectroscopy. Figure 8.22 (left) shows Mössbauer spectra recorded using the
standard absorption method with a source of 57Co placed on a constant-acceleration
spectrometer [140]. Quantitative information on the hyperfine magnetic field (Bhf)

Fig. 8.21 Radius of ion track
versus electronic energy loss
for Gd3Ga5O12 irradiated at
RT with swift heavy ions.
Open squares and filled
circles correspond to beam
energies of *6 and
*1.5 MeV/u, respectively.
Lines are calculations using
the thermal spike model (with
k = 4.6 nm) [120]
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at the iron nuclei can be deduced from the intensity ratio of the Mössbauer peaks.
The spectrum recorded on a virgin sample may be reproduced using two octahedral
and one tetrahedral contributions (with proportions of *40 and *60 %, respec-
tively), which lead to the peaks shown in Fig. 8.22 (left-a). The radiation damage
due to irradiation results in an amorphous paramagnetic fraction (Fa) which appears
in the form of a doublet in the middle part of the spectra (Fig. 8.22 left-c–g). At the
final fluence of 3.3 � 1012 cm−2, the fraction of amorphous paramagnetic material
is 100 %. Moreover, whatever the irradiation fluence, the remaining magnetic part
of the samples shows no change in Bhf nor in the distribution of Fe3+ ions in both
octahedral and tetrahedral sites. Figure 8.22 (right) presents the variation of F0

(virgin fraction), Fm and Fa with the ion fluence, arising from spectra of Fig. 8.22
(left) [140]. Fits to the data of Fig. 8.22 (right) provide the radii of the amorphous
track cores (*5 nm) and of the stressed magnetic-oriented cylinders surrounding
the track cores (*20 nm). These radii are strongly depending on both Se and the
ion velocity.

Fig. 8.22 (Left) Mössbauer spectra of Y3Fe5O12 irradiated at RT with 6-GeV Pb ions. The labels
correspond to the virgin sample (a) and to samples irradiated at fluences of 1011 cm−2 (b),
4 � 1011 cm−2 (c), 8 � 1011 cm−2 (d), 1.2 � 1012 cm−2 (e), 2 � 1012 cm−2 (f) and
3.3 � 1012 cm−2 (g). (Right) Variation of the amorphous fraction Fa, oriented magnetic fraction
Fm, and virgin fraction F0 as a function of the Pb ion fluence [140]

8 Swift Heavy Ion Irradiation of Crystalline Insulators and Metals 343



8.5 Structural Transformations at High Fluences

The previous section dealt with the formation of individual ion tracks observed in
solids irradiated with swift ions at low ion fluences (<1012 cm−2). This section
reports the large variety of structural transformations occurring in metals and
insulators irradiated at high fluences where individual tracks begin to
overlap. Experimental evidences of typical structural transformations are first
examined in different types of solids. Materials modifications are then interpreted in
the framework of the phenomenological models described in Chap. 3 of this book.

8.5.1 Experimental Observations of Structural
Transformations

When individual ion tracks overlap, crystalline solids experience a large variety of
structural transformations depending on their physico-chemical properties.
Irradiation may lead to the formation of damaged layers with a given density of
(more or less) complex damage, such as defect clusters, dislocation loops, network
of dislocations, may induce the formation of amorphous layers over the whole ion
paths or may even cause partial or total phase modifications occurring in one or
several steps.

A rather broad panoply of advanced techniques, which sense the investigated
materials at various spatial scales and with different sensitivities, can be imple-
mented to investigate the structural transformations occurring in solids irradiated
with swift ions. Among them, Rutherford backscattering spectrometry in chan-
neling conditions (RBS/C), X-ray diffraction (XRD), transmission electron micro-
scopy (TEM), and Raman spectroscopy were most often implemented in order to:
(i) monitor the damage build-up, (ii) quantify the strain/stress level as a function of
ion fluence, (iii) characterize radiation defects, (iv) determine the formation of new
structures or phases, (v) specify the parameters which trigger the micro- and
macro-structural changes, (vi) understand the mechanisms involved in the structural
transformations. Experimental results may then feed databases, be compared to
computational works, using for instance ab initio calculations or molecular
dynamics simulations, and finally help the development of theoretical models or at
least of phenomenological descriptions.

The first materials to be examined are pure metals which are known to be very
weakly sensitive to electronic excitation [48, 147]. The first radiation-induced phase
transformation in metals was observed in Ti [50, 51]. In this material, a TEM study
demonstrated the occurrence of a a-x phase transition (i.e. from a compact
hexagonal phase to a distorted hexagonal phase generally obtained under pressure),
which takes place only at low temperature (below 80 K), at high fluence (above
1012 cm−2) and for an electronic stopping power higher than *30 keV nm−1.
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A high saturation resistivity increase and a significant volume change were also
observed since the x phase is denser than the a phase.

Another example of phase transformation induced in metals by electronic
excitation is provided by the case of the hcp-fcc transition observed in Co thin films
deposited on a Si substrate upon irradiation with swift heavy ions [148].
Figure 8.23 presents XRD patterns which show the progressive occurrence of the
fcc phase as the irradiation fluence increases. This result is confirmed by the study
of the magnetic properties of Co films. The as-deposited films show the uniaxial
magnetic anisotropy with an in-plane coercive field characteristic of the hcp-Co
phase, whereas a fourfold anisotropic pattern is exhibited on swift ion irradiated
films which indicates the formation of the fcc-Co phase. Actually, earlier studies
showed that phase transformations mainly occur in metals exhibiting high-pressure
phases in the pressure-temperature diagram.

Several phase transformations upon swift ion irradiation were also observed in
metallic alloys. Amorphization was obtained in Ni3B [149] and NiZr2 [48] in
particular conditions (high fluences, low irradiation temperature). In the austenite
phase of Cu-Zn-Al, particles with close-packed structures were formed on the
irradiated surface [150], but similar microstructural changes have also been noticed
following low-energy ion irradiation. In vacuum deposited FeNiCr multilayers,
swift ion irradiation led to the observation of metastable highly-disordered ferro-
magnetic and paramagnetic phases with a relative amount increasing with
increasing ion fluence [151].

An interesting case is the behavior of quasicrystals upon irradiation with swift
ions. The stability of this particular phase was examined on AlCuFe and ZrTiNiCu
[152]. The results seem to strongly depend on the materials considered. Whereas
one might have expected irradiation to induce a phase transition from the icosa-
hedral to a rhombohedral phase in AlCuFe, only minor structural modifications
were observed in this compound. Conversely, amorphization was observed for
irradiation to a fluence of 1013 cm−2 above an electronic energy loss threshold of
*20 keV nm−1 in ZrTiNiCu, as demonstrated by the XRD data presented in
Fig. 8.24d where the sharp peaks vanish and a broad bump appears at 2h * 36°.

Fig. 8.23 XRD pattern of Co
films before (a) and after
irradiation with 120-MeV Au
ions at
5 � 1012 cm−2 (b) and
5 � 1013 cm−2 (c) [148]
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In the case of insulators, ceramics with the fluorite structure (yttria-stabilized
cubic zirconia (c-ZrO2), ceria (CeO2), thoria (ThO2) and urania (UO2)) are par-
ticularly resistant to electronic excitation [28, 38, 68–73, 153–155]. Irradiation of
this kind of materials with swift heavy ions does not induce any phase transfor-
mation but is generally responsible for the formation of a network of tangled
dislocations at high fluences (above 1012 cm−2) (Fig. 8.25 [28]). The formation of
nanodomains, that are slightly disoriented from the main crystallographic direction,
and the production of a large amount of fission gases could be an explanation of the
high burn-up structure (known as RIM effect) observed in the nuclear fuel. An
increase of the irradiation temperature generally leads to a decrease of the global
disorder with an enhancement of the formation rate of dislocation loops.

Another category of materials to be considered concerns unstable solids for
which swift ion irradiation leads to amorphization of the irradiated layer. This is the
case for many insulating compounds in which swift ion irradiation creates amor-
phous ion tracks (see Sect. 8.4.2) and thus leads to total amorphization of the
irradiated layer when ion tracks overlap. A typical example is provided by titanate
pyrochlores [108–112, 156–159] and is illustrated in Fig. 8.26 [111]. Irradiation of
Gd2Ti2O7 with swift heavy ions induces the formation of an amorphous layer
clearly evidenced by the Raman mapping of Fig. 8.26 (left) where the narrow peaks
at 305 and 510 cm−1 are characteristic of the crystalline phase (they disappear at the
surface of the sample) and the vibrational mode at 767 cm−1 may be attributed to
the amorphous phase (it vanishes above 20 µm where the crystal is not affected by

Fig. 8.24 XRD patterns of
quasicrystalline
Zr64.5Ti11.4Ni13.8Cu10.3 before
(a) and after irradiation with
593-MeV Au ions at
5 � 1011 cm−2 (b),
1.3 � 1012 cm−2 (c) and
1013 cm−2 (d) [152]
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Fig. 8.25 TEM micrograph from a cubic zirconia crystal irradiated with 940-MeV Pb ions at
2 � 1012 cm−2 showing the formation of a network of dislocations [28]

Fig. 8.26 (Left) Raman cartography made of spectra recorded at different depths on a Gd2Ti2O7

crystal irradiated with 870-MeV Xe ions at 1013 cm−2; (Right) Variation of the electronic energy
loss (Se) with depth for 870-MeV Xe ions in Gd2Ti2O7 [111]
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irradiation). These experiments show that the thickness of the amorphous layer
(*15 lm) fits remarkably well the electronic energy deposition represented in
Fig. 8.26 (right). Other examples of amorphization by swift ions are provided by
SiO2 [75], TiO2 [79, 80], ThGeO4 in both zircon (Z) and scheelite (S) phases [160],
fluoroapatite (Ca10(PO4)6F2) [58–61], and A3B5O12 garnets where A is Y, Ba, Gd
and B is Al, Fe, Ga [13, 35, 44, 139–144].

A large variety of phase transformations may also occur in different classes of
solids irradiated with swift ions. The first crystalline phase transition driven by swift
ions in oxides was observed in yttria (Y2O3) [90, 160–162]. This cubic-monoclinic
transition was also obtained at high pressure, under shock compression, and by the
creation of oxygen vacancies. The most extensive work certainly concerns mono-
clinic zirconia (m-ZrO2) and hafnia (HfO2) [163–168]. Figure 8.27 shows XRD
patterns recorded on m-ZrO2 irradiated with swift ions, where it is observed that the
peaks at 28.2° and 31.5° due to the monoclinic phase are highly reduced after
irradiation, whereas a new peak located at 30.4° which may be attributed to the
tetragonal phase appears [167]. After irradiation to the highest fluence
(3.5 � 1012 cm−2), only the new peak is plainly visible, while the peaks of the
monoclinic phase vanish. Thus, contrarily to the case of its cubic counterpart,
monoclinic zirconia experiences a clear transformation from the monoclinic
towards the tetragonal phase upon irradiation with swift ions. It should be noticed
that this monoclinic-tetragonal phase transition was also observed upon irradiation
with low-energy ions and by simple thermal annealing [169, 170]. It was thus
assumed that the thermal spike temperature created by swift ions may exceed the
phase transition temperature (1170 °C). Nanocrystalline m-ZrO2 (with a grain size

Fig. 8.27 Evolution of XRD
patterns recorded on
monoclinic zirconia irradiated
with swift heavy ions at
various fluences [167]
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of 40–50 nm) was amorphized upon irradiation with GeV Au and U ions [168].
This result indicates that materials which are highly radiation tolerant in bulk forms
may well be radiation sensitive with a reduced length scale.

The combination of irradiation and pressure plays a crucial role in the
monoclinic-tetragonal phase transformation mechanism [171, 172]. Raman spectra
of Fig. 8.28 show that neither pressure nor irradiation alone can provoke such a
phase transition. The pressure must exceed a value of 11 GPa in order to initiate the
transformation and further pressure increase enhances the process.

Swift ion irradiation of calcite (CaCO3) single crystals led to the observation of a
calcite-vaterite phase transformation using Raman and infrared spectroscopy [173].
The anatase structure of annealed TiO2 thin films was shown to be almost totally
converted to a rutile phase upon irradiation at RT with 200-MeV Ag ions [174].
Copper oxides also present an interesting behavior, since they exist in two stoi-
chiometric forms: cuprous oxide (Cu2O) and cupric oxide (CuO) having cubic and
monoclinic structures, respectively. Swift ion irradiation has been shown to convert
the monoclinic CuO phase to the cubic Cu2O phase [175], revealing interesting
applications for solar cells.

Phase transformations were also observed in d-phase oxides. A striking example
is provided by Sc4Zr3O12 and Lu4Zr3O12 [104]. Figure 8.29 shows XRD patterns
obtained from Sc4Zr3O12 (a) and Lu4Zr3O12 (b) samples irradiated with 185-MeV
Au ions. The structure of Sc4Zr3O12 can be described as an ordered rhombohedral
d-phase, which is represented by the peaks labeled R in Fig. 8.29. Upon ion irra-
diation, the d-phase R peaks decrease in intensity with increasing ion fluence and
almost completely vanish at 1013 cm−2. The four major diffraction peaks (labeled F)
are associated with the parent fluorite structure. Moreover, the absence of the
weaker d-phase (R) reflections with increasing ion fluence suggests that Sc4Zr3O12

and Lu4Zr3O12 gradually undergo an O-D transformation from an ordered d-phase
structure to a disordered fluorite structure. One difference between the structural

Fig. 8.28 Raman spectra
recorded on monoclinic
zirconia submitted to swift ion
irradiation (dash-dotted line),
high pressure (dashed line)
and both irradiation and
pressure (dotted line) [171]
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evolution of Sc4Zr3O12 and Lu4Zr3O12 is that for Lu4Zr3O12 all R peaks associated
with the d-phase disappear, leaving only F peaks at a fluence of 5 � 1012 cm−2.
This effect occurs at lower ion fluence for Lu4Zr3O12 as compared to Sc4Zr3O12. No
irradiation-induced amorphization was observed in these compounds.

Pyrochlores with the A2B2O7 stoichiometry are fascinating materials to study
phase transformations induced by irradiation with swift ions. The variety of the
pyrochlore chemistry leads to a remarkable versatility of the physico-chemical
properties of these compounds, and their stability seems to be essentially governed
by the ratio of the ionic radii of A and B cations (rA/rB). For instance, in the
Gd2(ZrxTi1−x)2O7 series, the susceptibility to radiation-induced disordering
(amorphization) exhibits a systematic decrease with increasing Zr content: whereas
Gd2Ti2O7 is readily amorphized, the end member Gd2Zr2O7 is transformed into a
radiation resistant anion-deficient fluorite structure upon irradiation at room tem-
perature [17, 108–112, 156–159]. Irradiation with swift heavy ions of many pyr-
ochlores has shown a great variety of behaviors [113] which are represented in
Fig. 8.30. In the case of Gd2Ti2O7 and Gd2ZrTiO7, a gradual vanishing of all
diffraction peaks and the observation of additional diffuse scattering indicate pro-
gressive amorphization of samples, with a rate which is decreased for Gd2ZrTiO7.
Conversely, for the zirconate pyrochlores the diffraction peaks related to the
supercell of the pyrochlore structure (stars) disappear and only the peaks corre-
sponding to the fluorite structure are observed at 5 � 1012 cm−2, indicating the
occurrence of an order-disorder phase transition. Moreover, the intensity of the
broad amorphous peak, which appears around 30° above 5 � 1012 cm−2, depends
on the nature of the A cation: Nd2Zr2O7 is totally amorphized, while the peaks
related to the fluorite phase are always visible in other zirconate pyrochlores.

Fig. 8.29 XRD patterns obtained from Sc4Zr3O12 (a) and Lu4Zr3O12 (b) before and after
irradiation with 185-MeV Au ions [104]
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As mentioned previously, an interesting topic is the comparison of results
obtained by performing irradiation or by applying pressure, or even by combining
both solicitations for a given material. Pyrochlores have been the subject of such an
investigation [110, 176]. Figure 8.31 shows XRD patterns recorded on Gd2Zr2O7

as a function of releasing pressure in unirradiated or swift-ion irradiated samples
[110]. The pyrochlore structure of Gd2Zr2O7 is only stable below *20 GPa and,
above this pressure, a cotunnite-like structure is formed (see the peaks at 9° and 12°
in Fig. 8.31a—43.2 GPa). During decompression, the cotunnite high-pressure

Fig. 8.30 XRD patterns recorded on pyrochlores before (a) and after irradiation with 120-MeV U
ions at the indicated fluences (b–d). The peaks corresponding to the supercell of the pyrochlore
structure are indicated by stars [113]

Fig. 8.31 Synchrotron XRD patterns recorded on Gd2Zr2O7 as a function of releasing pressure in
an unirradiated sample (a), or in a sample irradiated with 4-GeV Xe ions at 3 � 1012 cm−2

(b) [110]
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phase gradually transforms to a disordered defect-fluorite structure. This
defect-fluorite structure is also the stable phase occurring in swift-ion irradiated
Gd2Zr2O7. When both pressure and irradiation are combined, the cotunnite phase is
also formed (Fig. 8.31b—40.3 GPa). However, when pressure is released, a new
phase of unknown structure is observed in the irradiated sample (Fig. 8.31b—
3.2 GPa). Thus, the ion-matter interactions in the cotunnite-like structure have
obviously accelerated the transformation to the new phase during pressure release
and, more importantly, have triggered a remarkable stabilization of this novel
structure. Finally, the substitution of Ti for Zr at the B-site significantly increases
the pressure required for the transformation to the high-pressure phase [110].

8.5.2 Analysis of the Build-Up of Radiation-Induced
Structural Transformations with Phenomenological
Models

In amorphizable materials, the structural transformation build-up due to swift ion
irradiation may be described in the framework of the direct impact model (see
Chap. 3 of this book), since one ion impact is most often sufficient to totally
transform the matter inside an ion track, the overall microstructure observed at high
fluences resulting from the overlapping of a large number of tracks. Therefore, the
amorphization build-up follows the following equation:

f ¼ fsat½1� expð�r/tÞ� ð8:2Þ

where fsat is the amorphized fraction at saturation (i.e. fsat = 1 for total amor-
phization), r is the amorphization cross section and /t is the ion fluence.

An example of direct amorphization is provided by titanate pyrochlores
(e.g. Gd2Ti2O7) for which fsat reaches unity at high fluences whatever the experi-
mental technique used to monitor amorphization (see Fig. 8.32) [112]. In this case,
the value obtained for r (46 nm2) gives the diameter of amorphous ion tracks
according to (8.1) in Sect. 8.3.2.

Irradiation of oxides with the fluorite structure (e.g. yttria-stabilized cubic zir-
conia) generally leads to accumulated disorder build-ups that are reasonably fitted
by using the model of direct-ion impact represented by (8.2) (see Fig. 8.33) [28].
However, the fact that fsat is often lower than 1 for these materials indicates that
either the transformation is not total, or the technique used to obtain the transfor-
mation build-up is sensitive to a particular atomic configuration. In the case of cubic
zirconia, the formation of a network of dislocations sensed by channeling leads to a
saturation value of the transformed fraction which measures the sensitivity of the
channeling technique to this particular type of damage. Nevertheless, the value
obtained for r provides a value of the diameter of cylinders from which matter is
ejected towards the surface of crystals and around which dislocation loops are
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formed at low fluence. This diameter is very close to that measured directly by
TEM. As it is shown in Fig. 8.33, the values of fsat and r strongly depend on both
the mass and the energy of incoming ions via the electronic energy deposition.
Moreover, very week damage is created below a Se threshold which generally
depends on the investigated material.

The situation is often more complex when swift ion irradiation leads to the
formation of new phases. An example is provided by the monoclinic-tetragonal
phase transformation obtained upon swift ion irradiation of monoclinic zirconia
[167]. The rate of monoclinic-tetragonal phase transformation obtained using XRD
(see Fig. 8.34) is poorly accounted for by using (8.2) (dashed line). A reliable fit of
XRD data requires the use of the general Gibbons overlap model (see Chap. 3):

Fig. 8.32 Variation of the
amorphous fraction versus the
ion fluence for Gd2Ti2O7

crystals irradiated with
870-MeV Xe ions [112]. The
line is a fit to the data with
(8.2)

Fig. 8.33 Variation of the
accumulated disorder versus
the ion fluence for cubic
zirconia crystals irradiated
with various swift heavy ions
[28]. Lines are fits to the data
with (8.2)
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f ¼ 1�
Xm�1

k¼0

ðr/tÞk
k!

exp �r/tð Þ ð8:3Þ

where m is the number of ion impacts required to transform a given volume of the
sample, r is the transformation cross section, and /t is the ion fluence.

The phase transformation build-up shown in Fig. 8.34 may accurately be
reproduced using (8.3) with two ion impacts (and not only one) for completing the
phase transformation process (solid line). In this description, the first ion is assumed
to create defects, mainly oxygen vacancies, which generate a large strain field and
might be responsible for lowering the transition temperature. These local strain
fields are necessary to trigger the phase transformation by the second ion impact.

When pressure is applied during irradiation of the same material, the phase
transformation follows a single ion impact process [108, 110]. The role of pressure
is to induce a strain that otherwise has to be created by the first ion impact. In this
case, the first ion takes over the role of the second ion in triggering the phase
transition and a double impact is no longer necessary. This feature could also
explain why the transformation appears only locally within the sample.

Complex oxides may exhibit rather complicated behaviors upon irradiation.
Figure 8.35 compares the phase transformation build-ups of a given phase (py-
rochlore, fluorite or amorphous) obtained for typical pyrochlores [113]. These data
were extracted from the analysis of the X-ray diffraction patterns shown in
Fig. 8.30, and have been confirmed by TEM experiments (see tracks in Fig. 8.18).
The results indicate that only a pyrochlore (P) ! amorphous (A) transformation is
observed for Gd2Ti2O7 and only a pyrochlore (P) ! anion-deficient fluorite (F)
transformation occurs in Gd2Zr2O7. For the other compositions (e.g. Nd2Zr2O7),
P ! A and P ! F phase transformations are observed simultaneously at low
fluence, whereas a F ! A phase transformation occurs at higher fluences.

The direct ion impact model, formalized by (8.2), and even the general Gibbons
overlap model, formalized by (8.3), fail to interpret intricate phase transformation

Fig. 8.34 Variation of the
fraction of tetragonal phase
versus the ion fluence for
monoclinic zirconia irradiated
with 600-MeV Pb ions [167].
Dashed and solid lines are fits
to the data with (8.2) and
(8.3), respectively
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build-ups similar to those exhibited in Fig. 8.35. A new model (heterogeneous track
overlap model—HTOM), which considers that phase transformations result from
the overlapping of heterogeneous tracks, was thus derived to account for these
complex results [113]. This model assumes that an ion impinging into a virgin
region of a sample (labelled V) creates a track composed of two regions with either
a stable (labelled S) or a metastable (labelled M) structure, and that a second ion
impact does not influence the stable region but transforms the metastable region
into the stable one. Thus the variation of the fractions (fV, fM and fS) of virgin,
metastable and stable regions with the ion fluence may be written:

fV ¼ exp½� rS þ rMð Þ/t� ð8:4aÞ

fM ¼ rM/t exp½� rS þ rMð Þ/t� ð8:4bÞ

fS ¼ 1� exp½� rS þ rMð Þ/t� 1þ rM/tð Þ ð8:4cÞ

where rS and rM are the cross sections related to the virgin-stable and
virgin-metastable transitions, respectively.

The complex phase transformation build-ups represented in Fig. 8.35 may be
interpreted in the framework of the HTOM model using (8.4a)–(8.4c). In these
equations, since the virgin, metastable and stable regions have pyrochlore, fluorite
and amorphous structures, respectively, the fractions fV, fM and fS may be relabelled
fP, fF and fA, and the cross sections rS and rM may be relabelled rA and rF,
respectively.

The values of ri obtained from the fits to the phase transformation build-ups of
Fig. 8.35 with (8.4a)–(8.4c) depend on the chemical composition of pyrochlores,
i.e. on the cation radius ratio, rA/rB (see Fig. 8.36 [113]). It is shown that rA clearly
increases with increasing rA/rB, whereas rF globally decreases as rA/rB increases
with a stable value around 50 nm2 for rA/rB between 1.5 and 1.6. The former result
indicates that the susceptibility to amorphization by electronic excitation of the
pyrochlore phase increases with increasing rA/rB; the latter result suggests that,

Fig. 8.35 Fraction of pyrochlore (a), fluorite (b) and amorphous (c) phases versus ion fluence for
pyrochlores irradiated with 120-MeV U ions [113]. Solid lines are fits to the data with (8.4a)–
(8.4c)
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except for the extreme compositions (Gd2Zr2O7 and Gd2Ti2O7), the rate of for-
mation of the fluorite phase is almost independent of the sample composition.
Moreover, these data demonstrate that the radiation resistance of pyrochlores
depends more on the cation radius ratio (both B and A cations play a significant role
in the amorphization process) than on the B cation itself (e.g. whether the sample
contains Ti or Zr elements).

8.6 Summary

Electronic excitation and ionization processes occurring in solids irradiated with
swift heavy ions lead to the creation of cylindrical damaged regions (tracks) at low
ion fluences which overlap to form a specific microstructure when the ion fluence is
increased above typically *1012 cm−2. Ion tracks and structural modifications may
be detected using either local microscopic observation by TEM, AFM or SAXS, or
global techniques such as RBS/C, XRD, UV, IR or Raman spectroscopy
(Sect. 8.3).

The possibility to form ion tracks depends on the energy density deposited by
the irradiating ions, on the investigated material and on the temperature at which
irradiation is performed. Thus, tracks were rarely detected in metals and metallic
alloys (Sect. 8.4.1) since conduction electrons easily smear out the perturbation
caused by the passage of swift ions. Exceptions to this rule are provided by Ti, Bi or
Ni-Zr alloys: in these solids discontinuous tracks were observed when irradiations
were performed at cryogenic temperatures and for high values of Se (generally
above 30–40 keV nm−1). On the contrary, tracks with a large variety of inner
structures, often accompanied by hillocks at the surface of samples, are generally
easily formed in insulators (Sect. 8.4.2). Complex oxides (spinel, d-phase

Fig. 8.36 Variation of rA

and rF, calculated from the
fits to XRD data of Fig. 8.35
with (8.4a)–(8.4c), versus the
ratio of the ionic radii of A
and B cations (rA/rB) [113]
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perovskite and pyrochlore compounds) offer ideal systems to study the mechanisms
of track formation since their radiation behaviour generally depends on the atomic
radius of their cations. An example is provided by the Gd2Zr2−xTixO7 pyrochlore
family where it was shown that the diameter and the morphology of ion tracks are
directly linked to the cationic Ti/Zr ratio.

When individual ion tracks overlap, irradiated solids exhibit a large panoply of
structural modifications: formation of damage clusters and/or dislocations, partial or
total phase transformations, polygonization, amorphization, which depend on the
physico-chemical properties of targets and occur in one or several steps
(Sect. 8.5.1). Insulators with the fluorite structure (cubic ZrO2, CeO2, ThO2 and
UO2) were demonstrated to be particularly resistant to electronic excitation,
whereas some simple oxides or compounds (SiO2, TiO2, zircon, garnets, apatites,
titanate pyrochlores) are much more unstable since swift heavy ion irradiation leads
to amorphization of the irradiated layer. Other insulators (Y2O3, CaCO3, mono-
clinic ZrO2, HfO2, d-phase oxides, zirconate pyrochores) experience specific phase
tranformations. This chapter also reports a few results obtained for pyrochlores in
the aim of comparing the structural modifications observed by performing swift ion
irradiation, by applying pressure or by combining both solicitations.

More or less sophisticated phenomenological models were developed to account
for the structural transformation build-ups occurring in both amorphizable and
non-amorphizable solids irradiated with swift ions (Sect. 8.5.2). The interpretation
of experimental data using those models allow the determination of interesting
parameters, such as the fraction of new phases and the transformation
cross-sections, for the different phase transitions induced all along the irradiation
process.
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Chapter 9
Swift Heavy Ion Irradiation of Crystalline
Semiconductors

Werner Wesch and Claudia S. Schnohr

Abstract In this chapter the structural modification of crystalline semiconductors
due to swift heavy ion (SHI) irradiation induced high electronic excitation is dis-
cussed. After a short description of the energy deposition processes, experimental
results on ion track and damage formation in various semiconductors are presented.
The results highlight the different susceptibility of the materials to SHI induced
damage formation and the existence of material specific threshold values of the
electronic energy deposition for track formation. The results are discussed in the
framework of existing models and it is shown that the experimental data can be well
described using an extended inelastic thermal spike model.

9.1 Introduction

The interaction of swift heavy ions (SHI) with solids is characterised by a high
excitation of the electronic system in a narrow cylinder around the ion path with a
few nanometers in diameter. This extreme non-equilibrium process may cause
cylindrical structure modification of the material along the ion trajectories, so called
ion tracks. In Chap. 8 it is shown that in crystalline insulators and metals irradiation
with monoatomic ions or cluster ions leads to the formation of amorphous tracks if
the electronic energy deposition per ion and unit length, Se, exceeds a certain
critical value. With increasing ion fluence these isolated amorphous zones accu-
mulate to form a continuous amorphous layer. For the description of track for-
mation in these materials the inelastic thermal spike (i-TS) model (Chap. 2) has
been used successfully. In this model the electronic energy is assumed to be
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transferred to atomic motion via various processes of electron-phonon coupling
connected with heating of a narrow region along the ion trajectory. If the tem-
perature within such a cylinder exceeds the melting temperature of the material, a
molten zone is formed which may be quenched into the amorphous phase during
rapid solidification.

Whereas in crystalline insulators and metals the process of track formation
seems to be widely understood, the situation is more varied and complex in
semiconductors. In some materials such as Si, Ge, GaP, GaAs, AlAs and SiC only
point defects and point defect complexes are formed by monoatomic irradiation up
to Se values of about 29 keV nm−1. In contrast, clear evidence for the formation of
damaged or amorphous tracks by monoatomic ion beams was found in InP, InSb,
GaSb, InAs, GaN and InN. As in the case of insulators and metals, amorphous
layers are formed by agglomeration or overlap of individual damaged tracks at
sufficiently high ion fluences. With cluster ions such as e.g. C60, however, tracks are
easily formed even in Si, Ge and GaAs due to the higher electronic energy depo-
sition compared to monoatomic ions. Semiconductor alloys also show differing
responses to SHI irradiation. While damage formation is readily observed in SiGe
and InGaP, only little damage was found in case of InGaAs. It should be mentioned
that beside damage and track formation, irradiation induced annealing of damage
was also observed in some of these semiconductors.

After a short review of the energy deposition processes under SHI irradiation,
the present chapter will summarise the experimental findings on damage and track
formation in semiconductors. The attempts to model the experimental data both
with simple estimates and within the framework of various modifications of the
inelastic thermal spike model will be described. Problems related to the different
approaches as well as the competition between irradiation induced damage
formation and annealing will be discussed.

9.2 Energy Deposition

An ion penetrating a solid suffers a successive loss of its energy by interaction with
the target until it finally comes to rest at a certain depth inside the material. In
principle, the energy transfer to the solid may be caused by elastic or inelastic
collisions with the target atoms or their individual components. Inelastic collisions
with the electrons lead to the emission of bremsstrahlung radiation while inelastic
collisions with the target nuclei result in nuclear excitation and/or reaction. Both
these processes, however, can be neglected in the cases discussed in this section.
Consequently, the two main components of energy loss to be considered here are
elastic collisions with the target atoms, the so called “nuclear stopping” or “nuclear
energy deposition”, and inelastic interactions with the target atoms caused by elastic
collisions with the target electrons called “electronic stopping” or “electronic
energy deposition”. Nuclear energy deposition causes displacements of atoms from
their regular positions. If sufficient energy is transferred, these atoms may
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themselves interact with other target atoms leading to so-called collision cascades.
In contrast, electronic energy deposition results in excitation and ionization of the
electronic system. These processes are described by the depth dependent energy
depositions per ion and unit length Sn(s) = (dE/ds)n and Se(s) = (dE/ds)e for nuclear
and electronic interaction, respectively, where E represents the projectile energy and
s denotes the path length. Sn(s) and Se(s) can be calculated using the SRIM
(Stopping and Ranges of Ions in Matter) Monte Carlo code [1]. Generally, the ratio
Se/Sn increases when increasing the ion energy E from the keV to the MeV region.
A more detailed description of the ion-solid interaction processes is given in
Chap. 1 of this book. For all SRIM calculations of the nuclear and electronic energy
loss presented here density values q from [2] and values of the displacement energy
Ed from [3] were used.

The two contributions to the energy loss show very different dependence on the
projectile energy. This is illustrated in Fig. 9.1a which plots the calculated nuclear
and electronic energy depositions, Sn and Se, respectively, as a function of ion
energy E for Au ion irradiation of InP. It is clearly to be seen that in the keV to low
MeV energy region nuclear energy deposition dominates while for ions with
energies above �50 MeV electronic interaction processes are dominant. As the ion
gradually slows down when travelling through the material its energy and thus the
ratio of electronic and nuclear energy loss change as a function of depth z as
illustrated in Fig. 9.1b for InP irradiated with 185 MeV Au ions. Figure 9.2 plots
the same data for InP, InAs, GaP, GaAs, and Ge, all irradiated with 185 MeV Au
ions, highlighting the near surface region by a break in the depth scale [4]. It is
apparent from both figures that over the first few micrometers the energy transfer is
clearly dominated by electronic interaction and nuclear stopping is negligible. In the
depth region of 0 < z < 0.5 lm in particular, Se is nearly constant and approxi-
mately two orders of magnitude larger than Sn (see Fig. 9.2). In contrast, at depths
larger than z � 10 lm the ions have lost sufficient kinetic energy to undergo bal-
listic collisions with the target atoms such that comparable values for both energy

Fig. 9.1 a Nuclear and electronic energy deposition, Sn and Se, respectively, as a function of ion
energy E for Au irradiation of InP. b Sn and Se versus depth z for InP irradiated with 185 MeV Au
under normal incidence. Values were calculated using the SRIM2008 code [1]

9 Swift Heavy Ion Irradiation of Crystalline Semiconductors 367

http://dx.doi.org/10.1007/978-3-319-33561-2_1


loss processes are reached at z � 15 lm and nuclear interaction dominates the
energy transfer. The Au ions with an initial energy of 185 MeV finally come to rest
at a depth z � 17 lm below the sample surface.

Furthermore, it is obvious from Fig. 9.2 that the values of both nuclear and
electronic energy loss are very similar for all five materials over the whole ion range.
Average values of Sn and Se over the first 0.5 lm from the surface are listed in
Table 9.1 for various semiconductors subjected to 185 MeV Au irradiation. In all
materials the near surface electronic energy loss exceeds the nuclear one by
approximately two orders of magnitude. The values for Se range from approximately
20–24 keV nm−1 except for AlAs and Si which exhibit slightly smaller values. The
electronic energy deposition close to the surface thus exceeds the threshold value
Set � 13 keV nm−1 reported for track formation in InP [5, 6] for all materials listed
in Table 9.1. Nevertheless, their response to SHI irradiation is remarkably diverse
and distinctly different from the behaviour observed under irradiation with ions in
the keV to low MeV region. Thanks to the dominating contribution of the electronic
energy deposition to the total energy loss in the near surface region, SHI irradiation
thus allows an almost separate study of the influence of ionization processes on
damage formation and transformation in semiconductor materials.

Fig. 9.2 Nuclear and
electronic energy loss, Sn and
Se, respectively, versus depth
z for Ge, InP, InAs, GaP and
GaAs irradiated with
185 MeV Au. Values were
calculated with SRIM2008
[1]. Note the break in the
depth scale at z = 0.5 lm

Table 9.1 Nuclear and
electronic energy loss, Sn and
Se, respectively, averaged
over the first 0.5 lm from the
surface for various
semiconductors irradiated
with 185 MeV Au. Values
were calculated with
SRIM2008 [1]

Material Sn (keV nm−1) Se (keV nm−1)

Si 0.15 15.7

Ge 0.28 24.2

SiC 0.21 24.1

AlAs 0.20 18.4

GaP 0.23 21.5

GaAs 0.28 23.5

GaSb 0.26 22.0

InP 0.23 20.4

InAs 0.25 22.0

InSb 0.26 20.7
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9.3 Track and Damage Formation

During the last two decades the growing interest in the use of high energy ion
irradiation to produce thick or buried modified layers has stimulated numerous
studies of damage evolution due to high excitation of the electronic system in
various semiconductors (see e.g. [7–9] and references therein). All these studies
have shown that while some materials are easily damaged due to electronic energy
deposition others are surprisingly resistant to damage and ion track formation. In
this section, experimental results on SHI irradiation of semiconductors will first be
presented for materials resistant to damage formation including Si, Ge, GaAs, GaP,
AlAs, SiC, BN and AlN followed by a review of studies on materials susceptible to
damage formation, namely InP, InAs, InSb, GaSb, GaN and InN. As a more or less
arbitrary criterion for this distinction we have used the threshold values of the
electronic energy deposition for track formation to be reachable by monoatomic
ions with accelerators available at present. Besides, experimental findings for SHI
irradiated semiconductor alloys and cluster irradiation of semiconductors will be
presented together with a discussion of the experimentally determined threshold
values for damage and track formation due to high electronic energy deposition.

9.3.1 Materials with High Radiation Resistance

9.3.1.1 Track Formation

The first papers dealing with SHI irradiation of Si, Ge, GaAs (see [7] and references
therein) and SiC [10] were published in the early and mid 1990s. The motivation for
the early studies of these technologically relevant materials was mainly to inves-
tigate the modification of the electrical properties under the conditions of high
electronic excitation. In all these materials and in GaP no indication for visible track
formation by monoatomic ion irradiation was found up to an electronic energy
deposition of Se � 29 keV nm−1. Irradiation of BN and AlN up to electronic
energy depositions of Se = 17.6 and 33 keV nm−1, respectively, also did not result
in track formation [11, 12]. For AlN, a threshold value for track formation of
Se > 34 keV nm−1 was deduced from SHI irradiation experiments with higher
electronic energy depositions [13]. However, it has been shown by in situ optical
absorption measurements that high electronic energy deposition in AlN causes the
formation of point defects, i.e. Se is not completely inefficient with respect to defect
formation in this material [14].

For electronic energy depositions sufficiently in excess of 29 keV nm−1 irradiation
of GaAs, GaP and Ge with swift monoatomic heavy ions (Au, Pb, Bi) results in
extremely discontinuous tracks [15–17]. In case of Ge irradiated with 710 MeV Bi
(Se = 37 keV nm−1) and 2.7 GeV U (Se = 42 keV nm−1), for example, single ran-
domly distributed dot-like defects as well as discontinuous tracks consisting of
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individual defect clusters arranged along the ion trajectory were registered [16]. The
discontinuity of the tracks and the fact that under these irradiation conditions not each
impinging ion produces a visible track indicate that these Se values are only slightly
above the threshold value for the formation of visible tracks. The internal structure of
the discontinuous tracks is explained by fluctuations of the ion charge state along the
trajectories which periodically increases the electronic energy deposition above the
threshold value for defect formation resulting in the observed intermittent structure of
the tracks. From the distance between the individual defects within the tracks a
periodic simultaneous loss of three electrons corresponding to an increase of the
electronic energy deposition by 4–6 keV nm−1 is estimated. From this it is concluded
that the formation of continuous tracks in Ge requires an electronic energy deposition
of 46–49 keV nm−1 which cannot be reached with monoatomic ions (for details see
[16]). A similar damage formation as inGewas also observed in Si0.5Ge0.5 alloy layers
irradiated with 1.3 GeV U ions (Se � 34 keV nm−1) which is illustrated in the
bright-field plan-view (PV) transmission electron microscopy (TEM) image in
Fig. 9.3 [18, 19]. The density of the isolated dot-like defects together with the dis-
continuous tracks is in good agreement with the ion fluence. Contrary, the total
number of extended tracks consisting of three or more dots is about one order of
magnitude lower than the ionfluence used [18]which is similar to the behaviour found
for Xe irradiation of InP (see Sect. 9.3.2).

Irradiation of Si0.5Ge0.5 with 0.8 and 2.7 GeV U ions results in nearly the same
value of the electronic energy deposition (Se � 32 keV nm−1), but the ion veloc-
ities differ by a factor of about two (2.5 and 4.3 � 107 ms−1, respectively) [19]. The
density of defect clusters registered by TEM is more than one order of magnitude
higher at 0.8 compared to 2.7 GeV irradiation, and the morphology of the damage
structure is also different. This shows that both the density and the morphology of
the defects are not only governed by the value of the electronic energy deposition,
but are also affected by the velocity of the projectiles [19]. The influence of this
velocity effect on track formation was clearly demonstrated for yttrium iron garnet
Y3Fe5O12 [20] (Chap. 8) and is commonly ascribed to the deposited energy density
which decreases with increasing velocity. The damage cross-section is therefore
larger at low velocities and more damage is produced.

The technologically relevant II-VI semiconductor CdTe is known to possess a
high resistance to defect formation due to nuclear energy deposition even at low

Fig. 9.3 Bright-field
plan-view TEM image of a
Si0.5Ge0.5 layer irradiated
with 1.3 GeV U ions. The
arrows mark the tracks [18]

370 W. Wesch and C.S. Schnohr

http://dx.doi.org/10.1007/978-3-319-33561-2_8


temperatures [21]. Similarly, no point defects or amorphous ion tracks have been
observed in crystals irradiated with swift heavy ions up to electronic energy
depositions of Se � 28 keV nm−1 (see [22] and references therein). However, the
formation of extended defects in a very thin surface layer detected at the highest
energy deposition and ion fluence is evidence for defect creation caused by the high
electronic energy deposition. As in case of damage formation due to nuclear pro-
cesses, the observed behaviour is ascribed to the high instability of the created
defects which is a consequence of the high iconicity of the CdTe lattice [21] and
which, together with the high defect mobility, obviously results in a nearly perfect
recrystallization of the damage produced along the ion trajectory and to the creation
of extended defects at high fluences.

In contrast to irradiation with monoatomic ions, irradiation of cluster ions with
energies of several 10 MeV leads to the formation of amorphous tracks in Si, Ge,
GaAs [23–26] and AlN [12]. Although there is a certain theoretical uncertainty
regarding how to calculate the electronic energy deposition of cluster ions correctly,
additivity of the Se values of the n individual ions, Se(n) = n Se(1), is commonly
assumed, yielding extremely high values of Se not available with monoatomic
heavy ions. For the investigation of damage formation in Si, Ge and GaAs the
fullerene C60 with energies between 20 and 40 MeV was used [23–26]. After
irradiation of Si single crystals with 30 and 40 MeV C60 corresponding to Se � 47
and 57 keV nm−1, respectively, continuous amorphous tracks with a density almost
agreeing with the ion fluence were registered by means of high-resolution
(HR) TEM [23, 24]. The track diameters of about 10 nm at the surface in case of
the 30 MeV irradiation remains constant down to a depth of �80 nm and then
gradually decreases as a consequence of an increasing spatial separation of the
cluster constituents due to Coulomb repulsion between the charged fragments and
multiple scattering in elastic collision processes. Furthermore, at the end of the
tracks a series of aligned droplets of damaged material was found [23]. These
findings were confirmed in another study [24] where track diameters of 8.4 and
10.5 nm were determined for 30 and 40 MeV irradiation, respectively.

Amorphous tracks were also detected in C60-irradiated Ge and GaAs [25, 26].
The electronic energy depositions in the energy region from 20 to 40 MeV vary
between about 37 and 51 keV nm−1 for Ge and about 38 and 52 keV nm−1 for
GaAs. The diameter of the tracks increases with increasing energy of the cluster ions,
i.e. with increasing electronic energy loss which is illustrated in Fig. 9.4 for the
example of GaAs. Track diameters d determined from conventional TEM images
were about 6, 12.5 and 15 nm in GaAs irradiated with 20, 30 and 40 MeV,
respectively [26]. From the extrapolation of the dependence of the experimental
cross-sections rexp = pd2/4 on Se the threshold values for track formation due to C60

ion irradiation were obtained as Set = 36 keV nm−1 for GaAs, 33 keV nm−1 for Ge
and 28 keV nm−1 for Si [26]. Contrary, irradiation of Ge with fast Bi, Pb and U ions
resulting in similar or higher electronic energy depositions produced no or only
extremely discontinuous tracks as discussed above [16]. In AlN irradiated with
fullerene ions at electronic energy depositions ranging from Se = 38 to 59 keV nm−1

amorphous tracks with diameters between 1.8 and 2.5 nm were registered [12].
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The phenomenon that slow fullerene ions form continuous amorphous tracks while
monoatomic fast ions with comparable or higher electronic energy depositions do
not has to be ascribed to the significantly lower ion velocity of the cluster ions
compared to the monoatomic ones: the reduced velocity b = v/c (v–ion velocity, c-
velocity of light in vacuum) amounts to about 10 % in case of swift monoatomic
ions and is only in the order of about 0.8–1.1 % for 20–40 MeV fullerenes [26]. As a
consequence of this velocity effect, the electronic energy is deposited into a smaller
volume in case of the low velocity cluster ions leading to a higher energy density
and, therefore, to a higher damage cross-section (see Sect. 9.4).

Fig. 9.4 High-resolution
TEM images of GaAs single
crystals irradiated with
a 20 MeV, b 30 MeV and
c 40 MeV C60 ions [26]
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9.3.1.2 Damage Accumulation

In the previous section, the effect of the electronic energy transferred to the lattice of
various semiconductors as a result of irradiation with single monoatomic or cluster
ions has been described. Now the accumulation of damage as a function of the ion
fluence will be discussed.

A suitable and effective structural method to analyse damage formation and the
crystalline-to-amorphous phase transition is Rutherford backscattering spectrometry
(RBS) in combination with the channelling technique (see Chaps. 1 and 5, [27, 28]).
Virgin and damaged samples are irradiated with light ions (H, He) under both
random and aligned incidence. From the energy spectra of the backscattered ions
the difference in minimum yield Dvmin can be calculated which is related to the
amount of defects in the damaged samples. Using the Monte Carlo code DICADA
[29], the relative concentration of displaced lattice atoms, nda, can then be deter-
mined with nda = 1 corresponding to the amorphous state. A comparison of the
results obtained for various irradiation conditions is possible when recalculating the
ion fluence into the number of displacements per lattice atom, ndpa, according to
ndpa = N * displ NI/N0 which represents the nuclear energy deposition. Here N * displ

is the number of displacements per ion and unit depth calculated by the SRIM code,
NI the ion fluence and N0 the atomic density of the target.

RBS analyses of SHI irradiated Si, Ge, GaP, GaAs [7, 15] and AlAs [30, 31]
confirm that in these semiconductors SHI irradiation with an electronic energy
deposition Se below �33 keV nm−1 leads only to the formation of point defects and
point defect complexes. This is illustrated in Fig. 9.5 which shows the relative defect
concentration, nda, versus the ion fluence for 593 MeV Au irradiation of Ge
(Se = 32.8 keV nm−1), GaP (Se = 29.3 keV nm−1) and GaAs (Se = 33.3 keV nm−1)
[15]. For comparison, the curves for InSb (Se = 30.4 keV nm−1) and InP
(Se = 28.9 keV nm−1) are included. In case of Ge, GaP, and GaAs, the defect con-
centration increases with the ion fluence until a saturation is reached at very low defect
concentrations which do not exceed values of nda � 0.05, i.e. only 5 % of the atoms
are displaced from their regular positions, indicative for the formation of various types
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of point-like defects. Identical behaviour was also observed in case of AlAs [30].
Contrary to the behaviour of these materials, InP and InSb are rendered amorphous
under the same irradiation conditions and a comparable Se value indicating their
smaller resistance to damage formation which is discussed in detail in Sect. 9.3.2. It
should bementioned that under the conditions of dominant nuclear energy deposition
all these materials are amorphised (see Chap. 5).

The higher radiation resistance observed in Ge, GaAs and GaP is in agreement
with the result, that in this range of the electronic energy deposition no tracks were
detected. For the formation of extremely discontinuous tracks electronic energy
depositions well above 33 keV nm−1 are required (see Sect. 9.3.1.1).

While SHI induced track formation and amorphization do not occur in Si single
crystals, amorphization due to SHI irradiation was recently reported in electro-
chemically produced porous Si layers [32, 33]. By means of Raman spectroscopy it
is shown that the initially crystalline columnar structure of the porous layers is
rendered amorphous with increasing SHI fluence. In contrast to the regime with
dominant nuclear energy deposition where the collision processes between the ions
and the lattice atoms induce a densification of the porous layer and thus its
destruction [34], the samples remain porous even at full amorphization in case of
electronic energy deposition. Furthermore, the thermal conductivity of the porous
layer further decreases with increasing amorphous fraction [32, 35]. The surpris-
ingly different behaviour of porous Si compared to bulk single crystals is mainly
attributed to the low thermal conductivity of the former being two to three orders of
magnitude smaller than that of the bulk material and approaching that of dielectric
materials. The authors argue that, according to the thermal spike model, this low
thermal conductivity may lead to melting of the material after electron-phonon
coupling and thus to amorphous track formation along the ion path [33, 35].

The conclusion from the RBS studies that the damage in the radiation resistant
materials consists of point defects is confirmed by electrical measurements. In these
early studies n- and p-doped Si, Ge and GaAs single crystals were irradiated with
various ion masses ranging from oxygen to uranium. The energy per nucleon was
varied from 3 to 60 MeV/u corresponding to electronic energy depositions Se
between about 1 and 28 keV nm−1. In most cases, the electrical properties were
analysed by means of in situ resistivity and Hall mobility measurements. In some
cases, these measurements were further supported by additional ex situ deep level
transient spectroscopy (DLTS), photo luminescence (PL), optical absorption,
electron paramagnetic resonance (EPR), and X-ray diffraction (XRD) techniques. In
n-Si and n-GaAs the mobility decreases and the resistivity increases with increasing
ion fluence until saturation values are reached indicative for carrier compensation
[36–39]. This is illustrated in Fig. 9.6 for the example of 5.2 GeV Kr irradiation of
n-Si [39].

The behaviour of n-Ge differs from that of n-Si as can be seen in Fig. 9.7 for the
example of 880 MeV Pb irradiation. Here the resistivity decreases after having
passed a maximum, and the initially negative Hall mobility becomes positive with
rising ion fluence. This is a clear indication of a type conversion from n- to p-type.
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In p-Ge, on the other hand, the conductivity and majority carrier density increase
with increasing ion fluence [40].

Detailed analysis of DLTS, PL and TEM measurements has shown that the
modifications of the electrical parameters observed in Si, Ge and GaAs have to be
ascribed to the formation of point defects during SHI irradiation which cause the
compensation of free carriers in n-Si and n-GaAs and a type conversion of n-Ge to
p-Ge [36–39]. When comparing the results of SHI irradiated samples with those of
proton, electron and neutron irradiated samples it is obvious, that the defects are
similar in all cases. The most frequent defect complexes in Si and Ge are the
A-centre (vacancy-oxygen complex), the E-centre (vacancy-doping impurity
complex) and the divacancy [36, 41–44]. In GaAs the dominating defect produced
by SHI irradiation is the As vacancy [39].

It is not yet completely clear in what way the electronic energy deposition
contributes to the observed defect formation in the radiation resistant materials. For
Si [36, 45] and Ge [40] it has been reported that at lower values of Se the defect
production rate scales with the nuclear energy deposition. With increasing Se
(heavier ions) the defect production rate decreases indicating in situ annealing of
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defects due to the higher electronic energy deposition [36, 40, 45]. Defect annealing
due to high electronic excitation was also observed in GaAs for Se values ranging
from �15 to 20 keV nm−1 [7, 46]. Consequently, in Si, Ge and GaAs the low
defect concentration produced during SHI irradiation can mainly be ascribed to the
effects of nuclear interaction, and these defects may also anneal during the irradi-
ation due to the electronic energy loss of the impinging ions.

For SiC only a few studies on radiation damage formation due to high electronic
excitation do exist (see [47] and references therein). 3C-, 4H- and 6H-SiC single
crystals were irradiated with various ions and electronic energy depositions up to
Se � 33 keV nm−1. The damage evolution was analysed using mainly optical
(optical absorption, PL) and Raman spectroscopy. From optical measurements it is
concluded that SHI irradiation does not produce remarkable damage. The results of
the Raman spectroscopy further suggest that SHI irradiation only produces point
defects while the formation of amorphous regions can be excluded. The small
amount of defects produced is predominantly located at the end of the ion range and
can therefore be ascribed to nuclear collisions [47, 48]. Additionally, annealing of
pre-existing defects was observed under SHI irradiation which is based on
enhanced migration and recombination of defects (ionization-enhanced diffusion,
IED) [47–50]. Obviously, during SHI irradiation of SiC a competition between
damage accumulation and IED occurs, which has also been discussed previously
for other semiconductors [7].

Recent studies of SHI irradiation of SiC layers pre-damaged by nuclear energy
deposition showed a dependence of damage recovery on the degree of pre-damage
[51, 52]. Both 3C- and 4H- SiC fully amorphous layers irradiated with 870 MeV Pb
ions (Se = 33 keV nm−1) [51] and 167 MeV Xe ions (Se = 20 keV nm−1) [52]
undergo recrystallization at the amorphous-crystalline (a-c) interface reducing the
thickness of the amorphous layer by around 10 nm (ion beam induced epitaxial
crystallization, IBIEC). Contrary, in partly amorphous layers damage annealing
over the entire damaged layers was observed. The difference in the recrystallization
kinetics observed for the different damage levels are ascribed to differences in the
structure of the defective layers, i.e. to differences in defect nature and density [51].
MD calculations, which very well describe the experimental findings, indicate the
high energy density deposited by the SHI along their path to be responsible for the
defect annealing observed (for more details see [51]).

9.3.2 Materials with Low Radiation Resistance

From the ion fluence dependence of the number of displaced atoms, nda, in Fig. 9.5
of Sect. 9.3.1.2 it is obvious that various semiconductors show a completely dif-
ferent damaging behaviour under identical irradiation conditions and for similar
electronic energy depositions per ion and path length. Whereas Ge, GaP and GaAs
show saturation of nda at relatively low values, InP and InSb are rendered amor-
phous. The transition to the amorphous phase may be explained by the formation of
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individual amorphous or heavily damaged tracks which accumulate or overlap,
respectively, to a complete amorphous layer. In this section the conditions for track
formation and amorphization in various semiconductors with low radiation resis-
tance will be discussed in more detail.

9.3.2.1 Track Formation

TEM may yield detailed information on the morphology and kind of defects in the
irradiated layers. It should, however, be mentioned that defects can anneal under
electron irradiation in the microscope so that the analysis of the real structure of
heavily damaged or amorphous regions is complicated and may lead to misinter-
pretations especially in case of high-resolution imaging [53, 54]. In the following an
overview about results on the formation of visible tracks in semiconductors being
susceptible to damage formation under SHI irradiation will be given.

In InP irradiatedwith 250 and 340 MeVXe ions atfluencesNI � 5 � 1012 cm−2,
no visible tracks were detected (or could be resolved under the experimental condi-
tions used) by means of cross-section TEM (XTEM). In these cases the layers
probably contain high concentrations of point defects or point defect complexes
which is in accordance with the small relative defect concentrations nda � 0.2
measured by RBS [7, 53]. At higher ion fluences discontinuous and partially con-
tinuous tracks were detected the concentration of which increases with the ion fluence
until a completely amorphous surface layer is formed [5, 6].

The morphology of damage produced in the irradiated layers changes signifi-
cantly with depth. In case of 250 MeV Xe irradiation to an ion fluence of 7 � 1012

cm−2 (corresponding to ndpa = 0.003 dpa and nda = 0.37 at the depth z = 0.3 lm),
a � 35 nm thick slightly damaged layer is followed in the XTEM images by a layer
containing tracks of isolated spherical or elongated cylindrical defect clusters along
the ion trajectory extending down to �100 nm. Then a region with dark contrast
continuous and discontinuous straight lines extends to a depth z � 10 lm. The
shape of the cross-section of the continuous tracks is nearly circular, and the
diameters were estimated to be about (7–15) nm. Electron diffraction analyses
indicate the inner structure of the tracks to consist of amorphous InP and a small
amount of fine polycrystalline grains [6]. The depth region between �10 and
16 lm is crystalline and contains small clusters of point defects while a layer with a
high concentration of defect clusters is observed between �16 and 21 lm.

A comparison with the depth dependence of nuclear and electronic energy
deposition allows the conclusion that the near surface damage within the first
10 lm is caused by the electronic energy loss, whereas the heavily damaged buried
layer is a consequence of nuclear energy deposition with its maximum value at the
depth z � 21 lm. The depth extension of the track region and the existence of a
crystalline region behind the tracks suggest the existence of a critical value of the
electronic energy deposition Se for track formation which is exceeded only for
z < 10 lm (maximum depth of track region) corresponding to Set � 13 keV nm−1

(for details see [6, 7]). The existence of a threshold value of Se in this order of

9 Swift Heavy Ion Irradiation of Crystalline Semiconductors 377



magnitude is also confirmed by the result that 140 MeV Kr irradiation with
Se � 12 keV nm−1 does not result in track formation in InP [53]. It also explains
the lower defect concentration in the immediate surface area (z < 0.1 µm) observed
in the XTEM studies. The impinging ion has a low initial charge state corre-
sponding to an electronic energy deposition well below the threshold value Set. As
the ion traverses the sample, the charge state increases towards the equilibrium
value thereby raising Se above the threshold value for track formation [55].

At a Xe ion fluence of NI = 5 � 1013 cm−2 both surface and buried damage
layers are amorphized due to agglomeration of the individual tracks and the buried
damage clusters, respectively. The ion fluence NI = 5 � 1013 cm−2 corresponds to
ndpa = 0.55 dpa in the maximum of the nuclear energy deposition (z � 21 lm)
which leads to amorphization of InP also for conventional ion energies [56, 57].

It should be mentioned that not each impinging 250 MeV Xe ion produces a
visible track. For an ion fluence of 7 � 1012 cm−2 a track density of 2 � 1011 cm−2

was estimated. This is an indication that at least under these irradiation conditions
pre-damaging is necessary for track formation. In order to proof this, a buried layer
containing a high concentration of point defects was produced in crystalline InP by
conventional ion implantation. Afterwards the sample was irradiated with 250 MeV
Xe ions to an ion fluence of NI = 7 � 1011 cm−2 which is far below the value at
which in single crystalline InP visible tracks are formed. In the bright-field XTEM
image taken at this sample discontinuous tracks consisting of defect clusters
arranged like a string of pearls along the ion trajectory were detected solely in the
buried pre-damaged region, but not in the surrounding crystalline areas [6].
However, it has been shown that SHI irradiation may also induce defect annealing
in pre-damaged InP [58] and GaAs [59]. The electronic energy deposition, the ion
fluence and the concentration of defects in the damaged region then determines
which of the competing processes, damage formation or annealing, dominates.

As in the case of the Xe irradiations, irradiation of InP with 200 MeV Au ions
results in the formation of widely discontinuous tracks [60, 61]. However, in this
case each impinging ion forms a track, i.e. no pre-damaging is required for track
formation. Furthermore, electron diffraction and HR-TEM analyses reveal no evi-
dence that the individual track cores are amorphous which may be a consequence of
homoepitaxial regrowth [61]. 593 MeV Au irradiation with its still higher elec-
tronic energy deposition in InP results in continuous amorphous tracks the number
of which corresponds to the ion fluence as in the case of the 200 MeV irradiation
[15, 53]. A comparison of differences in track morphologies is illustrated in Fig. 9.8
which shows bright-field PV-TEM images of InP irradiated with 375 MeV Xe and
with 573 MeV Au ions [15].

In another study track formation in InP, InAs, InSb and GaSb irradiated with Pb
ions with specific energies ranging from 1.85 to 10 MeV/u was investigated using
RBS and TEM [62]. According to the TEM results, isolated cylindrical tracks were
produced at low ion fluences in all materials in the investigated energy range. In all
cases the number of tracks is in reasonable agreement with the ion fluence indi-
cating each ion to have formed a visible track. Whereas in InP and GaSb the tracks
were amorphous, those found in InSb were completely recrystallized. In the case of
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InP the mean radii of isolated tracks of �3.3 nm are in good agreement with those
determined by means of RBS [5, 53, 62] (see Sect. 9.3.2.2).

InP has also been irradiated with C60 cluster ions with energies from 23 to 40 MeV
corresponding to electronic energy depositions between �37 and 48 keV nm−1,
respectively [63]. The resulting tracks show average diameters of �17 to 21 nm,
respectively, corresponding again to a threshold value of Set � 13 keV nm−1 for
track formation in InP [15].

In both GaN and InN single ion irradiation with electronic energy deposition
above Se = 24 and 15 keV nm−1, respectively, results in visible track formation
[11, 12, 64]. From the comparison of the track length determined from XTEM
images and SRIM calculations of the depth dependence of the electronic stopping
power, Se, the threshold value for track formation in both materials was determined
to Set = 15 keV nm−1 [12]. In the region of lower Se the tracks are discontinuous,
and the degree of discontinuity decreases with increasing Se. Whereas in GaN in
case of lower Se values the tracks consist of a heavily damaged but not amorphous
core and a surrounding less damaged halo [64], at least the continuous tracks seem
to be amorphous [12]. In InN the contrast in the TEM images of the nearly con-
tinuous tracks observed at higher Se values is heterogeneous indicating dissociation
of InN into nitrogen bubbles and metallic indium or indium oxide [12] as it was also
observed during low energy ion irradiation [65].

9.3.2.2 Damage Accumulation and Amorphization

An ion fluence dependent damage accumulation and amorphization was first
reported for single crystalline InP irradiated with 250 MeV Xe ions at room

Fig. 9.8 Bright-field plan-view TEM images of InP irradiated at room temperature with
a 375 MeV Xe up to the ion fluence NI = 8.4 � 1011 cm−2 and b 573 MeV Au up to the ion
fluence NI = 1 � 1011 cm−2. The samples were tilted off the <100> axis in the microscope [15]
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temperature [5] and later confirmed for other irradiation conditions [6, 62, 66] as
well as for other semiconductors [4, 15, 62, 64]. The damage accumulation with
increasing ion fluence was studied by means of RBS.

For all ion energies investigated, the relative defect concentration nda, i.e. the
relative concentration of displaced lattice atoms calculated from the RBS spectra,
remains constant over the depth accessible with RBS analysis (z � 0.5 lm for the
conditions used). This is consistent with the nearly constant value of the electronic
energy deposition Se in the near surface region of the samples (see Fig. 9.2 in
Sect. 9.2). As already mentioned in Sect. 9.3.2.1, a very thin layer at the immediate
sample surface retains a lower defect concentration [5, 6] which is attributed to
charge state effects of the impinging ions [55].

Figure 9.9 shows a comparison of the relative defect concentration nda obtained
for InP irradiated with different ion species and different ion energies. In order for
the data to be comparable, the ion fluence NI has been recalculated into the number
of displacements per lattice atom ndpa due to nuclear energy deposition. It is clearly
to be seen in Fig. 9.9 that in case of 340 and 250 MeV Xe irradiation with elec-
tronic energy depositions of Se = 19.5 and 18.8 keV nm−1, respectively, nda
quickly reaches a value of one, i.e. amorphization is already attained for ndpa
0.008 and 0.016 dpa, respectively. In order to render InP amorphous by nuclear
energy deposition using for example 300 keV Se or 100 keV B ions, ndpa = 0.2 or
1 dpa are required, respectively [56, 67] (see Chap. 5). Furthermore, only values of
nda < 0.05 follow for a nuclear energy deposition of ndpa = 0.016 dpa when using
conventional ion energies of several 100 keV to a few MeV. Therefore, the
amorphization by swift Xe irradiation has to be ascribed to the high electronic
energy loss starting at the surface and extending to depths of several micrometers.

In case of Kr irradiation, nda is approximately described by the same dependence
on ndpa for both ion energies (see Fig. 9.9). For 150 MeV irradiation with
Se = 12.5 keV nm−1 only weak damage close to the surface is produced up to
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ndpa = 0.2 dpa. In case of 2.5 MeV Kr ions, on the other hand, where damaging is
caused by nuclear processes, the formation of amorphous material requires ndpa
0.6 dpa. From these results it can be concluded that the damage evolution observed
in InP irradiated with 150 MeV Kr is a consequence of nuclear energy deposition.
Comparison with the results of the swift Xe irradiations then shows that there exists
a threshold value of the electronic energy deposition in order to form remarkable
damage.

The formation of amorphous layers at critical ion fluences has also been observed
in InP for room temperature (RT) Au irradiation with energies between 64 and
593 MeV (electronic energy depositions Se from �11 to 29 keV nm−1) [4, 53], for
593 MeV Au and 390 MeV Xe irradiation at liquid nitrogen temperature
(LNT) [53, 58] and for 593 MeV Au irradiation at RT in InSb (Se = 30.4 keV nm−1)
[15]. In Fig. 9.10 some examples of the dependence of the relative defect concen-
tration nda on the ion fluence NI are shown for InP irradiated with Au and Xe ions of
varying energies at RT and LNT.

It is obvious that the critical ion fluence for complete amorphization shifts to
higher values with decreasing ion energy and ion mass. The solid and dashed lines
are the result of the analysis of the fluence dependences in the framework of the
overlap damage model introduced by Gibbons [68] (see Chap. 3). In this model it is
assumed that heavily damaged or amorphous material is produced either directly by
a single incoming ion or by multiple overlap of slightly damaged regions. Fitting
the corresponding fluence dependences yields the number of overlaps m necessary
to amorphize the material and the area AI damaged by a single ion which corre-
sponds to the damage cross-section (for details see Chap. 3). But it should be
mentioned that the quantity nda determined from RBS measurements gives the total
concentration of displaced lattice atoms and therefore contains information about
point defects, point defect complexes and amorphous regions, i.e. it overestimates
the amorphous fraction. Therefore, the area AI and the corresponding radius of
material damaged by an individual ion does not necessarily correspond to the radius
of a heavily damaged or amorphous track observed by TEM investigations. As can
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be seen in Fig. 9.10, in case of the RT irradiation the fluence dependences can be
fitted with an overlap number m = 0, i.e. each single ion directly creates a heavily
damaged area along its trajectory. Contrary, the damage evolution curves in case of
the LNT irradiations with 390 MeV Xe (Fig. 9.10) and 593 MeV Au ions [53] can
be fitted only by assuming m = 1, i.e. one overlap of individual damaged zones is
necessary to form heavily damaged or amorphous material. Obviously, at low
irradiation temperature an incoming ion produces less damage than at room tem-
perature. This behaviour is in contrast to that observed in case of damage formation
by nuclear energy deposition (see Chap.5) and presents a clear indication for the
completely different damage formation mechanisms occurring due to high elec-
tronic excitation of the lattice atoms.

In GaN irradiated with SHI at an electronic energy deposition of
Se = 34 keV nm−1 a fluence dependent damage accumulation was also observed
[64]. The RBS yield increases with the ion fluence up to a saturation value of
around 80 % of total amorphization at an ion fluence of NI � 2 � 1012 cm−2. The
damage evolution curve up to this fluence could be described by the overlap
damage model [68] with an overlap number of m = 0 and a track diameter of
d = 9 nm (corresponding to a damage cross section rdam = 6.4 � 10−13 cm2),
which is in good agreement with the track diameter determined from the TEM
images. This is an indication for direct impact disordering, i.e. no spatial overlap of
tracks is necessary for lattice disordering. However, the observed deviation of the
theoretical curve from the experimental data at fluences above �2 � 1012 cm−2

indicates that the overlap damage model cannot satisfactorily describe the complex
process of damage evolution in GaN. That the material is not rendered completely
amorphous even at high ion fluences was also confirmed in another study by means
of TEM investigations [12]. Probably, overlapping of ion tracks at higher ion
fluences leads to partial damage annealing, i.e. a competition between ion track
creation and annealing may occur thus preventing complete amorphization.

Given the strikingly different response of different binary semiconductors, e.g.
InP and GaP, the question arises of how a ternary alloy such as Ga1-xInxP would
react. The effect of high electronic energy deposition on the damage evolution is
illustrated in Fig. 9.11 for the examples of Ga0.50In0.50 P and Ga0.47In0.53As and the
related binary compounds for 185 MeV Au irradiation [4, 9].

As apparent, the binary In compounds exhibit considerable but different damage
under SHI irradiation. While InP is rendered amorphous at an ion fluence of
NI � 2 � 1013 cm−2, InAs exhibits much lower defect concentrations even at
fluences as high as NI � 1 � 1014 cm−2. The binary Ga compounds are only
slightly damaged as discussed already in Sect. 9.3.1.2. In contrast, damage accu-
mulation in Ga0.50In0.50P is similar to that of InP, but to amorphize the ternary a
slightly higher ion fluence is required. This is obviously a consequence of the high
radiation resistance of GaP leading to a change in damage susceptibility in the
ternary compound compared to pure InP. Further experiments are necessary to
determine whether this change comes abruptly at a certain stoichiometry or grad-
ually over a large compositional range. But from the results it is clear that a ternary
alloy with equal parts of In and Ga behaves much more like InP than like
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GaP. In Ga0.47In0.53As damage formation is identical to that in InAs at lower ion
fluences but for NI > 2 � 1013 cm−2 the relative defect concentration saturates at
nda � 0.20. Thus, the ternary As compound exhibits damaging behaviour inter-
mediate to that of InAs and GaAs.

The slower increase of the relative defect concentration with ion fluence for
Ga0.50In0.50P, InAs and Ga0.47In0.53As compared to InP can be interpreted in terms
of a competition of damage formation and annihilation. Therefore the damage
evolution curves cannot be fitted by means of the overlap damage model which
does not consider any defect annealing. Instead, a modified defect interaction and
amorphization model is used [69] which yields the cross-sections rdam and rann for
damage formation and annealing, respectively. The results of the fits are sum-
marised in Table 9.2 and plotted in Fig. 9.11.

The observed amorphization of InP is consistent with the high damage
cross-section rdam and an annealing cross-section rann = 0. For rann = 0 the model
is identical with the overlap damage model by Gibbons [68]. The damage formation
cross-section of Ga0.50In0.50P is only slightly lower than that of InP, but the high
annealing cross-section not present in InP reflects the higher fluence necessary to
amorphize the ternary. Damage formation in InAs is characterized by a damage
formation cross-section almost one order of magnitude less than that for InP
reflecting the reduced susceptibility of InAs to SHI-induced damage formation.

Fig. 9.11 Relative defect
concentration nda versus ion
fluence NI for 185 MeV Au
irradiation of binary and
ternary III–V compounds.
The dashed and solid curves
represent fits for the In
binaries and ternaries,
respectively, using a modified
defect interaction and
amorphization model (data
from [4])

Table 9.2 Damage formation and annealing cross-sections rdam and rann, respectively, obtained
from fitting the relative defect concentration nda with the modified defect interaction and
amorphization model [4]

rdam (1014 cm2) rann (10
14 cm2)

InP 32 ± 1 0

Ga0.50In0.50P 25 ± 3 21 ± 5

InAs 5 ± 1 10 ± 2

Ga0.47In0.53As 5 ± 1 22 ± 5
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At the same time, SHI-induced damage annealing is also present in InAs. In
Ga0.47In0.53As the damage formation cross-section is equal to that of InAs.
However, the annealing cross-section is twice as large as in InAs and explains the
lower defect concentration measured at higher ion fluences in the ternary alloy.

9.3.3 Threshold Values

All experimental data on SHI-induced damage and track formation in semicon-
ductors available till now indicate the existence of a threshold value of the elec-
tronic energy deposition, Set, necessary to create visible tracks and amorphization of
the material. For the determination of threshold values various methods are used.
The comparison of the extension of individual tracks into depth obtained from
XTEM images with the depth distribution of the electronic energy deposition yields
the value of Set directly [5]. Besides, Set can be obtained from damage cross sections
measured for different values of the electronic energy deposition. The damage cross
sections are either calculated from track radii obtained from PV-TEM images or by
fitting the fluence dependences of the RBS damage concentration in the framework
of the overlap damage model [68] as described in the previous section. However,
different experimental methods may yield quite different track radii and cross
sections which explains the dispersion of the Set values found for a given material in
various sources. This problem is also reflected in calculations of Set in the frame-
work of the i-TS model which require at least one experimental Set value for one
material in order to fix calculation parameters (for details see [53]).

In Fig. 9.12 damage cross sections rdam for InP irradiated with Xe, Au and Pb
ions are depicted versus the electronic energy deposition Se.

The data points for Au and Pb with their nearly equal masses and those for Xe with
smaller mass lie on two separate straight lines. In both cases the damage cross section
increases linearly with the electronic energy deposition. Furthermore, the cross
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sections for Au irradiation determined from TEM are in good agreement with those
determined bymeans of RBSwithin the experimental uncertainty. The intersection of
the lines with the abscissa yields threshold values Set = 10.5 keV nm−1 in case of Au
and Pb irradiation and 13.2 keV nm−1 in case ofXe irradiation. Note that fromXTEM
images a value of �13 keV nm−1 was estimated for InP irradiated with Xe ions (see
Sect. 9.3.2.1). Although the result of i-TS calculations of the threshold value is
influenced by the experimental value used, the calculated threshold values of Set = 12
and 14.8 keV nm−1 for Au and Xe irradiation are in the same order of magnitude as
those determined experimentally [53]. The results clearly show that there is no uni-
versal energy loss threshold valid for irradiation of all ions into InP, but the value
significantly depends on the ion mass (velocity effect).

The damage cross sections of various semiconductors irradiated with fullerene
ions are shown in Fig. 9.13 as a function of the electronic energy deposition. The
threshold value for InP of �13.8 keV nm−1 is in good agreement with that
obtained in case of monoatomic ion irradiation. For Si, Ge and GaAs with the cross
sections given in literature [25, 26] one obtains threshold values of 28, 33 and
36 keV nm−1, respectively. These values exceed those obtained for InP significatly
reflecting the higher radiation resistance of these semiconductors compared to InP.

In Table 9.3 threshold values Set for damage and track formation in various
semiconductors irradiated with monoatomic and cluster ions are summarised. All
semiconductors exhibit threshold values Set > 10 keV nm−1 being significantly
larger than those found for many insulators, amorphous materials and high-Tc

superconductors [8]. While InP and InAs show damage and track formation for
Set � 10–15 keV nm−1 the track formation threshold in GaP, GaAs, Si and Ge
exhibits values in excess of �30 keV nm−1.

The various semiconductors investigated show striking differences in damage
behaviour under SHI irradiation even in case of irradiation with similar values of
the electronic energy deposition Se. The analysis of all data shows that neither the
energy deposition per ion and unit path length nor the total energy deposition per
unit volume alone can describe SHI irradiation effects in semiconductors. Instead,

0 10 20 30 40 50 60
0

50

100

150

200

250

300

350

400

D
am

ag
e 

cr
os

s 
se

ct
io

n 
σ d

am
 (

nm
2
)

Electronic energy deposition Se (keV nm-1)

 InP
 GaAs
 Ge
 Si
 InP C20

Fig. 9.13 Damage cross
sections, rdam, of various
semiconductors irradiated
with cluster ions C60 and C20,
respectively. The cross
sections were calculated from
TEM track radii. The data are
taken from [63] (InP), [26]
(GaAs), [23] (Ge) and [25]
(Si). The continuous straight
lines are to guide the eye

9 Swift Heavy Ion Irradiation of Crystalline Semiconductors 385



velocity effects as well as the radial distribution of the energy deposition which
should depend on both ion species and ion energy play an important role [53, 58].
In the following section damage formation induced by electronic energy deposition
will be discussed in the framework of theoretical models described in Chap. 2.

9.4 Modelling of Track Formation

Because of the complexity of the energy relaxation processes involved in track and
damage formation due to high electronic energy deposition a complete description
of ion-solid interactions during swift heavy ion irradiation still does not exist [71–
73]. However, in literature several models of damage formation due to electronic
interactions are discussed: Coulomb explosion [74], lattice relaxation (athermal
melting) [75] and the inelastic thermal spike (i-TS) model [76]. The appropriateness
of the various models is still under debate. However, whereas Coulomb explosion
has been ruled out as track formation mechanism at least for metals and semi-
conductors [72, 73], the thermal spike model as the most elaborated one currently
seems to be the only model to provide approximate predictions on ion track for-
mation in numerous conducting and non-conducting materials. A detailed overview
of the existing models and their limitations is given in Chap. 2. In the following,
results of some qualitative estimations as well as calculations in the framework of
the i-TS model will be presented.

9.4.1 Qualitative Estimations

The different susceptibility of various semiconductors to SHI induced damage
formation even for similar Se values must be a consequence of differences in the
processes induced by the high electronic energy deposition. As estimations on the

Table 9.3 Threshold values
of the electronic energy
deposition, Set, for damage
and track formation in various
semiconductors

Material Set (keV nm−1) References

Single ions Cluster ions

Si 28 [25]

Ge 46–49 33 [16], [25], [26]

Si0.5Ge0.5 34 [18]

GeS 19 [70]

InP �10.5–14 13.8 [53], [63]

InAs 16 [4]

InN 15 [12]

GaP >29 [15]

GaAs 36 [25], [26]

GaN 15 [12]
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basis of various models show [62, 77], there is no clear correlation of damage and
track formation with main macroscopic parameters of the materials such as
band-gap energy Eg or melting temperature Tm (see Table 9.4).

The lattice relaxation model (also called athermal melting model) [75, 77]
assumes that structural instability results from the dense excitation of electrons from
bonding states in the valence band to anti-bonding states in the conduction band.
Consequently, for a given Se value an increase in susceptibility to damage forma-
tion with decreasing band-gap energy Eg could be anticipated. Indeed, for all
group-V species the increase of Eg for the Ga containing materials compared to the
In compounds is accompanied by a decrease of the sensitivity to damage formation
(cp. Fig. 9.11 and Table 9.4). Contrary, InP with its four times higher value of Eg

compared to InAs is much more easily amorphized than InAs which contradicts the
prediction of the model. Additionally, within the lattice relaxation model it is also
argued that materials with higher phonon frequencies mLO of the lattice atoms show
stronger instability within a given time after the excitation than those with lower
mLO values [75]. Regarding the In compounds, InAs shows the lowest susceptibility
to damage formation yet its phonon frequency is intermediate to those of InP and
InSb in clear contradiction to the prediction of the model. Altogether, the evaluation
of the validity of the lattice relaxation model for III–V compounds needs additional
calculations as performed in [75] for Si.

In the framework of the i-TS model the sensitivity to damage formation is related
to the electron-phonon coupling strength g which gives the efficiency of the energy
transfer from the electronic system to the lattice. For inorganic insulators it was
reported that higher band-gap energies yield larger g values [78]. Consequently,
materials with high gap energy should be more susceptible to damage formation
because for higher g values a higher fraction of the electronic energy deposition Se is
transferred to the lattice atoms thus causing a more pronounced damage formation.
This is opposite to the predictions of the lattice relaxation model discussed above and
completely disagrees with the experimental findings. For all group-V species, the Ga

Table 9.4 Macroscopic parameters of various III–V compounds, Si and Ge (Eg-band-gap energy
with (d) and (i) denoting a direct or indirect gap, respectively; mLO-long-wavelength longitudinal
optical phonon frequency; Ca-heat capacity per unit volume of the atomic system; Tm-melting
temperature; Q = Ca (Tm − T0)-energy required to heat a unit volume to the melting point with T0
being the temperature of irradiation (in this case room temperature); data from [2])

Material Eg (eV) vLO (THz) Ca (J cm−3 K−1) Tm (K) Q (J cm−3)

Si 1.12 (i) 15.57 1.65 1687 2333

Ge 0.66 (i) 9.02 1.76 1210 1649

GaP 2.26 (i) 12.07 1.28 1730 1865

GaAs 1.43 (d) 8.54 1.76 1513 2182

GaSb 0.72 (d) 6.99 1.91 991 1371

InP 1.35 (d) 10.38 1.53 1335 1625

InAs 0.36 (d) 7.24 1.98 1210 1855

InSb 0.17 (d) 5.72 2.02 797 1058
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containing material has a significantly higher gap energy than the corresponding In
compound yet the latter is more easily damaged (Fig. 9.11). Among the In com-
pounds, InAs shows the lowest susceptibility to damage formation yet its band-gap
is intermediate to those of InP and InSb similar to the phonon frequencies discussed
above. Additionally, both Si and Ge with their significantly differing gap energies
exhibit a high radiation resistance confirming that Eg is not the only measure for the
degree of susceptibility to SHI-induced damage formation.

In another estimation based on the analytical thermal spike (a-TS) model [79] the
energy Q necessary to heat different semiconductors to their melting points is
calculated [4, 62]. In this a-TS model the threshold energy Set necessary to create
visible tracks is proportional to the energy Q = Ca (Tm − T0), with Ca being the heat
capacity per unit volume of the atomic system and Tm and T0 denote the melting
and irradiation temperature, respectively (see Table 9.4). Furthermore, Set is pre-
dicted to be inversely proportional to the electron-phonon coupling efficiency c
which is the ratio between the electronic energy transferred to the atomic system
and the total deposited electronic energy Se. On the basis of this relation and the
experimental results on track formation it can be concluded that low Q-values are
advantageous for track formation. Indeed, in Si, Ge and GaAs with their high values
of Q no tracks were detected after single ion irradiation, whereas in InSb, GaSb and
InP with lower Q values track formation is observed (see Sect. 9.3). Additionally,
for all group-V species, Q is higher for the Ga containing material than for the In
compound, which is primarily caused by the difference of the melting temperature
and which agrees with the higher radiation resistance of the Ga compounds.
Furthermore, for a given group-III species, Q is largest for the As compound and
smallest for the Sb compound again in agreement with the observed high and low
radiation resistance, respectively. This trend in the influence of Q on damage for-
mation thus qualitatively agrees with the experimentally observed damage forma-
tion behaviour and indicates that, similar to the case of insulators, a reasonable
theoretical description of the damage formation in semiconductors due to high
electronic energy deposition should be possible on the basis of a thermal spike
mechanism. However, the agreement between Q and the observed susceptibility to
damage formation is only qualitative. While InP and InAs exhibit Q values equal to
those of Ge and GaP, respectively, the behaviour under SHI irradiation is funda-
mentally different demonstrating that a more complex thermal spike model is
needed in order to successfully describe the damage formation in semiconductors.

9.4.2 Application of the Inelastic Thermal Spike (i-TS)
Model

As already mentioned, the thermal spike model assumes that the energy deposited
into the electronic system is transferred to atomic motion via electron-phonon
coupling [76]. As a consequence, the thermal motion of the lattice atoms leads to

388 W. Wesch and C.S. Schnohr



melting of the material along the ion path if the temperature exceeds the melting
point. During the following rapid resolidification the molten zone may be quenched
into the amorphous phase. The evolution of the thermal spike is usually described
by two coupled non-linear differential equations, as discussed in detail in Chap. 2.

Ce Teð Þ @Te
@t

¼ 1
r
@

@r
rKe Teð Þ @Te

@r

� �
� g Te � Tað ÞþA r; tð Þ

Ca Tað Þ @Ta
@t

¼ 1
r
@

@r
rKa Tað Þ @Ta

@r

� �
þ g Te � Tað Þ

ð9:1Þ

where Ce, Ke and Ca, Ka are the heat capacity per unit volume and the thermal
conductivity of electronic and atomic system, respectively. Te and Ta are the
electronic and atomic temperatures, respectively, r is the radial distance from the
ion trajectory, t denotes the time, g stands for the electron-phonon coupling strength
and A(r,t) represents the energy density deposited into the electronic system by the
incident ion. The first equation thus describes the temperature evolution in the
electronic system and the second that in the lattice. The coupling term, g(Te − Ta),
describes the energy transferred from the electronic system to the lattice via
electron-phonon coupling.

The electron-phonon coupling strength, g, originally derived for metals [80] can
be calculated according to

g ¼ pmenev2s
6se Teð ÞTe ð9:2Þ

where ne is the volume concentration of free electrons, vs is the sound velocity, and
se(Te) is the mean free time between two collisions of an electron at the temperature
Te (see Chap. 2). Because hot electrons in the conduction band of non-metallic
solids behave like hot electrons in a metal [81, 82], (9.2) can also be used for
semiconductors. The only unknown parameter in this equation is se(Te) which can
be estimated from experimental data on track formation (for details see [53] and
references therein).

Another scenario to determine the electron-phonon coupling strength is to use
the electron-phonon mean free path, k, which is connected with g and the
electron-phonon mean free time se according to

k2 ¼ Dese ¼ DeCe

g
; se ¼ Ce

g
ð9:3Þ

where Ce and De are the specific heat and the diffusivity of the electrons, respec-
tively [78, 83, 84] (see Chap. 2). This method has been successfully applied to a
number of insulators, mainly amorphizable oxides, where the electron-phonon
coupling strength at high electronic excitations is not known [85]. Fitting the
evolution of the experimental track radii of the insulators with Se in the framework
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of the i-TS model yields a monotonic decrease of k as a function of the gap energy
Eg [78]. This reference curve kref(Eg) has also been used for the discussion of track
formation in semiconductors [12]. While these two approaches do not a priori
contradict each other, very different values for se, k and g are reported in the
literature that vary by several orders of magnitude (see e.g. [12, 53] and Chap. 2).
A general description of track and damage formation in SHI-irradiated semicon-
ductors on the basis of the i-TS model is thus still lacking as discussed in more
detail below.

Another important term in (9.1) is the energy deposited into the electronic
system, A(r,t), which is the driving force for the evolution of the thermal spike. An
extension of the i-TS model for semiconductors suggested by Kamarou et al. [53]
mainly concerns this term which contains the information about the initial process
of the energy transfer from a SHI to the electronic system, the so called “ionization
spike”. As a result of the treatment of this very first energy deposition stage, the
time dependence of A(r,t) is assumed to be Gaussian, while the spatial distribution
consists of a “core” region given by the zone of primary ionization and a “halo”
region defined by the range of the most energetic electrons produced.

Using this extended i-TS model, the maximum atomic temperature at the track
axis, Tmax, and the maximum radius of the molten zone, rsim, were calculated for
single crystalline InP irradiated with various ions at RT and LNT. The
electron-phonon coupling strength was calculated using (9.2) with se(Te) estimated
from experimental track data (for details see [53] and references therein). It is
clearly to be seen in Fig. 9.14 that for RT irradiations with Pb, Au and Xe the
calculated maximum atomic temperatures exceed the melting point Tm = 1335 K
for InP within characteristic ranges of the ion energy. Conversely, for RT irradia-
tions with Kr where the electronic energy deposition is smaller than the threshold
value, Se < Set, and for all LNT irradiations where Se > Set, the maximum atomic
temperatures do not reach the melting temperature of InP. Additionally, the cal-
culated maximum temperatures reached at the track axis differ by about 800 K for
RT and LNT irradiations despite the same value of Se. This is due to the difference
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in the thermal conductivity which is about seven times larger at LNT than at RT.
Consequently, the heat is transported away from the track much more efficiently at
LNT so that, according to the calculations, melting is not possible in virgin crys-
talline material.

The calculated maximum radii of the molten tracks rsim are depicted in Fig. 9.15
versus the ion energy. In case of RT irradiation the calculated radii clearly vary with
ion species and ion energy. However, for Xe irradiation the maximum radius does
not exceed a value of about 0.6 nm which is close to the lattice constant of InP of
0.587 nm. Consequently, under these conditions no tracks are formed but obviously
point defects and point defect clusters are created. This small value of rsim correlates
with the calculated maximum temperature Tmax which only slightly exceeds the
melting temperature in a narrow region of the ion energy (Fig. 9.14). Additionally,
for Ag and Kr irradiation at RT and for all LNT irradiations rsim = 0 which also
correlates with the energy dependence of the maximum temperature which does not
exceed the melting point in these cases.

Altogether, the thermal spike calculations confirm the experimental results
obtained for track and damage formation in SHI irradiated InP (see Sect. 9.3.2). In
accordance with the energy dependence of the maximum temperature, Au irradi-
ation leads to the formation of continuous tracks in the energy region where the
melting temperature is exceeded, and the track radii determined from TEM analyses
(rTEM � 2 nm for 150 and 593 MeV Au) agree well with the calculated radii (see
Fig. 9.15). In case of Xe irradiation at low ion fluences no visible tracks are
detected, but with increasing ion fluence more or less discontinuous tracks are
found the number of which is smaller than the ion fluence. As mentioned before,
this can be explained by an increasing number of point defects with increasing ion
fluence. This leads to a stronger interaction of the excited electrons with the atoms
which causes an enhanced energy transfer to the lattice atoms thus favouring visible
track formation. In the framework of the thermal spike model, a more efficient
transfer of energy from the excited electrons to the lattice is equivalent to a higher
electron-phonon coupling strength g. In order to get a qualitative estimation of the
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influence of this effect on track formation in InP, track radii rsim were calculated
with the same parameters but with the g value multiplied by a factor ag. ag = 1
corresponds to irradiation into perfect InP, ag > 1 stands for irradiation into
pre-damaged material. For example, in case of 250 MeV Xe irradiation the cal-
culated radius approximately corresponds to that determined from TEM analyses,
rsim � rTEM � 2.3 nm, for ag � 2 [53]. This suggests that the energy transfer from
the electronic system to the lattice is twice as effective in pre-damaged material as in
virgin InP.

Recently, a unified i-TS model was presented by Mishra et al. [86] which is
based on the extended i-TS model [53] and takes into account the influence of the
nuclear energy deposition, Sn, on damage formation in SHI irradiated semicon-
ductors, similar as it was done earlier for silica [87] and metals [88]. Using this
model and additionally taking into account the latent heat of fusion at the melting
point, the existing experimental data on SHI irradiation of InP [53] were
re-evaluated. With assumptions previously made for metals [84, 89] the
electron-phonon coupling strength in this study is expressed as

g ¼ p4 kBnemsð Þ2
18Ka Tað Þ ð9:4Þ

with the temperature dependent thermal conductivity Ka(Ta) of the semiconductor.
In this expression the only free parameter is the volume concentration of the free
electrons, ne. For details of the calculation and the parameters used the reader is
referred to [86]. The simulations show that for a concentration of free electrons of
ne = 2 N = 7.92 � 1022 cm−3, with N being the atomic density of InP, the tem-
perature of the atomic system exceeds the melting temperature for all irradiations
with electronic energy depositions above the threshold value for track formation
(Set � 14 keV nm−1). This is in agreement with [53] even without considering Sn.
The calculated track radii are in good agreement with the experimentally deter-
mined ones [53], and there is no remarkable difference between the radii determined
with and without considering the contribution of the nuclear interaction.
Consequently, track formation and amorphization at electronic energy depositions
Se > Set are caused by the high value of Se and can be described in the framework of
the i-TS model without considering the nuclear stopping. But in case of irradiation
with Se values close to or below the threshold value Set damage accumulation is also
influenced by nuclear interaction [55]. The latter may lead to the formation of point
defects and to a more efficient transfer of energy from the excited electrons to the
lattice atoms, as discussed above.

To study the influence of nuclear energy deposition in the subthreshold irradi-
ation regime, the time evolution of the lattice temperature of InP irradiated with
64 MeV Au (Se = 10.7 keV nm−1), 82 MeV Xe (Se = 13.5 keV nm−1) [49] and
100 MeV Ag (Se = 13.5 keV nm−1) was simulated using the unified i-TS model
[86]. In all cases the melting temperature is not reached when only the effect of Se is
taken into account in the model which corresponds to the result obtained in [53].
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However, when considering both, Se and Sn, the lattice temperature exceeds the
melting temperature indicating the possible occurrence of a molten zone. When
additionally considering the latent heat of fusion an incomplete phase transforma-
tion and a partly molten phase are observed. However, the radius of the partly
molten zone caused by a single ion is considered to be too small to create a stable
track in the material. Therefore it is assumed that heavily damaged layers observed
experimentally at high ion fluences [53] are formed by accumulation and overlap of
the residual defects in the damaged regions produced by the individual ions [86].
Altogether the simulations show that for irradiations with Se < Set consideration of
only Se or both Se and Sn in the i-TS model indicate different mechanisms of
damage formation. However, for a still better understanding of the combined effect
of nuclear and electronic energy deposition during SHI irradiation further experi-
mental and theoretical work seems to be necessary.

Contrary to InP, no visible amorphous tracks are formed in Si, Ge, GaP and
GaAs by single swift ions whereas cluster ion irradiation clearly results in track
formation (see Sect. 9.3.1). Using the experimental track radii determined for
cluster ion irradiation of Si, Ge, [23–26] as well as InP [63] the extended i-TS
model was applied to calculate the maximum atomic temperatures for InP, Si and
Ge irradiated with 593 MeV Au ions at RT [15].

It is clearly to be seen in Fig. 9.16 that, in contrast to InP, in both Ge and Si the
maximum atomic temperature within the ion track does not reach the corresponding
melting temperatures by far. For Si this was recently confirmed by calculations
using a unified i-TS model suggested by Lazanu [90] that also takes into account
the effect of both nuclear and electronic energy deposition on damage formation as
well as by Monte Carlo calculations of the early stages of track formation [91].
These results explain why no continuous tracks were detected in crystalline Si and
Ge and only discontinuous ones were observed in Ge at very high ion fluences [16]
(see Sect. 9.3.1.1). In this latter case the increasing point defect concentration
enhances the electron-phonon coupling strength until sufficient energy is transferred
to the lattice atoms to induce melting. The observed discontinuity of the tracks can
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be explained by either (i) dynamic fluctuations of the ion charge due to electron
capture and loss processes if the electronic energy deposition is close to the
threshold value for melting [55, 92] or by (ii) breaking of the liquid phase into
droplets due to surface tension (Rayleigh instability). The latter process is facilitated
if the mass density in the liquid state is higher than that in the solid state, which
holds for InP, InSb, GaAs, Ge and Si [15].

For the analysis of SHI induced damage and track formation in III-N semi-
conductors in the framework of the i-TS model [12] the approach to estimate the
electron-phonon coupling strength by the electron-phonon mean free path, k, was
used [78, 85]. With the k values achieved from fits of the track sizes experimentally
determined for the various materials and irradiation conditions track radii were
calculated as function of Se and compared with the experimental data. At least in
case of GaN and InN the experimental results well agree with the model predictions
for the evolution of the track radii with the electronic energy deposition. Deviations
observed in case of AlN are due to experimental uncertainties. However, for dis-
continuous tracks a comparison of the experimental radii with theoretical predic-
tions is not straightforward since neither statistical fluctuations nor Rayleigh
instabilities are included in the i-TS model [12].

With the same approach experimental data previously published for cluster ion
irradiation of Si, Ge, GaAs and InP [24–26, 63] were analysed. In these materials
calculations in the framework of the i-TS model also well reproduce the depen-
dences of the track radii on the electronic energy deposition [12].

The k values obtained from the analysis of the various semiconductors are
plotted in Fig. 9.17 versus the gap energies and compared with the reference curve
obtained for oxides (solid black line).

It is obvious that the values for InN, InP and GaN match very well with the
reference curve, whereas those for Si, Ge, GaAs and AlN are far from agreeing with
this relation. A fit of the data (blue dotted line) indicates higher k values for some
semiconductors with small Eg compared to those of the oxides, but the value for
AlN completely deviates from both dependences. These results show that a uniform
description of track formation in semiconductors with the i-TS model is obviously

Fig. 9.17 Evolution of the
electron-phonon mean free
path, k, versus the gap energy,
Eg, for various
semiconductors. The solid
black curve represents the
relation achieved for oxides
(kref) [78, 85], and the blue
dotted line is a fit of the data
for semiconductors [12]
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not possible if the electron-phonon coupling strengths are reduced to the
electron-phonon mean free path k, i.e. to a dependence only on the gap energy Eg

(see also Sect. 9.4.1).
It should also be mentioned here that the k values for semiconductors calculated

with (9.3) and De and se values from literature remarkably deviate from those
shown in Fig. 9.17. In case of InP, for example, with the mean time between two
electron collisions, se = 8.5 � 10−17 s, calculated by Kamarou et al. [53], one
obtains k = 0.2 nm. Using the electron-phonon mean free time se = 0.1 � 10−12 s
obtained from fs laser experiments and used in the calculations of Toulemonde
(see Chap. 2.3.5) yields k = 7 nm which approximately corresponds to the value
given in Fig. 9.17. According to (9.3), the values of the electron-phonon coupling
strength g derived with k � 7 nm deviate from those obtained by Kamarou et al.
[53] with full i-TS calculations (k = 0.2 nm) by two to four orders of magnitude.
These differences are obviously the consequence of the uncertainty in the inter-
pretation of the physical meaning of the interaction time se.

In order to describe SHI induced structural modifications observed in
non-amorphizable insulators, as e.g. CaF2, the same approach for the
electron-phonon coupling strength as described above was used, but additionally
the occurrence of a vapour phase along the ion path was considered in the i-TS
model [90]. This modification of the thermal spike model and its discussion in
literature will not be treated here in detail, and the interested reader is referred to
[12, 78, 93–96] and the references therein as well as to Chaps. 2 and 8 of this book.
However, applying this model to the description of damage and track formation in
semiconductors did also not result in a satisfactory explanation of the differences in
track formation between oxides and semiconductors on the one hand and between
different semiconductors on the other [12]. Obviously the measured tracks do not
reflect all atomic motion induced by the excited electrons. Concerning the semi-
conductors, for example, a thermally stimulated solid-phase epitaxial growth
(SPEG) being different for the various materials might explain the different sus-
ceptibility to track formation as it was suspected for InAs and InP [4].

In conclusion, many aspects of track and damage formation due to high elec-
tronic excitation of semiconductors can be adequately reproduced in the framework
of the i-TS model. However, none of the existing modifications of the i-TS model
seems to be able to provide a general description of track formation due to SHI
irradiation in all materials indicating that additional experimental and theoretical
work is necessary.

9.5 Summary and Discussion

It is obvious that various semiconductors exhibit different sensitivity to damage
formation by high electronic excitation even for comparable values of the electronic
energy deposition. In InP, InSb, GaSb, InAs, GaN, and InN heavily damaged or
amorphous tracks were registered by means of TEM after monoatomic ion
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irradiation above certain threshold values of the electronic energy deposition. With
increasing ion fluence an increase of the damage concentration until complete
amorphization was observed in these materials. Contrary, in Si, Ge, GaAs, AlAs,
and SiC, tracks as well as amorphization do not occur in the electronic energy loss
regime available for monoatomic ion beams. However, cluster ions with their
significantly higher electronic energy deposition compared to monoatomic irradi-
ation easily form tracks in Si, Ge and GaAs.

As possible reasons for the low radiation sensitivity of some semiconductors it
may be suspected that either SHIs do not create significant damage upon impact or
damage is produced and then annealed immediately thereafter or during subsequent
irradiation. A combination of material-specific damage formation and annealing
may of course also be operative. Unfortunately, with the experimental techniques
available the irradiated material is probed long after the ion energy has been dis-
sipated which makes it impossible to distinguish between the two scenarios. Here
molecular dynamics simulations could provide useful insight into the processes.
Nevertheless, for SHI irradiation of pre-damaged InP and GaAs clear evidence of
damage annealing has been found. In GaAs, which in its crystalline phase is not
sensitive to monoatomic SHI induced damage and track formation, SHI irradiation
into pre-damaged layers causes significant damage annealing which increases with
increasing ion fluence [59]. Similar as in GaAs, SHI irradiation in pre-damaged InP
with electronic energy depositions below the threshold for track formation leads to
remarkable annealing of damage, whereas above-threshold irradiation essentially
increases the initial damage concentration [58, 59]. The latter is in accordance with
the behaviour of virgin InP under SHI irradiation where amorphous tracks are
formed above the threshold value of electronic energy deposition.

In InAs significant damage is formed under SHI irradiation but the defect
concentration increases much more slowly than for InP and amorphization is not
reached for reasonable ion fluences. This can be explained by significant damage
annealing during irradiation which also plays a role in the ternary compounds
Ga0.47In0.53As and Ga0.50In0.50P [4]. It should be mentioned that in the nuclear
stopping regime both InP and InAs can be amorphized but the fluence necessary to
render InAs amorphous is approximately two orders of magnitude larger than for
InP demonstrating pronounced dynamic damage annealing in InAs [97].
Furthermore, thermally stimulated solid-phase epitaxial growth operative much
below the melting temperature was observed at amorphous-crystalline interfaces in
III–V compounds [98]. The growth rate at a given temperature is approximately
four orders of magnitude higher for InAs than for InP so that the heat dissipated
after the ion impact could lead to much stronger annealing of damaged tracks in
InAs relative to InP. However, since the growth rates for GaAs and InP are very
similar, thermally induced epitaxial growth alone cannot describe the differences in
the damaging behaviour of the various materials. Still, all these results allow the
conclusion that the resulting damage concentration formed as a consequence of
high electronic excitation is more or less the result of competing processes of
damage formation and annealing. Whether damage is formed in the first place and
which of the two processes dominates depends mainly on the material.
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In general, no clear correlation exists between damage and track formation in
various semiconductors and their macroscopic material parameters such as the
thermal conductivity, melting temperature or gap energy. For the description of
damage and track formation due to high electronic energy deposition four com-
peting mechanisms are discussed: Coulomb explosion, shock waves, lattice relax-
ation (athermal melting) and inelastic thermal spikes (for details see Chap. 2).
Among them the thermal spike model is the most elaborated one and currently
seems to be the only model being able to provide approximate predictions on track
formation in various conducting and nonconducting materials. It has been suc-
cessfully applied to some metals, intermetallic compounds and dielectrics (see
Chap. 8). Estimations in the framework of the a-TS model confirm that melting
along the ion trajectory is very likely involved in the track formation process in
semiconductors. They show that the trend in the experimental data follows the
energy necessary to heat the materials to the melting point indicating the applica-
bility of the thermal spike formalism to track formation. However, clear and direct
experimental evidence for the occurrence of melting during the passage of a SHI
through a semiconductor does not exist.

Indirect evidence of melting can be obtained from intermixing experiments at
interfaces of layered structures using above threshold SHI irradiation where the
threshold value of the electronic energy deposition is determined by the more
radiation resistant material of the structure [99]. That means, efficient intermixing
occurs if both sides of the interface are locally molten. This effect is governed by
very efficient interdiffusion of the constituent atoms [100, 101]. Diffusion coeffi-
cients from 10−4 to 10−2 cm2 s−1, i.e. values several orders of magnitude greater
than those observed in the solid state, are characteristic for liquid state diffusion and
support the idea that under these conditions interface mixing results from transient
interdiffusion in the molten tracks [102]. Indeed, experimental evidence for efficient
intermixing not explainable by solid-phase diffusion was found at the interface
between a Bi layer and InP after SHI irradiation whereas no remarkable interdif-
fusion occurred at the Bi/GaAs interface under the same conditions [15]. Bi with its
low melting temperature belongs to the metals with low radiation resistance with
respect to SHI irradiation [83, 84, 103]. Therefore, in combination with InP melting
occurs in both materials under SHI irradiation leading to significant interdiffusion in
the liquid phase. Contrarily, absent intermixing in the Bi/GaAs system is a con-
sequence of the low sensitivity of GaAs to SHI induced track formation.
Intermixing experiments have also been performed in Si-metal layers in order to
prove possible melting of Si under SHI irradiation. Intermixing at the Ni/Si inter-
face, for example, was considered to be an indication of melting of the silicon
substrate [94]. However, this interpretation is questionable because the electronic
energy deposition necessary to melt Ni is in excess of �60 keVnm−1 [84].
Therefore the observed intermixing in this system cannot be explained as a process
which proceeds in the liquid phase. Instead, it is more likely a solid state reaction of
silicide formation which occurs at temperatures far below the melting temperature
of silicon (the different nickel silicide phases are formed between 250 and 450 °C;
for details see [104]).
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The question whether molten tracks are formed in Si under SHI irradiation is
thus very difficult to answer experimentally. Simulations using an extended thermal
spike model, however, do provide some valuable insight on this topic. The
experimental data available on SHI irradiation of semiconductors allow the con-
clusion that the thermal spike mechanism is the dominating process in SHI induced
track formation also in semiconductors. In accordance with that, calculations of
maximum atomic temperatures and radii of molten zones in the framework of an
extended i-TS model confirm the experimental findings. In InP, where visible tracks
were found, the melting temperature is exceeded for irradiation above the threshold
value of the electronic energy deposition [53]. The calculated radii of the molten
zones are at least in the same order of magnitude as the measured track radii.
However, the calculated values are generally smaller than those determined from
RBS or TEM investigations. This is understandable because the calculated radii are
exclusively those for perfectly ordered material. In contrast to that the radii
determined from RBS are averaged values resulting from point defects, point defect
clusters and tracks, i.e. RBS overestimates the real track radii. Finally, the track
diameters determined by TEM cover a broad range consisting of narrow tracks
formed by single ions hitting undamaged crystalline areas and wider ones produced
by a number of ions hitting the same area. Nevertheless, in cases where each ion is
supposed to produce a track, the calculated values are close to the lower limit of
those measured by TEM. In contrast to InP, the calculated maximum atomic
temperature in Si and Ge is far below the corresponding melting temperatures
indicating that no molten zones are formed in the first place. This contradicts earlier
discussions assuming melting of Si and subsequent resolidification into the crys-
talline state as it is known to occur during pulse laser irradiation of amorphous Si
layers on top of crystalline Si substrates.

However, it should bementioned here that variousmodifications of the i-TSmodel,
as for example concerning the estimation of the electron-phonon coupling strength,
the effect of nuclear energy deposition, the consideration of the latent heat of fusion or
the introduction of a “boiling criterion” did not yield deeper insight into the processes
of SHI induced damage formation compared to those obtained when using the
extended thermal spike model, at least in cases of above threshold irradiation.

In summary, all experimental findings on SHI induced damage formation in
semiconductors as well as the results of various calculations can be understood in
the framework of the thermal spike model. Apart from the legitimate criticism (see
e.g. [73] and references therein) concerning its applicability to non-equilibrium
processes such as SHI irradiation, it is currently the only model that allows to
perform calculations and to make predictions on track formation also in semicon-
ductors. Especially the large influence of the irradiation temperature on the track
radii and the internal structure of visible tracks supports the thermal spike mech-
anism and seems to contradict the others, at least for above threshold irradiations.
Additionally, the results of intermixing of Bi/InP and Bi/GaAs layered structures
support local melting within the ion tracks and are a further argument for the
thermal spike model of track formation. But this does not mean that other non-
thermal processes, presumably the lattice relaxation mechanism, as well as
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processes triggered by the small contribution of nuclear energy loss may contribute
to damage and track formation. In case of subthreshold irradiation such processes
may be the dominating ones, as e.g. shown in [91] for Si.

However, the completely different response of semiconductors with similar
properties to SHI irradiation is still an open question and discussed in literature.
Various approaches that relate the radiation resistance of materials to their geo-
metrical structure (e.g. [105]) or to certain chemical and physical properties, such as
ionicity, density, elastic moduli, melting point (e.g. [106]) were discussed. But none
of these models is able to describe all different materials self consistently. Further
calculations using more elaborate models are therefore needed to obtain a more
comprehensive picture. Unfortunately, such attempts are often hindered by missing
material parameters and the lack of experimental data on track radii. Renewed
efforts with regard to both theoretical calculations and experimental studies are thus
required in order to fully understand damage formation in semiconductors due to
high electronic excitation.
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Chapter 10
Swift Heavy Ion Irradiation of Amorphous
Semiconductors

Werner Wesch, Tobias Steinbach and Mark C. Ridgway

Abstract In this chapter, the interaction of swift heavy ions (SHIs) with amor-
phous semiconductors is reviewed. While crystalline Si and Ge are insensitive to
SHI irradiation, the higher electron-phonon coupling efficiency of their amorphous
counterparts can result in ion track formation due to transient melting along the ion
path. The cumulative effect of multiple SHI irradiations can then lead to plastic
deformation and porous layer formation. After a review of plastic deformation in
amorphous materials (including a theoretical description), results for ion track
formation, plastic deformation and porous layer formation in selected amorphous
Group IV and III-V materials are summarized. Complementary molecular dynamics
simulations provide additional understanding and in combination with experiment
enables new mechanistic insight at the atomic scale.

10.1 Introduction

The effects of swift heavy ion (SHI) irradiation on crystalline semiconductor sub-
strates have been described in the previous chapter. In this chapter, we consider the
amorphous counterpart and now review the interaction of SHIs with amorphous
semiconductor substrates. The interaction of SHIs with either crystalline or amor-
phous forms of material is dominated by inelastic processes (electronic energy
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deposition) involving the incident ion and substrate electrons such that substrate
atoms are excited and/or ionised. The elastic processes (nuclear energy deposition)
that lead to the displacement of substrate atoms at much lower incident ion energies
are negligible in the SHI irradiation regime. Following the deposition of ion energy
in the electronic subsystem, the efficiency with which this energy is transferred to
the atomic subsystem is governed by electron-phonon coupling, a parameter that
can vary significantly between crystalline and amorphous materials. For the latter,
the reduced electron mobility yields a reduced thermal conductivity. The energy
deposition is confined to a smaller volume and, as a consequence, the maximum
lattice temperature attained subsequent to SHI irradiation is typically greater in the
amorphous phase. The heat diffusion in and between the electronic and atomic
subsystems is well described by the inelastic thermal spike (i-TS) formalism and
two-temperature model (TTM) which is described in detail in Chap. 2 of this book.
Therein coupled differential equations for the two subsystems use temperature,
specific heat and thermal conductivity as variables with the electron-phonon cou-
pling strength as the only free parameter. In this chapter, we show how differences
in electron-phonon coupling lead to differences in the response of crystalline and
amorphous materials to SHI irradiation. For example, while crystalline Si and Ge
substrates may be insensitive to SHI irradiation for a given set of irradiation
parameters, ion tracks resulting from transient melting along the incident ion path
are readily formed in amorphous Si and Ge substrates. Thereafter, the cumulative
effect of multiple SHI impacts can lead to plastic deformation and porous layer
formation.

After a review of plastic deformation in amorphous materials and a theoretical
description in the framework of a viscoeleastic model, we shall summarize the
experimental results on track formation, plastic deformation and porous layer for-
mation in amorphous Si and Ge (a-Si and a-Ge), respectively. We show that the
experimental findings on track and porous layer formation are confirmed by
molecular dynamics (MD) computer simulations.

10.2 Plastic Deformation in Amorphous Materials

All experiments on very thin free-standing dielectric and metallic glasses have
shown that samples under perpendicular ion incidence shrink parallel and grow
perpendicular to the direction of the ion beam under conservation of volume, i.e. no
change of mass and density occurs (Fig. 10.1) [1–4]. As the ion beam in this case
phenomenologically acts like a “hammer”, the effect is commonly named “ion
hammering effect”.

The macroscopic deformation resulting from the cumulative effect of multiple
SHI irradiation is characterized by the deformation state e

p
and deformation rate _e

p
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which can be described by a linear connection with the ion fluence NI = Ut or the
ion flux U according to

e
p
¼ AðNI � NIoÞ ! _e

p
¼ AU with AðH ¼ 0�Þ ¼ A0

1 0 0
0 1 0
0 0 �2

0
@

1
A
ð10:1Þ

with t the time, NIo � 1012 cm−2 the threshold ion fluence below which no mea-
surable deformation occurs and H the angle of incidence. The effect of a single ion
is characterised by the deformation yield A0, and the anisotropic deformation at
perpendicular ion irradiation is described by the tensor A [5, 6]. The trace of the
deformation tensor e

p
is equal to zero

dV
V

¼ trðe
p
Þ ¼ trðAÞ ¼ 0; ð10:2Þ

which ensures volume conservation of the material during the irradiation, i.e. the
volume change dV/V = 0. The ion irradiation induced modification of the sample
dimension lxyz is given by the scalar deformation yield per ion, A0, in (10.1). The
relative change of the length lx and the area lx ly = F of the irradiated sample are
then

A0 ¼ 1
lx

@lx
@NI

and 2A0 ¼ 1
F
@F
@NI

; ð10:3Þ

respectively [7].
The deformation yield A0 generally depends on the irradiation temperature T0,

the initial stress state and the electronic energy deposition Se. An effect of nuclear
energy deposition on plastic deformation in amorphous materials can be excluded
(for example, see [2, 7–9]). Systematic studies of the effect of electronic energy
deposition Se have shown that above a material-specific and temperature-
independent threshold value Set � (2.5–23) keV nm−1 all amorphous materials

Fig. 10.1 Schematic illustration of the anisotropic plastic deformation of amorphous samples
under perpendicular ion incidence (“ion hammering effect”) for A0 > 0
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investigated show a linear increase of the deformation yield A0 with the electronic
energy deposition Se [9–11],

A0 Seð Þ ¼ a Se � Setð Þ; a ¼ @A0=@Se: ð10:4Þ

Furthermore, A0 is maximal at low temperatures and decreases significantly
when thermally activated atomic rearrangements take place.

The observed macroscopic deformations at high ion fluence could be attributed
to a multitude of local plastic deformations, and the threshold value of the ion
fluence NIo (cp. 10.1) corresponds to a stationary state for which a substantial part
of the sample volume with plastically deformed regions (corresponding to the ion
tracks) exists. It should be mentioned that no correlation between the deformation
yield with the glass transition temperature, the crystallization temperature, the
electron-phonon coupling strength, or the thermal expansion coefficient at room
temperature has been observed. This indicates that a local temperature rise along the
ion path seems not to play a dominant role for the ion-beam induced dimensional
changes. A more detailed discussion can be found, for example, in [7].

Contrary to perpendicular ion incidence, irradiation with H > 0° causes shearing
of the irradiated sample (Fig. 10.2).

For the description of this process the tensor AðH ¼ 0�Þ in (10.1) for the
description of the ion hammering effect is transferred to its general form by a
similarity transformation with the rotational matrix D and the converted rotational
matrix DT [5]:

AðHÞ ¼ D � AðH ¼ 0�Þ � DT ¼ A0

1� 3 sin2 H 0 3 sin H cos H
0 1 0

3 sin H cosH 0 1� 3 cos2 H

0
@

1
A ð10:5Þ

Because of the anisotropy of the energy deposition along the ion path, the tensor
AðHÞ contains non-diagonal elements leading to shear components in the defor-
mation tensor e

p
. These induce macroscopic angular changes in the free-standing

amorphous layers, as illustrated in Fig. 10.2 for deformation yields A0 > 0.
In amorphous layers with thicknesses significantly larger than the penetration

depth of the ions, the variation of the electronic energy deposition Se with the ion
path length z causes a depth-dependent deformation yield A0(Se(z)). The situation is
similar for a thin amorphous layer on top of a thick inert crystalline substrate
(Fig. 10.3). In both cases the effect of ion hammering is mechanically constrained
by the more or less non-deformable surrounding which leads to bending of
free-standing samples [12, 13] and to a surface shift of amorphous layers on
crystalline substrates as illustrated in Fig. 10.3 for non-perpendicular ion incidence
and deformation yield A0 > 0. In this case the surface shifts in the positive
x-direction, i.e. along the projection of the ion beam to the sample surface. It should
be mentioned that the opposite behaviour of the deformation is to be expected for
materials with A0 < 0.
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The reason for this behaviour is in both cases the build-up of mechanical stress
rlayer in the irradiated regions. For a full description of the deformation state elayer of
the amorphous layer, elastic and viscous properties of the amorphous layer have to
be considered. A description is possible in the framework of a modified Maxwell
model as a linear superposition of all components of deformation [4, 5, 14, 15]

_elayer ¼ _eelas þ _evis þ _eion

_elayer ¼ 1
2G

d
dt

rlayer � m
mþ 1

trðrlayerÞ
� �

þ kðSeðzÞÞU rlayer � trðrlayerÞ
3

I

" #
þAU

ð10:6Þ

with G the shear modulus, m the Poisson number, and k the fluidity tensor. The first

term in (10.6) describes the elastic deformation according to Hook’s law, the second
stands for the relaxation of the induced stress rlayer due to viscous flow, and the third
one considers the hammering effect. Without irradiation the layer behaves like a

Fig. 10.2 Schematic illustration of the anisotropic plastic deformation of amorphous samples
under non-perpendicular ion incidence (H > 0°) and for A0 > 0

Fig. 10.3 Schematic illustration of the anisotropic plastic deformation of a thin amorphous layer
on top of a thick inert crystalline substrate for non-perpendicular ion incidence (H > 0°) and
A0 > 0
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totally elastic medium, i.e. _elayerðU ¼ 0Þ ¼ _eelas. Additionally, quasi-static mechan-
ical equilibrium has to be assumed, so that for small deformation velocities vi

divrlayer ¼ 0 ð10:7Þ

is valid. With the corresponding boundary conditions and with the assumption of
small shear values the deformation velocity vi and the mechanical stress rlayer

characterizing the deformation and stress state can be calculated using (10.6). For
non-perpendicular irradiation and far away from the boundaries of the sample one
obtains as a solution a homogeneous plastic flow along the projection of the ion
beam to the surface (Fig. 10.3). The shear velocity vx(z) for a thin amorphous
surface layer of thickness dam amounts to

vxðzÞ ¼ 3Usin 2Hð ÞA0 Seð Þ zþ damð Þ ð10:8Þ

The maximum shear velocity at the surface, z = 0, is then given by

vx z ¼ 0ð Þ ¼ 3UdamA0 Seð Þsin 2Hð Þ ð10:9Þ

and with the irradiation time t the surface shift of the irradiated sample can be
calculated according to

Dx z ¼ 0ð Þ ¼ vx z ¼ 0ð Þt ¼ 3NIdamA0sin 2Hð Þ: ð10:10Þ

If the surface shift can be measured (10.10) allows to calculate the value of the
deformation yield A0.

Whereas the plastic deformation of amorphous materials under SHI irradiation
can be macroscopically described by the constitutive (10.6), its microscopic origin,
however, is still the object of discussion. Various models have been suggested
based on different concepts, such as radial Coulomb explosion and recombination
of free volume [2], plastic flow and inverse relaxation of the cooled matter [16],
local viscous flow of the amorphous matter during cooling of the ion track [17], or
macroscopic momentum transfer from the ion to the solid [18, 19]. These as well as
a modified thermal spike model (analytical thermal spike (a-TS) model) [20–23]
(see also Chap. 2) which explains the ion hammering effect in amorphous materials
by a continuous production and recombination of defects along the ion trajectory
have more or less deficiencies with respect to the agreement with the experimental
data and will not be discussed here.

The most promising approach for the description of ion-induced plastic defor-
mation of amorphous materials seems to be the viscoelastic model by Trinkaus and
Ryazanov [24–28] which is based on the a-TS model and attributes anisotropic
growth and ion beam-induced creep to a deformation caused by a relaxation of shear
stress within a hot and low-viscosity ion track on the ps time scale. In the framework
of an effective flow temperature (EFT) approximation which is an asymptotic bor-
derline case of a viscoelastic field theory, the experimental results could be
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successfully described. Within the a-TS model the energy dissipation around the ion
trajectory is treated by classical thermodynamics. The solution of the
two-dimensional heat conduction equation is a Gaussian distribution of the tem-
perature increase DT(r, t) with respect to the sample temperature T0 around the ion
trajectory (see Chap. 2) [21]. The model considerations start with the temperature
distribution T(r, t) after the energy transfer from the electronic subsystem to the
lattice is finished, i.e. after t0 � 1 ps. In the EFT approximation, it is assumed that
for sufficiently high electronic energy deposition, Se � Set, temperatures above an
effective flow temperature T* are reached at which the material along the ion tra-
jectory transforms into a low-viscosity zone and the thermally-induced shear stress
relaxes [24]. The temperature T* corresponds to the melting temperature Tm in the
case of irradiation of crystalline material and to the glass transition temperature Tg
during the relaxation time ss of the shear stress in the case of amorphous material.
The value of T* defines the track radius or the radius of the low-viscosity zone R.
The relaxation time is defined by the temperature-dependent shear viscosity, η(T),
and the high frequency shear modulus G of the corresponding solid amorphous
phase, η(T) = ssG. The shear stress is completely reduced if the life time of the
low-viscosity zone is large compared to the relaxation time, tv � ss, i.e. η approa-
ches zero, η ! 0, for the low-viscosity zone with T > T*, and infinity, η ! ∞,
outside the fluid zone of the track with T < T*, respectively. The temperature
dependence of the anisotropic deformation is shown schematically in Fig. 10.4.

As a consequence of the temperature rise in the track region the low-viscosity
zone suffers an isotropic thermal eigenstrain and possibly a density change due to
the phase transition resulting in an average effective eigenstrain e*(T(r, t)) within
the low-viscosity zone. The cylindrical low-viscosity zone can now be considered
as a borderline case of a homogeneous ellipsoidal thermoelastic inclusion. Details
of the theoretical treatment of elastic inclusions and their consequences on plastic
deformation and induced stress fields can be found in [29]. In case of a cylindrical
inclusion (ion track), the relaxation of shear stresses for T > T* under the condition
of volume conservation leads to a non-isotropic stress field containing axial, radial
and circumferential eigenstress. That means, during the relaxation time ss, the shear
stress relaxation causes the formation of axial, radial and circumferential relaxation

Fig. 10.4 Illustration of mechanical effects induced by a cylindrical spike: energy deposition (1),
elastic deformation by local heating (2), viscous deformation by shear stress relaxation (3 and 4)
and (5) strained spike region and associated deformation in the frozen state (after [28])
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strain, i.e. the elastic energy is freed as relaxation deformation via viscous flow.
During cooling down of the viscous or fluid zone these relaxation strains freeze in
at the solidification front leaving behind a permanent deformation around the ion
track (Fig. 10.4).

Assuming the eigenstrain to be determined only by the thermal expansion with a
constant and linear thermal expansion coefficient ath a linear dependence of the
deformation yield A0 on the electronic energy deposition Se follows, which is for
high electronic energy deposition independent of the temperature T*,

A0ðSeÞ ¼ 1:164
1þ m
5� 4m

athcSe
eqC

ð10:11Þ

with c the fraction of Se transferred to the lattice (cp. Chap. 2), q the mass density, m
the Poisson number, C the specific heat per unit mass and e = 2.4 Euler’s number
[24].

For metallic glasses, values of the deformation yield A0 are reported ranging
between 2 � 10−2 and 2 nm2 [7]. The good agreement of the experimentally
observed and theoretically calculated values of @A0=@Se for different materials
shown in Fig. 10.5 confirms the adequate description of the irradiation-induced
plastic deformation process by the viscoelastic model.
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model for ion hammering
(10.11) [24] using
electron-phonon coupling
efficiencies of c = 1.0 and
c = 0.4 [6, 30]
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10.3 Structural Modification in Amorphous Silicon (a-Si)

10.3.1 Ion Track Formation in a-Si

We first consider the interaction of single SHIs with the substrate then, in subse-
quent sections, examine the effects of multiple ion impacts. We begin with the
formation of an ion track wherein the energy coupled to the lattice following the
passage of a SHI is sufficient to increase the lattice temperature above that required
for melting. As a consequence, a thin cylinder of molten material is formed along
the ion path. The rapid thermal quench that ensues can produce remnant structural
modifications within the resolidified material and thus an ion track is formed.

Crystalline Si (c-Si) is generally radiation resistant such that the formation of a
continuous ion track with single SHIs has, to our knowledge, not been reported.
Only at the extremes of electronic energy deposition (*37 keV nm−1) achievable
with molecular ions (in this case fullerenes) has continuous ion track formation
been observed [31–33]. For a-Si, predictions of ion track formation by SHI irra-
diation preceded by a decade experimental determinations due to the difficulty in
distinguishing an amorphous track from an amorphous matrix using the same
analytical technique (TEM) which yielded such beautiful images of ion tracks in
c-Si [32]. For example, the report of a glass transition in a-Si by Hedler et al. [30]
was entirely predicated on the formation of an ion track. Only with the recent
application of the synchrotron-based method of small-angle X-ray scattering
(SAXS) has the characterisation of ion tracks in amorphous semiconductors been
enabled.

Figure 10.6 shows the calculated a-Si lattice temperature as a function of
post-irradiation time for different radial distances measured outward from the
incident ion path. Full details of the calculation are provided in [34]. The lattice
temperature was extracted from MD simulations using input derived from a Monte
Carlo (MC)—TTM approach [35–38]. These calculations were first performed for
a-Ge and then subsequently scaled for a-Si using the ratio of the electronic energy
deposition in the two materials [34]. Figure 10.6 shows the maximum lattice
temperature is attained at 2 ps and is comparable to that required for vapourisation
(3173 K [39]). Melting (1420 K [40]) is achieved to a maximum radial distance of
6.3–8.4 nm. Note the experimentally measured ion track diameter is typically
considered indicative of the maximum melt radius [41, 42] though controversy does
exist in the case of Si [42].

Figure 10.7 shows SAXS results for ion tracks in a-Si induced by SHI irradia-
tion [34]. Details of the sample preparation and characterisation are given in [34].
The upper right inset shows the detector image recorded with the sample surface
normal (and the ion tracks) oriented at 10° with respect to the x-ray beam. For 0°
orientation, the image is isotropic (not shown) with the ion tracks imaged end-on
while at 10° orientation, the image is anisotropic as the projection of long, narrow
cylinders (ion tracks) yields the observed image contraction in the x-ray/surface
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normal plane. Tilting the sample is an effective means of separating the scattering
contributions from ion tracks and unirradiated material.

In Fig. 10.7, the SAXS spectrum of intensity I as a function of scattering vector
q, isolated and background subtracted, was recorded for a low SHI fluence such that
ion-track overlap was negligible. Higher SHI fluences caused the well-defined

Fig. 10.6 a-Si lattice temperature as a function of post-irradiation time for different radial
distances as extracted from MD simulations (data from [34])

Fig. 10.7 SAXS spectrum for ion tracks in a-Si following SHI irradiation with 185 MeV Au+13

ions to a fluence of 1 � 1011 cm−2. The upper right and lower left insets are the detector image
and radial density distribution across the ion track, respectively. The latter compares SAXS and
MD at 200 ps post-irradiation when resolidification is complete (data from [34])
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oscillations to be progressively washed out (not shown). The SAXS spectrum was
fit with a core-shell model [41] as successfully applied to both a-SiO2 [41] and a-Ge
[43] in the past. Alternative models, such as a simple cylinder, yielded inferior fits
[34]. The width of the ion track, summing core radius (2.5 ± 0.1 nm) and shell
thickness (5.4 ± 0.3 nm), was 7.9 0.4 nm for the given irradiation conditions. The
lower left inset in Fig. 10.7 shows the radial density distribution determined from
SAXS using the core-shell model. For comparison, MD results are also included.
Qualitative agreement between experiment and simulation is readily apparent. With
respect to unirradiated material, the core is over-dense while the shell is
under-dense. Given the core and shell dimensions listed above, this radial density
distribution yields a net densification within the ion track. Note that SAXS can
deduce the magnitude of the density difference but not the sign (given the scattering
intensity is proportional to the square of the scattering amplitude). In the present
case, a negative value of the core-to-shell ratio yields two possibilities: over-dense
core and under-dense shell or vice versa. Below we justify our assertion that it is the
core that is over-dense.

Molten Si is metallic and approximately six-fold coordinated with a density
greater than that of a-Si [44]. These high-density liquid (HDL) and low-density
amorphous (LDA) phases must be linked by a low-density liquid (LDL) phase if, as
proposed by Hedler et al. [30], Si exhibits a glass transition. The over-dense core of
an ion track in a-Si may thus represent remnants of the HDL phase frozen-in during
the rapid post-irradiation thermal quench leading to the observed over-dense core in
an a-Si ion track. McMillan et al. [45] have also reported a metastable,
pressure-induced high-density amorphous phase in a-Si. Note that similar SAXS
core-shell model analyses of ion tracks in a-SiO2 [41] and a-Ge [43], the latter
described below, concluded the ion-track core was under-dense for both materials,
the opposite to that reported for a-Si. The under-dense core/over-dense shell
reported for the radial density distributions for these two materials were attributed
to radially outward material flow induced by rapid heating and thermal expansion
along the ion track core that is then frozen-in by the ensuing thermal quench. While
such a scenario could also be envisioned for a-Si, the similarity of the experimental
(SAXS) and simulated (MD) radial density distributions supports an over-dense
core/under-dense shell in the case of a-Si.

10.3.2 Plastic Deformation of a-Si

In the previous section the structural modification in individual ion tracks produced
by low-fluence SHI irradiation of a-Si has been described. With increasing ion
fluence, accumulation and overlap of tracks leads to a collective structural modi-
fication process resulting in plastic deformation of amorphous materials. In
Sect. 10.2 it was shown that all glasses under high-fluence SHI irradiation above a
certain value of the electronic energy deposition show plastic deformation with a
positive deformation yield. The experimental results can be well described in the
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framework of the viscoelastic model by Trinkaus and Ryazanov [24] and Trinkaus
[25–28]. In the case of SHI irradiation of a-Si the situation is different. Because the
mass density of a-Si is by about 10 % lower than that of liquid Si (l-Si) [46, 47], the
viscoelastic model predicts a plastic deformation with negative deformation yield if
a simple liquid-solid phase transition (first-order phase transition) between the HDL
and LDA Si phases is assumed. However, based on experimental and theoretical
studies a second scenario is discussed in the literature implying the existence of a
HDL and a low-density tetrahedrally coordinated liquid (LDL) Si phase within the
supercooled liquid region of the track [48–51]. During cooling of the low-viscosity
zone a first-order phase transition between the HDL and LDL phases and a kinetic
blocked LDL-LDA glass transition at the edge of the low-viscosity zone are pro-
posed. This would result in a positive deformation yield as in glasses (see [30] and
references therein). The verification of one of the two scenarios is possible by
measuring the plastic flow of SHI irradiated thin LDA Si layers. With respect to the
timescales, SHI irradiation is comparable with pulse laser irradiation but the
excitation volumes are different in both cases. Whereas laser irradiation produces a
penny-shaped excitation volume, several micrometers wide and a few nanometers
thick, high-energy ions generate a needle-like plasma, the ion track, with a diameter
of a few nanometers and a length of several tens of micrometers. The plastic
deformation resulting from high fluence SHI irradiation contains information about
eigenstrain and fluidity of the hot ion track existing on the ps time scale which is
frozen in in this particular excitation volume. Therefore, with this technique,
contrary to in situ analysis of the effect of short laser pulses [52], more detailed
information about the phase transition between l-Si and a-Si can be obtained [30].

For the investigation of the plastic deformation, LDA Si layers produced by
high-fluence Si implantation into c-Si at low temperature were irradiated with
high-energy Au and Xe ions (electronic energy deposition 15.8 keV nm−1 � Se �
21.3 keV nm−1) at 80 and 300 K and under 0° and 45° ion incidence (for the
irradiation geometry, see Fig. 10.3 in Sect. 10.2). To enable a measurement of the
surface shift, a 40 nm thick Au grid was evaporated on the samples and during SHI
irradiation part of the sample was covered with a mask. As an example, Fig. 10.8
shows a micrograph of the surface shift Dx of a sample irradiated with 350 MeV Au
ions.

It is clear that the irradiated surface is shifted with respect to the unirradiated
material, and that the shift occurs in the direction of the projection of the ion beam
onto the surface. This positive surface shift, which was observed for all values of
the electronic energy deposition and temperature investigated, is in agreement with
the behaviour of glasses under SHI irradiation (e.g. [14, 53]) and in contradiction to
the predictions of the viscoelastic model for a-Si.

At the irradiation temperature T0 = 80 K, the surface shift Dx increases linearly
with the ion fluence NI as in glasses and is larger for higher values of the electronic
energy deposition Se. This is illustrated in Fig. 10.9 [30]. As a consequence of the
lateral mass transport, a ditch and dike structure appear at the x-boundary to the
unirradiated material (not shown). Moreover, the cross sections of the ditch and
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dike are equal, because the plastic flow process conserves volume and density, i.e.
the process occurs without material loss [53].

For room-temperature irradiation and low fluences, the linear behaviour holds
well, but the surface shift Dx shows a non-linear fluence dependence for ion
fluencies NI 	 (1–4) � 1015 cm−2 depending on the energy deposition
(Fig. 10.10) [53, 54].

The super-linear increase of Dx for higher ion fluences is accompanied by a
disintegration of the Au marker layer and a strong volume expansion of the irra-
diated part of the sample. The corresponding surface elevation Dz at the
irradiated/unirradiated boundary is shown in Fig. 10.11. It increases exponentially
with the ion fluence without saturation within the investigated ion fluence range of
NI � 3 � 1015 cm−2 [54, 55].

In the case of c-Si, the volume expansion is negligible, the elevation reaches
only a saturation value of Dz � 150 nm at NI = (6–7) � 1014 cm−2. Given the

Fig. 10.8 Micrograph of the
surface of an a-Si layer
irradiated with 350 MeV Au
ions (Se = 18.8 keV nm−1) at
80 K, an ion fluence of
NI = 1.7 � 1015 cm−2 and an
ion incidence angle of
H = 45° [30]

0 1 2 3 4 5 6 7 8
0

5

10

15

20

25

30

T
0
 = 80 K

A
0
 = 3.66 × 10-2 nm2

A
0
 = 1.17 × 10-2 nm2

A
0
 = 5.02 × 10-2 nm2

S
e
 = 21.3 keV nm-1

S
e
 = 18.8 keV nm-1

S
e
 = 15.8 keV/nm-1

S
ur

fa
ce

 s
hi

ft 
x 

(
m

)

Ion fluence N
I
 (1015 cm-2)

Fig. 10.9 Surface shift Dx of
a-Si as a function of the ion
fluence NI for different
electronic energy depositions
at low temperature and under
an angle H = 45°. The
corresponding deformation
yields are also given [30]

10 Swift Heavy Ion Irradiation of Amorphous Semiconductors 415



insensitivity of c-Si with respect to damage formation by SHI irradiation (see
Chap. 9), this small volume expansion has to be attributed to the nuclear energy
deposition Sn of the SHIs. According to SRIM calculations [56], more than one
displacement per lattice atom is created at the ion projected range which therefore
caused the formation of a buried amorphous layer at this depth. The
mechanically-constrained density change of about 1.8 % due to the amorphization
[47] leads to the measurable elevation at the surface.

In contrast to off-normal SHI irradiation of a-Si, perpendicular irradiation results
in an exponential saturation behaviour of the surface elevation, and the values of
Dz within the experimental error agree with those measured for pure c-Si samples
under otherwise identical irradiation conditions. Because of this identical behaviour
of c-Si and a-Si it must be concluded that no volume expansion of the a-Si surface
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Fig. 10.10 Surface shift
Dx of a-Si as a function of the
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layer occurred under perpendicular ion incidence. Hence, in both cases the small
elevation of the surface is a consequence of a volume expansion of the Si substrate
as discussed above. The existence of this buried a-Si layers was also proven by
infrared reflection (IR) spectroscopy [55].

The reason for the swelling effect of a-Si in the case of non-perpendicular
irradiation at room temperature is the transformation of the initially homogeneous
a-Si layer into a sponge-like porous layer. This is illustrated by the TEM image in
Fig. 10.12 for a sample irradiated with 600 MeV Au ions to an ion fluence of
NI = 3 � 1015 cm−2. The image shows irregularly shaped voids with a size of
several 100 nm which are not aligned along a preferred orientation. High-resolution
TEM imaging demonstrates that the network still has an amorphous structure. The
formation of such a structure explains the observed disintegration of the Au marker
layer (Au diffuses into the porous layer as proven by RBS analysis) and the change
of the optical reflectance of the irradiated regions [55].

Under the assumption that the plastic flow of the a-Si layers is not accompanied
by a volume change of the layers, i.e. the surface shift Dx shows a linear depen-
dence on the ion fluence, the deformation yield A0 can be calculated in the
framework of the viscoelastic model using (10.10) in Sect. 10.2. In the case of
low-temperature irradiation, this assumption holds well in the whole ion fluence
range (Fig. 10.9) and for room temperature irradiation for NI � (1–4) � 1015 cm−2

(Fig. 10.10). In Fig. 10.13 the calculated deformation yield A0 is depicted as a
function of the electronic energy deposition Se for irradiation at T0 = 80 and 300 K
[30, 54]. Beyond a threshold of Set = 14.2 keV nm−1, which is independent of T0,
the deformation yields increase linearly with Se. As in the case of glasses the
deformation yield A0 is larger for lower temperatures (Fig. 10.13). As a conse-
quence the slope @A0=@Se ¼ 7:4� 10�3 nm3 keV−1 for T0 = 80 K is larger than
that for T0 = 300 K, @A0=@Se ¼ 5:5� 10�3 nm3 keV−1.

From Figs. 10.10 and 10.13 it follows that ion hammering of LDA Si shows all
the characteristics of ion hammering of glasses [1–3]. The energy deposition
threshold for LDA Si lies in the same order of magnitude as that measured pre-
viously for glasses (Set = 2.5 keV nm−1 for vitreous silica [3], 13 keV nm−1 for the

Fig. 10.12 TEM image of
a-Si irradiated with 600 MeV
Au at 300 K and H = 45° to
an ion fluence of
NI = 3 � 1015 cm−2 [55]
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metallic glass Fe85B15 [9, 11], and 23 keV nm−1 for glassy Pd80Si20 [3]). The
threshold value Set = 14.2 keV nm−1 corresponds to an excitation energy density
cSet/pR

2 � 40 kJ cm−3 for typical values of the electron-phonon coupling effi-
ciency of c � 0.5 and track radii of R � 3 nm. For comparison, to achieve sub-
picosecond non-thermal melting of LDA Si by a femtosecond laser with a photon
energy of 2 eV and a pulse duration of 100 fs, the laser intensity has to exceed
0.23 J cm−2 corresponding to an excitation energy density in the electronic sub-
system of about 14 kJ cm−3 [57–59]. This value is obviously easily surpassed by
SHI irradiation.

Given the experimentally observed positive deformation yield, the phase tran-
sition in Si cannot be explained by a liquid-amorphous first-order phase transition
which would cause a negative deformation yield. According to the viscoelastic
model, a low-viscosity zone did exist if the deformation yield is different from zero,
A0 6¼ 0. Moreover, if the deformation yield is positive, A0 > 0, a low-density liquid
(LDL) phase must have existed. The two scenarios are schematically illustrated in
Fig. 10.14. Should a LDL Si phase not exist, the low-viscosity zone would consist
of a highly-coordinated metallic l-Si melt which on undercooling would transform
into the metastable HDL Si phase. At the edge of the low-viscosity zone this HDL
Si phase would solidify via a first-order phase transition into the surrounding
semiconducting LDA Si phase (Fig. 10.14 left). However, because of the large
difference in the mass densities of the two phases (q = 2.550 g cm−3 for l-Si at the
melting temperature [46] and q = 2.287 g cm−3 for LDA Si produced by ion
implantation [47]) the low-viscosity zone over a large temperature range has a
negative eigenstrain, e*(T) < 0. As a consequence, the shear stress relaxation within
the low-viscosity HDL Si zone proceeds in the opposite direction than in glasses.
This leads to freezing-in of the corresponding relaxation deformation at the
HDL-LDA Si interface with opposite sign causing a negative deformation yield A0.
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In the case of the existence of a metastable tetrahedral semiconducting LDL Si
phase, the low-viscosity zone at the edge consists of this LDL phase and, depending
on the temperature, of the HDL Si phase (l-Si melt) in the core of the ion track
(Fig. 10.14 right). During cooling a first-order phase transition between HDL and
LDL Si and a kinetic blocked glass transition between LDL and LDA Si at the edge
of the low-viscosity zone could occur. Because the LDL phase structurally corre-
sponds to the LDA phase, the low-viscosity zone would contain a high contribution
of positive eigenstrain, e* > 0. This would allow the deformation to freeze-in at the
solidification front with the same sign as in the case of glasses resulting in a positive
deformation yield A0. Indeed this scenario exactly corresponds to the experimental
findings. The LDL Si phase obviously provides a natural source for a positive
relaxation strain as it is required for a positive value of the deformation yield.
Moreover, this scenario quantitatively accounts for the measured value of the slope
of the deformation yield @A0=@Se which is in good accordance with the theoretical
value calculated in the framework of the viscoelastic model although the calculation
yields only a line (see Fig. 10.5 in Sect. 10.2) because of the additional free
parameter T*. A detailed description of the theoretical considerations can be found
in [30].

As the results clearly demonstrate, the semiconductor LDA Si shows the same
behavior as metallic and insulating glasses after quenching on the nanometer length
scale (see Sect. 10.2). The positive sign of the deformation yield proves the exis-
tence of a LDL Si phase and is an indication for the existence of liquid polymor-
phism in Si. At the low-temperature side this liquid transforms to solid LDA Si
through a glass transition.

Fig. 10.14 Schematic illustration of the track region and the temperature dependence of the
eigenstrain e* for a first-order phase transition LDA-HDL Si (left) and a two-step process
involving a HDL-LDL Si glass transition (right)
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10.4 Structural Modification in Amorphous
Germanium (a-Ge)

10.4.1 Ion Track Formation in a-Ge

While the Group IV elements Si and Ge have many similarities, the effects of SHI
irradiation are much more pronounced in a-Ge relative to those described previ-
ously for a-Si. Crystalline Ge (c-Ge) is relatively insensitive to SHI irradiation such
that ion-track production necessitates very-high electronic energy deposition Se
values. Like c-Si, the formation of continuous ion tracks in c-Ge has only been
achieved with cluster-ion irradiation (Se = 37–51 keV nm−1) yielding ion tracks of
diameter 5–15 nm [60]. In contrast, a-Ge is rendered porous under SHI irradiation
for Se > *10 keV nm−1 [61] (see Sect. 10.4.2). These observations are consistent
with greater electron-phonon coupling in the amorphous phase and ion-track for-
mation was suggested as the origin of the porosity induced in a-Ge by SHI irra-
diation [61, 62]. Experimental and theoretical studies of ion-track formation in a-Ge
are now described including physical characterisation using SAXS and TEM
combined with a multi-time-scale theoretical approach.

The creation and evolution of ion tracks in a-Ge induced by SHI irradiation was
characterised via MD simulations as achieved via three interconnected stages. The
first included the excitation of electrons due to the ion energy deposition. The
electron dynamics were then followed with a MC-TTM combination [35–38] where
the TTM describes the energy transport within the electronic and lattice subsystems.
Using the MC-TTM approach, the rate of energy transfer between the electronic
and lattice subsystems (the electron-phonon coupling efficiency) was determined
and then used as input for the MD simulations by continuously depositing kinetic
energy in a random direction on the lattice atoms until the two subsystems were in
equilibrium at 3 ps. MD simulations were performed with the PARCAS code [63]
using the Stillinger-Weber and Tersoff potentials [64, 65]. Details of the calcula-
tions and simulations are provided in reference [43].

Figure 10.15 shows the calculated a-Ge lattice temperature as a function of
post-irradiation time for different radial distances measured outward from the
incident ion path [43]. The maximum temperature (*4600 K) is attained at 2–3 ps
and that required for vapourisation (3093 K) is achieved for radial distances of less
than 3.3–5.4 nm. Clearly the melting temperature (965 K) is exceeded for radial
distances of less than 9.6–11.7 nm. Beyond *300 ps, resolidification is complete
and the lattice has cooled to a temperature below the melting point. Note that to
better enable the comparison of calculation, simulation and experiment, the
MC-TTM input was scaled so the width of the molten ion track extracted from MD
was consistent with that determined from SAXS. In the absence of scaling, the
molten track width deduced from MD was half that measured experimentally, an
extraordinary result given the absence of fitted parameters.

Figures 10.16 show SAXS results for low-fluence SHI irradiation of an a-Ge
layer on a c-Si substrate [43]. Details of the sample preparation and characterisation
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are given in [43]. The detector images (upper right insets) are now comprised of
two anisotropic scattering components that are separable by tilting the sample
relative to the x-ray direction. The components that appear as streaks and mirrored
hemispheres result from ion tracks and voids, respectively. The scattering intensity
I as a function of the scattering vector q, isolated and background subtracted, is
shown for the ion tracks and voids in Figs. 10.16a, b, respectively. The
well-defined oscillations in Fig. 10.16a are only apparent at low fluences
(<*1011 cm−2) where ion track overlap is negligible. Like a-Si [34], the spectrum
was fit with a core-shell model from which the total track radius, comprised of core
radius (4.7 ± 0.1 nm) plus shell thickness (6.5 ± 0.1 nm), was 11.1 ± 0.2 nm.
Again, a negative value of the core-to-shell density ratio indicates core and shell

Fig. 10.15 a-Ge lattice
temperature as a function of
post-irradiation time for
different radial distances as
extracted from MD
simulations (data from [43])

Fig. 10.16 a SAXS spectrum recorded at a surface normal/x-ray direction angle of 10° for ion
tracks in a-Ge following SHI irradiation with 185 MeV Au+13 ions to a fluence of 1 � 1011 cm−2.
The upper right and lower left insets are the detector image and radial density distribution across
the ion track, respectively, and b SAXS spectrum recorded at a surface normal/x-ray direction
angle of 5° for voids in a-Ge following SHI irradiation with 185 MeV Au+13 ions to a fluence of
1 � 1011 cm−2. The upper right and lower left insets are the detector image and void geometry
with L, R1 and R2 set at 10.6, 7.4 and 6.6 nm, respectively, for the fitting (data from [43])
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have a density lower and higher, respectively, than the surrounding matrix (or vice
versa). Assuming the core-shell structure is the result of frozen-in radially-outward
material flow from the ion-track core following a thermal spike, the shell must thus
be over-dense. The relative radial density distribution across the ion track derived
from SAXS measurements is also included in Fig. 10.16a as the lower left inset.
Like a-Si, this distribution yields a net volume contraction which is accommodated
by the creation of open volume in the form of voids.

Figure 10.16b shows the scattering contribution from the irradiation-induced
voids. The spectrum was fit with the bow-tie shape shown in the inset as determined
from TEM observations such as that shown in Fig. 10.17. TEM through-focus
analysis confirmed these features were less dense than the matrix with an average
width and length of *14 and 10–20 nm, respectively. The parallel sides of the void
are aligned with the incident ion direction which suggests their formation mecha-
nisms are correlated. Despite a limited number of voids to image in the microscope,
clear qualitative agreement is apparent for the SAXS and TEM measurements.

Like molten Si, molten Ge is also metallic with a density greater than the
amorphous solid [66]. MD simulations readily demonstrated the LDA-to-HDL
phase transformation along the ion track. The animation of [43] shows spherical
voids appear at *10 ps as a consequence of the volume contraction induced by the
solid-to-liquid phase transformation (though inter-atomic potential dependent).
Void agglomeration then ensues and prior to resolidification, the void shape is
prolate ellipsoid with the major axis aligned with the incident ion direction. Upon
cooling, the transformation from HDL Ge to LDA Ge is observable (though again

Fig. 10.17 (left) TEM image from a-Ge following SHI irradiation with 185 MeV Au+13 ions to a
fluence of 6� 1010 cm−2 and (right) MD simulation of the void geometry following resolidification
(300 ps) [43]. Reprinted figure with permission from M.C. Ridgway, T. Bierschenk, R.Giulian,
B. Afra, M.D. Rodriguez, L.L. Araujo, A.P. Byrne, N. Kirby, O.H. Pakarinen, F. Djurabekova,
K. Nordlund, M. Schleberger, O. Osmani, N. Medvedev, B. Rethfeld and P. Kluth, Phys. Rev. Lett.
110, 245502, 2013. Copyright (2013) by the American Physical Society. http://link.aps.org/
abstract/PRL/v110/p245502
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inter-atomic potential dependent) and the voids assume their bow-tie shape as a
result of radially-inward cooling. As the molten ion track progressively solidifies
from the maximum melt radius toward the ion-track core, the expanding volume of
the solidified material compresses the residual molten material necessitating axial
motion toward the void. The innermost volume experiences the greatest effect and a
bow-tie shaped void results. Figure 10.17 demonstrates remarkable agreement
between experiment and simulation.

Figure 10.18 shows time-dependent MD results for a-Ge of the radial density
distribution across (a) an ion track (between voids) and (b) a void, respectively.
Across the ion track, the development of the core-shell structure is rapid with the
greatest density ratio achieved *4 ps after the ion energy deposition. At approx-
imately the same time, the maximum temperature was achieved within the ion track
(*4600 K), a temperature beyond that required for vapourisation (3093 K). The
maximum melt radius (*11 nm) was reached at 100 ps and the presence of HDL
Ge spanning the ion track is readily apparent. Thereafter, the ion-track radial
density distribution relaxes toward LDA Ge. Across the void, formation begins in
the vapour phase (10 ps) but evolves fully in the liquid phase (>25 ps). The
maximum radii of the void and molten track (*6.5 and *11 nm, respectively) are
achieved at the same time (100 ps) again suggesting their formation is correlated.
Relaxation yields a slight narrowing of the void with the radial density distribution
constant for >200 ps.

For the given irradiation conditions, the energy transferred from the electronic to
lattice subsystems was clearly sufficient to induce melting and the formation of a
molten cylinder of radius *11 nm. The greater density of HDL Ge relative to LDA
Ge then necessitated a volume contraction within the ion track as accommodated by
void formation. The size and shape of the latter evolved in the liquid phase. Upon
cooling, remnants of the core-shell structure were quenched into the ion track and
radially-inward resolidification yielded the bow-tie shape of the voids. Independent
calculations of the number of voids per unit track length using data from SAXS
(2.8 ± 0.5 voids µm−1) and TEM/swelling measurements (*2.1 voids µm−1) has

Fig. 10.18 MD simulations of relative density as a function of radial distance across a an ion
track and b a void in a-Ge [43]
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led to the suggestion that such voids represent the embryonic precursors to the
porous structure induced in a-Ge by SHI irradiation [41], as discussed in the section
that follows.

The ion-track dimensions in a-Ge have also been characterised as a function of
electronic energy deposition by Bierschenk et al. [67]. On the low-energy side of
the Bragg peak (where the “Bragg peak” is the electronic energy deposition
maximum), the ion-track dimensions scaled with Se, as expected. In contrast, on the
high-energy side of the Bragg peak, at a Se value of 32.7 keV nm–1 (2.19 GeV Au
ions), the ion-track dimensions were comparable to those referred to above (the
low-energy side of the Bragg peak with a Se value of 23.6 keV nm–1 (185 MeV Au
ions)). This result is a demonstration of the so-called “velocity effect” [68]. The
higher ion velocity above the Bragg peak yields an increased spread of the electron
cascade and hence a decreased energy deposition density. Thus for equal values of
Se on either side of the Bragg peak, smaller ion-track dimensions are measured for
the higher ion velocity/energy.

Ion tracks have thus been identified in both a-Si and a-Ge. For identical irra-
diation conditions, ion tracks in a-Si were of lesser width and did not contain voids
consistent with the lower electronic energy deposition, higher melting temperature
and higher electron mean free path [38] relative to a-Ge. A core-shell structure was
determined for the radial density distributions across ion tracks in both a-Si and
a-Ge. However, these distributions were inverted (core and shell were over- and
under-dense, respectively, for a-Si while the opposite was calculated for a-Ge).
Despite such differences, both radial density distributions yielded a net densification
across an ion track in both a-Si and a-Ge, a result consistent with MD simulations in
both materials for times beyond that required for resolidification. Note that ion track
formation in a-Si and a-Ge has recently been reviewed by Ridgway et al. [69].

10.4.2 Porous Layer Formation (Multiple-Ion Irradiation)

As shown in Sect. 10.4.1, single SHI irradiation of a-Ge leads to structural modi-
fications along each single ion path. After ion penetration, the material within the
ion track is characterized by a core-shell structure in the radial direction, i.e. the
cylindrical ion track consists of a low-density core and a high-density shell [43].
Such structural modifications caused by SHIs are observed in other materials as
well (e.g., [41]). However, in a-Ge well separated nanometer sized bow-tie-like
shaped regions are formed along the ion track with extremely low density or even
voids (Sect. 10.4.1, Fig. 10.17). The fundamental mechanism underlying both
effects (core shell structure and extreme density decrease) can be attributed to a
radially-outward directed pressure wave and the solid-to-liquid phase transforma-
tion caused by the induced thermal spike (Sect. 10.4.1).

The previous section dealt solely with the modification of a-Ge caused by single
ion irradiation. In the present section the focus is on the influence of multiple ion
track overlap on void formation in a-Ge and the dynamics of void interaction or
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void stability at high ion fluence irradiation. Moreover, the experimental results are
compared with results obtained from MD simulations in which the formation,
interaction and evolution of voids was also studied as a function of high electronic
energy deposition.

Systematic high fluence investigations reveal—independent of the irradiation
conditions—that the induced voids are generally stable, i.e. the small voids do not
disappear, so that with increasing ion fluence a continuous formation of nanometer
sized voids takes place [61, 62]. In the ion fluence range of 1011 cm−2, nearly
spherical voids with radii of several nanometers have been formed and are ran-
domly distributed over the whole amorphous layer. With further SHI irradiation the
initially homogeneous and void-free amorphous surface layer transforms into a
void-rich porous layer which is shown exemplarily in Fig. 10.19. In addition, the
effective formation of extended voids due to the coalescence of local void
agglomerations leads to a significant expansion of the irradiated amorphous regions.
Moreover, a macroscopic vertical volume expansion Dz of the irradiated relative to
the unirradiated region occurs due to the formation of many extended voids at high
ion fluences. This becomes clear in Fig. 10.19, in which the right part of the sample
was masked during the SHI irradiation and consequently no voids were generated.
With further increasing ion fluence the voids grow continuously in size until the
initial a-Ge layer is transformed completely into a sponge-like porous structure. At
this state, the voids themselves are irregularly shaped and have sizes of several
hundreds of nanometers (cp. Fig. 10.20). Electron diffraction patterns (cp. inset in
Fig. 10.20) of such porous structures show diffuse concentric rings demonstrating
the still amorphous character of the Ge material surrounding the voids [61].

In contrast, no voids are formed in the underlying c-Ge substrate [61, 62].
After SHI irradiation, the Ge substrate is still crystalline without defects as
demonstrated by electron microscopy and electron diffraction analysis, respectively.
This result is in good agreement with conclusions drawn from studies concerning
high electronic energy deposition in c-Ge, where neither track formation nor defect
formation are observed after single and multiple ion irradiation (for a detailed

Fig. 10.19 The left side of
the cross-section-SEM image
demonstrates the formation of
stable voids in a-Ge and the
vertical volume expansion
Dz as a consequence of the
irradiation with 185 MeV Au
ions under an angle of
H = 45° with a fluence of
7.0 � 1012 cm−2 at room
temperature [61, 62, 70]
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discussion, see Chap. 9). Hence, only in the a-Ge phase, ion irradiation with suf-
ficiently high electronic energy deposition leads to structural modification like the
formation, accumulation and growth of stable voids [61, 62].

These experimental results are confirmed by MD simulations in which a mul-
titude of energy deposition cycles were performed on different stochastically
determined positions of the MD cell (for details see [70]). The snapshots of a MD
cell after a certain number of ion impacts are shown in Fig. 10.21. The simulation
reveals that the structural evolution is basically characterized by three processes:
(A) the formation of voids around the ion impact position as well as (C) the growth
or (D) shrinking of pre-existing voids [70]. Finally, for multiple energy deposition
cycles the initially homogeneous MD cell ends up in a sponge-like porous structure
as exemplarily shown in Fig. 10.21d. The temporal and thermal stability of such
structures were verified by means of annealing experiments with temperatures up to
1000 K. It was demonstrated that the porous structures are stable long term and
only for increased temperatures small local rearrangements are observed at the void
interfaces [70].

As a consequence of the irradiation-induced structural modification, the surface
morphology changes and the surface roughness significantly increases [61].
According to the morphological change, the optical appearance or reflectivity of
SHI irradiated regions changes with increasing ion fluence. In Fig. 10.22, the
optical light microscope image demonstrates that the bright silver (unirradiated)
a-Ge surface changes to grey (low ion fluences) over dark grey to black (high ion
fluences) corresponding to the irradiation-induced structural changes like the for-
mation of small craters (low ion fluence), extended holes and the final collapse to a
porous structure (high ion fluence). At the final stage, i.e. for sponge-like porous
structures, the irradiated surface appears completely black and does not change with
further irradiation [61].

Fig. 10.20 Cross-section-SEM image showing the complete transformation of the initially
homogeneous a-Ge layer into a sponge like porous structure caused by irradiation with 185 MeV
Au ions under an angle of H = 45° with a fluence of 1.0 � 1014 cm−2 at room temperature [62]
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In general, SHI irradiation-induced structural modifications are observable for a
multitude of different ion species including Ag, I, Xe, Au, Pb and U ions [61, 62,
71, 72]. For sufficiently high electronic energy deposition values (Se = 14–
40 keV nm−1) extended voids are formed in a-Ge independent of the ion energy
(E = 89–1000 MeV) or ion velocity and ion incidence angle (H = 0°–60°) [61]. As
shown in Sect. 10.4.1, one single ion caused the formation of single nanometer
sized voids along its path, however, a void-induced vertical volume expansion
Dz cannot be verified for ion fluences below 1011 cm–2. Using for example two- or
three-dimensional optical surface profilometry, the volume expansion Dz becomes
evident and can be investigated systematically. Hence, in the following, Dz is taken
as a parameter to characterize the irradiation-induced formation and growth of voids

Fig. 10.21 Snapshots of the a-Ge MD cell: before energy deposition (left image initial situation,
position of impact and deposition cylinder defined by the black dot and the highlighted area,
respectively) and after energy deposition (right image final structure, before the next deposition
cycle starts). The evolution of the MD cell is shown for 3 (a), 5 (b), 7 (c) and 17 (d) ion impacts [70]

Fig. 10.22 Light microscope
image showing the optical
appearance/reflectivity of SHI
(185 MeV Au ions, H = 45°)
irradiated Ge for different ion
fluences. The corresponding
plan-view SEM images
demonstrate the
irradiation-induced
morphological change at the
surface
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and their accumulation to a porous and sponge-like layer as function of the irra-
diation conditions. The experimental [61] and simulation results [70] are summa-
rized in Fig. 10.23. In case of the MD simulations the total amount of the kinetic
energy transferred to the atoms within the deposition cylinder is DEkin = Sd with
S = cSe, where S is the part of the electronic energy loss per ion and path length, Se,
which is converted into atomic motion and d is the extension of the MD cell in z-
direction. The ratio of the transferred energy, c (c < 1), is used as a free parameter.
The transferred energy S has been varied between 1.7 and 3.4 keV nm−1. For more
details of the MD simulations the reader is referred to [70]. As can be seen in
Fig. 10.23, both the measured and calculated relative volume expansion Dz/d
(d refers to the amorphous layer or MD cell thickness) continuously increases with
increasing ion fluence which means that the SHI irradiation leads to a continuous
void formation process and the nanometer sized voids observed in Fig. 10.17 are
generally stable. Moreover, local agglomerations of such voids continuously coa-
lesce with increasing irradiation forming extended voids as demonstrated in
Fig. 10.19. Even when a sponge-like porous layer has been formed, SHI irradiation
still yields continuous void growth due to the absorption of new nanometer-sized
voids formed within the amorphous material surrounding the voids. For all ion
fluences studied, no saturation of the volume expansion was observed so far, i.e. no
final stage of the irradiation-induced structural modification was reached [61].

Furthermore, the volume expansion and therefore the void formation show a
linear dependence on the ion fluence (see Fig. 10.23): Dz=d ¼ a � NI . This linearity
is independent of the electronic energy deposition values Se caused by the variation
of ion species, ion energy and ion incidence angle. However, the strength of the
expansion, i.e. the gradient a, changes with Se: The higher the energy deposition,
the higher the gradient a(Se). This becomes clear in Fig. 10.24, where the gradient
is shown as a function of the electronic energy deposition Se. In good agreement,
the experiments (Fig. 10.24a) and the MD simulations (Fig. 10.24b) reveal the
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Fig. 10.23 Irradiation-induced relative volume expansion in a-Ge as a function of the ion fluence
for different energy depositions: experimental data (a) and results of MD simulations (b) [61, 70]
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existence of a material-specific threshold value Svoide above which the gradient a(Se)
increases linearly with increasing energy deposition: aðSeÞ / ½Se � Svoide 
. The en-
ergy deposition threshold determined from the experiments amounts to
Svoide ¼ ð10:5� 0:5Þ keV nm−1 (Fig. 10.24a) [61]. The MD simulations show a
dependence of the threshold value on the size of the MD cell illustrated in the
dependence of the gradient a on the electronic energy loss S in Fig. 10.24b. For
larger MD cells the curves shift to smaller values of S, but for the two larger cells
the shifts are equal indicating a convergence of the threshold value of S for void
formation with respect to the extension of the MD cell in z direction which amounts
to Svoid = 2.2 keV nm−1. From this value and the experimentally determined
threshold value Se

void follows c = 0.21 for the relative part of the electronic energy
loss (electron-phonon coupling efficiency) transferred to the atoms. This value is in
the same order of magnitude as the values of the electron-phonon coupling effi-
ciency reported in literature e.g. for III–V semiconductors [23]. From the experi-
mental and theoretical results it follows that only if Se > Se

void single-ion irradiation
causes the formation of stable voids, which accumulate with increasing ion fluence
to form complex and permanent sponge-like porous structures as shown in
Fig. 10.20. A significant influence of the nuclear energy deposition Sn on void
formation during SHI irradiation can be excluded because in the near-surface region
the nuclear energy deposition is very low and therefore negligible. Moreover, at low
ion energies, i.e. for Sn > Se and Se � Se

void, void formation takes place only at high
ion fluences in the range of NI > 1 � 1015 cm−2 [73–84] and can be explained by
agglomeration of irradiation-induced vacancies caused by nuclear collisions [76,
77, 83] (for the formation of porous amorphous layers in Ge due to nuclear energy
loss see Chap. 6.3.2).

Compared to a-Ge, the irradiation of c-Ge with high ion fluences causes neither a
formation of voids in the near surface region (Fig. 10.25a, z < 4 µm) nor defect
formation, amorphization or ion track formation as confirmed by different analysis
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Fig. 10.24 Gradient a as a function of the electronic energy deposition Se [61, 67]. In both
experiment (a) and simulation (b), a threshold value Svoid ¼ c � Svoide (with c = 0.21) for the void
formation was determined
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methods including RBS and high-resolution TEM [61]. The surface layer shown in
Fig. 10.25a is still crystalline after SHI irradiation. However, the irradiation to high
ion fluences causes the formation of a buried porous layer consisting of single
isolated voids (cp. Fig. 10.25a, b) [61, 62, 71, 72]. The comparison of the depth
profile with the corresponding depth distribution of the energy deposition Se(z) and
Sn(z) (Fig. 10.25a) reveals, that the voids do not occur in the depth region where Sn
(or Se) have its maximum or at the depth Rp where the ions come to rest. Hence, the
formation of a buried porous layer cannot be attributed to void formation due to Sn
or chemical processes based on the implanted ions, because no voids are observed
in depth regions around Smax

n or Rp, respectively. However, in depth regions where
the nuclear energy deposition becomes dominant, defects are generated due to
elastic collisions between the ions and Ge atoms, which finally lead to the formation
of a buried amorphous layer at high ion fluences. This irradiation-induced
crystalline-to-amorphous transformation leads to a low but continuous volume
expansion due to the density change during the amorphization process [61].
Nevertheless, it was demonstrated that buried voids are formed in the depth zp
where the electronic energy deposition is Se(zp) � 10.5 keV nm−1 [61, 71, 72].
Hence Se(zp) is in good agreement with the experimentally determined threshold for
void formation (cp. Fig. 10.24a). To conclude, in c-Ge buried porous layers are
formed if the initial crystalline material was amorphized due to Sn and Se exceeds
the threshold necessary for void formation (cp. Fig. 10.25a). At depths z > zp no
voids are observed in the amorphous phase because the electronic energy deposition
is lower than the threshold value needed for void formation. In addition, the
experiments demonstrate that electronic energy deposition Se < 10 keV nm−1 does
not have any influence on void formation which confirmed the proposed mecha-
nism for void formation under low ion energy irradiation is based solely on nuclear
processes [61].

In case of SHI irradiated a-Si, void formation was observed only for extreme
irradiation conditions, like high ion fluxes, high ion fluences and only at room

Fig. 10.25 Cross section SEM of c-Ge (a, NI = 1.5 � 1014 cm−2) and a-Ge (b, NI = 1.0 � 1014

cm−2) samples irradiated at an incidence angle of 45° with 185 MeV Au ions showing the
formation of a buried porous layer. SRIM calculations of electronic Se (solid blue line) and nuclear
Sn (solid red line) energy deposition versus depth z are included for direct comparison [61, 62]
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temperature (see Sect. 10.3.2). As outlined above, in a-Ge the ion flux and the ion
fluence are not key parameters because stable nanometer-sized voids are already
formed in the case of single-ion irradiation (see Sect. 10.4.1). SHI irradiations of
a-Ge under identical irradiation conditions but different sample temperatures
ranging from 50 to 300 K show a linear volume expansion with increasing ion
fluence independent of the irradiation temperature [70]. Nevertheless, the void
induced volume expansion decreases with decreasing temperature. However, the
ratio of the volume expansion for two temperatures DzLT=DzRT is still constant over
the whole fluence range (e.g. DzLT¼50K=DzRT¼300K ¼ 0:6). This experimentally-
proven temperature behaviour and even the ratio DzLT=DzRT are in good agreement
with results obtained by means of MD simulations [70]. Electron microscopic
investigations reveal that SHI irradiation of a-Ge even at low temperatures leads to
effective void formation and a transformation into a sponge-like porous layer which
shows no structural difference to the porous layers obtained at room temperature
irradiation.

Independent of the irradiation temperature, a thin void-free layer close to the
sample surface is observed (see Fig. 10.19). Furthermore, all investigations show a
sharp transition between this void-free surface layer and the void-rich layer under-
neath. The thickness of this layer z´ amounts to several tens of nanometers and
decreases with increasing electronic energy deposition. This leads to the conclusion
that the electronic energy deposition in the near-surface region is lower than the
threshold value required for void formation, i.e. Seðz\z0Þ\Svoide . A reduced energy
deposition value in the near-surface region can be attributed to fluctuations of the
electronic energy deposition along the ion path due to the change of ion charge state q,
Seðq;EÞ / q2[85]. After penetration into the material, the initial charge state q (and
Se(q)) of SHIs increases until an equilibrium charge state �q > q is reached and a
constant electronic energy deposition occurs along the ion path. Hence, the existence
of a thin void-free layer close to the surface further confirms the existence of an
electronic energy deposition threshold for irradiation-induced void formation in a-Ge.

In summary, irradiation-induced void formation in a-Ge and the transformation
of a void-rich into a sponge-like layer are nearly independent of the irradiation
conditions. Single-ion irradiation alone causes the formation of nanometer-sized
voids and even at low temperatures effective void formation and void agglomera-
tion into a sponge-like porous structure takes place. Systematic investigations prove
that the electronic energy deposition dominates the structural modification and a
material-specific threshold value Svoide must be exceeded for void formation to be
operative.

10.4.3 Plastic Deformation of a-Ge

As described in Sect. 10.3.2, the irradiation-induced plastic deformation process
can be simply characterized by the observation of the surface shift Dx at the sample
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surface. As an example, Fig. 10.26 shows a representative light microscopy image
of a Ge surface, with an evaporated grid, a portion of which was irradiated with
SHIs [61, 62]. A shift of the irradiated surface in the positive x-direction is clearly
visible by means of the thin gold squares spanning the irradiated-unirradiated
interface. Far from any boundaries, this irradiation-induced deformation was
reported in a-Ge for all non-perpendicular ion irradiations and for different ion
species (Xe, Au, Pb and U ions) [61]. Furthermore, the irradiation-induced plastic
deformation is also directly visible by means of electron microscopy investigations
using a sample cross section parallel to the direction of the surface shift as shown in
the inset of Fig. 10.26 [61]. In this cross section geometry, it becomes apparent that
the extended voids are well oriented within the porous layer but their alignment
does not appear to correspond to the direction of the ion path along which the
electronic energy is deposited. The orientation rather reflects the lateral mass
transport along the projection of the ion beam direction on the surface due to the
irradiation-induced plastic flow process.

The positive sign of the surface shift Dx > 0 proves that the SHI irradiated a-Ge
surface layer flows plastically on the c-Ge substrate along the projection of the ion
beam direction on the surface. According to (10.10) in Sect. 10.2, the plastic
deformation of a-Ge is characterized by a positive deformation yield A0(Dx) > 0
similar to that reported for SHI irradiated a-Si (cp. Sect. 10.3.2). For all ion irra-
diation conditions used, no irradiation-induced plastic deformation is observed in
the y-direction, i.e. vy = Dy = A0 = 0. Moreover, irradiation of a-Ge at perpendic-
ular ion incidence did not lead to any surface shift [61].

Fig. 10.26 Optical microscope image: Compared to the unirradiated reference (upper part of the
sample) the irradiation-induced plastic deformation and volume expansion become evident. The
lower part of the sample was irradiated at room temperature with 89 MeV Au ions under an angle
of H = 45° from the left with an ion fluence of NI = 1.45 � 1014 cm−2. Inset: cross-section-SEM
image: plastic flow process is directly reflected by the void alignment [61, 62]
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In electron microscopy investigations, the anisotropic plastic deformation in the
x-direction can be characterized as a function of the irradiation parameters, i.e.
electronic energy deposition Se(E, H) and ion fluence NI [61, 62]. As shown in
Fig. 10.27, the surface shift Dx increases continuously with increasing ion fluence,
which means that a-Ge behaves similarly under SHI irradiation as demonstrated for
conventional glasses [1, 2, 5, 15, 86] and a-Si [30, 53]. However, unlike the latter,
the plastic deformation of SHI irradiated a-Ge shows a superlinear behavior of Dx
in contrast to the expected linear dependence Dx / NI (see Sect. 10.2, (10.10)).
This non-linear behavior can be attributed to the superimposed effect of the
void-induced volume expansion in the z-direction which also becomes apparent in
Fig. 10.26. Nevertheless, the influence of the electronic energy deposition on the
plastic deformation DxðSeÞ / SeðE;HÞNI can be discussed by means of Fig. 10.27:
the higher the electronic energy deposition the greater the surface shift at the same
ion fluence [61]. Moreover, non-perpendicular irradiation of a-Ge at low temper-
ature (T = 50 K) leads also to a non-saturating anisotropic plastic deformation with
a positive sign and is characterized by a superlinear behavior of Dx due to trans-
formation into a porous structure (cp. Sect. 10.4.2).

In summary, under SHI irradiation, a-Ge shows a similar plastic deformation
process with a positive deformation yield as observed for many conventional
glasses [1, 2, 5, 15, 86] and a-Si [30, 53]. However, the expected steady state of the
plastic flow or rather a linear shift of the surface with increasing ion fluence were
not observed for a-Ge, which prevents a quantification of the deformation yield
according to (10.10) in Sect. 10.2. A fundamental condition to describe the plastic
deformation in the framework of the modified viscoelastic Maxwell model is the
conservation of the volume and density of the deforming layer [5, 15]. This is
obviously not the case for SHI irradiated a-Ge which was transformed into a
sponge-like porous layer (see Sect. 10.4.2). Therefore, it was assumed that the
continuous modification of the amorphous to a porous layer causes a continuous
increase of the effective deformation yield Aeff [61]:
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Dx ¼ 3dam sinð2HÞAeff NI with Aeff / A0 1þ bðaÞNI½ 
: ð10:12Þ

The parameter b is a free fit parameter. Fits based on (10.12) show an excellent
agreement with the experimentally observed surface shift depicted in Fig. 10.27
(solid lines). Thus, the influence of the void formation on the plastic deformation
can be functionally described by an additional quadratic term Dx / N2

I , where the
linear term Dx / NI corresponds to the conventional plastic flow process induced at
constant volume. The deformation yield A0 derived with (10.12) is depicted in
Fig. 10.28 as a function of electronic energy deposition. It is evident that with
increasing energy deposition the deformation yield increases linearly with a slope
k(T) if a threshold value Se for irradiation-induced plastic deformation is exceeded
[61]:

A0ðSe; TÞ ¼ kðTÞ Se � Set½ 
 with Set ¼ ð12� 2Þ keV nm�1: ð10:13Þ

The dependence of the deformation yield on the electronic energy deposition
(10.13) shows all the characteristic features of the ion hammering effect as
described in Sect. 10.2 (cp. (10.4)). Furthermore, the threshold for the
irradiation-induced plastic deformation of Ge is in the same order of magnitude as
the threshold reported for Si (cp. Section 10.3.2). Following the theoretical
description of the plastic deformation by means of the EFT model introduced by
Trinkaus (see Sect. 10.2), this threshold Set can be interpreted as an energy depo-
sition required for the formation of low-viscosity zones around each ion path.
However, the postulated phase transition from the LDA Ge to the HDL Ge phase
observed in equilibrium is characterized as a first order transition. It is obvious that
the difference in density between the HDL and LDA phase (qGeHDL=q

Ge
LDA [ 1) leads

to a negative eigenstrain e* < 0 which directly causes a deformation with negative
sign as predicted by Trinkaus, i.e. A0(e*) < 0 [16, 24–28]. Nevertheless, for a-Si
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(qSiHDL=q
Si
LDA [ 1, see Sect. 10.3.2) it was clearly demonstrated that a positive

deformation yield A0 > 0 can only be explained by a liquid-liquid phase transition
assuming a LDL phase during the cooling process [30, 53]. Similar to the dis-
cussion for Si, a LDL phase has to exist for Ge to explain the results mentioned
above, i.e. A0(Dx > 0) > 0 [61, 62]. Hence, if the LDL Ge phase exists this phase
would act as a source for positive thermoelastic strain, which has a cylindrical
symmetry due to the cylindrical geometry of the energy deposition and the corre-
sponding radial temperature distribution T(r, t) (cp. Chap. 2). However, in order to
achieve mechanical equilibrium the axial, radial and circumferential stresses relax if
the temperature is larger than the effective flow temperature T*. According to the
viscoelastic model, this shear-stress relaxation causes a positive relaxation strain.
The corresponding deformations permanently freeze in at the solidification front
LDL to LDA when the temperature falls below T* during the cooling process (see
schematic illustration in Sect. 10.3.2, Fig. 10.14).

The positive deformation yield observed in both a-Si and a-Ge is a clear indi-
cation of the existence of a LDL phase in both materials. This result is of impor-
tance to other thetrahedrally coordinated networks with similar equilibrium melting
curves, such as water or silica, and to all materials in which liquid polymorphism
has been suggested to occur [50] or observed in experiments [87].

10.4.4 Structural Modification in Other Amorphous
Semiconductors

While the current chapter clearly focuses on a-Si and a-Ge, other amorphous
semiconductors have also been investigated. For example, the amorphous SixGe1-x
(a-SixGe1-x) alloys are, not surprisingly, sensitive to SHI irradiation just like their
mono-elemental components. Ion tracks induced by SHI irradiation were apparent
across the entire alloy composition range [88]. The ion-track structural parameters,
and their dependence on stoichiometry, are currently under study [88]. Void for-
mation induced by SHI irradiation was also observed for the a-SixGe1-x alloys.
Figure 10.29 shows SEM images of a series of a-SixGe1-x alloys for a given SHI
mass and energy [89]. The origin of the intriguing layered structure has yet to be
identified but we speculate that there is a characteristic length associated with the
segmentation of the ion track as the high density molten phase undergoes volume
contraction with one end of the first segment pinned to substrate surface.
A stoichiometry dependence, particularly on void shape, is apparent and quantifi-
cation of the plastic deformation in the a-SixGe1-x alloys is also currently under
study [90].

In contrast to the amorphous Group IV substrates, the amorphous Group III–V
substrates appear insensitive to SHI irradiation for the same irradiation conditions.
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Ion tracks were not observed in amorphous GaP or GaAs (a-GaP and a-GaAs,
respectively) for irradiation conditions identical to those used successfully to pro-
duce ion tracks in a-Si, a-Ge and the a-SixGe1-x alloys [91]. These irradiation
conditions must thus be below the electronic energy deposition threshold for ion
track formation in the two III–V materials. Note that for a given incident ion mass
and energy, the electronic energy deposition for GaP will be very similar to GeSi
while that for GaAs will be essentially equal to Ge. The insensitivity to SHI
irradiation exhibited by these amorphous Group III–V substrates may thus stem
from weaker electron-phonon coupling in these materials and/or differences in
melting temperature. (For example, a crude estimate using crystalline phase values
shows the melting temperatures for c-GaP and c-GeSi are 1740 and *1448 K,
respectively, while those for c-GaAs and c-Ge are 1511 and 1209 K, respectively.)
Note that for these same irradiation conditions, plastic deformation in a-GaAs has
been investigated but not observed [92], consistent with the lack of a measureable
ion track.

We note that in another III–V compound semiconductor, in this case GaSb, the
formation of nanoporous structures due to high electronic energy deposition has
been reported [93]. The threshold value for void formation was
Se
void = 10 keV nm−1. Void formation and porosity development were accompanied

by swelling of the surface that increased linearly with ion fluence without saturation
in bulk samples. A threshold fluence of 9 � 1012 cm−2 was required for mea-
sureable swelling, indicative of the necessity of a certain pre-damage before sig-
nificant porosity forms. Interestingly, randomly oriented crystallites were observed
within the amorphous material and their random orientation suggests they poten-
tially formed during a quench from the melt. Complete amorphisation is thus not a
prerequisite for the formation of porosity in GaSb, in contrast to Ge. However and
surprisingly, no ion tracks were measureable with SAXS. Finally, while both GaSb
and InSb can be rendered porous via nuclear energy deposition [94, 95], the
morphology of the porous layers was different from that formed by electronic
energy depositon.

Fig. 10.29 Cross-section SEM images of a-GexSi1-x alloy layers on c-Si substrates following SHI
irradiation with 185 MeV Au+13 ions. Alloy stoichiometries and ion fluences are listed on the
figure [89]

436 W. Wesch et al.



10.5 Summary

SHIs readily interact with the amorphous Group IV semiconductors, potentially
yielding ion track formation, plastic deformation and/or porous layer formation. In
contrast, the amorphous Group III–V semiconductors appear insensitive to SHI
irradiation under identical irradiation conditions. In this chapter, such phenomena
have been reviewed with the inclusion of synergistic experiment, modelling and
simulation results that yield new understanding of ion-solid interactions in the SHI
irradiation regime.
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Part IV
Selected Applications of Ion Irradiation



Chapter 11
Ion-Shaping of Nanoparticles

Giancarlo Rizza and Mark C. Ridgway

Abstract Since its discovery in the early 2000s, the ion-shaping technique has
emerged as a powerful tool to engineer real three-dimensional architectures in the
form of embedded nanostructures with tunable morphology and spatial orientation.
The technique has been proven to be particularly well adapted for sculpting
metal-glass nanocomposites. We analyze the body of experimental research that has
been carried out until now. We review progress made over the years into this unique
yet poorly understood process operative only at extreme electronic energy loss.
Moreover, we describe and critically analyze the models and simulations that have
been developed so far. The aim is to gain a fundamental atomistic insight into the
elongation phenomenon. Finally, this chapter presents recent trends in the fabri-
cation of ion-shaped nanoparticles and possible future applications.

11.1 Introduction

Nanotechnology was born in the early 1980s. Its emergence was mainly driven by
two factors: the publication of Drexler’s book Engines of creation: the coming era
of nanotechnology, which helped to popularize the concept of nanoscience as a
means to assemble matter at the nanoscale [1] and the realization of two break-
through characterization methods: the scanning tunneling microscope (STM) and
the atomic force microscope (AFM). In the scientific excitement stirred by the
awareness that these techniques suddenly provided an access to the nanoworld,
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other techniques and approaches swirled into a rapid growth process. This is e.g.
illustrated by the continuous developments of techniques associated with trans-
mission electron microscopy, photo-lithography, electron-beam lithography, and
colloidal chemistry.

The swift heavy-ion (SHI) community was hit by the waves of this new science
from the late 1990s onwards. Indeed, if a lot of work had already been done to
understand the ion-matter interaction in the regime of pure electronic energy depo-
sition, most of the experiments had been performed either on macroscopic samples or
polycrystalline samples with a mean grain size exceeding a micrometer. At that time,
it became clear that one way to obtain a deeper insight into the SHI-matter interaction
was to reduce the size of the target. Among these pioneering works, we can mention
the study of the cubic-to-monoclinic phase transformation observed in Y2O3

sub-micrometric powders [2] and of the irradiation of Sn oxide nanograins [3].
In the wake of this new research field, in a series of seminal papers published

between 2000 and 2006, Polman’s group demonstrated the feasibility to use SHI
irradiation as a tool to sculpt matter at the nanoscale [4–10]. By combining
chemical synthesis and ion-irradiation, they demonstrated that it was indeed pos-
sible to produce a new class of amorphous colloidal ellipsoids of continuously
variable shape, as illustrated in Fig. 11.1. The anisotropic deformation of these
colloidal nanoparticles (NPs) is the counterpart on the nanoscale of the ion ham-
mering effect observed in irradiated amorphous macroscopic materials [11].
Inspired by this innovative approach, D’Orléans, Stoquert and collaborators studied
how the properties of embedded metallic NPs were modified when submitted to
sustained swift heavy-ion irradiation. Indeed, in a series of articles from the years
2003–2004 [12, 13] they reported that Co NPs embedded in a silica matrix changed
shape, from spheres to rods, under the influence of swift heavy-ion irradiation,
Fig. 11.2a, b. Interestingly, while van Dillen’s experiments [6–10] showed that the
silica colloids became oblate, i.e. the deformation was normal to the beam direction,
in D’Orléans’s experiments the metallic NPs became prolate, i.e. the major axis
of the elongated nanoparticles was aligned parallel to the incident ion direction.
The ion-shaping process was discovered. This surprising finding rapidly attracted

Fig. 11.1 Scanning electron microscopy (SEM) images of a non irradiated spherical silica
colloids, and b ion hammering of silica colloids after 4 MeV Xe irradiation at a fluence of
3� 1014 cm�2, at an angle of 45° relative to the surface normal, at 90 K. Reproduced with
permission from [4]
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the attention of an important number of groups worldwide, and has been intensively
studied ever since, under a variety of conditions and for a variety of metals (for
example, see Fig. 11.2c) [14–46].

It is interesting to note that in the first paper by D’Orléans et al. [12] the
elongation effect was not particularly highlighted in the title: Irradiations of
implanted cobalt nanoparticles in silica layers. However, in their following
manuscript they introduced the term of anisotropic deformation [13]: Anisotropy of
Co nanoparticles induced by swift heavy ions. The same year, this terminology was
adopted by Roorda et al. [37] and Penninkhof et al. [39]. Schmidt et al. [44] were in
2007 the first to introduce the term ion-shaping in order to describe the deformation
of Ge NPs embedded within a silica matrix. Nowadays, this term is widely accepted
in the community. It currently indicates the irradiation-induced transformation of
spherical nanoparticles into prolate nanostructures, e.g. [21, 22].

Fig. 11.2 First experimental evidence for the existence of the ion-shaping mechanism. Co NPs
embedded in silica after irradiation with 200 MeV I ions shown at a 1� 1013 cm�2, and
b 1� 1014 cm�2. Reproduced with permission from [13]. Copyright 2004 American Physical
Society. c Elemental metals for which the shape transformation has been reported
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11.2 Ion-Matter Interaction for a Metal-Dielectric
Nanocomposite

When an energetic ion penetrates a substrate and eventually comes to rest, it deposits
energy via elastic and inelastic processes, seePart I. The former process, called nuclear
energy loss and noted Sn, involves the ballistic displacements of substrate atoms in a
billiard-ball like manner while the latter, called electronic energy loss and noted Se,
includes the excitation and ionization of substrate atoms. These two processes exhibit
distinctly different ion energy dependencies as apparent from Fig. 11.3a which shows
SRIM calculations for Au ions incident on SiO2 [47, 48]. Clearly Sn and Se are
dominant at low and high ion energies, respectively, and the maximum amplitude of
the electronic energy loss is much larger than that of its nuclear counterpart. Reducing
the incident-ion mass shifts the maxima for both energy loss processes to lower ion
energies. The magnitude of both processes is also lowered. When an embedded NP is
irradiated in the nuclear stopping regime, displacement cascades favor the ballistic
displacement of the metallic species into the host matrix and the formation of a halo of
satellite clusters in the surroundings of themotherNP, Fig. 11.3a, see Chap. 4. On the
other hand, when the embedded NP is irradiated in a regime where the magnitude of
the electronic stopping power dominates the nuclear stopping power, NP elongation is
observed, Fig. 11.3a. Here, a fraction of the energy deposited into the electronic
subsystem is subsequently transferred to the atomic subsystem of the matrix and the
objects embedded therein through electron-phonon (e-p) coupling, see Chap. 2. Thus,
in this regime the energy transfer is governed by the e-p coupling strength g. For
instance, for a given material, the electron mean free path is smaller in the amorphous
phase than in the crystalline one, thus gamorphous typically exceeds gcrystalline.
The transfer of energy to the lattice induces rapid heating such that molten material is
formed when the temperature exceeds the melting temperature. The subsequent rapid
quenching of this transient phase leads to residual disorder in the form of a so-called
ion track [49].

Fig. 11.3 a Nuclear (Sn), and electronic (Se), energy loss processes as a function of the incident
energy for Au ions in SiO2. b As prepared Au NP of diameter D. c Ion-shaped NP of length L and
width W
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To unveil the underlying mechanisms of an unknown phenomenon it is worth
establishing simple relationships between sample properties and experimental
parameters. In its simplest description, the ion-shaping is the transformation of a
spherical NP of diameter D into a cylinder of width W and length L, Fig. 11.3b, c.
Thus, a great deal of effort has been made hitherto to correlate the host matrix and
NP properties to the irradiation conditions (ion energy, flux, fluence and temper-
ature). In the following, we will first describe the influence of the embedding matrix
on the ion-shaping process, after which the role played by the NPs will be high-
lighted. Finally, the current understanding of the ion-shaping process is reported,
whereby it has to be admitted that a fully consistent description of the operative
mechanism is still wanting.

11.3 Influence of the Embedding Matrix

After its discovery in 2001, ion-shaping has always been observed in nanocom-
posite systems where NPs are confined within a host matrix. However, the necessity
of the embedding matrix in the elongation process was convincingly demonstrated
only in a series of articles published during the years 2004–2006 [37–39]. Since the
early 1980s, it is known that amorphous materials undergo ion-hammering, which
means that the irradiated material shrinks in the direction of the ion beam and
expands perpendicular to it [50]. Conversely, metallic NPs that were not embedded
and only simply adhered to a substrate surface have never been observed to undergo
such a change in shape. Motivated by this entirely different behavior, Penninkhof
et al. studied the deformation effect on core-shell colloidal assemblies, i.e. particles
comprised of a Au core (fixed 14 nm diameter) and a silica shell (variable thickness
up to 70 nm), Fig. 11.4a. From Fig. 11.4b, it is readily apparent that the presence of

Fig. 11.4 a Scanning electron microscopy (SEM) image of an as-prepared Silica-Au core-shell
colloid. b After irradiation with 30 MeV Cu ions at 5� 1014 cm�2. Reproduced with permission
from [39]. c TEM micrograph of Au NPs embedded within a AlAs matrix and irradiated with
30 MeV Cu ions at a fluence of 5� 1013 cm�2. Reproduced with permission from [51]. TEM
micrographs of Sn NPs at or in close proximity of the SiO2=Si interface, d before and e after
irradiation with 185 MeV Au ions up to a fluence of 1� 1014 cm�2. Reproduced with permission
from [52]. Copyright 2010 American Physical Society
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an embedding shell allows the deformation of the metallic NP even though the
deformation is different for the two materials. Indeed, their major axes deform in a
direction that is parallel and perpendicular to the incident ion direction, respec-
tively. These studies demonstrated that a minimal threshold for the thickness of the
embedding matrix must exist. Indeed, the elongation of the embedded Au NPs is
observable only for particles whose silica shell thickness is larger than approxi-
mately 20 nm. An additional observation, rather similar in nature, is that the
deformation of the metal core of core-shell particles with equal sizes and shell
thicknesses depends on the local environment of the colloids: particles that are
stacked two or three layers thick and are in contact before irradiation exhibit sig-
nificantly larger deformation of the metal core than isolated particles. These two
independent experiments (based on varying the shell thickness and the colloid
contact, respectively) led to the conclusion that the NP core deforms more effi-
ciently when more silica surrounds it.

However, the presence of an embedding matrix alone is not a sufficient condition
for ion-shaping to be an effective process. A second condition to be fulfilled is that the
embedding matrix is amorphous, or at least amorphisable. Available experiments
indicate indeed that ion-shaping is not observed in crystalline radiation-resistant
matrices. A first example illustrating this point is the crystalline matrix of the
semiconductor AlAs [51]. This material is extremely radiation-resistant both in the
nuclear and electronic energy loss regimes. Concomitantly it does not develop ion
tracks. Spherical Au NPs obtained by ion implantation in AlAs failed to deformwhen
subjected to swift heavy-ion irradiation, demonstrating that ion-track formation is a
necessary ingredient for obtaining a transformation of the shape, Fig. 11.4c. Another
elegant example is illustrated in Fig. 11.4d, e which show the behavior of Sn NPs
positioned at a SiO2=c�Si interface when they are subjected to swift heavy-ion
irradiation [52]. Such a sample with a heterostructure enables a direct comparison of
the elongation process in two different matrices. In the present case, the Si matrix is
crystalline. Like AlAs, crystalline Si is also radiation-resistant to swift heavy-ion
irradiation such that ion-track formation is not observed under the given irradiation
conditions, see Chap. 9. The TEM image of Fig. 11.4e shows that as expected, the NP
elongates in the amorphous SiO2, while this is not the case in crystalline Si.

11.3.1 Influence of the Ion-Hammering

Amorphous materials submitted to ion-irradiation undergo a non-saturable defor-
mation at constant volume. The sample expands normal to the beam direction and
shrinks parallel to the beam direction, see Chap. 10. This phenomenon, known as
ion-hammeringwas discovered by Klaumünzer et al. [50] and described by Trinkaus
and Ryazanov [53–56]. This model is nowadays known as the effective-flow-
temperature approach (EFTA). The basic idea of the EFTA model is to describe an
ion-track as a visco-elastic inclusion using Eshelby’s theory [57]. The rapid thermal
expansion about the ion path produces shear stresses that relax by viscous flow.
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Rapid cooling of the hot cylindrical ion-track freezes in viscous strains. The resulting
strained track represents the basic mesoscopic defect responsible for the
ion-hammering. The terminology ion-hammering highlights in a vivid way the role
played by each impinging ion: it is as though each ion acts like a little hammer
deforming the sample. The overall effect is due to the sum of all the frozen-in viscous
strains produced by the individual ion impacts. In particular, the ion-hammering is
associated with a build up of in-plane stress r within the matrix [56]:

r ¼ �1:16
1þ m
1� m

GaDT � � 0:3 GPa; ð11:1Þ

where m is the Poisson ratio, G the shear modulus and a is the linear
thermal-expansion coefficient.

The effect of r in the transformation process has been discussed by several
authors [37, 42, 46, 58]. In particular, it has been supposed that the in-plane stress
acting on the NP may favor the flow of the metallic species in the out-of-plane
direction, i.e. along the beam direction [37]. However, its necessity has also been
questioned. For instance, Klaumünzer pointed out that the magnitude of r alone is
not sufficient to drive the deformation of a solid NP [42] such that the NP must also
play an active role in the transformation process. This means that the NP must be in
a molten phase. A possible solution of this problem could be the fact that the
efficiency of the ion-hammering—and thus the extent of the in-plain stress—de-
creases when the matrix temperature is increased. Hence, the NP elongation process
may progress at a lower rate at higher matrix temperatures. The pertinence of this
idea could be checked experimentally. However, up to now such experiments have
never been performed. More recently, combining results from experiments and
simulations, Amekura et al. [58] and Leino et al. [46] have come to a similar
conclusion that the amorphous matrix does not play any active role. This point will
be discussed in more detail in Sect. 11.5.

11.3.2 Influence of the Ion Track

Insights on the elongation process have been gained from detailed studies of
ion-track formation. Although the average structural properties of ion tracks can
often be inferred from macroscopic measurements, it remains extremely difficult to
retrieve information about the inner track structure. This is due to the lack of
sufficient contrast inherent to most of the observation techniques. This is particu-
larly true in the case of amorphous materials. However, this experimental difficulty
has recently been overcome by Kluth et al. [59] who used the small angle x-ray
scattering (SAXS) technique to determine how the density of the material changes
as a function of the distance from the ion trajectory.

In the following examples we show how the ion-shaping process is influenced
by the radial density distribution across an ion track. Figure 11.5 shows Au NPs
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positioned at or close to the SiO2=Si interface. In these experiments two different
silicon substrates have been used, i.e. crystalline (c-Si), Fig. 11.5a and amorphous
(a-Si), Fig. 11.5d. The TEM image of Fig. 11.5b shows that the NP elongates in
SiO2 as expected, while this is not the case in crystalline Si. Figure 11.5c shows
SAXS measurements and molecular dynamic (MD) simulations for the radial
density distribution across an ion track in silica. It consists of a low-density core,
surrounded by a high density shell. The core has a density that is significantly lower
than that of a non-irradiated material. The structure is consistent with the existence
of a frozen-in pressure wave originating from the center of the ion track, produced
by a thermal spike. On the other hand, no tracks are formed within the crystalline Si
matrix. This demonstrates that the shape transformation cannot take place without
the prior formation of an ion-track. One might thus intuitively expect that the
presence of the under-dense core may facilitate the motion of metal atoms during
the process of shape transformation.

A crystalline-to-amorphous phase transition of the Si gives rise to differences
that are easy to observe. The TEM image of Fig. 11.5e demonstrates that some Au

Fig. 11.5 TEM micrographs of Au NPs at SiO2=c�Si interface. a As-prepared. b Irradiated
sample. TEM micrographs of Au NPs at SiO2=a�Si interface. d As-prepared. e Irradiated sample.
In both cases irradiation was performed with 185 MeV Au ions at a fluence of 1� 1014 cm�2.
SAXS measurements (solid line) and MD simulations (dashed line) of the radial density
distribution across an ion track in c a-SiO2 substrate. Reproduced with permission from [59].
Copyright 2008 American Physical Society, and f a-Si substrate. Reproduced with permission
from [60]. Copyright 2013 American Physical Society
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migrates into the amorphous Si, possibly forming an Au–Si alloy, but conventional
elongation is not apparent. Ion-track formation in amorphous Si has only recently
been identified [60] and its radial density distribution explains this unanticipated
phenomenon: the core-shell structure of an ion track in amorphous Si consists of an
over-dense core and an under-dense shell. This is the opposite to what has been
observed in amorphous SiO2. MD simulations support the assumption that there
exists a core that is more dense and a shell that is slightly less dense than the
non-irradiated a-Si of the matrix. This is consistent with the existence of frozen-in
structural remnants of the high-density liquid phase, Fig. 11.5e.

A further indication of the role played by the ion track is illustrated in Fig. 11.6.
Here, the ion track diameter is compared to the width of the elongated Au NPs.
Clearly both parameters scale near linearly with electronic energy loss where the
diameter of the ion track in silica always exceeds the width of the elongated
NP. This indicates that the ion track constrains the size of the NP during the shape
transformation process.

These experiments demonstrate the following: not only is the formation of an ion
track a prerequisite for the NP elongation, but it must have an under-dense core.
The latter favors the motion of the molten metal, while simultaneously constrains
the width of the rod-like NPs.

11.4 Influence of the Nanoparticles

Ion-shaping is generally observed for NPs which are metallic. On the periodic table in
Fig. 11.2c the ensemble of the ion-shapedNPs can be categorized in twomain groups.
The first group comprises elements that belong to the class of transition metals, which
includes groups 3–12 of the periodic table, in otherwordsV, Fe, Co,Ni, Cu, Zn,Ag, Pt
and Au and their alloys AgAu and FePt. In particular, swift heavy-ion irradiation of
FePt nanoclusters embedded within an amorphous alumina ðFePtÞ47 ðAl2O3Þ53 film,
has been reported to cause particles inside the film to become elongated. Thereby the
particle center became enriched in Pt, while the Fe was slightly redistributed to the

Fig. 11.6 Comparison of ion
track diameter in silica and
width of the elongated Au NP
as a function of electronic
energy loss. Reproduced with
permission from [21]
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periphery [19]. Similarly, irradiation with 74 MeV Kr ions elongates NPs that are
made of the alloyAg0:5 Au0:5 and are embedded in a SiO2 matrix. In this case, one does
not observe a clear phase separation of the two metallic species and the chemical
composition of the alloy does not change appreciably during the irradiation. This is
most likely due to the fact that Au and Ag are miscible in all proportions such that the
alloy phase is thermodynamically stable [30].

The properties of transition metals depend strongly on the electronic configu-
ration of the electrons in the last two outer shells. The transition elements readily
form alloys with themselves and with other elements. Their atomic sizes are fairly
constant since the electrons in their outermost shells have similar environments.
The low values of their ionization potentials imply that these elements occur in
variable-valency states due to loss of electrons from the s and 3d orbitals.
Compounds of the transition elements can be paramagnetic (i.e. attracted by a
magnetic field) or diamagnetic (i.e. not attracted by a magnetic field).
Paramagnetism in the transition elements is caused by the presence of unpaired
electrons in the d sub-orbital. Diamagnetism is characteristic of compounds whose
electrons in the d sub-orbitals are all paired.

The second group includes post-transition metals such as Al, Sn, Pb and Bi.
Physically, post-transition metals are soft (or brittle), have poor mechanical
strength, and melting points lower than those of the transition metals; most also
have boiling points lower than those of the transition metals. These compounds are
close to the metal-nonmetal transition boundary. Their crystalline structures tend to
exhibit covalent or directional bonding effects. In general they are of greater
complexity or have fewer nearest neighbors than other metallic elements.

It is worth noting that in spite of the fact that the literature is dominated by
reports about ion-shaping for metallic NPs, there also exist NPs that become
elongated under irradiation and are semiconductors. A few examples that illustrate
this point are Ge [44, 45] and CdS [61] NPs. Even though to date it remains unclear
if the mechanism driving the deformation of these NPs is the same as for metallic
NPs, their observations will be reported below for the sake of completeness.
Schmidt et al. [44, 45] were the first to observe the deformation of Ge NPs in SiO2

under swift heavy-ion irradiation (30 MeV I ions). In particular, they reported the
existence of three different morphologies: large NPs remained spherical, medium
NPs became oblate while small NPs became prolate. The fact that the melting of the
NP is considered to be a prerequisite for the occurrence of a shape transformation,
automatically leads to the idea of defining a size threshold such that NPs larger than
the threshold value remained solid and spherical in shape. The authors also reported
a NP crystalline-to-amorphous phase transformation and that the NP gradually
dissolves with fluence. Similar results were obtained by Araujo et al. [36] using a
combination of TEM and X-ray near edge spectroscopy (XANES). In particular,
they observed that the crystalline-to-amorphous phase transformation always pre-
ceded the shape transformation and dissolution. The fluence necessary to complete
these two steps decreased as the ion energy increased, demonstrating that electronic
energy loss was responsible for the two processes. On the other hand, a consistent
and definitive relation was not obtained to relate the NP size thresholds to the
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dimension of the ion track in silica. Moreover, although a model was proposed for
the spherical-to-oblate transformation, an explanation for the spherical-to-prolate
transformation is still lacking [45]. Another interesting observation which has not
yet been elucidated, is the modification of manganese-doped cadmium sulfide
(CdS:Mn) NPs embedded in a flexible polymer matrix (synthetic rubber) under
irradiation with 80 MeV O ions. The NPs become elongated structures such as
nanoneedles and nanorods [61]. The atomic ordering that is necessary to produce
nanorods has been reached around the critical fluence of 3� 1012 cm�2. The
observed nanorods have an average diameter of about 4 nm and a length of about
20 nm. Beyond this critical fluence, the stability of the elongated structures is
completely destroyed, leading to a disordered nano-CdS:Mn system.

11.4.1 Deformation Pathways

Right from the early experiments on, it was clear that the ion-shaping depends on
the NP dimension [12, 13, 23, 24]. However, for several years, the correlation
between the initial NP size and its final morphology was not clearly identified. In
particular, it was observed that NPs smaller than about 8–10 nm do not deform,
whereas larger NPs deform into nanorods and nanowires whose main axis is aligned
with the direction of the beam. Finally, until 2009 the consensus in the literature
was that NPs larger than about 20 nm could not be deformed upon irradiation,
although the process was clearly observed in TEM micrographs, see e.g. Fig. 11.3a
in [12], Fig. 11.4 in [26] or Fig. 11.2 in [27]. This statement was based on the
results of the thermal-spike simulations which suggested the existence of a
threshold size for melting of about 20 nm [12, 23]. We will see in Sect. 11.5 that
this result was an artefact of the simulation and that the transition from liquid to
solid configurations is not as abrupt as initially believed. Indeed, there exists a range
of sizes wherein the NP only become partially molten. The second reason for the
discrepancy resides in the technique that is generally used to prepare the samples,
i.e. the ion beam synthesis. This technique presents several advantages, but these
are partially counterbalanced by the fact that the final size dispersion of the NPs is
generally large (20–50 %). This makes it difficult to give a clear correlation
between the initial NP size and its final morphology.

These experimental difficulties can be overcome in an irradiation set-up whereby
all the NPs have the same size and are lying in the same plane below the sample
surface. There are two reasons for this. First, NPs at the same depth below the
surface receive the same amounts of energy. Second, the amplitude of the irradi-
ation effects depends on NP size. In practice, this model system can be conveniently
fabricated by sandwiching monodispersed NPs between two layers. The thickness
of the second layer defines the depth at which the NPs are confined. Using this
approach Rizza et al. [29] clearly demonstrated that the different deformation
pathways depend on the initial NP size. This is illustrated in Fig. 11.7, where the
morphological evolution of the NPs is shown as a function of both their initial size
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(x axis) and irradiation fluence (y axis). The beam direction is indicated by the
arrow. NPs smaller than 10 nm have been created by pre-irradiating some of the
samples with 4 MeV Au ions at a fluence of 5� 1015 cm�2, Fig. 11.7b1, d1, f1. In
a second stage, the ion-beam shaping is induced by irradiating all the samples with
74 MeV Kr ions up to 5� 1014 cm�2. This reveals that the ion-shaping is not a
linear process whereby all the NPs are transformed in the same way. It is rather a
complicated function of initial NP size and irradiation fluence such that four dif-
ferent size-dependent regimes can be observed:

• NPs smaller than about 10 nm remain spherical in shape nomatter what the size of
the initial parentNPmight be. There is a consensus in the literature about this fact
that below a critical size NPs do not elongate. Nevertheless further details of the
behavior upon irradiation depend on the metallic species. Indeed, for Au NPs the
dissolution of the smaller particles is accompanied by the growth of larger parti-
cles. This process is consistent with Ostwald ripening [25, 29]. In [12] it was
reported that at lowfluences ð3� 1013 cm�2ÞCoNPs remained spherical but grew
in size. A more detailed study has been performed by Sprouster et al. [32]
on 3.2 nmCoNPs irradiated with 185 MeVAu ions. They observe that, first, NPs

Fig. 11.7 Matrix-like diagram showing the morphological evolution of Au NPs for increasing
initial size (x axis) and irradiation fluence (y axis). The length of the scale bar is 20 nm. The
ion-beam direction is indicated by the arrow. Some of the samples [b1, d1, and f1] have been pre
irradiated with 4 MeV Au ions at 5� 1015 cm�2 to create a halo of satellites around the central NP
a2–f3. Afterward, all the samples have been irradiated up to 5� 1014 cm�2 with 74 MeV Kr ions.
Reproduced with permission from [29]. Copyright 2012 American Physical Society
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increase in size without reaching the minimum size for elongation such that they
retain a spherical shape. At higher fluences, they are observed to decrease in size
and to dissolve into the matrix. Finally, both Ag NPs [62] and Pt NPs [31] are
observed to dissolve.

• NPs in the range 10–30 nm continuously transform into nanorods and nanowires.
• When the NP size is further increased (30–70 nm), an increasing refractoriness

to deformation is observed. These NPs take more time to become ion-shaped
and reveal a tendency to evolve toward faceted configurations [28].

• Finally, larger NPs (>70–80 nm) are not noticeably deformed even at the
highest irradiation fluence.

As demonstrated by these observations, the variety of behaviors is large. It can be
explored through the appropriate selection of the dimensions of the pristine
NP. However, it is worth noticing that exotic configurations, such as faceted NPs, may
occur as an intermediate step in the deformation process, while all these nanostructures
evolve toward the nanorod/nanowiremorphology for sufficiently long irradiation times.

11.4.2 Kinetics of the Elongation Process

As transpires readily from Fig. 11.8a, the transformation from spherical to rod-like
shape indicates that the elongation is a cumulative process that requires overlapping

Fig. 11.8 a TEM micrographs of Pt NPs irradiated with 185 MeV Au ions at increasing fluences.
b Evolution of the width-to-length ratio, W/L, with the irradiation fluence. c NP width saturation,
Wc, for different ion energies. Reproduced with permission from [31]. Copyright 2008 American
Physical Society
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ion impacts, for instance about 250 impacts for a fluence of 1014 cm�2. The
ion-shaping is thus a kinetic process.

As shown in Fig. 11.8b the elongation of NPs can be followed by considering
the relationship between their length, L, and width, W, as measured from TEM
micrographs (each point represents the mean value of the NP width, W, for a given
NP length, L� 1 nm) [31]. As-prepared NPs are almost spherical in shape such that
all the experimental data lie on a line of slope one, i.e. W/L = 1. At a fluence of
2� 1013 cm�2, elongation is only observed for NPs exceeding a minimum width,
i.e. Wc � 6:5 nm. NPs smaller than this value remain spherical in shape whereas
those that are larger elongate. Simultaneously, L increases significantly for fluences
larger than 2� 1014 cm�2, yielding aspect ratios as great as ten (not shown). The
elongation process continues until W saturates to a value that is close to the
threshold value, i.e. W ! Wc. Afterward, the value of W ¼ Wc remains unchanged
for higher fluences. In addition, Fig. 11.8c shows that Wc is also function of the
irradiation energy. Indeed, it increases from about 4–7 nm when the ion energy is
increased from 27 to 185 MeV.

While TEM has the distinct advantage of enabling a direct visual observation, it
is none-the-less a destructive technique and it allows only inspecting a small portion
of the sample. The results are thus statistically limited and obtaining good statistics
necessitates measuring a large number of individual NPs. More reliable statistical
information can be obtained by using an alternative approach such as the
Rutherford Backscattering Spectrometry (RBS), see Chap. 5. RBS measurements
permit probing a much larger volume and do not require a technique-specific
sample preparation. As such they represent a rapid but only qualitative means of
assessing the elongation of nanoparticles induced by swift heavy-ion irradiation.
The combination of low-mass substrate atoms (Si and O) and high-mass
nanoparticle atoms (noble metals, for example) is ideal for an analysis by RBS.
From an operative point of view, the full width at half maximum (FWHM) of the
RBS peak is related to the average dimension of the NPs while its broadening is
related to their elongation, at least as long as the NPs remain intact—i.e. they are
not fragmented, or in solid solution. To avoid bestowing the measured data with
experimental artifacts, the size and depth distributions of the NPs must be mini-
mized. Otherwise a further deconvolution analysis of the experimental RBS spectra
becomes necessary. While this requirement cannot be met when one produces the
NPs by ion beam synthesis technique, it is possible to fulfill these prerequisites by
confining mono-dispersed NPs to a unique plane below the sample surface. This is
clearly demonstrated in Fig. 11.9a where the fluence dependence of the broadening
of the RBS peak, i.e. the FWHM of the Au depth distribution, is consistent with a
progressive elongation of the embedded NPs.

RBS analysis indicates that the deformation kinetics are strongly size-dependent.
This is illustrated by the data in Fig. 11.9b obtained from experiments wherein Au
NPs of increasing initial size (15, 30 and 45 nm) are irradiated with 25 MeV Ag ions
[34]. It is readily apparent that the smaller NPs, i.e. the Au NPs with a diameter of
15 nm, are deformed faster than the larger ones, i.e. the Au NPs with a diameter of
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45 nm. Otherwise stated, the elongation rate is observed to decrease when the NP
size is increased. This being said, the deformation process evolves toward a plateau,
whose height defines the maximum attainable length Lmax of the ion-shaped NPs.

11.4.2.1 Threshold Fluence for Deformation

A precise determination of a threshold fluence for elongation, NIc, would provide
key information to unravel the mechanism that drives the shaping process. Indeed,
if a threshold fluence exists, the matrix must play an active role. On the other hand,
if a single ion-impact suffices to deform an embedded NP, the matrix plays only the
role of surrounding medium. Although the existence of a threshold fluence is still
under debate, the available results are reported hereafter.

The existence of NIc was first evidenced by D’Orléans et al. [13] for Co NPs
irradiated with 200 MeV I ions and then confirmed by Giulian et al. [31] for Pt NPs
irradiated with 185 MeV Au ions and by Rizza et al. [30] for Au0:5 Ag0:5 NPs
irradiated with 74 MeV Kr ions. These examples indicate that NIc ranges between
1013 and 1014 cm�2. Also, the analysis of the RBS data shows that NIc decreases
with an increase in deposited energy, Se, and increases with the NP size [22, 34]. As
a dielectric matrix under irradiation exhibits a compaction of about 3 % [10, 63], it
has been suggested that the elongation starts only after the conclusion of the
compaction stage [22]. The densification of the silica is due to the rearrangement of
the SiO2 ring network into smaller, more compact rings [64, 65]. In particular, the
density of the virgin material under SHI irradiation is irreversibly modified within
each individual cylindrical ion track while a subsequent ion impact in the same
region does not produce any further density changes [63]. Within this framework,
the fluence necessary to complete the compaction corresponds roughly to a situation
where all neighboring tracks show some mutual overlap, such that the projected

Fig. 11.9 a Rutherford backscattering (RBS) spectra for Au NPs (15 nm diameter) in silica on a
Si substrate. The inset shows the Au peak as a function of the irradiation fluence. b Normalized
evolution of the full-width-at-half-maximum (FWHM) of the Au peak as a function of ion fluence
for three different NP sizes (15, 30 and 45 nm). Samples have been irradiated with Ag ions at
25 MeV. Reproduced with permission from [34]
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perturbed volume covers the whole sample surface. This condition is reached for a
fluence of about 1013 cm�2.

However, this fact has recently been questioned by Amekura et al. [35] who used
optical linear dichroism (OLD) spectroscopy to monitor the elongation of Zn NPs
embedded in silica irradiated with 200 MeV Xe ions at an incident angle of 45°.
A small but measurable dichroism observed at 5:0� 1011 cm�2 indicates that the
elongation can be induced even in the low-fluence region where the ion hammering
is not active. The authors introduce a minimum size for elongation above which
each ion-impact will contribute to the shaping process. Additionally, molecular
dynamic simulations performed by Leino et al. [46, 66] also indicate that the matrix
plays only a marginal role. This point will be further developed in Sect. 11.5.

11.4.3 Efficiency of the Ion Shaping Process: The Role
of the Deposited Energy

In the literature it has been reported that the lowest energy to efficiently deform
embedded NPs is 8 MeV Si ions [16]. Similar irradiation conditions are used in
[17] (10 MeV Si ions) and [34] (10 MeV Cu ions). In these examples the
electronic-to-nuclear stopping power ratio is about Se=Sn � 102, which proves the
importance of the electronic energy deposition in the shaping process. For lower ion
energies, ballistic effects must be taken into account and the irradiation leads to the
formation of a halo of satellites surrounding the initial NP. A detailed overview on
the irradiation-induced ballistic effects in metal-dielectric nanocomposites is given
in Chap. 4.

TEM micrographs of Fig. 11.10a correspond to irradiations of Pt NPs in SiO2

for increasing values of Se, from 4 keV nm�1 (25 MeV Au ions) to 17 keV nm�1

(185 MeV Au ions), at fixed fluence of 2� 1014 cm�2 [31]. It is readily apparent
that the elongation process becomes more efficient as the ion energy increases,
which demonstrates that it is governed by Se. Note that in Fig. 11.10a the length of
the NP appears to reach a maximum value at the intermediate energy of 90 MeV.
This is due to the NP fragmentation as described in more detail in Sect. 11.4.5.
Again, RBS analysis provides a quick confirmation that the rate of elongation
depends on Se. This is shown in Fig. 11.10b for 15 nm Au NPs irradiated with Ag
ions for increasing ion energies, from 12 to 54 MeV, and irradiation fluences, up to
1� 1015 cm�2. Clearly, the higher the energy of the impinging ions the longer the
deformed NPs. By using the dataset displayed in Fig. 11.10b it is possible to
determine the elongation rate A ðcm�2Þ. The latter, is defined as the relative dif-
ferential length change per unit fluence, and can be written as:

A ¼ 1
FWHM

dFWHM
dNI

ð11:2Þ
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The value of A is reported in Fig. 11.10c and is found to range between 10�15

and 10�14 cm2 ion�1. By linear extrapolation to A = 0, a size-dependent stopping
power threshold for elongation is established, Set. Note that Set is ascribed to the
overall combined system Au in SiO2. Above this threshold value, A gradually
increases with increasing electric stopping power Se in silica, and with decreasing
NP size. Therefore, three size-dependent sub-regions can be identified:

• For 15–30 nm NPs, the value of Set lies in the range between 3 and 4 keV nm�1.
• For 40–50 nm NPs, the value of Set is approximately 6 keV nm�1.
• For 80 nm NPs, the value of Set lies between 7 and 8 keV nm�1.

A final point is that the minimum value of Set is larger than the deformation
threshold measured in a pure silica matrix, i.e. 2 keV nm�1. This fact indicates that
the ion-hammering effect is not uniquely responsible for the ion-shaping of the
embedded NPs.

Fig. 11.10 a TEM micrographs of 14.5 nm Pt NPs (prior to SHI irradiation) irradiated with
2� 1014 cm�2 at different energies (as shown in each panel). Reproduced with permission from
[31]. Copyright 2001 American Physical Society. b The FWHM of the Au RBS peak as a function
of fluence for 15 nm Au NPs under Ag ion irradiation for four samples with approximately
identical NP areal densities. The inset represents a zoom of the region inside the selected rectangle
marked in black. c The deformation rate as a function of electronic stopping in silica for Au NPs
with a diameter in the range 15–80 nm after irradiation with Ag ions of different ion energies.
Reproduced with permission from [34]
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11.4.4 Elongation as a Function of the Ion Flux

In literature there exists only one work that reports on the elongation as a function
of the ion flux [26]. It indicates that several morphologies can be obtained by
changing the irradiation flux. However, it is not straightforward to extrapolate these
results to a more general framework.

Figure 11.11a shows as-prepared Au nanopillars (diameter 40 nm and height
40 nm) obtained by electron beam lithography and confined within a silica matrix.
Samples have been irradiated with 110 MeV Br ions at a constant fluence of
2� 1014 cm�2 at increasing ion fluxes, Fig. 11.11b–d. At 3� 1010 cm�2 s�1

nanopillars are transformed into a spherical core with two arms that are protruding
along the beam direction, Fig. 11.11b. Doubling the ion flux to 6� 1010 cm�2 s�1

long nanowires with an aspect ratio of about 20 are obtained, Fig. 11.11c. Finally,
at the maximum flux of 1:6� 1011 cm�2 s�1 NPs become almost completely dis-
solved where only small fragments are still visible, Fig. 11.11d.

Fig. 11.11 Cross-sectional TEM micrographs. The flux dependence of the elongation of Au
nanopillars with a diameter of 40 nm was examined at a constant fluence of 2� 1014 cm�2.
The specimens were created with a focused ion beam. a Before irradiation by 110 MeV Br10þ

ions. b–d Flux density of 3� 1010 cm�2 s�1; 6� 1010 cm�2 s�11; 1:6� 1011 cm�2 s�11, respec-
tively. The direction of the ions is indicated by the arrow. Reproduced with permission from [27]
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11.4.5 Elongation as a Function of the NP Concentration
and Stability of the Ion-Shaped NPs

So far we have considered the ion-shaping as an individual process where the NPs
do not interact one with another. In this section, we describe the elongation process
when the inter-particle distance becomes sufficiently small such that
diffusion-driven exchange of solute between the NPs is allowed.

Qualitative RBS analysis indicates that the NP concentration has a decisive
influence on the elongation process. This is for instance shown in Fig. 11.12a for
15 nm Au NPs irradiated with 54 MeV Ag ions [22]. In this experiment the density
of the NPs has been increased from 108 up to 1010 NPs cm�2, such that their average
distance was varied between 50 and 500 nm. The existence of two regimes is readily
observed: (i) for fluences up to 1�2� 1014 cm�2 the elongation rate does not depend
on the initial NP concentration—region A in the figure. (ii) above this threshold
fluence elongation curves evolve toward a plateauwhose value scales with the initial
NP concentration—region B in the figure. This behavior is readily understood by
observing Fig. 11.12b. Indeed, TEM micrographs reveal that the transition between
these two regimes is driven by Rayleigh-like instabilities appearing at the NP surface
above 1� 1014 cm�2. It has been suggested that they are generated when the width
of the NP approaches a minimum width, WðNIÞ ! Wc [31].

This point has been clearly demonstrated by Rizza et al. [30] for
25 nm Au0:5 Ag0:5 NPs irradiated with 74 MeV Kr ions. First, Fig. 11.12c shows
that WðNIÞ smoothly evolves toward Wc whose value is reached for fluences larger
than about 1�2� 1014 cm�2. Second, the evolution of the normalized NP volume,
VðNIÞ=V0, is reported in Fig. 11.12d. Clearly, when WðNIÞ[Wc;VðNIÞ=V0

remains close to one, indicating that the ion-shaping is an individual process. This
is, in this regime NPs are stable against irradiation and each NP is elongated into a
single nanorod. Thus, the elongation process is independent on the initial NP
density. On the other hand, when WðNIÞ approaches Wc;VðNIÞ=V0 becomes larger
than 1. In this second regime, NPs become instable against irradiation. Their
fragmentation and dissolution produces the solute necessary to the elongation of the
NPs that are not fragmented. As the mass is redistributed among the NPs, the
ion-shaping becomes a collective process. This is confirmed by the fact that the
elongation scales with the initial NP density. Some insights on the diffusion process
is obtained from Fig. 11.13a, where tiny satellite particles surrounding an
ion-shaped nanowire are clearly visible. As these small particles were not observed
in the pristine sample, they must have nucleated in the wake of the ion-NP inter-
action. That is, the energy deposited into the NP subsystem suffices to eject the Au
atoms into solution. The ensuing solid solution may locally precipitate as a second
phase as a result of local fluctuations in the solute concentration. Finally, the
diffusion of the metal species through the silica matrix is triggered by the
dissolution/reprecipitation processes taking place within the molten ion track.

Given small satellite clusters are absent in the pristine sample yet appear in the
region surrounding the deformed NP, the elongation process is always accompanied
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Fig. 11.12 a The relative change of the FWHM of the Au peak with fluence for different
concentrations of 15 nm Au NPs irradiated with 54 MeV Agþ 8 ions. The inspection of the figure
clearly reveals the existence of two regions: In region A, NPs elongate irrespective of their initial
concentration. In region B, the deformation effect increases when one increases the initial in-plane
density of the NPs. Reproduced with permission from [22]. b TEM micrographs showing the
elongation and fragmentation of NPs for increasing irradiation fluences. c Evolution of the minor
diameters with fluence, WðNIÞ. The horizontal dashed line defines the saturation width of the
ion-deformed NPs, i.e. the critical width Wc at which the NW becomes unstable. d Evolution of
the normalized volume VðNIÞ=V0 with the fluence. The horizontal dotted line corresponds to
VðNIÞ=V0. The transition from the first to the second regime can be interpreted in terms of a
Rayleigh-like instability under irradiation, where the critical diameter is given by the saturation
width for the ion-shaped NPs. The vertical long-dashed line shows the passage from the individual
(I) to the collective regime (II). Reproduced with permission from [30]
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by a loss of matter. This result has been corroborated by Sprouster et al. [32] using
x-ray absorption near-edge spectroscopy (XANES) and by Giulian et al. [31] using
small angle x-ray scattering (SAXS). These authors have demonstrated that
high-fluence ion irradiation leads to the progressive dissolution of metal NPs
embedded in silica. The loss of matter during the deformation process is shown in
Fig. 11.13b for Pt NPs in the range 3.2–14 nm and irradiated with 185 MeV Au
ions. It is readily apparent that the total volume of the NPs decreases as a function
of increasing irradiation fluence. In particular, the dissolution rate increases when
the NP size is reduced. For instance, at a fluence of 3� 1014 cm�2 this rate is only
20 % for 14 nm Au NPs, but about 90 % for 3.2 nm Au NPs.

11.4.6 Role of Thermodynamics in the Shape
Transformation

As discussed in Sect. 11.4.2, the shape transformation proceeds gradually as a
function of irradiation fluence with the width-to-length ratio progressively
approaching zero, WðNIÞ=LðNIÞ ! 0, see e.g. Fig. 11.8b. This indicates that all
elongated NPs eventually attain a common width, Wc, which only depends on the
ion energy, Fig. 11.14a, and is independent of their length, Fig. 11.8c. This result
suggests that Wc is the key parameter to characterize the elongation of NPs. In order
to better relate these data to the thermodynamic properties of the NP and matrix,
Ridgway et al. [33] have determined the Wc values for ten different metals. Results
are plotted in Fig. 11.14b as a function of the energy density per atom needed to

Fig. 11.13 a High resolution micrograph of an ion-shaped NP at a fluence of 4:6� 1014 cm�2.
Reproduced with permission from [30]. b Volume percentage of remaining NPs as a function of
SHI fluence. The values are relative to those that prevail in the unirradiated samples and the
calculations are based on the total volume occupied by the particles according to the analysis of an
SAXS experiment. Reproduced with permission from [31]. Copyright 2008 American Physical
Society
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vaporize the bulk metal ðEvapÞ. Here, two distinct trends are apparent: Wc is
effectively constant at low values of Evap, but decreases approximately linearly at
higher values.

From Fig. 11.14a, b it is readily evident that Wc never exceeds the track
diameter in a-SiO2 (dotted blue line). This confirms the fact that the saturation
width, Wc, is restricted to the diameter of the molten ion track in a-SiO2 and
suggests that metal NPs can melt and subsequently flow within the molten ion track
that has been formed within the matrix. It suggests also that these processes are
intrinsic to the shape transformation of metal NPs in a-SiO2. Furthermore, the
density of the deposited energy per atom, Edep, scales as approximately 1=W2

c .
Thus, as the NPs increase in length and decrease in width, the deposited-energy
density per atom necessarily increases. Consequently, Wc represents the minimum
sustainable width of an elongated NP under ion irradiation. Below this value, the
fraction of Edep transferred to the metal lattice exceeds that required for vaporization
and the elongated NP is vaporized. Therefore, the minimum width in the second
regime is governed by the energy density per atom required for vaporization of the
metal. This requires a phase transition from the liquid (molten metal) to vapor
(gaseous metal) state whereby the latter must remain confined to the ion track in the
matrix and might be accommodated by the under-dense core.

11.5 Toward a Phenomenological Description

Even though a rational description of the ion-shapingmechanism is still lacking, it will
be attempted in this section to describe the historical evolution of its theoretical
understanding from early discussions to the latest insights. The elucidation of a new

Fig. 11.14 a Evolution of the saturation width, Wc, with the electronic stopping power, Se for
three different metal NPs (Au, Co and Pt). The evolution of the ion-track diameter in a-SiO2 is also
reported. b Wc and e=W2

c as a function of the energy density per atom that is required to induce
vaporization. The horizontal line is a plot of the diameter of the molten ion-track in a-SiO2.
Reproduced with permission from [33]. Copyright 2011 American Physical Society
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phenomenon is always a complicated task and the early steps are often undertaken
against the background of the knowledge accumulated already elsewhere. The case of
the ion-shaping does not make an exception to this rule. Indeed, the first phe-
nomenological model proposed by D’Orléans et al. [12, 13]—we are in 2003—is
largely based on the idea proposed in 1998 by Berthelot et al. [3]. In this study, the
fragmentation of Sn oxide ðSnO2Þmicro-powders by irradiationwith swift heavy ions
is explained by considering the large shear forces generated as a result of their thermal
expansion. In D’Orléans’s model, the melting of the embedded NP in the wake of the
projectile generates a thermal pressure. The latter drives the elongation of the molten
NP through a creepmechanism [13]. NPs can thus undergo a creep deformation due to
the fact that the pressure is higher in the NP than in the surrounding matrix.

On the basis of the results obtained in Au=SiO2 core-shell systems [37–39].
Roorda et al. [37] proposed in 2004 an indirect deformation mechanism whereby
the melting of the NPs does not enter the considerations. Here, the ion-shaping is
driven by the in-plane mechanical stress, generated by the ion-hammering of the
silica shell, and acting on the radiation-softened Au NP. This mechanism favors the
flow of the metallic species in the out-of plane direction, i.e. along the direction of
the ion beam.

In a paper published in 2006, Klaumünzer tried to address the question if the con-
clusion that ion-shaping forcedly implies themelting of the NP, is inevitable or otherwise
[42]. First, he was able to exclude deformation mechanisms based on dislocations or
grain boundary diffusion. Then, the velocity of radial shrinkage of a void (which rep-
resents the most deformable passive cluster) was estimated ð1:4� 10�13 m s�1Þ and
compared to the experimentally measured radial shrinkage for a Co NP, which is
about 10�12 m s�1. The larger shrinkage rates that are measured for metallic NPs
indicate that the passive deformation mechanism can be ruled out and that the NP
must play an active role in the deformation process, i.e. it must melt and it is thus
subjected to a large thermal pressure. Interestingly, this paper contains the following
statement: Particles with dimensions larger than 20 nm are expected not to melt. We
have already mentioned in Sect. 11.4.1, that until 2009 this assertion stood in marked
contrast with the available experimental results, while it was in agreement with the
results of simulations based on the inelastic thermal-spike (i-TS) model.

At that time the source of the problems encountered in trying to understand the
phenomena observed was thus the model used to interpret the experimental results.
As pointed out by Klaumünzer [67], the existing i-TS models were based on a series
of drastic approximations even if they were quite successful in describing a large
amount of SHI experiments. Some of these approximations can be mentioned in
this context: (i) TS models were based on a bi-dimensional approximation,
(ii) simulating the thermal evolution of nanocomposites composed of embedded
NPs was impossible, (iii) the boundary conditions used precluded the diffusion of
heat through the metal/dielectric interface, and (iv) the target electrons in the
dielectric matrices were considered to behave like a free electron gas, even though
this approximation is only valid when the temperature exceeds the band-gap
energy, according to the relation T[Tg ¼ kB=Eg.
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To make progress toward a coherent description of the ion-shaping phenomenon,
it was thus necessary to overcome the aforementioned intrinsic limitations of the TS
model. The first success of that of Awazu et al. [23]. They extended the i-TS model
to account for the thermal evolution of a nanocomposite material. The latter was
simulated by two cylindrical regions centered on the ion trajectory, where the inner
region represents the metal NP, and the outer region the silica matrix. The energy of
the swift heavy ion is first deposited into the electronic sub-system of the metal
NP. Then, it diffuses to peripheral electrons by electron-electron interactions and to
the lattice by electron-phonon coupling, crossing the boundary between the two
materials at the metal-silica interface. The model maintains all the approximations
used in the standard i-TS model [49]. As a case in point, only two-dimensional
simulations are performed such that only the heat flow in the plane normal to the ion
beam was taken into account. However, the spatial energy distribution was modified
to account for the presence of two materials around the ion path. The model sought a
correlation between the ion-shaping and the melting of the NPs. The main result is
that the melting (and thus the shaping) only occurs for NPs smaller than 25 nm.
Despite its improvements, the code failed thus in accounting for the deformation of
larger NPs ðD[ 25 nmÞ, see e.g. Fig. 11.7.

The main problem with the classical, two-dimensional, TS models was that they
only provided a two-pathway solution for the thermal evolution of the irradiated
NP. Indeed, above 10 nm, NPs could only exist either in a solid or in a molten
phase. However, the reality has turned out to be slightly more complicated. In this
sense, a real breakthrough was achieved by Khomenkov, Dufour and collaborators
[43]. In a paper published in 2012, they introduced several major improvements to
the existing i-TS codes. The first one consists in implementing the code in three
dimensions and for a real nanocomposite material, i.e. the code allows to simulate
all possible NP shapes, where only coaxial cylinders could be considered in
Awazu’s model. Secondly, following the work of Daraszewicz and Duffy [68], they
extended the TS model to insulators. Indeed, the number of electrons involved in
the thermal process, ne, is considered to be proportional to the electronic temper-
ature, Te as long as Te is lower than the band-gap temperature, Tg. Thirdly, the
diffusion of heat through the matrix/metal interface is explicitly taken into account.

Abandoning the oversimplified idea that in insulators the electrons would behave
like in metals and allowing the heat to diffuse through the matrix/metal interface,
have proved to be the ingredients that are crucial in identifying the mechanism
behind the ion-shaping process observed for larger NPs.

A phenomenological description of the physics behind the simulation results is
obtained by using the schematic diagram of Fig. 11.15a. Silica possesses a low
electronic thermal conductivity, Ke, and a high value for the electron-phonon
coupling, g. Thus, the energy deposited remains spatially localized within the ion
trajectory where it is rapidly thermalized, resulting in a narrow and hot ion track. In
contrast to silica, Au possesses a high value for the electronic thermal conductivity
and a weak electron-phonon coupling. Thus, the deposited energy is swiftly
smeared out over the electronic subsystem while it is only weakly coupled to the
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atomic subsystem. This results in a rapid increase of the electronic temperature but
in a limited rise of the lattice temperature. In the study of Au NPs embedded within
a silica matrix an interesting effect is encountered. The energy transferred to the
electrons of a Au NP diffuses rapidly outwards to the surface. When this energy
reaches the Au=SiO2 interface, it is transferred to the electrons of the neighboring
silica matrix. Here, the large electron-phonon coupling results in the formation of a
hot silica layer. Thus, the dielectric matrix acts as a barrier for the diffusion of the
electronic energy, allowing, at the same time, its transformation into heat. Then, in a
further stage the heat diffuses back toward the center of the NP. Thus, we can
conclude that the irradiation-induced heating of a Au NP (high Ke, low g) confined
within a silica matrix (low Ke, high g) can be seen as an indirect mechanism
wherein both the NP and the surrounding matrix are participating in the process.
Due to this indirect-heating mechanism, the temperature profile within the NP
becomes strongly size-dependent, Fig. 11.15b. In particular, complete melting is
observed for NP diameters up to 30 nm. For larger sizes, the efficiency of the
process decreases and the molten region no longer reaches the core of the NP such
that it remains solid. This way, these larger NPs are only partially molten upon
irradiation. Furthermore, the thickness of the liquid layer is observed to decrease
with the NP size. In a companion paper published in 2012, Rizza et al. [29] give a
rational description of the ion-shaping mechanism. First, a matrix-like diagram is

Fig. 11.15 a Schematic diagram for the swift heavy ion-matter interaction for a bulk silica, b bulk
gold, and c gold NPs confined within a SiO2 matrix. b Each panel represents the 3D-TS simulation
corresponding to the highest temperature reached within Au NPs of increasing sizes. The ion
trajectory is indicated by the dotted arrow. c The size versus shape diagram used to rationalize the
ion-shaping process for all NP sizes. Four temperature-dependent regions can be defined (see text).
Reproduced with permission from [29]. Copyright 2012 American Physical Society
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built to correlate the final ion-beam-shaped morphology to the initial NP size and
the irradiation fluence, see e.g. Fig. 11.7. In a second step, 3D TS simulations are
used to obtain the dependence of the vaporized/molten fraction on the initial NP
size, Fig. 11.15c. Finally, the direct comparison between experimental results and
simulations enables the precise characterization of four deformation regimes whose
extension depends on both NP composition and irradiation parameters:

• Completely vaporized NPs (0–10 nm) remain spherical in shape upon irradia-
tion. Most likely, these NPs are first dissolved in the wake of the projectile and
successively reprecipitate into the matrix.

• Completely molten NPs (10–35 nm) transform into nanorods and subsequently
into nanowires, if the fluence is further increased.

• Partially molten NPs (35–70 nm) transform into facetted NPs and subsequently
into nanowires, if the fluence is further increased.

• Very large NPs (>70 nm) do not melt and are not deformed, or their deformation
rate is very low.

Although, the papers of Dufour et al. [43] and Rizza et al. [29] represent a step
forward toward the comprehension of the ion-shaping mechanism, the fundamen-
tals of the deformation process remain to be elucidated. The main limitation of the
TS models is that they can only simulate the timescales of the heat exchange
between the electronic to the atomic subsystems and thus, as such, cannot be used
to describe the transport of material. To bridge this gap and include mass transport
in the modeling, Leino et al. [46, 66] used Molecular Dynamics (MD) simulations
coupled with the two-temperature TS model [69, 70]. These simulations indicate
that the elongation is only driven by the thermal expansion of the molten NP and
not a consequence of the ion-hammering effect or of any diffusion-like processes.
As the thermal expansion remains spatially confined to the molten ion track in
silica, the metallic species can only flow inside the under-dense track core. This
allows to define the critical width of the elongated NPs, Wc, as the diameter of the
under-dense core in silica, such that NPs that are smaller than this diameter can
expand isotropically without becoming deformed. The progression of the elonga-
tion is shown in snapshots of Fig. 11.16 for a Au NP (diameter 10 nm) confined
into a SiO2 simulation cell (23 nm width). Simulations are shown for increasing
numbers of 164 MeV Au ion impacts, labeled from 0 to 11. In the unirradiated cell
the Au NP is spherical and crystalline (label 0). The first ion impact results in the
formation of an under-dense core and an over-dense shell track within the silica.
Meanwhile, the deposited energy causes the melting of the NP. In this configura-
tion, the liquified NP is allowed to expand along the beam direction into the molten
under-dense track. After about 20 ps the track solidifies and the NP deformation
stops irrespectively of the NP temperature. Finally, the fast quenching rate results in
the amorphization of the NP (label 1). In this configuration, subsequent impacts did
not yield further elongation. This point demonstrates that the driving force for the
elongation is the pressure due to the rapid heating of the NP. In this sense, a
crystalline structure is a prerequisite for the NP elongation as the smaller thermal
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expansion of the amorphous structure inhibits the deformation process. Therefore, a
recrystallization step was implemented in MD simulation (label 1b) prior to the next
impact. Even though after multiple impacts (label 7) the transformation into a
nanorod was not yet accomplished, the NP presents a morphological transformation
into lemon-like shape in agreement to what has been experimentally observed at
low irradiation fluences, see e.g. Fig. 11.2a.

11.6 Conclusion and Outlook

In the past decade, ion irradiation at the extremes of electronic energy loss has been
demonstrated to be a versatile and flexible method for sculpting matter at the
nanoscale while controlling the spatial orientation of the embedded NPs. In this
chapter we have presented an overview of the body of experimental research that is
now available. With ion track formation as a common binding thread a great deal of
effort has been devoted to unveiling the role played by the host matrix and by the
NPs in the elongation process. First, the influence of the embedding matrix on the
ion-shaping process has been described, then the role played by the NPs has been
highlighted. Finally, an historical overview of the evolution of the theoretical
comprehension of the ion-shaping processes has been traced from the first tentative
steps to the present state-of-the art description of the phenomenon.

Future research directions will focus less on the elongation of new NPs, and
more on developing new classes of materials with new properties. For the great
majority of the potential applications, it will be critical to control both the
dimension and the spatial orientation of the ion-shaped NPs. For instance,
Fig. 11.17a, shows an array of elongated Au NPs with a length of 200 nm and a
pitch of 100 nm has been obtained after irradiation with 74 MeV Kr ions at
5� 1014 cm�2. The plasmonic properties of the elongated NPs render their
potential applications in the field of nano-optics very attractive. Indeed, as spherical
NPs can be ion-shaped into NWs whose length can be as large as 400–500 nm, the
spectrum of the corresponding plasmon resonances can range from the visible to the
near-mid infrared, Fig. 11.17b. Thus, a broadband region of the optical spectrum

Fig. 11.16 Snapshots of MD simulations as a function of the number of ion impacts (0–7) for
Au NP elongation in SiO2 following the passage of a swift heavy ion (vertically). Reproduced with
permission from [46]
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can be explored. In this field, plasmon-based biosensors and hyperbolic
meta-materials represent two promising applications. A plasmon-based biosensor is
based on the fact that the refractive index of the immediate environment that
surrounds the nanostructure is modified, when a bio-molecular binding event occurs
close to the surface of a noble-metal nanostructure [71, 72]. A possible scheme for a
sensor that would be able to detect low concentrations of molecules could be based
on the idea that the tips of the ion-shaped NPs are situated either slightly below the
sample surface or touching it. This way, bio-molecular interactions at the surface of
the nano-structures may lead directly to changes in the local refractive index; these
changes can then be monitored via the wavelength shift of the localized surface
plasmon resonance (LSPR) peak. On the other hand, plasmonic meta-materials are
tailor-made nanocomposites. They are combinations of metallic and dielectric
materials that can be designed to obtain optical properties that do not occur in
nature, [73–75]. Hyperbolic meta-materials are a sub-class of plasmonic
meta-materials displaying hyperbolic (or indefinite) dispersion, [76]. This disper-
sion occurs when one of the principal components of the electric effective tensor
has the opposite sign of the other two principal components. Such anisotropic
structured materials exhibit distinctive properties, including a strong enhancement
of their spontaneous emission, a diverging density of states, a negative refraction
index and enhanced super-lensing effects. Arrays of spatially oriented ion-shaped
NPs may display such a hyperbolic behavior.
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Fig. 11.17 a TEM micrograph of an ion-shaped nanocrystal formed by an array of elongated Au
NPs of length 200 nm and a pitch of 100 nm. The sample has been obtained after irradiation with
74 MeV Kr ions at 5� 1014 cm�2. b Plasmon mapping of a single ion-shaped nanoantenna
obtained from electron energy loss spectroscopy (EELS) using the method developed in [77]
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Chapter 12
Low Energy Ion Beam Modification
of Nanostructures

Christian Borschel and Carsten Ronning

Abstract Nanostructures and nanomaterials with their meso-scopic properties,
which can be integrated into functional devices, will enable a variety of new
applications in future. They can be grown with specific properties by plenty of
physical and chemical methods, and subsequent modification using ion irradiation
significantly expands the potpourri of functionality of this important material class.
As the ion range becomes comparable to the size of the small structures, important
effects must be considered in experimental planning: reduced incorporation of
implanted species, morphological changes induced by point defects, as well as
strongly enhanced dynamic annealing and sputtering.

12.1 Introduction

Nanotechnology is considered to be one of the future technologies, which will
strongly influence our daily life in many different aspects. Already today, it affects
many industrial areas: such as computing, pharmaceuticals, cosmetics, textile,
sensing, or functional coatings. The major background is not only to make materials
smaller and smaller in order to store or process more and more information. Of
course, this is also a very important issue and well in line with Moore’s law.
However, the additional key point of the nanotechnology revolution within the next
decades will be the capability to make use and advantage of meso-scopic properties
of such nanosized materials. These properties can strongly differ from the respective
bulk counterparts due to quantum confinement or the high surface-to-volume ratio
enabling new functionality of nanomaterials. Such new functionalities will be
discovered and developed in future for yet unknown applications opening new
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horizons in a variety of areas. This paradigm has been aptly called “More than
Moore”.

In order to meet the above described high expectations, nanotechnology relies on
the reproducible and exact design of nanomaterials either by top-down or
bottom-up synthesis approaches. Top-down techniques essentially use traditional
workshop or microfabrication methods, where externally controlled tools are used
to mill, cut, and shape materials into the desired size and shape. The most
impressive product out of this route is for example a modern multicore processor
with billions of transistors on a single chip. On the other hand, bottom-up synthesis
methods make use of the self-assembly ability of small building blocks (such as
atoms or molecules) forming automatically hierarchy and/or complex structures—
here, the most impressive example is of course the human body formed just out of
one DNA molecule. Both approaches have their advantages and disadvantages, and
already today a huge potpourri of different synthesis techniques is available for both
routes. Ion beam techniques are also among them and an important tool for
nanomaterial synthesis as outlined already in some previous chapters of this book
(Chaps. 4 and 11).

Even though a huge number of different nanomaterial systems can be realized
with sophisticated synthesis methods, a lot of desired nanostructures are still and
will remain also in future inaccessible due to chemical and physical reasons,
because most synthesis methods work close or even at thermodynamic equilibrium.
Issues like solubility limits or surface reconstructions are difficult or even impos-
sible to overcome during synthesis. One alternative option is the subsequent
modification of prepared nanomaterials using energetic ion beam irradiation, which
enables processes far from thermodynamic equilibrium. This can result into
metastable phases of the nanomaterials/nanostructures with unusual or even exotic
structural, electrical, optical or magnetic properties, which is fully in line with the
desired paradigm “More than Moore”. Furthermore, ion beam implantation is a
very precise and controllable doping method and a well-known standard technique
in industry. It was established already in the 70s, but until lately mainly used for the
electrical doping of bulk or thin film semiconductor materials.

Whereas the structural changes of buried nanomaterials using high-energetic ion
beams are described in Chap. 11, this chapter focuses on doping of exposed or free
nanostructures (typically lying on a supporting substrate) using ion beams in order
to precisely tune their electrical, optical, and magnetic properties. For such a goal, it
is therefore necessary to adjust the ion range of the implanted species to the
dimension of the nanostructures. As the material sizes are so small, typical low ion
energies between 1 and 100 keV are used for doping and modifying nanostructures,
and thus one can assume that nuclear stopping is the major involved process while
electronic stopping plays a minor role (see Chap. 1).

We will see that the subsequent dissipation of the total deposited energy (both
introduced by nuclear and electronic stopping) into the confined nanostructure
strongly affects the resulting structure and properties. In most cases this effect even
“overwrites” the collision cascade. Furthermore, sputter yields as well as damage
and implantation profiles are completely different for nanostructures compared to

476 C. Borschel and C. Ronning

http://dx.doi.org/10.1007/978-3-319-33561-2_4
http://dx.doi.org/10.1007/978-3-319-33561-2_11
http://dx.doi.org/10.1007/978-3-319-33561-2_11
http://dx.doi.org/10.1007/978-3-319-33561-2_1


the bulk or thin film situation, because of the existence of additional surfaces in
lateral directions. All these effects will be described in this chapter in detail, and
additionally a few examples will be presented for semiconductor nanowires and
nanoparticles.

12.2 Simulations

Monte Carlo (MC) simulations are frequently used to determine the distribution of
ions implanted into the target and the distribution of ion beam induced defects
created in the target (vacancies, interstitials). These MC simulation codes calculate
collision cascades by simulating binary collisions with a random distribution of
impact parameters, see details in Chap. 1. One of the most used MC codes is TRIM
(Transport and Range of Ions in Matter) [1]. There exist several variants and
derivates of TRIM for special applications. Examples are TRIM.SP [2] for sput-
tering calculations, or TRIDYN [3] for calculations with dynamic variation of the
target composition.

In these MC simulation codes, the structure and morphology of the target must
be represented and defined. In “conventional” MC codes based on TRIM the target
is defined by a stack of layers, which are flat and which usually have
infinite/periodic lateral extension. This way of defining the target limits the appli-
cability of these MC codes to the ion irradiation of bulk targets or layered targets
with a flat surface and flat interfaces. Nanostructures cannot be represented in these
simulation codes, which is especially a problem for free-standing nanostructures.
Nevertheless, these bulk simulations are sometimes used when irradiating nano-
structures. The simplest way of adapting bulk simulations to nanostructured targets
would be to take the distribution of implanted ions or the distribution of damage
from bulk simulations and “cut out” the shape of the nanostructures; however, this
method does certainly not yield accurate results. A more advanced method would
be to take collision cascades simulated in bulk, and apply these cascades to the
nanostructure while adjusting the correct point of entry where the ions hit the
nanostructure surface. This is schematically illustrated in Fig. 12.1a, b.
Nevertheless, this method will also yield inaccurate distributions of implanted ions
and damage, as illustrated in Fig. 12.1c: The surface of the nanoparticles cuts right
through the collision cascade, but the influence of the surface on the collision
cascade is neglected, because the cascade was simulated for bulk. Errors are caused
by ions/recoils, which move out of the particle and re-enter it, as well as the
neglected influence of the surface binding energy Es at the nanoparticle surface.
Consequently, the correct three-dimensional (3D) structure and surface of the target
must be represented in the program already during the simulation in order to obtain
accurate distributions of implanted ions and damage. This is especially true, when
the size of the nanostructure is in the same range as the size of the collision cascade.

Different approaches are used to simulate the ion irradiation of nanostructures,
depending on the application and the desired accuracy (see Fig. 12.2). For very
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small nanostructures, full molecular dynamic (MD) simulations can be performed,
as discussed in the Chap. 11. These MD simulations can inherently be much more
accurate than MC simulations, because they avoid approximations like binary
collisions and they can correctly simulate target temperatures above 0 K. However,
the MD simulations require many orders more of computation time than MC
simulations, because the equation of motion must be solved for every single target
atom including all the interacting forces. Thus, MD simulations today are only
feasable for small target structures of up to few tens of nanometers and only a small
number of ions (a few hundred) can be simulated [4, 5].

A completely different approach is used to simulate the ion irradiation within a
Focused Ion Beam (FIB) system. Here, one wants to know, how a surface or a
nanostructure evolves under irradiation with a finely focused intense low-energy
ion beam. There are simulation codes that calculate the evolution of the surface
topography by taking into account sputtering and redeposition of sputtered atoms,
(for example AMADEUS [6, 7]), see Fig. 12.2b. However, these codes are usually
specialized to calculate sputter yields and related phenomena but do not perform the
calculation of a collision cascade within the material and hence cannot be used to
obtain the distribution of implanted ions or damage within nanostructures.

The third approach to simulate ion irradiation of nanostructures is using Monte
Carlo simulations similar to TRIM but with a flexible 3D representation of the
target (Fig. 12.2c). A versatile way to represent the target structure in the code is
using a 3D rectangular grid with small rectangular cells instead of using a stack of
layers, as illustrated in Fig. 12.3. Each cell can be filled with a certain material. Free
standing nanostructures can be represented by setting the surrounding cells to
vacuum. Furthermore, it is possible to make use of periodic boundary conditions for
periodic arrays of nanostructures in order to keep the simulation volume as small as
possible. The number of cells required in 3D simulations is typically much larger
than the number of layers in a “conventional” MC simulation, resulting in much
greater demand for memory during simulation. Furthermore, a larger number of
ions has to be simulated to obtain good statistics for all cells, and additionally, for

(a) (b) (c)

Fig. 12.1 a Collision cascade simulated in bulk material. Bold line path of the ion, thin lines
recoils. b Applying the same collision cascade to a spherical nanoparticle. The cascade protrudes
out of the particle. c In reality, parts of the cascade (dashed lines) would not exist in the
nanoparticle
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small nanostructures it not possible to use large free path lengths as can be used in
TRIM. In contrast, the free path lengths should be smaller than the cell size. Due to
these additional requirements in computing resources, the 3D MC codes need to be
optimized and often use special techniques in order to save computing resources.
Examples are codes, which are used to simulate ion implantation in laterally

sur
fac

e

h xy

(b) (c)(a)

Fig. 12.2 Three approaches to simulate ion irradiation of nanostructures: a MD codes take into
account all atoms in the target, their interaction potentials and solve the equation of motion
numerically. b Surface evolution codes represent the target as a surface h(x, y) and calculate the
surface evolution due to sputtering and redeposition. c MC codes follow the projectiles and recoils
from collision to collision

PBC

(a) (b)

(d)(c)

Fig. 12.3 a Conventional MC codes use flat, layered targets. Each layer consists of one material.
b Division of target into rectangular cells. c Setting certain cells to vacuum allows representing
free-standing nanostructures. d Periodic Boundary Conditions (PBC) can be used in order to
reduce the simulation volume for periodic structures or samples with translational symmetry
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structured semiconductor devices, like for instance MCIMPL [8] and TOMCAT
[9]. Techniques like trajectory replication, spatial octree division [9, 10], or con-
volution of point response functions [11] are used to save computation time.
Another possibility is to speed up the simulations by avoiding the computation of
transcendental functions during the simulation of the binary collisions. This can be
achieved by using tabulated values for the scattering angle h as a function of
reduced energy e and reduced impact parameter b for each combination of projectile
and target nucleus Z1 and Z2, and combining this with clever indexing mechanisms
to access the tables. This technique was first suggested by Yuan et al. [12] and later
improved by Schiettekatte [13]. It is employed in the freely available 3D Monte
Carlo simulation code iradina (ion range and damage in nanostructures) [14, 15],
which is explained in the following and used for the simulations throughout this
chapter.

Iradina uses a rectangular grid with rectangular cells to describe the target
structure (as illustrated in Fig. 12.3). A list of materials can be defined in the
program and one of the materials is assigned to each cell, or alternatively vacuum.
The transport of ions and recoils is calculated similarly to TRIM, except that only
small path lengths in the range of the average atomic distance are used and that the
scattering angles in each collision are looked up from tables instead of using the
MAGIC algorithm employed in TRIM, making iradina much faster. Whenever a
projectile (ion or recoil) moves from material into vacuum or vice versa, the surface
binding energy Es is taken into account in order to calculate sputter yields appro-
priately. Iradina is intended for low energy ion irradiation where nuclear energy
loss dominates, but the electronic energy loss is also taken into account using tables
from SRIM [1]. Iradina is non-interactive and can perform simulations for other
programs in the background, but a graphical user interface is available, which
allows a simple object based definition of the target structure and easy use of the
program.

The ion irradiation of perpendicular nanowires will be discussed in the following
as an example for the usage of iradina and to show, why it is indeed necessary to
take into account the correct 3D geometry of the target during the simulation of ion
irradiation. Suppose a long cylindrical nanowire (NW) standing perpendicular on
the substrate shall be irradiated from the side, as illustrated in Fig. 12.4a. It is not
necessary for the simulation to represent the complete NW; instead we can take a
small segment of the NW and apply periodic boundary conditions (PBC) along the
nanowire axis. This leads to a nanowire of infinite length, which is a very well
acceptable approximation for a long and thin nanowire. The simulation volume is
always rectangular in iradina and is placed around the NW as illustrated in
Fig. 12.4b. The simulation volume is divided into appropriate small rectangular
cells; the cells inside the NW are filled with its materials, the cells outside the NW
are set to vacuum, as illustrated schematically in Fig. 12.4c. The irradiation with
ions is simulated. Each cell within the simulation has several counters that count the
number of implanted ions, as well as the number of defects (interstitials, vacancies,
displacements …) created in the cell. Figure 12.4d shows the result of an actual
simulation: a grid of 40 � 40 cells was used for a nanowire with diameter
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d ¼ 150 nm, and each pixel in Fig. 12.4d shows the concentration of implanted
ions within one cell in greyscale (arbitrary units).

Results from these simulations with the correct 3D nanowire geometry can be
compared to bulk simulations from conventional MC codes. Ion beam implantation
is frequently used to dope semiconductors. In order to achieve a quasi-homogeneous
doping profile, ions are usually implanted with multiple energies. The homogeneous
doping profile is achieved by superposition of the implantation profiles corre-
sponding to the individual ion energies as illustrated in Fig. 12.5a. The implantation
profiles were obtained from computer simulations with a conventional MC code
with flat surface. Now we use iradina to simulate what will happen, if the exact same
ion energies and fluencies are implanted into a GaAs nanowire instead of bulk
material. The result is shown in Fig. 12.5b: obviously, the concentration of

(a)

ions PBC

(b)

ions

(c)

ions

(d)
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Fig. 12.4 a Perpendicular nanowire (NW) irradiated from the side. b A segment from a long NW.
The grey shaded box shows the simulation volume. Periodic boundary conditions (PBC) mimick
an infinitely long NW. c Simulation volume devided into rectangular cells. d Simulation result:
each pixel corresponds to one cell (40 � 40). The concentration of implanted ions is shown in
greyscale (arbitrary units)
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Fig. 12.5 a Implantation profile simulated for a bulk target (Zn implantation into GaAs). The
profiles for different ion energies (thin lines) are superimposed to create a quasi-homogeneous sum
profile (bold line). b The same profile as in (a), but simulated for the implantation into a nanowire.
The profile corresponds to the white arrow in Fig. 12.4d

12 Low Energy Ion Beam Modification of Nanostructures 481



implanted ions is significantly less in the nanowire than in bulk. For the smallest
energy of 20 keV, the profiles differ only marginally, because the ion range is much
smaller than the nanowire diameter. For the higher ion energies, the ions are able to
exit the nanowire at the side and the back, thus the implantation profiles differ
significantly from bulk. Similar differences between bulk and nanowire occur also
for the distribution of the irradiation damage. This example clearly shows the
necessity to include the correct nanostructure geometry during the Monte Carlo
simulation.

It is very interesting to simulate the dynamic changes in shape and structure of
the target during ion irradiation. MD codes can inherently do this correctly, but MC
codes often assume a static target. However, there have been dynamic MC codes for
flat and layered targets for a long time, for example TRIDYN [3]. The codes update
the composition of the layers according to implanted ions and ion beam induced
damage, and they relax changes in the density by adjusting the layer thicknesses. In
three dimensions, these relaxing processes are much more difficult to calculate, but
codes for special applications have been reported [16]. More versatile dynamic 3D
Monte Carlo simulation codes have only recently been developed (i.e. a 3D version
of TRIDYN [17]), some examples being discussed at the end of Sect. 12.5.2.
Another interesting approach in this context is the coupling of a FIB topography
simulator with a MC code [18].

12.3 Enhanced Dynamic Annealing in Nanostructures

Dynamic annealing is an important effect in damage annihilation during ion irra-
diation: a fraction of the defects induced by the ion beam can anneal out directly
during the irradiation due to the huge amount of energy deposited by the original
ion and subsequent ions. Chapter 6 discusses these processes in detail.

The dynamic annealing can be significantly different when nanostructures are
irradiated compared to bulk material. The reason lies in the unequal heat dissipation
between nanostructures and bulk, as illustrated in Fig. 12.6. The incoming ion loses
part of its energy to the target atoms via nuclear energy loss and part via electronic
energy loss. Some of the target atoms in the collision cascade are displaced, but

ion(b)ion(a)

Fig. 12.6 a In a bulk target, the heat introduced by the ion can quickly dissipate in all directions.
b In a nanowire, heat dissipation only proceeds in one dimension
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many target atoms receive energy below the displacement threshold. This energy is
converted into vibrational energy (phonons) leading to a local heating of the target
and consequently possible annealing of defects. Energy transferred to electrons also
goes partly into phonons through coupling of the electrons to the lattice, leading to
further heating. In bulk material, the heat can quickly dissipate through heat con-
duction into the complete half-space of the sample. When the dimension of the
target is lower, for example a quasi one-dimensional nanowire instead of a 3D bulk
target, the heat can only dissipate in one dimension and the dissipation proceeds
more slowly. Consequently, there is more time for defects to anneal out than in bulk
material; the dynamic annealing is enhanced. A graphic illustration of this phe-
nomenon can be found in [19] where MD simulations of ion impacts on nanowires
are presented.

The effect of this enhanced dynamic annealing has been experimentally observed
for example by increased amorphization thresholds in Ga ion irradiated GaN
nanowires [20]. Such an increase in the amorphization threshold can be visualized
directly using transmission electron microscopy (TEM). Figure 12.7a shows a TEM
image of a GaAs nanowire, which was initially crystalline and has been implanted
at room temperature with manganese ions of 60 keV and a fluence of
2:6� 1015 cm−2 (example taken from [21, 22]). One half of the nanowire was
amorphized during irradiation (the side facing the ion beam) but the back side
remained crystalline. Computer simulations were performed using iradina in order
to determine the number and distribution of displacements occuring during the ion
implantation; the simulation results are shown in Fig. 12.7b. The number of dis-
placements per lattice atom ndpa obtained from the simulation is compared and
overlayed to the TEM image of the nanowire. The amorphization threshold can be
determined to be around ndpa ¼ 7, as illustrated in Fig. 12.7c. Due to thinning of the
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Fig. 12.7 a TEM image of a GaAs nanowire (NW) that has been irradiated with Mn ions from the
left. Half of the NW was amorphized, the other half remained crystalline. b Simulation result from
iradina: A cross section of the NW is shown, the number of displacement events are coded in
greyscale. c TEM image of the same NW as in (a), but with higher resolution. A plot with the
number of displacements obtained from the simulation is overlaid. The profile corresponds to the
thick black arrow from (b)
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nanowire through sputtering, the actual amorphization threshold must be corrected
to about ndpa ¼ 5. An amorphization threshold of only 2 dpa would be expected
from bulk irradiation at room temperature [23]. This example demonstrates the
enhancement of dynamic annealing in nanostructures.

The important role of heat conductivity in the dynamic annealing of nanostructures
is further shown in the following example: TheGaAs nanowire togetherwith itsAu tip
shown in Fig. 12.8was irradiatedwithMn ions at 100 °C. The heat dissipation is slow
in the GaAs material. Consequently, the material remains hot for some time after an
ion impact, enabling effective dynamic annealing in the NW core: the core remains
crystalline during irradiation. However, an amorphous neck can be observed close to
the Au droplet on top. The heat conductivity of the Au is about 6 times higher than of
GaAs and the volumetric heat capacity of Au is larger by a factor of �1.4 [24]. When
ions hit the GaAs close to the Au, the Au acts as an effective heat sink compared to the
GaAs, leading to faster cooling and less effective dynamic annealing. Consequently,
the neck can be amorphized, while the NW core cannot.

12.4 Semiconductor Nanowires

Semiconductor nanowires have been in the focus of intense research for the past
decade, as the quasi one-dimensional structure enables them to serve as both func-
tional unit as well as the wires that access them. Therefore, many different nano-scale
applications and proto-type devices based on semiconductor nanowires have already
been demonstrated, such as field-effect transistors, sensors, light-emitting diodes, and
lasers [25–27]. Beside this huge success, however, full device application in elec-
tronics and photonics requires effective and controlled doping, but this is an extremely
difficult task during growth of semiconductor nanowires.

In the majority of all cases, the so-called vapor-liquid-solid (VLS) mechanism is
used for the growth of semiconductor nanowires, which has already been
discovered for the growth of Si whiskers using Au droplets as catalysts in the 1960s
[28]. However, in recent years it has been determined that this mechanism cannot
fully explain the existing growth of compound semiconductor nanowires [29],
because the more volatile component has almost no solubility within the catalyst
used. Therefore, diffusion to the interface between catalyst and nanowires as well as

20nm 5nm

Au

G
aA

s

Fig. 12.8 TEM image and high resolution cut out of a GaAs nanowire (NW) that has been
irradiated with Mn ions at a temperature of 100 °C and with a fluence of 2� 1015 cm−2. The dark
sphere is the growth seed droplet and consists of gold. The nanowire core remains crystalline
except for a thin amorphous neck close to the Au droplet
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a solid catalyst particle (instead of a liquid one) were introduced in order to explain
the stoichiometric semiconductor whisker growth of some III–V compounds [30,
31]. Adding further components such as possible dopants to the growth makes the
prediction on the mechanism and the incorporation probability almost impossible.
One theoretical work predicted that the dopants preferentially diffuse towards the
surface due to low solubility limits and the high surface-to-volume ratio [32]. This
effect has been experimentally confirmed for silicon and germanium nanowires
below about 20 nm [33]. Another study [34] on germanium nanowires shows a
clear inhomogeneous dopant distribution indicating that the vapour-solid (VS) side
surface growth is responsible for dopant incorporation rather than the
vapour-liquid-solid (VLS) mechanism. Furthermore, it has been observed that
doping of silicon nanowires during growth could result in a significant morpho-
logical change of the wires [35].

Summarizing, doping of semiconductor nanowires during growth results often in
non-uniform doping profiles and dopants accumulate at the sidewalls or surfaces of
the semiconductor nanowires; thus, subsequent doping using ion implantation and
annealing is a valuable alternative in order to manipulate the electrical, optical or
magnetic properties [36, 37].

12.4.1 Ion Beam Doping

Silicon nanowires successfully doped via ion implantation using P and B as dopants
in order to realize both n-type and p-type wires, respectively, have first been
reported in [38]. The wires used in that study were rather small in diameter and
featured an inner crystalline Si core (10–20 nm) and an amorphous SiO2 shell (5–
10 nm). The relatively small size of the wires was chosen with respect to Moore’s
law, paying regard to the on-going miniaturization in semiconductor technology. In
the P implanted wires, partial amorphization took place during the implantation
process and recrystallization was obtained after 30 min thermal annealing at 800 °C
under high vacuum conditions, as measured by Raman spectroscopy. In the case of
B doping, the wires remained crystalline during the whole process. The higher
amorphization rate under P irradiation goes with the fact that amorphization is
proportional to the ion mass. Fewer defects are created during implantation of the
lighter element B and consequently, the enhanced dynamic annealing is sufficient to
suppress amorphization. The implanted wires have been prepared as field effect
transistors (FETs) for electrical measurements. The geometry with two contact
leads (source, drain) to the nanowires on top of a highly doped Si/SiO2 substrate
(gate) is schematically shown in Fig. 12.9a and a typical real device can be seen in
the scanning electron microscopy (SEM) image, Fig. 12.9b. The initially ambipolar
nanowires show now unipolar I–V characteristics, as it can be clearly seen in the
respective transfer curves in Fig. 12.9c, d. This can be connected to an implantation
induced band-alignment and successful doping, as the sign of gate voltage (VG) for
the FET ON states is consistent with the implanted impurities. The huge hysteresis
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in the transfer curves is caused by charge traps in the oxide [38], and could be
utilized for memory devices.

Ion beam doping of vertically aligned silicon nanowires has been realized [39, 40],
as such upstanding nanowires have gained interest as possible building blocks of
future 3-dimensional circuits. It has been further demonstrated that even pn-junctions
can be realized in vertically aligned nanowires using ion beam doping [39]. Here,
relatively thick (diameter 150–400 nm) and up to 500 nm long nanowires have been
grown, and ion beam doping was subsequently performed with P as donor and B as
acceptor. The ion energies and fluences were carefully chosen in order to realize the
situation shown in Fig. 12.10a: boron ions have been implanted with higher energies
to form a buried p-type layer. In a second implantation step, low energy phosphorous
ions have been used to form the n-type top layer. The nanowires were contacted by a
conductive PtIr tip mounted on a nanomanipulator setup inside a SEM, as shown in
Fig. 12.10b. Current-voltage measurements clearly showed the rectifying behaviour
of the junctions. To verify that the rectifying behaviour originates from the nanowire,
electron beam induced current (EBIC) measurements have also been carried out [38].
EBIC can be used for visualization of pn-junctions, and the corresponding mapping
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Fig. 12.9 a Schematic view of a semiconductor nanowire field effect transistor (FET) contacted
with two leads on top of a highly doped Si/SiO2 substrate. b Scanning electron microscope image
of a typical FET device with a 1 lm long NW channel. Typical FET transfer curves for
c P-implanted SiNWs and d B-implanted SiNWs. Consecutive gate sweeps for increasing (�) and
decreasing (�) gate voltage (VG) are presented. The FET ON state is found for positive VG in
panel (d) and for negative VG in panel (c), consistently with the implanted impurities (Data taken
from [38])
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shown in Fig. 12.10c clearly proves that a pn-junction is inside the single silicon
nanowire.

Although the optical properties of undoped semiconductor nanowires are already
fascinating, doping of those nanostructures with optically active impurities can
further enhance the photonic applications. The most interesting impurities are either
transition metals (TM) or rare earth (RE) elements as they usually act as lumi-
nescence centres in various materials. Various attempts on doping ZnO nanowires
with rare earth elements (RE = Ce, Er) during growth were reported not to be
successful [41, 42] due to the high melting points of rare earth elements and their
composites. Therefore, ZnO nanowires with diameters of 40–60 nm and lengths up
to 10 lm were implanted with Yb, Eu, or Tm ions [43]. The majority of the
implantation related damage was recovered by thermal annealing at 700 °C for
30 min in O2 flow [44]. Figure 12.11a shows the photoluminescence of Yb-doped
ZnO nanowires in the spectral range of the Yb intra-4f-luminescence. A sharp and
intense luminescence peak at 1.260 eV is detected, which can be assigned to the
only possible Yb3+ transition: 2F5=2 ! 2F7=2 [45]. A successful activation of the
implanted RE elements was also achieved for Eu and Tm in ZnO nanowires, as
shown in the cathodoluminescence spectra in Fig. 12.11b, c, respectively. In the
case of Eu, the multiple observed transitions can be assigned from the 5D0 level to
several 7FJ J ¼ 0; . . .; 6 levels [46]; whereas, for the Tm case, the emissions are due
to 3H4 ! 3H6 transitions [47] and the splitting is given by different Stark levels as
well as contributions from different crystal fields.

Ferromagnetic ordering can be observed in highly Mn-doped GaAs, where Mn
provides the uncompensated spins as well as p-doping, allowing hole-mediated
ferromagnetism [48]. These diluted magnetic semiconductors (DMS) enable elec-
trically controllable ferromagnetism or spin-FETs for example. Whereas these DMS
systems have already been realized in bulk or as thin films, all attempts in the

(a) (b) (c)

Fig. 12.10 a Schematic view of a silicon nanowire with an n-type (phosphorous) on top and a
buried p-type (boron) region. b, c SEM and EBIC images of a nanowire implanted with a profile
like shown in (a). The nanowires are standing at an angle of 60° with respect to the electron beam
(Data taken from [39])
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growth of highly Mn-doped GaAs nanowires failed, because of the segregation of
Mn or MnAs phases during growth leading to non-ideal nanowire morphologies
[22]. The only successful realization of high crystalline quality Mn-doped GaAs
nanowires reports on the use of ion beam implantation [22], which allows incor-
poration of dopants into the target material far beyond the solubility limit. In order
to minimize ion beam-induced defects different annealing routes were investigated.
Post annealing of room temperature implanted and thus amorphous GaAs nano-
wires (see Fig. 12.7c) was not successful for nanowires, because the nanowires
either decomposed or became polycrystalline within the investigated parameter
space, as shown in the transmission electron micrograph in Fig. 12.12a. However,
heating the sample to higher temperatures during implantation (250 °C) enabled
increased dynamic annealing in addition to thermal healing, resulting into
single-crystalline Ga1−xMnxAs NWs with high Mn content, as demonstrated in
Fig. 12.12b. The measured Mn concentration determined by energy dispersive
X-ray spectroscopy (EDX) agreed well with corresponding iradina simulations
[22], and confirmed that respective TRIM simulations overestimate the impurity
concentrations, if the nanostructure is in size comparable to the ion range.
Magnetotransport measurements on such Mn-implanted and contacted GaAs
nanowires (Fig. 12.12d) are displayed in Fig. 12.12c. A strong-temperature
dependence of the resistance was observed in addition to a clear negative
magentoresistance (MR) at low temperatures. These results indicate dilute Mn
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Fig. 12.11 a PL spectra of Yb-doped ZnO nanowires: The sharp intra-4f-luminescence of the Yb3+

ions originates from the 2F5=2 ! 2F7=2 transition at 1.26 eV. b Intra-4f-luminescence of Eu3+

shows a multiplett of transitions from the 5D0 to several 7FJ levels. c Tm-doped ZnO nanowires
showing the 3H4 ! 3H6 transition (Data taken from [43])
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incorporation and, in combination with the observed high resistance of the NWs,
support the hypothesis that the implanted NWs are paramagnetic.

12.4.2 Damage Profiles and Bending of Nanowires

Ion beam doping of nanostructures is a useful alternative and tool in order to
overcome the limitations of doping during synthesis of nanostructures, as nicely
shown above. However, just as for bulk, the ion impact has also a major effect on
the structure due to damage creation during irradiation. The effect on nanostructures
can even be much more than on bulk [49], if no sufficient compensating dynamic
annealing is present. The small size and the free space around nanostructures can
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Fig. 12.12 a Transition electron micrograph (TEM) of a Mn-implanted GaAs nanowire after
annealing in As atmosphere at 550 °C. b High resolution TEM micrograph of a GaAs nanowire
implanted with x = 5 % Mn at 250 °C without subsequent annealing demonstrating excellent
crystalline quality. c Plot of magnetoresistance (MR) for different temperatures; a schematic view
of the measurement setup is shown in (d) (Data taken from [22])
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much more easily lead to irreversible structural and mechanical relaxation pro-
cesses. This results into morphology changes; whereas, in the bulk or thin film
situation, the boundary conditions to the surrounding constrain the irradiated
volume.

One very interesting issue, which has been investigated in recent years, is how
ion beams can shape, bend and even align nanowires [50–53]. While defect creation
is mostly considered to be detrimental, the change in shape using ion beams can
also be considered as a very helpful tool in controlled manipulation and alignment
of nanowires.

Figure 12.13a, b illustrate the damage profiles in nanowires of two extreme
situations simulated using iradina: the cases of shallow and deep implantation with
respect to the nanowire diameter using low and high ion energies, respectively.
Here, iradina was used in order to calculate vacancies and interstitials in each
simulation cell of the nanowire. As one can assume that vacancies and interstitials
in vicinity annihilate due to (enhanced) dynamic annealing, the Fig. 12.13a, b show
only the value of interstitials minus vacancies for each simulation cell, thus, the
number or remaining defects in each cell.

At low ion energies most of the damage is induced on the side of the nanowire
that faces the incident ion beam. There is a thin layer with excess vacancies very

2.0x10 /cm²15 7.0x10 /cm²15 1.2x10 /cm²16as-grown

(c) (f)(e)(d)

5.0x10 /cm²14 3.5x10 /cm²15 7.0x10 /cm²15as-grown

(g) (j)(i)(h)

(a)

(b)

Fig. 12.13 Iradina Monte Carlo simulations of ion beam created damage in ZnO nanowires with
a diameters of 60 nm and 20 keV Ar+ ions, and b diameters of 90 nm and 100 keV Ar+ ions. Red
vacancy excess, blue interstitial excess. c–f SEM images of nanowires (typically 60 nm diameter)
irradiated with increasing fluence of 20 keV Ar+ ions (low energy situation). Scale bars denote
1 lm. g–j SEM images of nanowires (typically around 90 nm diameter) irradiated with an
increasing fluence of 100 keV Ar+ ions (high energy situation). Scale bars denote 5 lm. Arrows
indicate ion beam direction (Data partly taken from [51])
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close to the surface of the nanowire, which can be interpreted as removal and
sputtering of material. However, most of the upper part of the nanowire is filled
with excess interstitials. This additional material leads to a volume expansion of the
upper part. Since the lower part is unaffected by the ion beam and not expanded,
compressive stress occurs on the irradiated side, while tensile stress is induced on
the non-irradiated side. Therefore, a bending moment occurs, which bends the NW
away from the ion beam with increasing ion fluence, which can be clearly seen in
the experimental findings displayed in the top row of Fig. 12.13.

Opposite, the complete volume of the nanowire is affected by the ion beam for
the case of high energy implantation. In this case an excess of vacancies remains in
the part facing the ion beam, while excess interstitials remain in the lower part. The
vacancies lead to a volume reduction of the upper part of the nanowire, the inter-
stitials to a volume expansion of the lower part. Together, this induces a bending
moment, which bends the nanowire towards the incident ion beam. For high flu-
ences, this leads to an alignment of the nanowire axis with the ion beam, as shown
in the experimental findings of Fig. 12.13 (bottom row).

This very nice example demonstrates that ion beam induced point defects can
have a rigorous effect on the morphology of nanostructures. However, the “nega-
tive” effects of ion beam irradiation can also be used in a very positive way:
controlled tailoring of the morphology, e.g. for alignment of nanowires!

12.5 Sputtering of Nanostructures

The simulations displayed in Fig. 12.13a, b already show that a high fraction of
surface atoms are sputtered, if nanowires are irradiated with ion energies in the keV
range. This is obvious, as the ion range is adjusted to the small diameter of the
nanowires resulting into the fact that nuclear stopping, which is mainly responsible
for sputtering, is the dominating ion-solid interaction process (see above). Now, the
interesting question arises, whether sputtering is enhanced for nanostructures
compared to perpendicular ion impact on flat surfaces? One can clearly answer this
question with “yes”, even using just a simple hand-waving argument: a significant
fraction of ions hit the surface under an oblique angle and not perpendicular due to
the 3D-curvature of nanostructures; and the sputter yield increases with decreasing
impact angle [1]. Detailed calculations and simulations corroborate this clear
statement [21, 49], but let us first present some experimental observations based on
semiconductor nanowires.

Figure 12.14 shows SEM images of ZnO nanowires lying on a Si substrate,
which were irradiated with low energy rare earth elements [43]. It is obvious that
the morphology of the nanowires dramatically changes with increasing ion fluence.
Already after an ion irradiation in the order of 1014–1015 cm−2 local dimples are
visible; whereas, the overall morphology still seems to be flat and unchanged.
However, with increasing ion fluence the surface of the nanowires becomes more
and more rough, the dimples are deeper, the nanowires become thinner, the cross
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sections are not round anymore, re-deposited material can be found on the substrate,
and finally the nanowires are even cut or completely sputtered away [43, 54]. Such
observations do not depend on the ion species used, and are also generally observed
during focused ion beam (FIB) milling and for spherical nanoparticles [55]. In the
past years, several quantitative studies on the sputter yield of nanostructures under
low energy ion irradiation have been presented. It started with theoretical work and
simulations, but recently experimental results became available as well. Both will
be discussed below.

12.5.1 Static Sputtering Calculations

Semi-analytical models [56] can be used, as well as molecular dynamics (MD)
simulations for calculating the size-dependence of the sputter yields of nanoparti-
cles [4] or nanowires [49]. The latter shows that the yield can be up to threefold
compared to bulk due to the enhanced formation of defects on or near the surface,
because their formation energy is lower than in bulk. Iradina can also be used to
simulate ion beam irradiation of nanoparticles and obtain the sputter yield as a
function of nanoparticle size. In order to compare results from iradina to the MD
method and to experimental data, we show one example: irradiation of Au
nanoparticles with Ga+ ions at energies from 0 to 30 keV (typical conditions in a
focussed ion beam system).

Figure 12.15 shows the calculated sputter yield of spherical Au nanoparticles,
(a) irradiated with 25 keV Ga+ ions as a function of nanoparticle diameter, and
(b) for a constant diameter as a function of ion energy. Very small NPs have a low
sputter yield, which can be explained by the fact that the ions only deposit a small
fraction of their energy within the nanoparticles before they leave the nanoparticle
again. The sputter yield quickly increases with diameter d and reaches a maximum
at about d = 8–10 nm. This size is approximately the same as the projected range of
the ions in bulk material (8.3 nm): the ions deposit most of their energy within the
particle, but the particle is still so small, that a large fraction of the kinematic energy
in the collision cascades reaches the surface of the particle. At larger diameters, the
sputter yield decreases again. The reason is that now the collision cascades will

Fig. 12.14 Scanning electron microscopy (SEM) images of ZnO nanowires implanted at room
temperature with low energy Eu ions and varying ion fluences: a 5:2� 1014 cm−2,
b 1:7� 1015 cm−2, and c 5:2� 1015 cm−2 (Data taken from [43])
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often not extend to the surface or the kinematic energy in the collision cascades is to
a large extend absorbed within the particle and does not reach the surface. For very
large nanoparticles with d > 150 nm, the sputter yield converges (not shown in the
figure). Here, the nanoparticles are much larger than the projected range, thus they
appear to the ions as bulk. However, the sputter yield does not reach the bulk value,
which was calculated for perpendicular incidence and is similar for iradina and
TRIDYN. The reason is simply that the incidence angles of the ions hitting the
particle at different locations are always distributed between 0° and 90°, no matter
how large the nanoparticle becomes and the sputter yield depends strongly on this
angle of incidence, as already argued above in the hand-waving discussion.

The general behaviour and trend of the sputter yield obtained from iradina is
similar to the MD results [4], as illustrated in Fig. 12.15a. This clearly underlines
our previous hand-waiving argument that the sputter yield for nanostructures is
enhanced and strongly depends on the size and shape of the nanostructures. The
difference between the MC and MD simulations are the absolute sputter yields.
However, one cannot expect MC and MD simulations to yield the same results. For
instance, the MD simulations will be more accurate for very small nanoparticles:
while Monte Carlo (MC) simulations intrinsically assume a static solid with a
temperature of 0 K, the MD allows all atoms to be in motion and can represent
temperatures >0 K. In the MD, heating of the nanoparticle by the ion impact and
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subsequent thermal (non-ballistic) evaporation of Au atoms is possible—as
opposed to MC simulations. The following estimation shows the importance of this
effect: consider a small Au nanoparticle of 10 000 atoms (�7 nm diameter). Even if
an ion deposits only 1 keV into heat, this accounts for an average of 100 meV per
atom, corresponding to a temperature of about 900 °C, which can lead to thermal
evaporation of atoms. Furthermore, the MD can simulate emission of small Au
clusters with several atoms, which requires less energy than to sputter each atom
individually. The MD shows [4] indeed that about 30 % of sputtered Au is emitted
in clusters of two or more Au atoms. More recent MD simulations corroborate the
fact, that sputtering of nanosized objects can strongly be increased and dominated
by cluster emission [5]. Nevertheless, the MD simulations allow only limited target
sizes and small ion numbers due to the extremely large computation times required.

Sputter yields of Au nanoparticles irradiated with Ga ions where also investi-
gated experimentally [57]. As shown in Fig. 12.15a, the experimental sputter yields
run in parallel with the simulation results by iradina, but are shifted to higher
values. Unfortunately, there are up to now no experimental data on smaller nano
particles with diameters around 10 nm at the expected maximum in the sputter
yield. There are different reasons for experimental sputter yields being higher
compared to the MC simulations: as explained above, thermal effects and cluster
emission, both not taken into account in the MC simulation, increase the sputter
yield. Furthermore, the experiments were performed with NPs deposited on a sil-
icon substrate while the simulations were done with free NPs neglecting
NP-substrate interaction. When NPs are attachted to a substrate, on the one hand the
sputter yield of the NP itself is decreased because sputtering in forward direction is
suppressed, but on the other hand, the yield is increased by ions hitting the substrate
close to the NP, because their damage cascades and thermal deposition of energy
can reach into the NP. The experimental sputter yield as a function of ion energy,
shown in Fig. 12.15b shows the same trend as the simulations but has a steeper
slope for the same reasons as described above. MD simulations might fit the
experimental data in the future, when sufficient computational resources become
available to simulate larger nanoparticles.

12.5.2 Dynamic Sputtering Calculations

For high fluence irradiation, the assumption of a static target in Monte Carlo
simulations becomes increasingly inaccurate, for different reasons: For example,
when a nanowire is doped with high doses by ion beam implantation, it becomes
thinner due to sputtering, which changes the implantation profiles. Furthermore, a
significant change in composition due to the incorporated atoms may change the
sputter yield. Another important effect is redeposition of sputtered atoms when a
nanostructure is placed on a substrate, or when many nanoparticles are close to each
other. In order to take all such effects into account in a simulation, the target
structure and composition must be allowed to change dynamically during the

494 C. Borschel and C. Ronning



simulation. While MD simulations intrinsically include a dynamic target, they can
(yet) only cover small target structures and small ion numbers. Dynamic Monte
Carlo binary collision simulations have been possible since many years using the
TRIDYN code [3]. Recently, this code was extended to fully three-dimensional
targets “TRI3DYN” [17] and thus allows to simulate high fluence ion beam irra-
diation effects in nanostructures.

For example, high dose ion beam doping by axial implantation into nanowires
has recently been studied using TRI3DYN [58]. The dynamic simulations show that
the resputtering of implanted dopant atoms plays a very important role in nano-
structures and quickly limits the achievable final doping concentration—an effect
not accessible by static simulations. Such effects will become more important in the
future, as 3D-nanostructured substrates are gaining importance in new semicon-
ductor device concepts.

The sputtering of ZnO nanowires under Mn ion beam implantation and the
incorporation of Mn dopant atoms has also been studied by pseudo-dynamic
simulations using iradina [59]. Here, “pseudo-dynamic” means that the simulation
code features a static target only, however, a number of static simulations is made
incrementally to mimic a dynamic simulation: a small fluence step can be simulated
with a static target, the output of the simulation can be used to construct a revised
target geometry, which is then used as input for the next step in the simulation.
When considering a limited set of target geometries, an alternative is to make a set
of simulations for all possible geometries first and subsequently calculate a dynamic
process incrementally by selecting the appropriate simulation results.

The latter approach is shown in Fig. 12.16 for ZnO nanowires implanted with
manganese (and rotated during implantation) as blue squares. Sputter yields and
doping efficacy were precalculated for different NW diameters and Mn/Zn ratios.
The dynamic behaviour of the NW during Mn implantation was calculated
step-wise, starting with a NW of 200 nm diameter, and subsequently reducing
diameter and increasing Mn/Zn ratio according to the appropriate simulation results.
The Mn concentration increases linearly at first and in good agreement with the
experimental data (red circles in Fig. 12.16). While the NW diameter decreases due
to sputtering, the Mn concentration increases slightly super-linearly in the range
between 1 and 2� 1017 cm−2. With further increasing fluence and decreasing
diameter, a larger fraction of the Mn ions passes through the nanowire and is not
implanted anymore, leading to a saturation of the achieved Mn concentration,
which can clearly be seen in Fig. 12.16. At high fluencies, the experimental data of
the Mn/Zn ratio begin to deviate from the calculated values, because the simulation
inaccurately presumes a homogeneous doping profile [60, 61]. However, in reality
the core of the NW is enriched in Mn, because when Mn atoms come near to the
surface during implantation, they have a high probability to leave the nanowire and
not become implanted. Consequently, less Mn is sputtered away later and fur-
thermore, when the nanowire is thinned, the Mn-rich core is what is left over.

In order to avoid the problems of the pseudo-dynamic simulation, a full dynamic
simulation of the implantation experiment can be made. For this purpose, a special
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version of iradina was adapted to allow a dynamic composition variation of a
cylindrical nanowire. The geometry in this version is defined by nested cylinders of
flexible radius instead of the static rectangular cells as described in Sect. 12.2. Since
the nanowire is rotated around its axis during irradiation, full rotational symmetry is
maintained at all times. Furthermore, a long nanowire can mostly be considered to be
invariant under translation along its axis. Thus, the radius is the only free dimension,
and the concentration profile within the nanowire can be described by a
one-dimensional function. The dynamic concentration profile is then calculated in a
manner similar to TRIDYN [3]: when the simulation produces interstitials and
vacancies, the effective densitywithin each cylinder changes. The radii of all cylinders
are then adapted in such a way as to relax the densities to their nominal values. Note,
however, that only the dynamic composition variation is one-dimensional, the ion
transport simulation itself is still fully three-dimensional.

The results of this dynamic simulation are illustrated in Fig. 12.16 as a green
line. For small fluencies, the resulting Mn/Zn-ratio is close to the pseudo-dynamic
results. With increasing fluence, the dynamic simulation matches the trend of the
experimental data more closely than the pseudo-dynamic simulation, because the
dynamic simulation takes into account the inhomogeneous Mn doping profile. At
very high fluencies or very small diameters, respectively, the Mn/Zn-ratio curve
becomes rather unsmooth. In this case, only few material is left in the nanowire, and
single ion events can have a large influence on the concentration.

This example illustrates the importance of dynamic calculations for the case of
high fluence implantation in nanostructures.

Fig. 12.16 Doping of a ZnO nanowire by 180 keV Mn ion implantation (with the NW rotated
about its axis during implantation). The Mn/Zn ratio is shown as a function of ion fluence,
calculated by pseudo-dynamic and by dynamic simulations using iradina and compared to
experimental data. The right axis shows to calculated diameter of the nanowire to illustrate
thinning by sputtering. Experimental data and pseudo-dynamic simulation results are taken from
[59]
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12.6 Summary

This chapter outlines the important role that ion beams play in the modification of
nanostructures. Doping during growth of nanostructures is often very difficult due
to thermodynamic constraints. Ion beam implantation with energies far above
thermal energies is thus a very useful tool to overcome solubility limits and dope
semiconductor nanostructures after growth. For example semiconductor nanowires
(NW) have successfully been modified with electrically, optically, or magnetically
active dopands using ion beams: NW field effect transistors have been created,
pn-junctions in perpendicular NWs have been realized, optical emission from
various rare earth atoms in NWs has been observed, and paramagnetic semicon-
ductor nanowires have been created.

However, there are substantial differences when irradiating nanostructures as
compared to bulk material or thin film systems, especially for free-standing nanos-
tructures and as soon as the size of the nanostructure is comparable to the mean ion
range. First of all, the distribution of the implanted ions in the target differs between
nanostructures and bulk. Computer simulations of the ion irradiation of nanostruc-
tures must therefore take into account the correct 3D geometry of the target (this is for
example possible using iradina). Furthermore, nanostructures have a large
surface-to-volume ratio. This leads to strongly enhanced sputter yields reaching a
maximum when the ion range is comparable to the size of the nanostructure. This
increased sputtering is oberserved experimentally for nanowires and can be calculated
by different methods for spherical nanoparticles. A further important difference lies in
the dynamic annealing, which is enhanced in nano-structures. The reason is the slower
dissipation of heat due to the confined dimensions. These differences must be taken
into account when planning ion implantation experiments with nanostructured
targets. In particular, the optimum implantation temperatures and annealing proce-
dures cannot simply be adopted from bulk experiments but must be appropriately
adjusted.

Special care has to be taken for high fluence irradiation of nanostructures, for
example for alloying. Here, dynamic calculations are mandatory as enhanced
sputtering and resputtering of implanted atoms can lead to a non-linear behaviour of
dopant concentration as a function of dose and to significant changes in the target
geometry.

Finally, ion beam irradiation can invoke new effects in free-standing nano-
structures, which are not known from bulk irradiation. An example is the ion beam
induced bending of nanowires, which is caused by an unequal distribution of ion
beam induced point defects. This effect can even be used to align nanowires to a
desired direction. It represents a neat example how low energy ion irradiation can
be utilized to tailor the structure and morphology of nanostructures beyond “just”
doping.
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Chapter 13
Modification of Structure and Properties
of Optical Crystals

Feng Chen and Frank Schrempel

Abstract Amongst others, damage and distortions of optical crystals are accom-
panied by the modification of the materials refractive indices and chemical resis-
tance. Thanks to the advantages of high precision and high reproducibility with
respect to amount and depth distribution of defects, ion irradiation is an excellent
method to modify these properties selectively. On this basis, diverse ion beam
techniques have been developed to produce optical waveguide structures. The
implementation of waveguides in crystals enables a number of applications in
integrated optics. In this chapter, the fundamentals of ion beam induced effects in
optical crystals are summarized and selected examples for refractive index engi-
neering and photonic applications are introduced.

13.1 Introduction

Besides glasses, semiconductors and polymers, optical crystals are key materials for
numerous applications in optics and photonics. In this chapter, we restrict on that
class of crystalline dielectric materials. Prominent examples are non-linear crystals
used for second-harmonic generation (SHG), optical parametric oscillators
(OPO) and amplifiers (OPA) such as lithium niobate (LN), potassium niobate
(KNbO3), potassium titanyl phosphate (KTP) and b-barium borate (b-BBO).
Photorefractive crystals, e.g. strontium barium niobate (SBN) or barium titanate
(BaTiO3), are used for refractive index modulation and laser crystals, e.g. yttrium
aluminum garnet (YAG), yttrium vanadate (YVO4) and rare earth doped sodium
yttrium tungstate (NaY(WO4)2), are used in solid state lasers.
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Since several years, ion irradiation has become a key technology for the mod-
ification of the properties of optical materials since it offers accurate control of the
structural modification, which in turn enables the specific variation of optical
parameters on the micro- and nanometer scale. As a result several ion beam induced
techniques such as ion beam deposition, ion beam milling or etching, ion
implantation, focused ion beam writing, crystal ion slicing or ion beam enhanced
etching have been successfully established for the fabrication of optical and pho-
tonic devices with excellent performance in a wide range of optical materials.

One of the most important effects with respect to application in optical elements
originates from the fact that ion irradiation induced damage of optical crystals is
closely correlated to a change of the refractive index. Depending on the crystal
structure, the kind and strength of damage, the refractive index decreases or
increases, respectively. This leads to different concepts of waveguides where
adjacent regions of different refractive indices confine the light and allow for the
fabrication of surface or buried photonic guiding structures in planar or
two-dimensional configurations.

Another method of particular interest is the combination of ion irradiation and
wet etching, which enables the production of thin membranes with bulk material
properties as well as the patterning on micro- and nanometer dimensions. Both
applications are based on the considerable reduction of the chemical resistance due
to crystal damage.

However, this chapter can neither reflect the current state of knowledge nor give
an all-encompassing analysis of the literature. Therefore, as defined by the topic of
the book, the content is restricted to the damage related utilization of ion beam
modification. The chapter is structured as follows. Initially, very typical features of
ion beam induced damage and its effects on optical crystals are presented. In the
following section, the basic methods for the production of optical elements are
introduced. The last section gives some prominent applications and shows the
extremely high potential of ion beam techniques for the production of optical
elements.

Almost all effects in this chapter are demonstrated and explained using the
example of LN, one of the most popular and useful optical crystals, but can be also
found in nearly all other optical materials in a more or less similar manner.

13.2 Ion Beam Induced Damage and its Effects
in Optical Crystals

13.2.1 Damage Formation Due to Nuclear
Energy Deposition

The damage in optical crystals caused by elastic collisions has been extensively
studied and is reasonably well understood (see [1, 2] and references therein) and
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simulation codes are available to describe it [3, 4]. In general, damage accumulation
and its dependence on the irradiation parameters follow the rules of “normal” ion
implantation as described in Part II. Typically, ion energies and fluences are
between several 100 keV up to a few MeV and in the range from 1014 to
1017 cm−2, respectively, whereas both depend strongly on the ion species and target
materials. In this regime, defects are almost solely produced by nuclear energy loss.
However, most optical materials feature high complexity regarding the number of
different chemical elements and degree of crystal symmetry. Thus, damage inves-
tigations are often difficult and some specific effects occur compared to common
implantation materials as e.g. semiconductors.

In the following, we describe the basic and most important effects representative
for most optical crystals using the example of damage accumulation in LN (see [5, 6]
and references therein). Figure 13.1 shows comparative curves of the damage for-
mation (defect concentration as a function of ion fluence) for the irradiation of z- and
x-cut LN with various kinds of ions at room and low temperature.

The damage formation can be understood as a two-stage process. For relative
defect concentrations up to about 0.15, the defect concentration increases gradually
with increasing fluence (pre-damage stage). For higher fluences, the defect con-
centration increases abruptly (heavy damage stage) up to the amorphization
threshold (i.e. relative defect concentration = 1). For a given ion fluence the defect
concentration at 15 K is essentially smaller than at 300 K indicating that in situ
annealing due to thermal lattice vibrations is suppressed and the primary defects are
stable at 15 K.

Above a critical fluence, the near-surface irradiation with light gas ions (H, He)
at room temperature leads to the formation of gas bubbles in the implanted layer.
Due to the associated stress, fractures occur at the corresponding depth and the
surface layer flakes off. The so-called “smart cut” technique utilizes this for the
production of thin membranes (see Sect. 13.3.2). However, for other applications,
the effect prohibits the generation of an adequate damage, but irradiation at low
temperatures avoids the formation of gas bubbles. Moreover, for some types of ions
(mainly matrix ions) the defect formation at room temperature irradiation shows an
atypical evolution. In these cases, the increase of damage with increasing fluence in
the heavily damaged region is lower than expected (see Fig. 13.1a for irradiation
with O at room temperature, for clarity data for Li are not shown). At the same time,
the damaged area shifts to the surface (not shown). At low temperature, this effect
does not occur leading to the assumption that the change in the chemical compo-
sition of the material in conjunction with diffusion processes is responsible for the
atypical evolution.

Most pronounced in the pre-damage stage, the damage measured by Rutherford
backscattering spectrometry (RBS) is much stronger for x-cut than for z-cut (see
Fig. 13.1b). For the depth distribution of defects (see Fig. 13.2a), three regions
exist: a weakly damaged near-surface covering layer containing point defects, a
transition layer in which the defect concentration increases strongly and, depending
on the ion fluence, a highly damaged or amorphous buried layer.
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However, transmission electron microscope (TEM) images show identical defect
structures for both cuts. In particular for the irradiation with 325 keV He ions,
Fig. 13.2 shows that the defect structure of x-cut estimated by TEM (Fig. 13.2b)
matches the depth distribution of defects of the z-cut better than that of x-cut
material measured by RBS. A more detailed view of the transition region shows

Fig. 13.1 Relative defect concentration obtained from Rutherford backscattering spectrometry as
a function of ion fluence for the irradiation of z- and x-cut LN at room temperature and at a
temperature of 15 K. The left figure a illustrates the dependence on the ion mass and the irradiation
temperature based on z-cut LN, and the right figure b visualizes the influence of the crystal cut.
Parts of the results are given in [6]

Fig. 13.2 Relative defect concentration as a function of depth for the irradiation of the x-and z-cut
LN with 325 keV He ions to a fluence of 4 � 1016 cm−2 at T = 100 K (a) and TEM image of the
x-cut sample (b)
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that it consists of defect clusters embedded in the crystalline matrix. At larger
depths, the transition to the substrate occurs with a sharp interface.

In the pre-damage stage (compare Fig. 13.1), where the relative defect con-
centration corresponds to that of the covering layer of the depth distribution in
Fig. 13.2, point defects are primarily generated, which lead to a preferential rear-
rangement of the displaced Nb atoms to vacant octahedral sites [7]. These vacant
octahedral sites are located within the rows of Li- and Nb-atoms along the z-axis.
Consequently, for z-cut LN the atoms of the corresponding strings shadow these
sites. On the contrary, for x-cut LN these places are situated close to the center of
the axial channel causing a huge backscattering yield in the RBS measurement.
Assuming a mean displacement of 0.95 Å from the string, which corresponds to the
preferred positions on the octahedral sites, approximately 10 % of displaced
Nb-atoms occupy such sites. Hence, the apparently higher defect concentration of
x-compared to z-cut is only a measurement effect caused by the different visibility
of displaced atoms in the RBS measurement [6, 7]. Recent measurements per-
formed on the same crystal from both directions proved this speculation clearly [8].
With decreasing irradiation temperature the difference of the measured defect
concentration decreases between the two investigated crystal cuts (see Fig. 13.1b)
leading to the conclusion that the preferred defect distribution is a result of a
thermally activated process. At least for the irradiation at 15 K, the critical fluence
for amorphization is almost independent of the crystal cut. However, it should be
mentioned that during irradiation at low temperatures in situ annealing due to
electronic energy deposition might occur [9].

In the heavy damage stage corresponding to the defect concentration in the
transition layer, heavily damaged defect clusters are formed leading to a completely
random distribution of the Nb atoms. For the irradiation with heavy ions (e.g. Ar)
the amorphization fluence is about 1014 cm−2, while the use of lighter ions (e.g. He)
requires significantly higher fluences up to 1017 cm−2. Besides the fact that the
number of displaced lattice atoms per incident ion increases with increasing ion
mass, the collision cascades of ions with larger masses are denser, which favors the
formation of defects and defect complexes.

By using ion irradiation in the nuclear regime, researchers have successfully
fabricated optical elements in more than 100 optical materials (see [10] and ref-
erences therein) demonstrating the wide applicability and excellent control of the
change of optical properties related to a specific crystal damage. Generalized and
with respect to application, the ions used for the irradiation of optical crystals are
basically divided into two groups, i.e. light (H and He) and heavy (atomic number
no less than 6, e.g., C, N, O, Si, Ar) ions. For light-ion irradiation, the nuclear
damage is dominant and the electronic contribution is negligible. Advantages of
light-ion irradiation are the minor modification of the bulk material and a relatively
large penetration depth (typically a few micrometers) at moderate ion energies of
400 keV up to 3 MeV. This allows the generation of buried layers as needed e.g.
for waveguide barriers or slab etching (see Sect. 13.3). However, the required
fluences are relatively high, which necessitates irradiation at low or elevated tem-
peratures in order to avoid bubble formation. In this respect, heavy ions are more
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effective, because typically required fluences are much lower than for light ions.
Unfortunately, in order to obtain comparable depths of modification, high energies
from 3 to 7 MeV are needed. Then damage due to electronic excitation may
become important causing an undesired modification of the bulk crystal.

13.2.2 Damage Formation Due to High Electronic
Energy Deposition

Currently growing interest emerges in the application of high energy medium mass
ions (e.g. Si, O of MeV energies), where the electronic energy loss gains influence.
Numerous crystalline materials are damaged according to electronic energy depo-
sition (see Part III, Chaps. 8 and 9). In contrast to the damage formation due to
nuclear energy loss, the understanding of the damage due to electronic excitations is
still an evolving field. Generally, for the materials of interest in this chapter elec-
tronic damage occurs for ions having a mass number larger than 15 and energies
around or above 0.1 MeV/u (swift heavy ions). By the substantiated state of
knowledge, above a certain material dependent threshold of the electronic stopping
power, the impact of each single ion forms an amorphous track. For LN, for
example, this threshold is 5 keV nm−1 [11–13]. Despite the existence of several
models (for details see Part I, Chap. 2), almost all experimentally observed effects
could be reliably described in the framework of the thermal spike model, which
assumes that the material melts along the ion trajectory [14–16]. In particular, this
model provides a clear explanation for the occurrence of the well-defined stopping
power threshold to generate the tracks.

For subthreshold irradiation, the situation becomes more complicated.
Experimentally it has been found that defects are created as well due to electronic
energy deposition, but only point defects are generated which accumulate to an
amorphous layer with increasing ion fluence (see [17] and references therein). The
defect concentration is strongly nonlinear dependent on the electronic energy loss.
The defect accumulation has cumulative character and it is supposed that the lattice
collapses if a critical defect concentration is reached. Using this process the crystal
can be damaged by one irradiation from the surface to depths larger than several
micrometers with fluences that are essentially smaller compared to those necessary
when using the nuclear energy loss. The thermal spike model cannot describe the
formation of point defects, i.e. the cumulative character of the damage and the
sub-threshold damage, unless some additional processes for defect production are
taken into account. In order to describe these features of damage a new model has
been proposed, which explains the damage formation by the synergy between
thermal spike and exciton decay (see Chap. 2 as well as [17] and references
therein). In this model it is assumed that, although the material does not melt, the
increase of the temperature provides the energy for trapped excitons to overcome a
certain energy barrier. The following non-radiative exciton decay gives rise to
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lattice displacements. This model has been successfully applied to various exper-
imentally observed facts. In particular, it satisfactorily explains the nonlinear
dependence of the damage with electronic stopping power, the thresholding effect
for amorphization and the cumulative character of damage.

As before, we representatively demonstrate the basics and most important effects
using the example of the damage accumulation in LN (for more information see [5]
and references therein). Figure 13.3a shows the defect concentration as a function
of depth for the irradiation with 5 MeV Si ions of different ion fluences at a
temperature of 15 K.

The depth distributions of the electronic and nuclear energy loss are given as
solid and dashed line, respectively. According to this, the damage peak at a depth of
about 2 µm is clearly associated with the nuclear damage, whereas the strong
damage in the surface region is attributed to the electronic part of the energy
deposition. The electronic energy deposition has a maximum value of about
4.2 keV nm−1 at the surface and decreases with increasing depth. Correspondingly,
the damage produced decreases with increasing depth. Between these regions,
defects are created due to the synergy of electronic and nuclear damage. However,
it has been shown that this damage is overestimated to a great amount [18].

The amount of produced damage depends not only on the depth, i.e. on the
electronic energy deposition, but also on the ion fluence. The influence of the
irradiation temperature on the fluence dependence of the damage formation due to
electronic energy deposition is given in Fig. 13.3b. Clearly, the dependence of the
defect concentration on the ion fluence is identical for stepwise irradiation and
measurement (in situ) at 300 K, for irradiation of a set of samples with different
fluences at 300 K and measurement after some days as well as for in situ irradiation
and measurement at 15 K. From these facts, three essential conclusions can be
drawn: (i) No defect annealing occurs due to the RBS-measurement as it has been

Fig. 13.3 Defect concentration versus depth for x-cut LN irradiated with 5 meV Si ions of
different fluences at a temperature of 15 K (a) and defect concentration taken at the surface versus
ion fluence for the irradiation at temperatures of 300 and 15 K, respectively (b). The depth
distributions of electronic and nuclear energy loss are given in (a) as solid and dashed line,
respectively. Parts of the results are given in [83]
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observed for nuclear damage at 15 K [9]. (ii) For electronic damage, the primary
defects are stable even at room temperature. This is completely different compared
to nuclear damage, where it has been found that the primary defects are stable at
15 K, but in situ defect annealing occurs at 300 K [6]. (iii) Furthermore, no room
temperature annealing of defects occurs within some days after the irradiation. The
latter is in contrast to high-energy oxygen irradiation, where it has been found that
the damage component induced by electronic stopping interaction is dramatically
affected by room temperature aging, whereas the nuclear induced damage needs
high temperature annealing to be recovered [19].

So far it is believed, that due to electronic damage of LN randomly displaced
atoms and amorphous clusters are formed exclusively and, therefore, the damage
formation is assumed to be independent of the crystal cut. Figure 13.4 shows the
defect concentration versus ion fluence for x- and z-LN irradiated with 5 MeV
Si-ions at room temperature.

Up to a defect concentration of about 0.5 x-cut LN appears significantly more
damaged compared to z-cut. This cut dependence is well known for damage by
nuclear energy deposition (see Sect. 13.2.1). In that case, the difference has been
explained by the fact that the displaced Nb-atoms preferentially occupy vacant
octahedral sites, which implicates that point defects are the most likely kind of
defects. Thus, it can be concluded that for small defect concentrations equal defects
are formed by both mechanisms. For defect concentrations above 0.5 x- and z-cut
LN are identically damaged, i.e. no preferred positions exist anymore. In con-
junction with the strong increase of the defect concentration with fluence this
indicates the formation of defect clusters and amorphous domains. For nuclear
energy deposition and high defect concentrations, also a sharp increase in defect
concentration was observed and explained by the formation of amorphous clusters,
but still there was a clear difference between the x- and z-cut LN.

The defect accumulation due to electronic energy deposition can be summarized
as follows. For low defect concentrations, point defects are generated preferentially

Fig. 13.4 Defect
concentration versus ion
fluence for x- and z-cut LN
irradiated 5 MeV Si ions at
room temperature
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occupying vacant octahedral sites of the lattice. At a defect concentration of about
0.5 defect clusters and amorphous domains embedded in the crystalline matrix start
to form. They grow with increasing ion fluence until the formation of amorphous
regions. An intriguing feature of swift ions is the ultralow fluences required to
achieve a certain degree of damage, which are 2–4 orders lower compared to
nuclear energy deposition.

13.3 Methods for the Production of Optical Elements
Based on Crystal Damage

In this section, we solely restrict to methods for the production of optical elements,
which utilize the creation of defects due to ion irradiation. Without going further
into it, it should be mentioned that ion irradiation creates optical absorption sites
and damages somehow the original structures. Consequently, the bulk properties as
well as the magnitude of electro-optical and nonlinear optical coefficients are
usually not retained and light loss is increased. Therefore, in order to anneal defects,
thermal treatment is commonly necessary for all ion-irradiated crystals [1]. The
methods used include conventional furnace [20], rapid thermal [21] and laser beam
annealing [22–24]. Depending on the kind and the amount of defects as well as on
the substrate properties, thermal treatment at temperatures between 200 and 500 °C
is performed for tens of minutes to several hours. The advantage of rapid thermal
annealing is that defects may be annealed while avoiding undesirable diffusion
processes.

But even with the above-mentioned restrictions, this chapter cannot treat all
results obtained over the years comprehensively. Therefore, it is referred to some
excellent review papers that summarize the contributions of various authors. The
first overview of ion-implanted waveguides in insulating materials was performed
by Townsend et al. [1] summarizing the early obtained results before 1993. This
was followed by the review of Chen et al. [2] giving the progress between 1994 and
2006. In 2005, Levy et al. [25] summarized the crystal ion-slicing technique applied
on ferroelectric crystals for producing photonic guiding membranes. Pollnau and
Romanyuk [26] reviewed the fabrication of optical waveguides in laser crystals. In
2008, Olivares et al. [11] demonstrated waveguide fabrication by the irradiation
with swift heavy ions and Chen [27] focused on the 2D waveguide production in
insulating materials. In 2009, Chen presented a comprehensive review on LN
photonic guiding structures formed by energetic ion beams [5] and 2012 on micro-
and sub-micrometer waveguiding structures in optical crystals [10].

The research field is still highly active and, particularly in recent years, much
work has been performed on ion-sliced photonic structures, swift heavy-ion irra-
diated waveguides as well as on related photonic applications by researchers
worldwide.
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13.3.1 Refractive Index Modulation and Waveguides

Undoubtedly, optical waveguides are of most fundamental importance for the
realization of optical components, because—regardless of the purpose—for efficient
performance the light must be concentrated in the active zone and transmitted
between several elements. Concrete examples are low pump thresholds for
waveguide lasers, fast responses for photorefractive waveguides and multiple
configurations for frequency conversion [28–31]. Additionally, benefiting from the
compact size, photonic components may be integrated on a small chip, realizing
both passive (e.g., optical switches) and active applications (e.g., modulators,
amplifiers, lasers and frequency converters) [32–35]. These guiding structures
confine light by total internal reflection or photonic bandgaps (PBG) [36, 37]. Such
waveguides are realized either by the distinct modification of the refractive index
(planar and channel waveguides) or by 3D structuring of the material (ridge
waveguides, photonic crystal waveguides). In order to get conversion efficiencies as
high as possible, special attention has to be paid to the conservation of the bulk
crystal properties and minimization of both light absorption and surface roughness
at boundaries in order to suppress light scattering. Due to the variety of materials
and configurations, numerous methods have been developed to fabricate optical
elements that fit the specifications desired by the applications. These include the
indiffusion of metal ions (such as Ti, Zn, Fe) [30, 38–40], ion exchange [41–44], sol
gel methods [45], film epitaxy/deposition (sputtering, pulsed laser deposition
(PLD), liquid phase epitaxy (LPE), etc.) [46–51], ultrafast laser writing [52–59] and
optical induction (solitons, UV light irradiation, etc.) [60, 61].

Optical waveguides are defined as structures with high refractive indices sur-
rounded by low-index layers/regions. Most studied and best known is the decrease
of the refractive index caused by the reduction of the physical density that arises
from nuclear damage after light ion implantation. The amount of the refractive
index change is in the order of a few percent depending on material and irradiation
conditions. In this way, the waveguide is between the crystal surface and a buried
damaged layer acting as a waveguide barrier and is therefore often called “barrier
index type” profile (see Fig. 13.5a).

Fig. 13.5 Schematics of the refractive-index profiles of ion-beam-processed waveguides:
“barrier” type (a), “enhanced well + barrier” type (b) [10]
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This method has been successfully applied to many crystals [1, 2], such as LN,
potassium titanyl phosphate (KTP) or lithium triborate (LBO). Indeed the barrier
width obtained by a single ion implantation is relatively small so that leakage
modes into the substrate may occur resulting in increased propagation losses of the
waveguide. However, multiple energy irradiation broadens the barrier and improves
the guiding properties.

Investigations in recent years showed that damage obtained from high electronic
energy deposition due to swift heavy ion irradiation creates a buried, highly
damaged or even amorphized layer allowing for the generation of wider barriers by
a single irradiation step [11, 62]. An additional advantage is that the required
fluence to obtain the same degree of damage is 2–4 orders of magnitude lower
compared to the irradiation in the nuclear regime [63, 64]. As a third advantage, the
index reduction can be as large as 10–20 %, which is several times larger than that
of the barriers obtained from nuclear damage. Thus, such waveguides can confine
the light field better. So far, this technique has been applied to realize waveguides in
about 10 different optical crystals (see [2, 10] and references therein), including LN,
potassium gadolinium tungstate (KGW), yttrium aluminum garnet (YAG),
gadolinium gallium garnet (GGG), potassium lithium tantalate niobate (KLTN),
a-SiO2, gadolinium and yttrium calcium oxoborate (GdCOB, YCOB), yttrium
vanadate (YVO4) and bismuth germanium oxide (BGO).

The “barrier index type” profiles discussed above strictly hold only for heavily
damaged or amorphous material. Low or pure ionization damage may otherwise
increase the refractive index caused by lattice compression due to formation of
damage tracks as well as change of bond polarizabilities. This allows for the gener-
ation of “enhanced well type” index profiles, where the irradiated regions act as
waveguide. Examples are waveguides fabricated in BGO and YAG [65, 66]. The
formation of the enhanced well is complex and closely correlated to the material
properties [2]. Often, but not always changes in anisotropy and birefringence of
crystals accompany the refractive index increase due to ion damage. Especially for
implantation with heavy ions, but sometimes also in the case of light ions, the com-
bination of both effects is observed. Then the regions with increased refractive index
confine the light together with the waveguide barrier defining an “enhanced
well + barrier type” index profile (see Fig. 13.5b). For this case, the most studied
example is LN, where the ordinary and the extraordinary refractive index have a
“barrier index type” and an “enhancedwell + barrier type” index profile, respectively.

With respect to the theoretical explanation, the barrier model has been widely
accepted to explain the barrier-type refractive index profiles of all ion-implanted
waveguides in insulating optical materials. Since the change of the extraordinary
refractive index is much more complicated, several groups have proposed different
models: activated ion diffusion, birefringence modification, modification of spon-
taneous polarization, lattice damage and depolarized cluster formation (see [5] and
references therein). One should note that these models are not contradictory in most
cases and seem reasonable in some aspects. Depending on the material and irra-
diation conditions, some materials may have more complex distributions, such as
buried mode wells and missing wells [5, 67]. However, with respect to application,
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the mentioned index profiles seem to be adequately precise for designing waveg-
uide structures.

Owing to the total internal reflection, waveguides can confine light propagation
within small volumes in one (1D planar configuration) or two (2D channel or ridge
geometry) transversal dimensions [68]. For planar waveguides, direct irradiation is
performed (Fig. 13.6a). For 2D channel waveguides, mask-assistant ion irradiation
(Fig. 13.6b) or mask-free focused ion beam (H or He) writing (Fig. 13.6c) is used
to construct surface or buried structures. For ridge waveguides, additional treat-
ments, e.g., ion beam etching, chemical etching, femtosecond laser ablation
(Fig. 13.6d) or diamond saw dicing must be performed to pattern the planar
waveguide surface [22].

Waveguide structures are usually characterized by small dimensions, which
allow the fabrication of compact optical circuits or chips for a rich variety of
applications by combination of different photonic components. In addition, some
properties of the substrate materials can be considerably improved in waveguide
geometries with respect to the bulk platform. With those advantages, chip-scale
integration of various photonic elements can be realized enabling a distinct
miniaturization of optical systems [32]. Since the first ion beam produced waveg-
uide in fused silica has been reported in 1968 [69], a vast number of waveguiding
structures or devices have been developed for a wide variety of applications in the
past 45 years (see [1, 2, 5, 10, 11, 25, 27] and references therein).

13.3.2 Crystal Ion Slicing (CIS)

Besides the fact that the refractive index is changed, the chemical resistance of
heavily damaged optical crystals may be considerably reduced, and, as a result, the
irradiated regions can be selectively removed by wet chemical etching. A technique
called crystal ion slicing (CIS) utilizes this for producing thin films of materials on a
substrate, commonly an insulator.

Originally developed for the production of silicon on insulator (so-called “smart
cut” technique [70]), CIS is nowadays applied to a series of crystals, e.g. LiNbO3

Fig. 13.6 Schematic plots of the optical waveguides waveguides produced by ion beam
techniques under configurations of planar (a), surface channel by mask-assisted irradiation (b),
buried channel by focused ion beam writing (c) and ridge by femtosecond laser ablation (d) [10]

512 F. Chen and F. Schrempel



[5, 25, 71–76], LiTaO3 [25], KTaO3 [77], SrTiO3 [78]) and diamond [79] to fab-
ricate membranes with thicknesses from several hundred of nanometers to a few
micrometers. In a two-step process, firstly a buried heavily damaged or amorphous
layer is created by ion irradiation, commonly carried out with light ions. Secondly,
selective etching of the damaged layer in an appropriate etchant (e.g. HF acid) is
performed and the surface layer can be lifted off. Sometimes, instead of etching a
thermal treatment affecting the growth of cavities and bubbles at the damaged
interface is applied [74–76]. In this case, internal stress and micro cracks finally
result in the detachment of the surface. Depth and width of the damage distribution
defines the thickness of the resulting membrane. Because the damage is created by
nuclear energy deposition, the fluences required are comparatively high, i.e. in the
order of a few 1016 cm−2.

In this way, freestanding membranes or membranes bonded on other substrates,
e.g. low refractive index substrates (like fused silica), have been produced for
photonic applications. Nowadays, CIS allows for the production of bulk quality
membranes having wafer dimensions, which are commercially available, e.g. LN
membranes bonded on fused silica (also called LNOI).

Furthermore, it has been shown that He ion irradiation in bulk LN at low tempera-
tures can achieve membrane thicknesses down to 200 nm [80]. Figure 13.7 shows the
width of the air gap as a function of the normalized ion fluence as well as SEM
micrographs of membranes. The normalized ion fluence is the number of displacements
per atom ndpa obtained from the ion fluence NI by ndpa = (NINdispl)/N0 where Ndispl and
N0 denote the number of displacements per atom calculated with SRIM [4] and the
particle density, respectively. The widths obtained from the SEM images and those
estimated from the damage profiles as well as from the calculation with SRIM are in
good agreement. The widths of membrane and air gap can be adjusted independently
over a wide range by proper adaptation of ion energy and fluence.

Fig. 13.7 Width of the air gap as a function of the normalized ion fluence (number of
displacements per atom, see text) (a) and side view SEM images of membranes (b) fabricated in
x-cut LN by irradiation with 200 keV He ions at 100 K. Thermal treatment was applied at 300 °C
for 30 min, and etching was done in 3.7 % HF solution at 40 °C [80]
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Although the low etching rates do not allow for the fabrication of large-area
films, the process enables the 3D integration of advanced optical systems such as
photonic crystal devices in bulk LN crystals (see Sect. 13.4.4). In this case, the
achievable area depends on the configuration of openings, which enables the access
of the etchant.

13.3.3 Ion Beam Enhanced Etching (IBEE)

The structuring of optical materials in the micro- and nanometer range enables
complex light-matter interactions, which are particularly strong when resonances
occur (photonic crystals, metamaterials and effective media). This allows both the
comprehensive control of light propagation and the control of the light distribution
at nanometer dimensions within the material. For example, very small electrically
tunable filters and switches become realizable using crystals with electro-optical
properties. Furthermore, resonant structures in nonlinear materials can be used for
intensity-dependent transmission or reflection. Essential for the realization of such
devices is the ability to pattern materials with very high electro-optic or
nonlinear-optic coefficients (e.g. LN).

Unfortunately, the high chemical resistance of most materials complicates the
manufacturing of micro- and nanostructures by standard wet-etching technologies.
Therefore, a series of alternative technologies such as reactive ion etching (RIE),
ion beam etching with inert and reactive ions (IBE, RIBE), direct patterning by
sputtering with the Focused ion beam (FIB), laser ablation as well as wet chemical
etching after previous inversion of ferroelectric domains, ion exchange or ion
irradiation have been investigated and applied for structuring (see [6, 26] and
references therein).

Despite all the success during the last years, all methods mentioned above
exhibit limitations with respect to the desired structural properties for photonic
applications. In particular, the realization of small structure sizes in the sub-micron
range, high aspect ratios, small roughness of the surface and the possibility of real
3D structuring is challenging. Furthermore, there are some restrictions considering
type and shape of the achievable structures (e.g. domain inversion, proton
exchange). A technique often referred to as Ion Beam Enhanced Etching (IBEE),
which is a combination of ion irradiation and chemical wet etching similar to the
CIS technique, can fulfill the aforementioned requirements [6, 81–86]. Thereby,
crystal damage is created via nuclear energy deposition at low ion energies [6, 82],
electronic energy deposition in the case of swift heavy ion irradiation [83, 86] or a
synergy of both effects in moderate energy regimes [84, 85]. Afterwards, the
damaged material is removed by wet etching in an appropriate etchant.

The etching behavior of ion irradiated LN has been investigated thoroughly based
on homogeneously damaged thick layers. As an etchant HF or KOH can be used
[82, 87]. The latter is important especially for the structuring of lithium niobate on
insulator (LNOI, LN on top of a SiO2 layer being deposited on a bulk LN) substrates
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because selectivity between damaged crystal membrane and substrate (SiO2 etches
in HF, but not in KOH) is obtained.

Figure 13.8a shows the mean etching rates as a function of the normalized
fluence for etching of LN irradiated with Ar ions in 3.7 % HF at temperatures of 24,
40, and 55 °C, respectively. Apparently, the etching rate shows the same depen-
dence for each temperature. The etching rate of the perfect LN crystal is below
0.1 nm min−1. It increases rapidly at a normalized fluence of 0.15 dpa, and satu-
rates at 0.4 dpa. The maximum etching rate clearly increases with increasing
temperatures and amounts to 22, 130, and 200 nm min−1 at etching temperatures of
24, 40, and 55 °C, respectively. This yields an average increase of
5.7 nm min−1 K−1 in the range of temperature investigated. Furthermore, the
etching rate is increased to 1760 nm min−1 using a total HF concentration of up to
40.8 % [82].

With respect to the etching process, there is a universal relationship between
defect concentration and etching rate (see Fig. 13.8b). Below a defect concentration
of 0.2 the etching rate is negligibly small. Above this value, it increases with
increasing defect concentration and reaches a maximum value for completely
amorphized material, i.e. at a defect concentration of 1. Key feature is the very high
selectivity of the process resulting from the negligible etching rate of the
non-irradiated material and its sharp increase with increasing ion fluence. This
ensures a high contrast of the etching process. As both high selectivity and small
surface roughness of the obtained structures are independent over a wide range of
concentration and temperature of the etchant, the etching process can be considered
extraordinarily robust and reliable.

For lateral structuring, the crystal has to be damaged starting from the sur-
face down to the desired depth (see Fig. 13.9a). Here, a homogenously damaged—
typically amorphous—layer is achieved by irradiation with ions of different ener-
gies and correspondingly adapted fluences. The use of masking techniques

Fig. 13.8 Etching rate of Ar ion irradiated LN for etching in 3.7 % HF as a function of the
normalized ion fluence (number of displacements per atom) for different etching temperatures
(a) and normalized etching rate versus the relative defect concentration measured for x-cut LN
(b) [82]
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accomplishes lateral selective damage, in which the accurate transfer of the mask
shape to the damage of the crystal is facilitated by the high selectivity of the etching
process. One difficulty is that masks with thicknesses approximately equal to the
desired structural depth are required. This makes high demands on the mask
technology, because the target structures with dimensions in the sub-micron range,
high aspect ratios and low roughness require the production of masks with high
accuracy and reproducibility. When using conventional ion implanters with
acceleration voltages of 400 kV maximum structure depths between 500 nm (heavy
ions, for example Ar) and 1 µm (light ions, such as He) are achieved. Structures
deeper than 1 µm may be produced by repeating the process of ion irradiation and
etching. A less time consuming method is the irradiation with swift heavy ions
[83, 88], supported by the fact that the defect generation is done very efficiently by
the electronic energy deposition of the ions (see Sect. 13.2.2).

For the production of thin membranes (*500 nm), such as those required for
optical components with single mode operation and strong light guiding, a buried
amorphous layer is created at the desired depth (Fig. 13.9b). Thus, light ions have
to be used for irradiation since heavy ions damage the surface too much. The
thickness of the membrane as well as the width of the subjacent slit can be adjusted
independently with the energy and fluence of the ions (see Sect. 13.3.2).

In summary, the IBEE technique allows the realization of 3D micro- and
nanostructures with high aspect ratios. The roughness of the etched horizontal
surfaces is comparable to typical substrate roughnesses. On the other hand, the
roughness of the structural walls is only determined by the quality of the corre-
sponding mask. The method is not restricted to LN crystals, but can be applied to
almost all optical crystals using correspondingly adjusted conditions with respect to
irradiation and etching. Some examples are given in [26]. Own experiments proved
the applicability of the IBEE method for the patterning of potassium titanyl
phosphate (KTP), yttrium aluminum garnet (YAG), lutetium aluminum garnet

Fig. 13.9 Irradiation with ions of different energies and fluences for lateral structuring (a) and
generation of a buried amorphous layer for membrane production (b). The axes gives the relative
defect concentration (damage) versus the depth
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(LuAG), aluminum oxide (Al2O3), yttria (Y2O3), scandium(III) oxide (Sc2O3) and
yttrium lithium fluoride (YLF) using hydrofluoric acid (HF) and phosphoric acid
(H3PO4) as etchants, respectively (unpublished).

13.4 Application of Ion Beam Induced Effects
for the Production of Optical Elements

In this section, selected applications of ion beam processed waveguides as
electro-optical modulators, frequency doublers and waveguide lasers are described.

13.4.1 Electro-optical Modulators

Electro-optical (EO) modulators are key elements in optical communications. They
utilize the electro-optical effect, i.e. the change of the refractive index of materials
(usually called EO crystals) induced by external electrical fields. Consequently,
phase, frequency, amplitude or polarization of light can be modulated. In the linear
case, the refractive index change Dn is proportional to the amplitude of the electric
field and depends cubed on the refractive index (n3). The key material parameter is
the linear EO coefficient that determines the strength of the effect.

Compared to bulk EO modulators a waveguide configuration has the advantage
of long interaction lengths. However, the EO coefficient is strongly correlated to the
perfection of the EO crystal lattice structures. Since the energetic ions, employed to
fabricate the waveguide structures, create nuclear and electronic damage, the EO
properties of the crystals may be affected. In most cases, clear degradation occurs
due to the structural modification of the original lattice. This drawback somehow
limits the application of as-ion-irradiated waveguides. However, appropriate
post-irradiation treatment can anneal the lattice damage and remove the defects
considerably, which recovers the EO properties in the irradiated regions signifi-
cantly. For example, it has been reported that, after suitable annealing treatments,
ion irradiated LN waveguides possess well preserved EO properties (80–90 %) of
the bulk [5] and, swift heavy ion irradiated waveguides maintain about 40–60 % of
the bulk EO features [5, 11]. The ion sliced freestanding LN membranes have even
almost the same values of the EO coefficients as those of the bulks [5, 25].

Ion beam processed photonic waveguiding structures have been fabricated,
mostly using Mach–Zehnder geometry, in several EO crystals, among them LN [25,
89] and barium borate (b-BBO) [90]. Owing to the retained bulk-level EO features,
ion sliced LN modulators are of high quality at near infrared and visible light
wavelengths. The b-BBO waveguide modulators mainly work in the blue light and
ultraviolet (UV) regimes. Exemplarily, Fig. 13.10a visualizes an EO modulator in a
BBO-crystal having the shape of a ridge waveguide (for details see [90]).
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Figure 13.10b shows the power transmitted by the modulator as a function of the
voltage-length in different modulators and at different wavelengths. The voltage-
length is the product of the voltage difference between the switching states (i.e.
optical state of the output switched from one to another) and the total length of the
electrodes. The lower the voltage length at the maximum output power (Vp−L) the
better. The b-BBO ridge waveguide modulators have values of Vp−L = 43 V cm
and Vp−L = 79 V cm at wavelengths of 257 and 430 nm, respectively (see
Fig. 13.10b). LN membrane modulators currently achieve 13 V cm at 1.55 lm,
which means, for the device with 1cm long electrode, the driving voltage for
telecommunication wavelength band is 13 V.

13.4.2 Guided-Wave Frequency Doublers

Nonlinear crystals can be used to convert light by means of second or higher-order
harmonic generation. Second harmonic generation (SHG) realizes nonlinear fre-
quency doubling from longer wavelengths to shorter ones using birefringent phase
matching (PM) or quasi-phase matching (QPM) mechanisms. In waveguides, the
SHG efficiency may be enhanced owing to the dedicated compact geometries of the
structures, which enable high optical intensities inside the waveguides [31]. In
addition, waveguides carry light in specific modes and more options to control the
SHG process may be available from different modes of fundamental and second
harmonics. The SHG efficiency is proportional to the square of the efficient nonlinear
coefficients of the crystal, which is a parameter closely related to the perfection of the
crystal lattice. For ion beam fabricated waveguides, the nonlinear coefficients usu-
ally will be affected by the nuclear and/or electronic damage resulting in a degra-
dation of the SHG efficiency. The positive effect of a well-defined waveguide
geometry and the negative effect caused by ion beam induced damage determine the
final responses of the ion irradiated nonlinear waveguides.

Fig. 13.10 Configuration for the EO amplitude modulator in a He implanted ß-BBO ridge
waveguide (a) and the comparison between the measured voltage-length in modulators of different
lengths at wavelengths of 257 nm (■), 373 nm (△), and 430 nm (⊙) (b) [90]
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It has been found that LN waveguides irradiated with light ions well maintain the
nonlinear coefficients of the bulk. The second order nonlinear coefficient is only
reduced at the barrier region due to the large disorder of the lattice induced by the
nuclear collisions. In contrast, in LN waveguides irradiated with swift heavy ions
the second order nonlinear coefficient within the waveguide region is reduced to
60–90 % of the bulk value [91].

A very successful example for guided-wave frequency doublers are He ion
implanted potassium niobate (KNbO3) waveguides providing efficient conversion
of blue light SHG owing to both large nonlinear coefficients and good guiding
quality [92]. The obtained maximum conversion efficiency and the maximum
output power for a planar waveguide are 12.1 %/W and 320 mW, respectively.
This is comparable or even higher than PM-based waveguiding SHG for a ridge
waveguide. An alternative candidate for blue light SHG are He ion implanted
gadolinium calcium oxoborate (GdCOB) waveguides. With planar and channel
waveguides based on this material conversion efficiencies of 0.4 and 0.32 %/W at
cw 822 nm pump laser power of 250 mW were demonstrated [93]. It is also
possible to use QPM waveguides to generate blue light, for example, by using
periodically poled lithium niobate (PPLN) waveguides. The SHG efficiency of a
He-ion implanted PPLN channel waveguide reached 34.5 %/Wcm2 [94].

For green light SHG, GdCOB waveguides can be considered as promising
candidates. Figure 13.11 shows the laser spectra of the fundamental and the SHG
light as well as the corresponding modal profiles of the waveguide. Under pump of
pulsed laser at 1064 nm, the SHG conversion efficiencies of green light at 532 nm
of swift heavy ion irradiated Nd:GdCOB reach 4.6 and 11.4 % in planar and ridge
waveguide geometries, respectively [95].

Fig. 13.11 Laser spectra of the fundamental (red, at 1064 nm) and SH (green, at 532 nm) waves
from the 40-lm wide Nd:GdCOB ridge waveguide (a) and the related modal profiles of 1064 nm
(b) and 532 nm (c) beams. The scale bar is 20 lm [95]
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Waveguides in b-BBO could be also applied as frequency doublers in the UV
wavelength regime. By using a ridge waveguide sample produced by He ion
implantation, a maximum conversion efficiency of 0.16 %/Wcm2 was measured at
278 nm for cw SHG, corresponding to 24 lW with input power of 153 mW [96].
In addition, the SH power of about 300 lW at 266 nm was obtained at 532 nm cw
fundamental laser with input power of 650 mW corresponding to a conversion
efficiency of 0.11 %/Wcm2.

13.4.3 Waveguide Lasers

Laser crystals are optical crystals doped with active ions, such as Nd, Er, Yb, Cr, Ti
etc. They are widely used as gain media for solid state laser systems. In waveg-
uides, the active volumes are strongly compressed and, as a result, the waveguide
lasers usually reach reduced lasing thresholds and efficiencies comparable to bulk
laser systems [29]. A practical solution to realize waveguide lasers is to create
waveguides in laser crystals and achieve in-cavity guidance of both the pump and
generated laser beams. Owing to the small dimension of the waveguide elements,
compact on-chip minor light sources may be available.

By using ion beam technology, waveguides with designable configurations
could be fabricated in laser crystals (see Sect. 13.3.1) [1, 2, 10, 26]. However, it
should be pointed out that the possibility of efficient waveguide laser generation is
strongly dependent on three parameters. Firstly, the waveguide quality is deter-
mined partly by the propagation losses of light in the structures. High propagation
loss is less acceptable for laser generation. For ion beam fabricated waveguides, the
loss is strongly related to the bulk values. Secondly, the luminescence properties of
the waveguides are of great importance for the laser performance. Most ion
implanted waveguides in laser crystals preserve well the photoluminescence
(PL) properties of the bulk. Significant fluorescence quenching is usually harmful
and reflects the structural modification of the original lattices induced by the ion
beams. The third parameter is determined by the pump system. By choosing suit-
able pump systems it is possible to realize high-performance waveguide lasers.

Among all the ion beam produced waveguides in laser crystals, here we focus on
the most successful example, i.e. the Nd:YAG crystal. This crystal is one of the
most used gain media for high-power solid-state lasers. The irradiation of many
species of ions, such as H, He, C, N, O, Ar, Kr, has been applied to fabricate
waveguides in this material [1, 2, 10]. The applied techniques include most suitable
solutions, such as “normal” ion irradiation, proton beam writing and swift heavy ion
irradiation.

The spectroscopic features of the doped Nd3+ ions in the YAG crystal can not
only reveal the fluorescence of the waveguides but also reflect the lattice modifi-
cations due to the ion implantation. Fluorescence provides information about the
local presence of disorders (through the line width), damages and defects (moni-
tored by a fluorescence intensity reduction) and changes in the unit cell volume
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(revealed by a spectral shift of the luminescence lines). From the confocal lPL
emission spectra, it becomes clear that a Nd:YAG waveguide implanted with light
ions suffers significant fluorescence quenching [97]. Figure 13.12 shows the spatial
distribution of fluorescence intensity, spectral shift and fluorescence bandwidth of
proton implanted Nd:YAG waveguides correlated to the 4F3/2 ! 4I9/2 lumines-
cence line of Nd3+ ions at around 938 nm. This wavelength has been proven to be
very sensitive to any localized changes of the YAG lattice on a micrometric scale. It
is obvious that the ion irradiation modifies the original lattices in the waveguide
region. Within the waveguide, a clear reduction of the fluorescence intensity by
roughly 20 % compared to the bulk has been generated. This is caused by the
presence of ion irradiation induced defects in the waveguide’s active volume
(Fig. 13.12a). In addition, the peak position of the emission line shows a clear blue
shift in the waveguide core (Fig. 13.12b), which may indicate a reduction in the
crystal field reflecting the modification of the original matrix. Nevertheless, the
obtained waveguides still show outstanding spectroscopic properties for low
threshold integrated laser oscillation.

For waveguides implanted with heavy ions, the fluorescence features are well
maintained without any quenching [98]. This may be because the fluence required
for waveguide formation is much higher for light ions (1016 cm−2) than that for
heavy ions (1014 cm−2). Nd-YAG waveguides produced by swift heavy ion irra-
diation or proton beam writing also exhibit similar lPL emission properties as the
bulk suggesting potential for further laser generation [99].

The lasing properties are usually described by lasing threshold, slope efficiency
(a parameter describing lasing efficiency) and maximum output power [29]. Diverse
geometries of Nd:YAG waveguides have been used to construct waveguide laser
systems. Planar and channel waveguides have been fabricated by using light, heavy
as well as swift heavy ion irradiation and mask-patterned ion irradiation or proton
beam writing, respectively. Ridge waveguides have been produced by further
etching or dicing of the planar waveguide substrates. Early works focused partic-
ularly on the reduction of the lasing threshold, which was considered to be one of
the most limiting features of waveguide lasers. The lowest threshold was only

Fig. 13.12 Spatial
dependence of the emission
intensity (a), the implantation
induced spectral shift (b), and
the linewidth (FWHM) of the
emission line (c) for a proton
implanted Nd:YAG
waveguide [97]. The scales
give the relative intensity of
the fluorescence intensity and
the shift and the width of the
luminescence line in wave
numbers
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1.6 mW [1]. However, there is a balance for all the parameters to achieve optimized
waveguide laser systems. A serious drawback of the ion irradiated Nd:YAG
waveguide laser systems was the very limited maximum output power, which was
usually only up to a few mW. This was the result of the low coupling efficiency
between the pump beam and the mode fields of the waveguides. Later work was
done with more focus on the output power. The most remarkable Nd:YAG
waveguide laser was produced by proton beam writing achieving an output power
of 60 mW at a wavelength of 1064 nm [100].

By using fs-laser ablated ridge waveguides as gain structures, an output power of
up to 21 mW at 1064 nm has been realized [101]. The laser performance of ridge
waveguides shows considerable improvement compared to a planar waveguide, but
it is limited by the relatively high propagation losses from the rough sidewalls of the
ridge. By using diamond dicing, the roughness of the sidewalls can be significantly
reduced (Figs. 13.13a and b). In addition, the modal profiles of the ridge waveg-
uides were quite good (Fig. 13.13c). Figure 13.13d shows the dependence of the
cw laser output power on the absorbed pump power for a planar (blue color) and a
ridge waveguide (red color), whereat the ridge configuration is clearly advanta-
geous. The laser threshold Pth is smaller and the slope efficiency U is higher
compared to the values of the planar waveguide. Based on such ridge waveguides,
the maximum output power at 1064 nm reaches 84 mW corresponding to a con-
version efficiency of 33 %, which is the maximum value of ion beam produced Nd:
YAG waveguide systems [102].

Fig. 13.13 SEM image of a cross section of a diced Nd:YAG ridge waveguide (a), detail of the
side wall (b) marked by the dashed line in (a), measured near-field profile of the TE00 mode (c) and
cw waveguide laser output powers at a wavelength of 1064 nm as a function of the absorbed light
power at 808 nm (d). The triangular and rectangular symbols represent the data of ridge and
planar waveguides, respectively [102]
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13.4.4 3D Optical Micro- and Nanostructures

By means of a consequent application of the IBEE-process (see Sect. 13.3.3) an
overall strategy was developed allowing the production of photonic micro- and
nanostructures with high quality in the LN crystal. Figure 13.14 shows examples
that demonstrate the performance of structures fabricated by this method.

Figure 13.14a shows a grating (width 400 nm, period 1 µm, depth 325 nm)
realized with Ar-ion irradiation (see Fig. 13.6a) using a fused silica mask produced
by electron beam lithography. With the aim to realize nanoscale waveguides, a
buried damaged layer has been produced by a second irradiation with He-ions. This
layer has been subsequently removed by wet chemical etching forming freestanding
nanowires, which were released from the substrate in an ultrasonic bath of ethanol.
For further investigation, the optical waveguide-ethanol solution was added drop-
wise to appropriate substrates and dried resulting in statistically distributed
nano-waveguides on the surface of the substrate. With this procedure, waveguides
with widths of 50–500 nm and lengths of up to 100 µm have been realized.
A waveguide with (400 � 600) nm2 cross-sectional area and a length of 50 µm
was used to excite a dye (4′,6-Diamidin-2-phenylindol, DAPI) in standard con-
centration for biological applications by propagated second harmonics [103, 104].

The ridge waveguides in Fig. 13.14b were produced in Zn doped LN through
the eightfold application of the IBEE process using an etch-resistant chromium
mask, which has been patterned by photolithography. The structure height is
3.7 µm. For the first time, ridge waveguides with smooth and simultaneously
almost vertical walls were realized. Single-mode waveguiding with an attenuation
of 0.9 dB cm−1 has been demonstrated at a wavelength of 1064 nm. Details on the
manufacturing process and the optical properties are given in [105]. More ridges

Fig. 13.14 Grating (a), ridge waveguides (b), stacks of horizontally arranged membranes (c),
optical microresonator (d), photonic crystal defect waveguide (e) and computer generated
hologram (f) in LN realized by means of ion beam enhanced etching (IBEE)
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with heights between 3 and 7 µm have been prepared and will be used for future
realization of QPM structures and the demonstration of nonlinear effects.

By irradiation with ions of different energies, stacks of membranes that can act as
a Bragg filter have been realized [80]. Figure 13.14c shows the vertical arrange-
ment of three 540 nm thick membranes, which are separated by 450 nm thick air
gaps. The preparation was carried out by successive large-area irradiation at 100 K
with 1.27, 0.77 and 0.29 MeV He ions and subsequent etching in 3.7 % HF
solution at 40 °C for 390 min.

Figure 13.14d shows a microcavity with a diameter of 10 µm. The LN crystal
was first irradiated at 100 K with 325 keV He ions. Subsequently, the lateral
structuring was done by inductively coupled plasma reactive ion etching (ICP-RIE)
using a chromium mask. The subsequent etching process of the 450 nm wide air
gap was terminated after 60 min, so that the foot of the resonator remained
standing. Due to the dry-etching the sidewalls are relatively rough and not per-
pendicular. The lateral structuring by means of IBEE also promises here to over-
come these drawbacks. For this, however, masks have to be developed which have
sufficiently smooth sidewalls. A promising solution for this issue is the use of
polymer masks whose structure edge is smoothed by melting.

Photonic crystals (PhC) were prepared in 450 nm thick membranes of x-cut LN
using different methods like IBEE and focused ion beam milling (FIB).
Figure 13.14e shows PhCs that have been realized by a hexagonal arrangement of
air holes (period of 620 nm, hole diameter of 350 nm). By omitting rows of holes,
defect waveguides of different widths were realized simultaneously. The function of
this structure as well as of resonators has been published in [106–108].

Finally, Fig. 13.14f shows a computer generated hologram fabricated with
Ar-ion irradiation using a chromium mask produced by electron beam lithography
that operates at a wavelength of 1064 nm while the image is displayed in the visible
wavelength range at 532 nm using SHG.

13.5 Summary

By using ion irradiation, optical elements have been successfully fabricated in
numerous materials showing wide applicability and excellent control of material
properties combined with a well-defined crystal damage. Thereby, the fact that
amongst others the refractive index and the chemical resistance can be precisely
tailored is exploited. Generally and with respect to application, the ions used for the
irradiation of optical crystals are basically divided into three groups, i.e. light
(H and He), heavy (atomic number no less than 6, e.g., C, N, O, Si, Ar) and swift
heavy ions. For light-ion irradiation, the nuclear damage is dominant and the
electronic contribution is negligible. Advantages of light-ion irradiation are a minor
modification of the bulk material and a relatively large penetration depth of typi-
cally a few micrometers. This allows the generation of buried layers as needed e.g.
for waveguide barriers or slab etching, but the required fluences are relatively high.
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In this respect, heavy ions are more effective, because typically the fluences can be
much lower than for light ions. Unfortunately, in order to obtain comparable depths
of modification, high energies of several MeV are needed. Therefore, damage due
to electronic excitation plays an increasing role and may cause an undesirable
modification of the bulk crystal. However, in many concepts for optical devices just
this can be exploited. An intriguing feature of swift ions are the ultralow fluences
required to achieve a certain degree of damage, which are by 2–4 orders reduced
compared to nuclear energy deposition.

With these controlled damage effects, modifications in optical crystals with
tailored features can be realized to construct waveguiding structures on micron and
sub-micron scales. Based on these ion irradiation fabricated structures, a number of
promising applications, such as electro-optical modulation, frequency conversion,
waveguide lasing and 3D optical micro- and nanostructures, have been successfully
implemented. Increasingly, ion irradiation controlled lattice damage becomes an
intriguing solution to achieve compact device-level applications in integrated
photonics.
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