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Preface

The past 35+ years have seen the emergence of a growing desire worldwide that
positive actions be taken to restore and protect the environment from the degrading
effects of all forms of pollution—air, water, soil, thermal, radioactive, and noise.
Since pollution is a direct or indirect consequence of waste, the seemingly idealistic
demand for “zero discharge” can be construed as an unrealistic demand for zero
waste. However, as long as waste continues to exist, we can only attempt to abate
the subsequent pollution by converting it into a less noxious form. Three major
questions usually arise when a particular type of pollution has been identified: (1)
How serious are the environmental pollution and water resources crisis? (2) Is the
technology to abate them available? And (3) do the costs of abatement justify the
degree of abatement achieved for environmental protection and water resources
conservation? This book is one of the volumes of the Handbook of Environmental
Engineering series. The principal intention of this series is to help readers formulate
answers to the above three questions.

The traditional approach of applying tried-and-true solutions to specific envi-
ronmental and water resources problems has been a major contributing factor to the
success of environmental engineering, and has accounted in large measure for the
establishment of a “methodology of pollution control.” However, the realization
of the ever-increasing complexity and interrelated nature of current environmen-
tal problems renders it imperative that intelligent planning of pollution abatement
systems be undertaken. Prerequisite to such planning is an understanding of the
performance, potential, and limitations of the various methods of environmental
protection available for environmental scientists and engineers. In this series of
handbooks, we will review at a tutorial level a broad spectrum of engineering sys-
tems (natural environment, processes, operations, and methods) currently being uti-
lized, or of potential utility, for pollution abatement and environmental protection.
We believe that the unified interdisciplinary approach presented in these handbooks
is a logical step in the evolution of environmental engineering.

Treatment of the various engineering systems presented will show how an engi-
neering formulation of the subject flows naturally from the fundamental principles
and theories of chemistry, microbiology, physics, and mathematics. This emphasis
on fundamental science recognizes that engineering practice has in recent years
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become more firmly based on scientific principles rather than on its earlier depen-
dency on empirical accumulation of facts. It is not intended, though, to neglect
empiricism where such data lead quickly to the most economic design; certain engi-
neering systems are not readily amenable to fundamental scientific analysis, and in
these instances we have resorted to less science in favor of more art and empiricism.

Since an environmental water resources engineer must understand science with-
in the context of applications, we first present the development of the scientific
basis of a particular subject, followed by exposition of the pertinent design concepts
and operations, and detailed explanations of their applications to environmental
conservation or protection. Throughout the series, methods of mathematical model-
ing, system analysis, practical design, and calculation are illustrated by numerical
examples. These examples clearly demonstrate how organized, analytical reasoning
leads to the most direct and clear solutions. Wherever possible, pertinent cost data
have been provided.

Our treatment of environmental water resources engineering is offered in the be-
lief that the trained engineer should more firmly understand fundamental principles,
be more aware of the similarities and/or differences among many of the engineering
systems, and exhibit greater flexibility and originality in the definition and innova-
tive solution of environmental system problems. In short, the environmental and
water resources engineers should by conviction and practice be more readily adapt-
able to change and progress.

Coverage of the unusually broad field of environmental water resources engi-
neering has demanded an expertise that could only be provided through multiple
authorships. Each author (or group of authors) was permitted to employ, within
reasonable limits, the customary personal style in organizing and presenting a par-
ticular subject area; consequently, it has been difficult to treat all subject materials
in a homogeneous manner. Moreover, owing to limitations of space, some of the
authors’ favored topics could not be treated in great detail, and many less impor-
tant topics had to be merely mentioned or commented on briefly. All authors have
provided an excellent list of references at the end of each chapter for the benefit
of the interested readers. As each chapter is meant to be self-contained, some mild
repetition among the various texts was unavoidable. In each case, all omissions or
repetitions are the responsibility of the editors and not the individual authors. With
the current trend toward metrication, the question of using a consistent system of
units has been a problem. Wherever possible, the authors have used the British
system (fps) along with the metric equivalent (mks, cgs, or SIU) or vice versa. The
editors sincerely hope that this redundancy of units’ usage will prove to be useful
rather than being disruptive to the readers.

The goals of the Handbook of Environmental Engineering series are: (1) to cover
entire environmental fields, including air and noise pollution control, solid waste
processing and resource recovery, physicochemical treatment processes, biological
treatment processes, biotechnology, biosolids management, flotation technology,
membrane technology, desalination technology, water resources, natural control
processes, radioactive waste disposal, hazardous waste management, and thermal
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pollution control and (2) to employ a multimedia approach to environmental con-
servation and protection since air, water, soil, and energy are all interrelated.

Both this book (Volume 14) and its sister book (Volume 15) of the Handbook of
Environmental Engineering series have been designed to serve as water resources
engineering reference books as well as supplemental textbooks. We hope and ex-
pect they will prove of equal high value to advanced undergraduate and graduate
students, to designers of water resources systems, and to scientists and researchers.
The editors welcome comments from readers in all of these categories. It is our hope
that the two water resources engineering books will not only provide information on
water resources engineering but also serve as a basis for advanced study or special-
ized investigation of the theory and analysis of various water resources systems.

This book, Advances in Water Resources Engineering, Volume 14, covers the
topics on watershed sediment dynamics and modeling, integrated simulation of in-
teractive surface-water and groundwater systems, river channel stabilization with
submerged vanes, nonequilibrium sediment transport, reservoir sedimentation and
fluvial processes, minimum energy dissipation rate theory and applications, hydrau-
lic modeling development and application, geophysical methods for the assessment
of earthen dams, soil erosion on upland areas by rainfall and overland flow, geoflu-
vial modeling methodologies and applications, and environmental water engineer-
ing glossary.

This book’s sister book, Modern Water Resources Engineering, Volume 15, cov-
ers the topics on principles and applications of hydrology, open channel hydraulics,
river ecology, river restoration, sedimentation and sustainable use of reservoirs,
sediment transport, river morphology, hydraulic engineering, geographic informa-
tion system (GIS), remote sensing, decision-making process under uncertainty, up-
land erosion modeling, machine-learning method, climate change and its impact on
water resources, land application, crop management, watershed protection, wetland
for waste disposal and water conservation, living machines, bioremediation, waste-
water treatment, aquaculture system management and environmental protection,
and glossary and conversion factors for water resources engineers.

The editors are pleased to acknowledge the encouragement and support received
from Mr. Patrick Marton, Executive Editor of the Springer Science + Business Me-
dia, and his colleagues during the conceptual stages of this endeavor. We wish to
thank the contributing authors for their time and effort, and for having patiently
borne our reviews and numerous queries and comments. We are very grateful to our
respective families for their patience and understanding during some rather trying
times.

Chih Ted Yang, Fort Collins, Colorado, USA
Lawrence K. Wang, New Brunswick, New Jersey, USA
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Abstract Soil erosion is the root cause of environmental and ecological degrada-
tion in the Loess Plateau of the Yellow River. Watershed sediment dynamics was
fully analyzed here, and a physically based, distributed, and continuous erosion
model at the watershed scale, named the Digital Yellow River Integrated Model
(DYRIM), was developed. The framework, the key supporting techniques, and the
formulation for natural processes were described. The physical processes of sedi-
ment yield and transport in the Loess Plateau are divided into three subprocesses,
including the water yield and soil erosion on hillslopes, gravitational erosion in gul-
lies, and hyperconcentrated flow routing in channels. For each subprocess, a physi-
cally based simulation model was developed and embedded into the whole model
system. The model system was applied to simulate the sediment yield and transport
in several typical years in different watersheds of the Yellow River, and the simula-
tion results indicated that this model system is capable of simulating the physical
processes of sediment yield and transport in a large-scale watershed.

Keywords Yellow river - Loess plateau - Watershed sediment dynamics and
modeling - Soil erosion - Digital yellow river integrated model

Nomenclature

aand b  Coefficients that can be obtained from experiments
a,and b, Matric potential coefficients of the topsoil
B Width of the hillslope, m

BC Left-child code of PC

C Wave velocity coefficient

c Nominal total cohesive strength, Pa

c' Cohesive strength of the saturated soil, Pa

C, Wave velocity coefficient of the 4-form diffusive wave equation
G A coefficient that is related to the physicochemical property of the soil
E Erosion rate of a hillslope, kg/s

E.. Evaporation rate of canopy water, m/s

E, Evaporation rate of topsoil water, m/s

e Soil erosion rate, kg/(m?s)

Fy The sliding force

Fy The sliding resistance

GC Right-child code of PC

h Runoff depth, m

h, Thickness of the topsoil layer, m

Int() The operation of rounding

J Slope of the hillslope

k Coefficient related to the erodibility of the surface soil

K, Saturated vertical hydraulic conductivity of the topsoil, m/s

L, The length of the failure plane

n Manning’s coefficient
P Rainfall intensity, m/s
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Sediment concentrations, kg/m?

Sediment transport capacities of the outlet and inlet cross-sections,
kg/m?

Bed slope

Canopy storage, m

Time, s

Velocity of the water flow, m/s

Velocity of particles, m/s

The water content

Water storage of subsoil, m?

Water storage of the topsoil, m?

Coefficient of saturation recovery

The index related to the eroding efficiency of runoff

Determined by the grain composition of the soil

Delayed ratio of the sediment from the water flow, which is less than
1

A coefficient which is 0.7—1.0 for the rising limb and 0 for the reced-
ing limb

The angle of the sliding face

Saturated volumetric water content of the topsoil, m*/m?

The Shields parameter denoting the strength of flow at the position x
Density of sediment laden flow, kg/m?

Density of sediment particles, kg/m?3

Normal stress, Pa

Shear stress of the water flow, Pa

Incipient shear stress, Pa

Additional cohesive strength, Pa

Internal friction angle, which is assumed to be invariant with water
content

Settling velocity of sediment particles, m/s

Mass of particles per layer per square meter
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1 Introduction

The Yellow River is notorious for its high sediment load from the Loess Plateau,
which lies in the arid and semiarid regions in the northwest China. The area of the
center of loess deposits in the Loess Plateau is about 630,000 km?. Generally, this
region has an annual precipitation of 150-700 mm, while the potential evaporation
can reach up to 1400-2000 mm. Precipitation primarily occurs in the flood season,
and serious soil erosion occurs frequently following the storm events with high-in-
tensity, short-duration characteristics. The amount of soil erosion due to those storm
events can contribute over 70 % of annual sediment yield. Normally, severe soil loss
occurs in the upland area, while channel aggradation occurs at the lower reaches.
Soil and water conservations in the Loess Plateau are of critical importance to
the integrated watershed management of the Yellow River. For this reason, an inte-
grated soil erosion model is highly desirable in order to help develop better strate-
gies for watershed management. Excellent examples of physically based, distrib-
uted modeling systems that integrate a wide range of interacting processes (e.g.,
precipitation, vegetation, surface runoff, subsurface and ground flow, soil detach-
ment, transport, and deposition) are chemicals, runoff, and erosion from agricultural
management systems (CREAMS) [15], water erosion prediction project (WEPP)
[11], European soil erosion model (EUROSEM)[22, 23], areas nonpoint source wa-
tershed environmental response simulation (ANSWERS) [2, 7], and Limburg soil
erosion model (LISEM) [14]. However, each of these widely used erosion models
has limitations for representing interacting processes in the Loess Plateau of China,
as there are mainly two aspects contributing to the complexity and uniqueness of
soil erosion processes in this highly erodible region. First, sediment concentration
can easily reach as high as 1000 kg/m?, which rarely occurs in other watersheds;
high sediment load in runoff may increase the detachment rate in rills rather than
that of weakening assumed in most erosion models [12]. Second, the steep slope of
hillslopes exceeds the assumption of gentle slope in most erosion models; gravi-
tational erosion (e.g., collapse and landslide), which rarely occurs in other water-
sheds, happens frequently in gullies, but it is not considered in most erosion models.
With the development of information technologies—e.g., remote sensing (RS)
and geographical information system (GIS)—interacting processes in the water-
sheds are expected to be delineated and simulated digitally. In recent years, great
efforts have been made by many researchers in China to develop physically based
erosion models applicable to the Loess Plateau [2, 3, 7, 12, 14, 18, 22, 23, 32]. In
these models, each watershed unit is divided into several geomorphic units from
the top to the bottom of the hillslopes; then for each geomorphic unit, a different
erosion module is used according to the physical processes. Since 2000, a team of
researchers in Tsinghua University have been researching a physically based ero-
sion model that can best represent the erosion processes of the Loess Plateau in the
middle Yellow River watershed; and Wang et al. [34] developed a framework of a
physically based, distributed-parameter, and continuous erosion model platform at
the watershed scale, namely the Digital Yellow River Integrated Model (DYRIM).
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Fig. 1.1 The framework of the Digital Yellow River integrated model [34]

The DYRIM is designed to comprise a water-yield model and hydraulic soil erosion
model for hillslopes, a gravitational erosion model for gullies, and a nonequilibrium
sediment transport model for channels [16]. The DYRIM uses the high-resolution
digital drainage network extracted from the digital elevation model (DEM) to simu-
late the streamflow generation and movement, and the drainage network is coded by
the modified binary tree method [18]. The DYRIM also takes advantage of RS- and
GIS-based parameter acquisition. Moreover, dynamic parallel computing technol-
ogy is developed to speed up the simulation [19, 35, 36]. The following section
provides the detailed introduction on the framework, key supporting techniques,
and formulation for natural processes of the DYRIM, as well as its applications in
the Yellow River watershed.

2 Framework of the DYRIM

The architecture of the DYRIM is shown in Fig. 1.1 [34]. There are four layers in
the model, i.e., the data layer, model layer, application layer, and post-processing
layer. The input data can be obtained from the DEM, meteorological stations, hydro-
logical stations, or RS satellites; and they will be stored in their respective thematic
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databases. Then, using physically based models in the model layer, the hydrologi-
cal and sediment processes in a watershed can be simulated. The results will be
valuable to the integrated watershed management, such as water—soil conservation
scheduling, water and sediment reduction analysis, disaster prewarning, and so on.

The data layer is the basis of the DYRIM, which provides the functionality to
process the basic data obtained from different sources and store them in the thematic
databases, which can be accessed by the model layer and application layer. The data
layer also provides the functionality to acquire and modify various parameters that
are necessary for the simulation of the hydrological and sediment processes. In ad-
dition, the database enables data to be shared and exchanged very efficiently, which
facilitates the implementation of numerical modeling at the large watershed scale.

The model layer is the kernel of the DYRIM, including a water yield model and
soil erosion model for hillslopes, a gravitational erosion model for gullies, and a
nonequilibrium sediment transport model for channels. Hillslope channel is taken
as a basic hydrological unit to consider the different hydrological response mecha-
nisms of hillslope and channel. The program modules that can simulate different
hydrological and sediment processes are managed as a model library, which enables
the adoption of more modules in order to make the DYRIM become more powerful
in the future.

The application layer is the objective of the DYRIM, which meets the require-
ments of integrated watershed management. The evaluation of soil and water con-
servation projects, flood early warning, and geo-disaster prevention can be realized
in this layer. In addition, functionalities such as data mining and analysis, GIS and
virtual reality (VR)-based data visualization, and utilization of simulation results
are realized in the post-processing layer.

Overall, the physically based models are the core of the DYRIM. All of the
other components are supporting techniques to ensure that these models can work
properly; moreover, they also provide the functionalities to solve additional issues
and challenges (e.g., watershed decomposition) in building the architecture of the
DYRIM, which can elevate the efficiency and capacity of the model platform.

3 Key Supporting Techniques of the DYRIM

Database, RS, GIS, VR, and parallel computing are the major supporting techniques
of the DYRIM, among which digital drainage network extraction, drainage network
codification, parameter acquisition, and cluster-based parallel computing make the
DYRIM differ from other fields of informatization.

3.1 Digital Drainage Network Extraction

The high-resolution digital drainage network is extracted from the DEM, which is
an important format of the digital terrain data. Various geometrical parameters, such
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Fig. 1.2 The flowchart of digital drainage network extraction

as channel density, gradient of hillslopes, length, and gradient of channel segments,
can be extracted and used to provide the basic data for physically based models. To
obtain digital drainage networks from the DEM, a D8-based algorithm [25] with
optimized data sorting and RAM operation was developed by Bai et al. [1], includ-
ing the following four steps (see Fig. 1.2): (1) flow direction determination, (2) ac-
cumulation and channel identification, (3) vectorization, and (4) topologization. It
is important to correctly identify the position of each channel head in order to obtain
the true channels. In the traditional method, the density of drainage network is con-
trolled by the critical source area (CSA), which is spatial constant and may generate
false channels in the plain area; by contrast, a new algorithm for high-resolution
channel head identification is proposed and integrated in the digital drainage net-
work extraction method. A certain geomorphologic parameter is introduced to find
the break point, which is regarded as the location of channel head, and a dynamic
window is set for break point detection.

3.2 Drainage Network Codification

Discharge routing and sediment transport simulation should take place on the hill-
slope-channel units following the affluxion order from upstream to downstream in
the drainage network. To make topological algorithms more effective, a structural
drainage network codification method is proposed in the DYRIM [18]. A dendritic
river is considered as a binary tree, and two components are proposed for a river
reach codification, including the length and value components (Fig. 1.3). The length
component (L) is the level of a node in the binary tree, representing the logical
distance to the watershed outlet. The value component (¥) is the index of a node
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Component L Component V

Fig. 1.3 The binary-tree-based digital drainage network [18]

in its level L and grows from the left (=0) to the right (=2/71—1), representing the
logical distance to the main trunk. And therefore, the topology relation of the drain-
age network can be fully expressed by the river codes so that it is easy to realize
the direct positioning for sub-watersheds. The link relation of the river reaches is
defined as follows [19]:

BC=2xPC

GC=2xPC+1. (D

where

PC parent node code
BC left-child code of PC
GC right-child code of PC.

By using Eq. (1.1), all sub-watersheds in the entire watershed can be coded. Subse-
quently, Eq. (1.2) can be concluded as well:

pcz[—BC z GC} (1.2)

where
[ ] downward-rounding function.

Thus, for an arbitrary sub-watershed, its adjacent sub-watersheds upstream could
be identified swiftly by Eq. (1.1), and the sub-watershed downstream could be im-
mediately located by Eq. (1.2).

To make this structural drainage network codification method applicable to large
watersheds, a policy of grading and subzoning following the pattern of a river’s
tributaries is adopted. This method is used in each tributary separately, and each
tributary has its own grade and position number. The grade number is equal to its
tributary grade and the position number increases from zero near the outlet to the
upstream one by one [34].
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3.3 Parameter Acquisition

The parameters of the DYRIM, including the geometrical parameters and the under-
lying surface parameters, are all spatially distributed. As mentioned before, the geo-
metrical parameters are acquired from the DEM when extracting the digital drain-
age network, while the underlying surface parameters (e.g., vegetation cover, land
use, soil type, and potential evaporation) are acquired from RS images in the format
of raster data. To make the raster data match the hillslope-channel units, the central
point or the polygon border of each hillslope-channel unit is used to capture the
point values of the raster data [6], and the values are then counted and transformed
into corresponding parameters. Moreover, the acquired parameters are all stored
in their own thematic databases, which can be accessed by the model layer and
application layer. Moreover, Shi et al. [30] developed an algorithm for computing
spatially distributed monthly potential evaporation over the mountainous regions
in order to provide the basic inputs with better accuracy for the DYRIM, and more
work on improving the accuracy of relevant parameters are in progress.

3.4 Cluster-Based Parallel Computing

The physically based models in the DYRIM constitute an enormous computation
mission. The time cost will be unacceptable, and the efficiency of the database
will not be maximized if a serial algorithm is adopted. Moreover, the units in the
DYRIM have the significant characteristic of low correlation, which meets the
conditions for parallel computing. As a result, the DYRIM employs the parallel
computing technology and uses message-passing interface (MPI)[21] to perform
inter-processor communication [19, 35, 36]. Figure 1.4 presents the framework of
the parallel computing system for watershed simulations [35]. This system can run
in the Windows operating system (OS) environment on a single-core computer,
a multi-core computer, or multi-computers connected by the local area network.
There are four components in this system, i.e., one database, one master node, one
transfer node, and any quantity of slave nodes, which can collaborate closely to ac-
complish a unitary simulation process. The database is the data center of the system,
which stores both the original data (e.g., topography information, land use, soil
type, and model parameters) needed for commencing the simulation and the final
simulation results exported by all kinds of physically based models; the master node
is in charge of the domain decomposition of drainage network and tasks allocation;
the slave node runs physically based models for the tasks accepted from the master
node; and the transfer node is responsible for the communication processes among
the slave nodes.

For the dynamic parallelization of hydrological simulations, the decompo-
sition of a watershed into a large number of sub-watersheds is necessary. Based
on the binary tree codification method, Li et al. [15] developed the dynamic wa-
tershed decomposition method for dividing a drainage network into a number of
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Fig. 1.4 Framework of the parallel computing system [35]

sub-watersheds, and dispatching them to each computing process. Figure 1.5 pres-
ents the diagram of a dynamic watershed decomposition, where the sub-watersheds
with the boundary line colors of brown, green, and pink are dispatched to the com-
puting processes 1, 2, and 3, respectively. From Fig. 1.5, it can be seen that there
are two types of sub-watersheds. One is the headwater sub-watersheds, which do
not need the input data from the upstream. The other is those sub-watersheds which
need the input data from their related upstream sub-watersheds, and their simulation
sequences and the data transferring paths must follow the routes from the upstream
to downstream sub-watersheds. Intuitively, to minimize the simulation time, the
farthermost sub-watershed (e.g., sub-watershed 1 in Fig. 1.5) from the watershed
outlet should be simulated first. Figure 1.6 presents the flowchart for the dynamic
watershed decomposition [19].

As mentioned above, three types of nodes are included in this parallel com-
puting system. Figure 1.7 presents the flowchart of an execution of the master,
slave, and data transfer processes [19]. The simulation procedure is driven by the
dialog between the master process and slave processes through the iterative loop
of request—split-new and request-new—split. Once the simulation of a certain sub-
watershed is completed, the simulation results of this sub-watershed are transferred
to its next downstream sub-watershed. If this downstream sub-watershed has not
been decomposed and dispatched to a slave process, the simulation results will be
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Fig. 1.5 The diagram of a dynamic watershed decomposition [19]

temporarily stored in the RAM of the data transfer process until they are requested
by its downstream sub-watershed. Consequently, logical connections among split-
off sub-watersheds can be achieved dynamically and efficiently [19].

4 Formulation for Natural Processes

4.1 Mechanism of Sediment Yield and Transport

Various phenomena and internal mechanisms are presented in the natural processes
of sediment yield and transport in the Loess Plateau, which can be classified into
several categories, such as gullied rolling loess regions, gullied loess plateau re-
gions, dune areas, earth and rock mountains, and loess terrace regions [34]. The
gullied rolling loess and gullied Loess Plateau regions are the two regions that have
much in common, and represent the typical processes and mechanisms of flow and
sediment transport in the coarse sediment source area of the Loess Plateau (Fig. 1.8).
The terrain in this area is complicated (Fig. 1.9a); however, it can be divided into
two parts, namely hillslopes and channels, which compose the hillslope-channel
system. Moreover, the profile of the hillslope-channel unit is shown in Fig. 1.9b. All
of the soil erosion and sediment transport processes can be categorized into three
subprocesses: water yield and soil erosion on hillslopes, gravitational erosion in
gullies, and hyperconcentrated flow routing in channels.

According to the experimental data based on a typical surface flow field re-
search, the quantity of sediment erosion that forms the tiny and shallow gullies
accounts for 36 % of the total, and the maximum sediment concentration of gully
erosion exceeds that of a sputter erosion by 30% [33]. However, the total quantity
of the detached soil increases along the hillslope, and can be generalized as a single
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Fig. 1.6 The flowchart for a dynamic watershed decomposition [19]

erosion process affected by hydrodynamic forces. Moreover, based on the analysis
of a large amount of measured data, there exists a phenomenon that the sediment
discharge peak lags behind the flood peak in the Loess Plateau, and it is usually
associated with the occurrence of gravitational erosion (e.g., landslides and col-
lapses). The steep slope and the characteristics of loess soil are the main factors
leading to gravitational erosion, while rainfall and runoff also play an important role
in inducing the occurrence of gravitational erosion. Among all the main factors, the
nature of the soil and micro-landscape are random, which ultimately makes gravita-
tional erosion a stochastic process, which can be triggered by specific factors.
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Fig. 1.7 The flowchart of execution of the master, slave, and data transfer processes [19]

In drainage networks, hillslope runoff and detachment of gravitational erosion
are superposed from upstream to downstream. Thus, the flow discharge and sedi-
ment concentration increase, which finally lead to a hyperconcentrated flow. Hyper-
concentrated flows in channels have some special properties: (1) due to the lag of
gravitational erosion and increased sediment transport capacity of hyperconcentrat-
ed flows, the sediment discharge peak usually lags behind the flood peak, and lasts
longer, (2) due to the randomness of gravitational erosion, as well as scouring and
deposition in channels, the relationship between flow discharge and sediment con-
centration becomes unclear, and (3) for a single flood, scouring/deposition in chan-
nels and gradation adjustment make particles small at low sediment concentrations
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Fig. 1.8 Map of the Yellow River watershed. Region with the boundary of green line is the coarse
sediment source area [34]

Sputter

Ciemerabized
S hillslope-chunnel

Water yiekd and soil ersion

Generalized
Processes

Giravity erosion ﬂ

Fig. 1.9 a Typical hillslope-channel system [38] and b modeling schematic of the soil erosion and
sediment transport processes [16] in the Loess Plateau of China

and coarse at high sediment concentrations. Therefore, channels should be treated
as a separate part of the whole to describe the nature of hyperconcentrated flows.
Major factors such as the confluence area, riverbed gradient, cross-section profile
of channels, and the quantity of gravitational erosion must all be taken into account
to simulate the natural processes in drainage networks.

4.2 Water Yield and Soil Erosion on Hillslopes

In the DYRIM, a conceptual water yield model is proposed to simulate continuous
hillslope surface runoff. This model is established on the hillslope unit to mainly
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Fig. 1.10 a A conceptual hillslope and b the hydrological processes in the DYRIM [16]

represent the infiltration—excess runoff yield mechanism. The influence of ground
water on a hillslope surface runoff is ignored because the unsaturated zone of the
soil can be dozens of meters deep in the Loess Plateau. The hillslope soil is divided
into topsoil and subsoil layers (Fig. 1.10a. A variety of hydrological processes, in-
cluding vegetation interception, evapotranspiration, infiltration—excess runoff on
the surface, subsurface flow in the two layers, and water exchange between the two
layers, are simulated (Fig. 1.10b [16]). There are two types of parameters in the
water yield model. One is the invariant parameters used for describing the proper-
ties of land use and soil type, including the field capacity of a topsoil layer, free
water content of a topsoil layer, field capacity of a subsoil layer, free water content
of a subsoil layer, depth of topsoil layer, and water capacity of unit leaf area index
(LAI), which are influenced by the basic features of the watershed and can be deter-
mined from the literature, fieldwork, and prior studies. The other one is the adjust-
able parameters, including infiltration rate of ground surface, vertical infiltration
rate from the topsoil layer to subsoil layer, and horizontal infiltration rates of the
two soil layers, which can be calibrated and verified with the observed rainfall data
and hydrologic data.

The mass conservation equations of the canopy storage, topsoil water, and sub-
soil water are:

oS,
Len —p_p_E
at n can
o,
at = A.(qzu _qzd _Eu)_qu
oW,
atd = Aq,—Oy> (1.3)

where

S, canopy storage (m)

¢ time (s)
P rainfall intensity (m/s)
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P_net rainfall intensity (m/s)

E_,, evaporation rate of the canopy water (m/s)

W _water storage of topsoil (m?)

q,, infiltration rate of the land surface (m/s)

q,4 infiltration rate from the topsoil to subsoil (m/s)
E evaporation rate of topsoil water (m/s)

Q,, topsoil drainage (m%s)

W, water storage of subsoil (m?)

0, subsoil drainage (m’/s).

The value of g, to simulate the soil erosion process is calculated as

ql = (Pn _qzu).L WhenPn > qzu’ (14)

where

g, runoff per meter width at the bottom of the hillslope (m?/s).

By assuming that the moisture content at the vertical middle of the topsoil layer
equals to its average value, and the surface soil is saturated during rainfall, the
infiltration process from the land surface to the topsoil is generalized as one-dimen-
sional vertical seepage, where the unsaturated Darcy’s law can be used. The relative
hydraulic conductivity of unsaturated to saturated soil is expressed by an exponen-
tial function of the saturation degree. The pressure drop from the land surface to
the middle of the topsoil layer is equal to the differences of the gravity and matric
potentials. The matric potentials are estimated by using an exponential function of
the saturation degree of the soil. Therefore, the variation of infiltration rate can be
calculated with the volumetric water content of the topsoil 6, as

1+eu(t)/ B -b,
g =K | Lo | |20 00) ] (1.5)
2 h 0

u us

where

K, saturated vertical hydraulic conductivity of the topsoil (m/s)
0, saturated volumetric water content of the topsoil (m*/m’)

B, determined by the grain composition of the soil

h, thickness of the topsoil layer (m)

a, and b, matric potential coefficients of the topsoil.

To calculate the variation of 6, all the contributing processes are simulated. The
redistribution of soil water, that is, the exchange of water between the two layers, is
calculated following the unsaturated soil hydrodynamics. Discharge from the top-
soil layer is simulated using the Darcy’s law when its water content is greater than
the soil storage capacity, though it merely happens in the Loess Plateau. Soil water
evaporation is simulated with soil water content and potential evaporation [13, 30].
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Fig. 1.11 A basic unit (the Detached Soil
dot-filled part) on the surface \
of a conceptual hillslope for
the illustration of soil erosion
process [16]

Based on the simulated surface runoff, sputter erosion, sheet erosion, and tiny
and shallow erosion are conceptualized to a general process of hillslope soil erosion
in the DYRIM. The dot-filled part in Fig. 1.11 is a basic unit to illustrate the soil
erosion process. The variable x denotes the distance from the top of the hillslope,
and Ax denotes the length of the basic unit along the hillslope. It is assumed that
among all the sediment particles passing the observation section, m_-Ax layers of
them are newly detached from the basic unit. That is, the eroding rate is m_layers
of particles per meter along the hillslope. To quantify the mass of newly detached
sediment particles, the thickness of one layer of particles is assumed to be equal to
the median diameter D of the particles. Therefore, the soil erosion rate, namely the
amount of soil detached per square meter per second, can be calculated as

e, =(1-6,)Dpmyv,, (1.6)

where

e_ soil erosion rate (kg/m?’s)

(1-0,) - Dp_mass of particles per layer per square meter

p, density of the sediment particles (kg/m?)

6, saturated volumetric water content of the topsoil (m*/m?)
v, velocity of particles (m/s). v, is estimated as:

V.=, (1.7)

where

y delayed ratio of sediment from the water flow, which is less than 1
v velocity of the water flow (m/s)
v is calculated by using the Manning’s equation

v=hn"J" /n, (1.8)
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where

n Manning’s coefficient
h runoft depth (m)
J slope of the hillslope.

Flow discharge per meter width at position x, which can be known from the wa-
ter yield model, is denoted as ¢_and equal to vA. g_is used to eliminate / from
Eq. (1.8), and thus, v is solved as:

V= qY/S —3/5J3/10 (19)
Then, e_can be expressed as
eX = (I_HLlS)aDpS’/’/l)CqJC/5 _3/5J3/10 (1'10)

To describe the dynamics of soil erosion, m_is proposed to be correlated to the flow
strength here and the erodibility of the surface soil as

m.D = k@’ (1.11)

where

k coefficient related to the erodibility of the surface soil
O, the Shields parameter denoting the strength of flow at the position x
f the the index related to the eroding efficiency of the runoff.

According to the study of sediment incipient motion in river channels [4], the value
of the index £ can be determined by the fluid and sediment characteristics. How-
ever, microtopography has a significant impact on the convergence of flow on the
hillslope surface. The concentrated flow, e.g., in rills, can erode more particles than
a sheet flow. Thus, microtopography is crucial to determine the amount of soil ero-
sion, and should be taken as the main factor determining the exponent on flow
strength. The Shields parameter in Eq. (1.6) is expressed as

P W (1.12)
P—pn D
where
p,, density of the sediment-laden flow (kg/m?).
Replacing 4 by ¢ /v in Eq. (1.12) and substituting it into Eq. (1.11), we get
PP
m.D= k(”—m] ¢ 7 D, (1.13)
pS _Iom

Substituting Eq. (1.13) into Eq. (1.10) leads to
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x

B
e.=(1-0.)akp.D™" (p”—mj i e (1.14)

Surface runoff is assumed to be generated uniformly in a hillslope so that ¢ =g x,
where ¢, is the surface runoff rate (m/s). Then, Eq. (1.14) turns to

P32 3,203 3
ex:(l—Hus)akpsD‘”( Pn ]qﬂ S (1)

P=Pu)

In the area of a hillslope, the characteristics of soil and microtopography basically
do not vary largely, thus the parameters k and S can be assumed constant with x.
Moreover, p, increases from the top to the bottom in a hillslope, and is determined
by e . If an expression of p  is putinto Eq. (1.15), e_cannot be solved out in a simple
form. Erosion rate of a whole hillslope can be obtained by integrating Eq. (1.15)
along the slope and multiplying the result by the width of the hillslope. The p, is
assumed constant for the integration, and the integrated result is

L

_ P —ﬁ+— —(ﬂ n Tped

E=B- exdx:—(l 6..)akp,D ﬂ[—“‘) q° Jio 1°A, (1.16)
-([ 3+7 .~ P

where

E erosion rate of a hillslope (kg/s)
B width of the hillslope (m)
g, runoff per meter width at the bottom of the hillslope (m?/s).

The density of the sediment-laden flow, p_, can be calculated by averaging the
density of the clear flow at the top and that of the turbid flow at the bottom of the
hillslope, because the actual range of the density of flow in a watershed is limited.

4.3  Gravitational Erosion in Gullies

Gravitational erosion is calculated according to the stability analysis-based riv-
erbank erosion [9, 26]. However, the characteristics of unsaturated loess and the
induction effect of the slope surface flow are specialized to identify gravitational
erosion. The simulation is established in the gully region, and considers the collapse
or sliding of the soil body as the subject, and includes the analysis of the mechanical
condition of the soil body.

As shown in Fig. 1.12, the forces on the soil body include: (1) gravity (W), and
the increment caused by water soaking is considered, (2) Anti-slide force (£7}) on



20 G. Wang et al.

Fig. 1.12 The forces on the
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the slide-crack surface, and the reduction of cohesive strength caused by the incre-
ment of soil moisture is considered, and (3) water pressure ( 7) in the tension crack
along the loess vertical cleavage at the top of the soil body.

To calculate the forces above, the infiltration can be obtained by the runoff yield
simulation model of the system. The shear strength of the unsaturated soil (S,) can
be expressed approximately by

S =c+otang=c"+ 7 +0otang, (1.17)

where

¢ nominal total cohesive strength (Pa)

¢' cohesive strength of the saturated soil (Pa)

7" additional cohesive strength (Pa)

o normal stress (Pa)

@ internal friction angle, which is assumed to be invariant with water content.

According to the results reported by Dang and Li [8], the additional cohesive
strength is caused by capillary force, and has a power function with water content

' =aw, (1.18)
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where

w water content
a and b coefficients that can be obtained from experiments.

Lateral erosion at the toe of the hillslope caused by the flow current in channels can
be simulated by the Osman model [26]. The fallback distance in the lateral direction
for the unit time interval (AB) can be calculated as follows:

C x(t—1)xe "%
AB = ( ;) , (1.19)

where

C, a coefficient that is related to the physicochemical property of soil
7 shear stress of the water flow (Pa)
z incipient shear stress (Pa).

After that, the sliding force and sliding resistance can be expressed as follows by
using the known values of soil stress and geometry:

F, =W, sin@+T cos®

(1.20)
Fy =L, + W, cosf tan¢g

where

F, the sliding force

6 the angle of the sliding face

F the sliding resistance

L, the length of the failure plane.

Soil stress and geometry are time-variant with water content. Therefore, at different
time steps, different assurance coefficients Fs=FR/FD will be obtained. However,
in order to meet the randomicity of gravitational erosion, fuzzy analysis is adopted
to gain the assurance coefficient, and finally, the membership grade of destabiliza-
tion is achieved. Whether a random event happens or not is judged when the model
is running.

When failure is predicted to occur, the volume of failure block per unit reach
length can be calculated from geometry. Assume that the probability of failure
along the channel reach is Py then the sediment yield caused by the gravitational
erosion of each channel segment can be calculated. The detached sediment is then
added into the equation for sediment transport in the channel as lateral input, which
makes the sediment concentration increase to the sediment transport capacity. The
lateral inputs last for several time steps until the gravitational detached sediment is
used up.
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4.4 Hyperconcentrated Flow Routing in Channels

From antecedent sections, the flow and sediment discharges of a hillslope as well
as the amount of gravitational erosion can be obtained. They are all treated as direct
inputs of subsequent models to simulate the movements of water and sediment in
the river reach. Confluence and flow routing in the drainage network are simulated
using a diffusive wave method, and nonequilibrium sediment transport is simulated
using the method proposed by Fei and Shao [10]. And thus, water and sediment
movements in a whole watershed can be simulated with the DYRIM [34].

As the channels in the coarse sediment source area have no measured cross-
section profile, but only basic parameters such as the length and bed slope, the
discharge routing model is based on the diffusive wave method, and the channel
cross-section is assumed to be V shaped to obtain flow parameters such as stage and
velocity to calculate the sediment transport.

The coefficients of the diffusive wave equation are calculated with the four-point
scheme

(€y=Y7c¢,/4

(B)= 1(Q).(C)

/C)=Y(0,/C)/4

i=1273,4 (1.21)

where

{) the value of the calculation point
(C) used to calculate the Muskingum K coefficient
(B) and {Q/ C) used to calculate the Muskingum x coefficient.

It was pointed out by Cappelaere [5] that if the hydraulic slope is approximated to
be the bed slope, the difference between the diffusive wave method and the kine-
matic wave method can be ignored. Thus, the hydraulic slope (S) is assumed to be

oh

S:S(;'f'ﬂa

(1.22)

where

S, bed slope
n coefficient which is 0.7-1.0 for the rising limb and 0 for the receding limb.

By using the /-form diffusive wave equation, 0k/0x is converted to the expression
of the known value Q:

h _ 1 00 (1.23)
ox BC, ox’
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where

C,=(1/B)(6Q/0h) is the wave velocity coefficient of the 4-form diffusive wave
equation.

To prevent negative reactions, the space step should be limited as

Ave|car——2— car+ -2 (1.24)
BSC BSC

Therefore, with a defined time space, the channel with length L is divided into
several segments as

L
N = Int| == ),Nzl, (1.25)
CAt

where

C the wave velocity coefficient
Int() the operation of rounding.

Sediment transport is considered as the suspended load transport. The integrated
format of the nonequilibrium sediment transport equation is

—oqL, —oqlL,
S=5.+(S,-S)e “ +(S, —8)—2 [l—e @ ] (1.26)
[070))

where

S and S, sediment concentrations (kg/m?)

S, and S, sediment transport capacities of the outlet and inlet cross-sections (kg/m?)
a coefficient of saturation recovery

o, settling velocity of the sediment particles (m/s).

4.5 Integration Based on Digital Drainage Network

Formulations for natural processes of sediment yield and transport introduced above
are coupled based on the digital drainage network in the DYRIM. During simula-
tion, water yield and sediment erosion on hillslopes, gravitational erosion in gul-
lies, and hyperconcentrated flow routing in channels are calculated separately for
different hillslope-channel units. The runoff and sediment yield of each hillslope
are directly superposed on discharge in the corresponding channel segment, and the
gravitational detached sediment enters the channel in the way mentioned before. In
the drainage network, the simulation order of the hillslope-channel units follows the
order from upper to lower reach to accord with affluxion. And therefore, calculations
of different processes of sediment yield and transport are integrated in this way.
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Fig. 1.13 The drainage network of the Chabagou watershed and the distribution of hydrological
stations and rainfall stations [16]

5 Application of the DYRIM

5.1 Application in the Chabagou Watershed

First, the DYRIM is applied to the Chabagou watershed, which is a small watershed
located in the gullied rolling loess region with a catchment area of 205 km? [16].
With the 50 x 50-m-resolution DEM, this watershed is delineated by 4763 units with
an average hillslope area of 0.017 km?. There are 6 hydrological stations and 31
rainfall stations in this watershed (Fig. 1.13).

Some model parameters can be obtained from the observed data, while some oth-
ers need to be calibrated. Year 1967 was a year of high sediment yield in the Chaba-
gou watershed. In this year, storm rainfall occurred frequently, and induced hypercon-
centrated flows several times. Thus, the period from May to September, in 1967, is
selected as the period for rainfall-runoff calibration; and rainfall-runoff, soil erosion,
and sediment transport processes in 1967 are simulated with rainfall data from those
31 rainfall stations. According to the observed rainfall data with time steps in the
vicinity of 12 min, the time step for simulation is set as 6 min. The nearest neighbor
method is adopted to obtain the spatial distribution of rainfall, as shown in Fig. 1.14.

Comparison of the observed and simulated flow discharges at the Caoping sta-
tion, which is used for the optimization of model parameters, is shown in Fig. 1.15.
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Fig. 1.14 Spatial distribution of rainfall in the simulated period [16]
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Fig. 1.15 Comparison of the observed and simulated flow discharge at the Caoping station [16]

The results of error analysis for runoff yields, flood peaks, and the Nash—Sutcliffe
coefficient of efficiency (NSE) [24] of all the hydrological stations are listed in
Table 1.1. There are mainly two reasons resulting in the errors of runoff simulation,
especially in small tributaries. First, the observed data of all rainfall stations are
not in the same time interval; thus rainfall intensities are not spatially equally ex-
pressed. Second, the spatial distribution of underlying parameters is not considered
due to the lack of data.
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Table 1.1 Statistics of runoff simulation in all the hydrological stations

Station Drainage area (km?) | Error of runoff (%) | Error of peak NSE of discharge
discharge® (%)

Shejiagou | 4.26 25.9 -3.5 0.35
Tuoerxiang |5.74 —50.0 57.1 0.53
Sanchuankou| 21.0 49.3 33.7 <0

Xizhuang | 49.0 —14.2 0.2 0.73
Dujiagoucha| 96.1 —28.0 1.0 0.89

Caoping 187 -3.6 -3.3 0.90

2 The flood peaks were all counted on August 26

Table 1.2 Statistics of sediment discharge simulation in all the hydrological stations

Station Measured sediment | Simulated sediment| Error of sediment | NSE of sediment
discharge (ton) discharge (ton) discharge (%) concentration
Shejiagou 5.57x10* 6.99 x 10* -7 0.69
Tuoerxiang | 7.53 x 10* 3.28x10* —41 0.35
Sanchuankou | 2.15x%10° 4.21x10° 96 0.43
Xizhuang 9.08 x 10° 6.80x10° =25 0.63
Dujiagoucha | 2.32x10° 1.56x10° -33 0.76
Caoping 3.64x10° 3.76 x 106 3 0.60

NSE Nash—Sutcliffe coefficient of efficiency

With the simulation results of hillslope runoff, soil erosion on hillslopes, gravi-
tational erosion in gullies, and nonequilibrium sediment transport in channels are
further simulated by using the DYRIM. The simulated sediment discharges and
their NSE values at all the hydrological stations are listed in Table 1.2. Most stations
have NSE greater than 0.5. Sediment concentrations at four stations (Fig. 1.16) also
indicate that the simulated and observed sediment discharges are in the same order
of magnitude. The distribution of hillslope erosion, gravitational erosion, and chan-
nel erosion in the whole watershed are shown in Fig. 1.17.

Overall, the simulation results reflected the soil erosion process with acceptable
precision. However, distributed simulation of rain-runoff is difficult in arid and semi-
arid areas due to remarkable variations of infiltration rate and soil moisture. The simu-
lation of soil erosion process here is based on the rain-runoff simulation results that
inevitably bring errors into the soil erosion simulation. This is approved by the fact that
most of the simulation errors of sediment discharge and flow discharge have the same
tendencies. Moreover, errors from the simulations of gravitational erosion, flow rout-
ing, and sediment transport also contribute to the errors of simulated sediment concen-
trations. Therefore, the simulation accuracy of sediment discharge depends on all the
modules of water and sediment movement processes and their hybrids in a watershed.

5.2 Application in the Qingjian River Watershed

The DYRIM is applied to the Qingjian River watershed (109°12'-110°24" E,
36°39'-37°19' N), a watershed in the middle Yellow River, with a catchment area
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Fig. 1.17 The distribution of a hillslope erosion, b gravitational erosion, and ¢ channel erosion in
the Chabagou watershed
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Fig. 1.18 The drainage network of the Qingjian River watershed and the distribution of hydrologi-
cal stations and rainfall stations

Table 1.3 Rainfall events for model calibration and validation
Number 1 2 3 4 5

For calibration | 2001.8.16-17 | 2002.5.10-12 | 2002.7.3-7 2006.8.25-27 | 2006.9.20-23
For validation | 2001.8.17-21 | 2002.6.18-20 | 2007.9.1-2

of 4078 km?. With the 30 x 30-m-resolution DEM, this watershed is delineated by
nearly 200,000 units in total. There are 29 rainfall stations inside or around this wa-
tershed; moreover, there are two hydrological stations in this watershed, named the
Yanchuan station and the Zichang station, respectively (Fig. 1.18).

Divided by the Zichang station, the density of the rainfall station network in the
upstream region is higher than that in the downstream region. As a result, the region
in the upstream of the Zichang station is used for simulation. The observed data
recorded at relevant 11 rainfall stations (their names are given in Fig. 1.18) are used
as the rainfall inputs, and the observed data recorded at the Zichang station are used
to evaluate the simulation results. Thus, five rainfall events occurred between 2001
and 2007 are selected for model calibration, and the other three rainfall events are
selected for model validation (Table 1.3).

Comparison of the observed and simulated flow discharge (and sediment con-
centration) at the Zichang station during the period of model calibration is shown
in Figs. 1.19 and 1.20. The results of the error analysis are listed in Tables 1.4 and
1.5. It is observed that the simulation results reflected the soil erosion process with
acceptable precision as a whole.
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Table 1.4 Statistics of flow discharge simulation during the period of model calibration

Event Number | Error of runoff (%) Error of peak dis- | NSE of discharge
charge (%)

2001.8 1 97 27 036

2002.5 2 -1 69 0.67

2002.7 3 —54 —62 0.61

2006.8 4 -2 —47 0.79

2006.9 5 1 76 0.14

NSE Nash—Sutcliffe coefficient of efficiency

Table 1.5 Statistics of sediment concentration simulation during the period of model calibration

Event Number | Measured sedi- | Simulated sedi- | Error of sediment| NSE of sediment
ment concentra- | ment concentra- | concentration concentration
tion (kg/m?) tion (kg/m?) (%)

2001.8 1 747 927.32 24 0.40

2002.5 2 760 725.66 -5 0.51

2002.7 3 774 695.71 -10 0.34

2006.8 4 577 696.02 21 0.66

2006.9 5 662 773.31 17 0.41

NSE Nash—Sutcliffe coefficient of efficiency

With the parameters determined by model calibration, the other three rainfall
events are simulated by using the DYRIM. Comparison of the observed and simu-
lated flow discharge (and sediment concentration) at the Zichang station during the
period of model validation is shown in Figs. 1.21 and 1.22. The results of the error
analysis are listed in Tables 1.6 and 1.7.

Overall, the simulation results during the period of model validation seemed to
be a little worse than those during the period of model calibration. However, they
still clearly reflected the soil erosion process at the Zichang station, which further
proved the validity and practicability of the DYRIM.

5.3 Application in the Coarse Sediment Source Area

The highest annual sediment yield in the recorded history of the Loess Plateau oc-
curred in 1967 in the coarse sediment source area. In that year, the runoff yield
was 12.09 x 10° m3, and the total amount of sediment entering into the main stem
of the Yellow River was 2.39 x 10° t. Year 1977 was another typical year that had a
large amount of sediment yield and high sediment concentration. However, the an-
nual amount of rainfall was not as large as that in the year of 1967. Storm rainfalls
were concentrated in July and August. The two-storm rainfall events that happened
in August accounted for 30% of the total amount of the whole year. Because of
the concentrated storm rainfalls, the annual sediment yield in the coarse sediment
source area in 1977 reached the amount of 2.17 x 10° t even though the annual run-
off yield was only in a medium level, with a value of 8.14x10° m’.
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Table 1.6 Statistics of flow discharge simulation during the period of model validation

Event Number Error of runoff (%) Error of peak discharge NSE of discharge
(%)

2001.8 1 103 47 0.33

2002.6 2 11 -27 0.60

2007.9 3 -7 —-55 0.46

NSE Nash—Sutcliffe coefficient of efficiency

Table 1.7 Statistics of sediment concentration simulation during the period of model validation

Event Number | Measured sedi- | Simulated sedi- | Error of sedi- NSE of sediment
ment concentra- | ment concentra- | ment concentra- | concentration
tion (kg/m?) tion (kg/m?) tion (%)

2001.8 1 678 771.16 14 0.40

2002.6 2 836 770.98 -8 0.28

2007.9 3 693 454.80 -34 0.69

NSE Nash—Sutcliffe coefficient of efficiency

Uitz mm

1967 Jul. - Oet, 260

The runofT depth distribution The erosion modulus distribution

Fig. 1.23 Distributions of calculated runoff depth and erosion modulus in 1967 [34]

The distributions of runoff depth and erosion modulus calculated for the coarse
sediment source area in 1967 were provided by the DYRIM (Fig. 1.23). The
sediment yield of this year was calculated as 2.549 % 10° t, which is close to the
measured value of 2.39 x 10° t. The sediment concentration processes for the main
tributaries of 1977 were simulated, and the results for four selected tributaries are
shown in Fig. 1.24; and the statistics of the sediment load of eight main tributaries in
the Loess Plateau are listed in Table 1.8. Moreover, the results of the water and sedi-
ment hydrographs at the Longmen station, the outlet of the coarse sediment source
area, are shown in Fig. 1.25. In general, the simulated sediment runoff had the same
order of magnitude as the field data, and the simulated daily sediment load matched
the trend of the field processes.

Nevertheless, there were still discrepancies between the simulated values and
the observed ones based on the available data. Three possible reasons are proposed
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Fig. 1.24 Measured and simulated sediment concentrations in 1977 for selected tributaries: a
Huangfu station in the Huangfuchuan River, b Gaoshiya station in the Gushanchuan River, ¢ Wen-
jiachuan station in the Kuye River, d Shenjiawan station in the Jialu River [34]

Table 1.8 Sediment load statistics of main tributaries in the year 1977

Tributary Measured sediment load| Simulated sediment load | Error percentage (%)
(x 108 t) (x 108 t)
Huangfuchuan | 0.26 0.33 26.92
Gushanchuan 0.839 1.21 44.22
Kuye river 1.38 1.52 10.14
Tuwei river 0.211 0.18 —14.69
Jialu river 0.121 0.17 40.5
Sanchuan river | 0.465 0.69 48.38
Wuding river 2.69 3.42 27.14
Qingjian river 1.17 0.95 —18.80
5,000

——Measured ——Meauared

== Simulated

4,000 ==--Simulated

6,000

4,000

Discharge (m3/s)
Sediment discharge (Vs)

0
a Jul. 1 Bl 11 Jul 21 Jul. 31 Aug. 10 Aug. 20 Aug. 30 b Jul 1 Jul 11 Jul. 21 Jul. 31 Aug. 10 Aug. 20 Aug. 30

Fig. 1.25 Flow discharge and sediment load at Longmen station in 1977 [34]
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here. First, it is somewhat difficult to calibrate and verify the distributed parameters
for such a large watershed. Second, the temporal and spatial resolutions of the rain-
fall data were not high enough. Sediment yield and transport on the Loess Plateau
are not only related to the quantity of rainfall but also influenced by the intensity of
rainfall. However, the rainfall input adopted in the simulation was in the format of
daily rainfall. Third, soil and water conservation measures (e.g., sediment trapping
dams and farmland terracing) were not considered, and water consumption for min-
ing industry and living is difficult to quantify. All of these factors mentioned above
may influence the simulation accuracy.

6 Conclusions

In conclusion, the natural processes of sediment yield and transport in the Loess
Plateau of the middle Yellow River, including water yield and sediment erosion on
hillslopes, gravitational erosion in gullies, and hyperconcentrated flow routing in
channels, were physically formulated; moreover, by taking advantage of computer
and information technologies; these physically based models were well integrated
in the DYRIM. Further research efforts have been made in verifying the scale ef-
fects and their mechanisms in soil erosion and sediment transport in the gullied
Loess Plateau [17], developing an automatic optimization technique for model pa-
rameter calibration using the HPC job scheduling [39], and developing a method
to estimate the spatially distributed rainfall by merging rain gauge measurements,
satellite observations, and topographic information to providing more accurate rain-
fall data to the DYRIM [27].

The DYRIM can simulate all hydrological and sediment processes at the water-
shed scale to facilitate the investigation of sediment dynamics and modeling. Ap-
plications of the DYRIM in different watersheds in the Loess Plateau of the middle
Yellow River inferred that this model was capable of simulating the processes of
sediment yield and transport in a large-scale watershed. Moreover, this model can
be used to evaluate the effect of the different soil and water conservation measures
in this region to develop better land use and river management strategies [29]. We
also tried to make the DYRIM model be extended to other watersheds, and the
results indicated that DYRIM is a generic model for hydrological and sediment
modeling [20, 28, 37].

Glossary

Binary tree In computer science, a binary tree is a tree data structure in which each
node has at the most two children (referred to as the left child and the right child).
Channel A passage along which the water flows.
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Database An organized collection of data.

Drainage network A network of channels and drains constructed on marshy or
excessively wet land.

Erosion The process by which the soil and rock are removed from the Earth’s sur-
face by exogenic processes such as wind or water flow, and then transported and
deposited in other locations.

Geographic information system A system designed to capture, store, manipulate,
analyze, manage, and present all types of geographical data.

Gravitational erosion A type of degradation resulting from the earth’s down-
ward pull.

Gully A long, narrow valley with steep sides.

Hillslope The sloping side of a hill.

Hydrological station An agency that observes and studies the hydrologic condi-
tions of bodies of water and territories.

Hyperconcentrated flow A two-phase flowing mixture of water and sediment in a
channel, which has properties intermediate between fluvial flow and debris flow.

Leaf area index A dimensionless quantity that characterizes plant canopies.

Meteorological station A facility, either on land or sea, with instruments and
equipment for measuring atmospheric conditions to provide information for
weather forecasts and to study the weather and climate.

Parallel computing A form of computation in which many calculations are carried
out simultaneously, operating on the principle that large problems can often be
divided into smaller ones, which are then solved concurrently.

Potential evaporation The amount of evaporation that would occur if a sufficient
water source was available.

Precipitation The water that falls from the clouds towards the ground, especially
as rain or snow.

Remote Sensing The acquisition of information about an object or phenomenon
without making physical contact with the object and thus in contrast to in situ
observation.

Sediment transport The movement of solid particles (sediment), typically due to
a combination of gravity acting on the sediment, and/or the movement of the
fluid in which the sediment is entrained.

Watershed The area of land where all of the water that is under it or drains off of it
goes into the same place; Land area that drains to a common waterway, such as
a stream, lake, estuary, wetland, or ultimately the ocean.

Watershed decomposition The process by which the watershed is broken down
into smaller sub-watersheds.
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Abstract Effective management of watersheds and ecosystems requires a compre-
hensive knowledge of hydrologic processes, and the ability to predict and quantify
reliably the impacts due to anthropogenic or natural changes in water availability
and water quality. For integrated water resources management studies in which both
surface water and groundwater are interactive, a technically rigorous and physi-
cally based approach is essential. Simulation models have been used increasingly
to provide a predictive capability in support of water resources, and environmental
and restoration projects. Often, simplified models are used to quantify complex
hydrologic and transport processes in surface and subsurface domains. Such mod-
els incorporate restrictive assumptions relating to spatial variability, dimensionality,
and interactions of components in flow and transport processes. During the past
decade, with the advent of high-speed personal computers, a number of rigorous
integrated surface-water/groundwater models have been developed to circumvent
these limitations. In general, a typical model of an integrated hydrologic system
may be divided into three interactive and interconnected domains: subsurface, over-
land, and channels/streams, in which water flow and transport of constituents can
occur. In this chapter, the following are presented and discussed: a description of
relevant processes relating to water flow and solute transport in conjunction with
governing equations for all domains; procedures for model development and cali-
bration; and two field application examples.

Keywords Integrated surface-water/groundwater modeling * Flow simulation -
Transport simulation - Model calibration

Nomenclature

Wetted cross-sectional area of the channel segment (L?)

Area at the interface between overland and subsurface (L?)

Area through which mass influx passes from domain J to domain I (L?)
Longitudinal dispersivity (L)

Transverse dispersivity (L)
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Dispersivity tensor (L)

Top width of channel (L)

Thickness of channel bed (L)

Fitting parameter (dimensionless) (Eq. 2.4¢c)

Distance between two centroids in domains I and J (L)

Fitting parameters (dimensionless) (Eq. 2.14b)

Fitting parameters (dimensionless) (Eq. 2.14c)

Solute concentration of species i (M/L%)

Solute concentration of component & (M/L?)

Weir discharge coefficient (dimensionless)

Canopy storage parameter (L)

Concentration for species k vector for the transport equation

Specified concentration of solute k at the boundary (M/L?)

Solute concentration of component & of the sources (or sinks) within the
channel domain (M/L?)

Solute concentration of component & of the sources (or sinks) within the
subsurface domain (M/L?)

Solute concentration of species i (M/L?)

Directionally dependent concentration of component & in domain J, if v is
positive, in domain I if v, is negative (M/L?)

Solute concentration of component k of the sources (or sinks) within the
overland domain (M/L?)

Reference solute concentration of speciesi(M/L?) corresponding toAoand
Solute concentration of species i (M/L?) corresponding to p} and
Concentration of component k adsorbed to the soil (M/Msoil)

Molecular diffusion coefficient for component & (L*/T)

Effective dispersion coefficient of component & between domains I and J
(L¥T)

Apparent hydrodynamic dispersion tensor of component & (L%/T)
Dispersion coefficient tensor at the boundary (L%/T)

Flow depth (L)

Depth of channel flow (L)

Depth of overland flow (L)

Canopy evaporation (L/T)

Reference evapotranspiration (L/T)

Forcing vector for the flow equation

Forcing vector for the transport equation

Structure discharge per unit length (L?/T)

Gravitation acceleration (L/T?)

Specified hydraulic head at the boundary at x,, (L)

Reference hydraulic head (or equivalent freshwater head) (L)= L+x3

o

Overland hydraulic head or water surface elevation (L)=d+z ¢
Hydraulic head or water surface elevation of the channel (L)=d.+z.
Hydraulic head vector for the flow equation

Head in the channel domain (L)
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Downstream head between the two systems (L)

Head in the subsurface domain (L)

Head in the overland domain (L)

Upstream head between the channel and overland domains (L)
Leaf area index (dimensionless)

Effective root length (L)

Upstream reference location of the structure (L)

Downstream reference location of the structure (L)

Leakance (1/T)

Conductance term along the length of the channel (L*/T)
Hydraulic conductivity or conductance (L/T) in Egs. (2.1), (2.5a), and (2.6a)

. o . ksz og
Hydraulic conductivity tensor (L/T)= ——

(]

Overland conductance tensor (L/T)

Conductance matrix for the flow equation

Effective leakance across the interface area between channel and subsurface
(1/T)

Leakance across the interface area between overland and subsurface (1/T)
Conductance matrix for the transport equation

Intrinsic permeability tensor (L?)

Manning’s conversion factor (L3/T)

Relative channel conductance (dimensionless)

Relative permeability (dimensionless) which is a function of water satura-
tion as provided by the relative permeability curve

Relative leakance at the interface between channel and subsurface
(dimensionless)

Relative leakance at the interface between overland and subsurface
(dimensionless)

Relative overland conductance (dimensionless)

Structure operation coefficient (dimensionless)

Length of channel segment (L)

Length along the direction of flow (L)

Dispersive mass flux of species & per unit area (M/L3 T)

Mass matrix for the flow equation

Mass matrix for the transport equation

Mass influx rate per unit area from domain J to domain I of component & (M/
L%T)

Number of parent chemicals of solute & (dimensionless)

Manning’s roughness coefficient for channel (dimensionless)

Unit vector (dimensionless), positive inward

Manning’s roughness coefficient tensor for overland flow (dimensionless)
Number of cells that contribute to the total root zone for each areal location
(dimensionless)

Number of cells that lie within the depth interval from 0 to L, at any areal
location (dimensionless)
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Number of solutes (dimensionless)

Wetted perimeter of the channel segment (L)

Precipitation rate (L/T)

Fluid pressure (M/LT?)

Reference fluid pressure (M/LT?)

Volumetric water flux per unit area (L)

Flux across the area of the interface from subsurface to channel (L3/T)

Flux across the area of the interface from channel to subsurface (L/T)

Flux across the area of the interface from overland to subsurface (L*/T)
Flux across the total length of channel banks to/from the overland flow
domain (L3/T)

Discharge per unit width normal to the flow direction (L%/T)

Flux across the area of the interface from subsurface to overland (L3/T)
Discharge rate (L/T) of the structure as a function of head,

Volumetric flux per unit volume (1/T) of the overland domain and represents
sources and/or sinks of water

Flux per unit volume of channel flow domain from the overland flow domain
(1/T)

Flux per unit volume of channel flow domain from the subsurface (1/T)
Volumetric flux per unit volume (1/T) of the subsurface domain and repre-
sents sources and/or sinks of water

Flux per unit volume of subsurface from the one-dimensional channel
domain=—g (1/T)

Flux per unit volume of subsurface from the two-dimensional overland flow
domain (1/T)

Volumetric flux per unit volume (1/T) of the overland domain and represents
sources and/or sinks of water

Flux per unit volume of overland flow domain from channel (1/T)=-q,
Flux per unit volume of overland flow domain from groundwater (1/T)=—¢
Root extraction function (dimensionless) which typically varies logarithmi-
cally with depth

Bed slope (dimensionless) at the zero-depth gradient boundary

Effective water saturation (dimensionless)

Degree of water saturation (dimensionless) and is determined by the mois-
ture retention curve as a function of the pressure head

Residual water saturation (dimensionless)

Canopy storage (L)

Canopy storage capacity (L)

Previous time step canopy storage (L)

Intermediate canopy storage (L)

Equivalent sediment depth (L)

Structure unit function (dimensionless), equals unity along the length when
a hydraulic structure is present, 0 otherwise

Length along the direction maximum local slope (L)

Tortuosity tensor (dimensionless)
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Rate of transpiration for computational cell I (L/T)

Time (T)

Magnitude of the velocity vector (L/T)

Subsurface elementary volume (L%)

Normalization volume in domain I (L3)

Water flow rate per unit area from domain J to domain I (L/T)

Darcy velocity along the ith direction (L/T)

Specified fluid velocity at the boundary (M/L?)

Cartesian coordinate along the ith direction (L) with x; being vertically
upward

Boundary coordinates (L)

Bank elevation (L) which may be at or above the overland flow surface
elevation

Depth coordinate from the soil surface (L) (Eq. 2.14d)

Channel bottom elevation (L)

Land surface elevation (L)

Fitting parameter (1/L), (Eqs. 2.4a and 2.4b)

Bulk compressibility of aquifer (L*T?/M)

Fitting parameter (dimensionless) (Eqgs. 2.4a and 2.4b)

Fluid compressibility (LT?/M)

Mass transfer rate of component & between the channel and other domains
(/T

Mass transfer rate of component £ between subsurface and other domains
(M/L3T)

Mass transfer rate of component & between overland and other domains
(/T

1-1/f (dimensionless; Eqs. 2.4a and 2.4b)

pf — p o

o

Total density factor (dimensionless) =

Dirac delta function (1/L)
Kronecker’s delta (dimensionless)
Distance along submerged channel cross section (L)

Moisture content at anoxic limit (dimensionless)

Effective porosity in the channel domain (dimensionless)

Moisture content at the end of the energy-limiting stage (above which full
evaporation can occur; dimensionless)

Limiting moisture content below which evaporation is zero (dimensionless)
Effective porosity in groundwater domain (dimensionless)

Moisture content at field capacity (dimensionless)

Subsurface porosity (dimensionless)

Overland porosity (dimensionless)

Moisture content at oxic limit (dimensionless)

Moisture content at wilting point (dimensionless)

First-order decay coefficient for component £ in soil (1/T)

First-order decay coefficient for component k in water (1/T)
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7R Fluid dynamic viscosity (M/LT)

u, Reference fluid dynamic viscosity (M/LT) corresponding to C!

s Fluid dynamic viscosity of species i (M/LT) corresponding to C;

éki Fraction of parent component ; transforming into component k&
(dimensionless)

P, Fluid density (M/L’) associated with q.
pa?f., Fluid density (M/L?) associated with q,

pcof, Fluid density (M/L%) associated with g,
p¢,  Fluid density (M/L?) associated with q

p9,, Fluid density (M/L?) associated with q.

pGOf., Fluid density (M/L%) associated with q,
pof.; Fluid density (M/L%) associated with q,

poéf, Fluid density (M/L?) associated with q,.
p?¢,, Fluid density (M/L) associated with

fou Bulk density of sediment in the channel domain (M/L?)
o Bulk density of soil in the subsurface domain (M/L?)

Jos Bulk density of sediment in the overland domain (M/L?)
Pe Fluid density (M/L?)

P, Reference fluid density (M/L?) corresponding to C!
o Fluid density of species i (M/L?) corresponding to C;
v Pressure head (L) =p/(A g)

1 Introduction

As the global population grows, more demands are placed on one of the world’s
precious resources: water. With the rate of population increase of 70 million people
per year, corresponding global water use is rising at an approximate rate of 30 bil-
lion m3 per year [1]. Increased water demands give rise to global water stress. Causes
that lead to global water stress include: excessive withdrawal from surface-water
bodies, excessive withdrawal of groundwater from aquifers, pollution of freshwa-
ter resources, and inefficient use and management. Water resources consist of two
integral systems, surface water and groundwater, both of which require rigorous
management and protection. Groundwater in pristine aquifer systems usually re-
quires little or no treatment before it is drinkable. However, if contaminated, these
resources are expensive and difficult to remediate and restore. No less important is
surface water in rivers, lakes, estuaries, and coastal systems, which is more visibly
abundant. Surface water can have a strong impact on our everyday lives through
flooding, transport, drinking water, etc. Surface-water and groundwater resources
are interconnected. Baseflow in streams and rivers is derived from the contributing
groundwater. Agricultural chemicals in surface water may enter into groundwater,
which subsequently may emerge into streams. For these reasons, both groundwater
and surface-water resources need to be protected and properly managed.
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It is apparent that each water resource system is a set of interdependent water
bodies and structures, each impacting on the state and performance of the others,
and together contributing to the overall performance of the system [2]. There are
many water resource problems that display a strong linkage between surface-water
and groundwater systems. Therefore, understanding how surface-water levels are
related to adjacent aquifer systems is crucial, for example, for the management
of wetlands and river habitat restoration. Pollution of groundwater may influence
surface-water resources and vice versa. Whether a river might flood at times of
heavy rain or not will often depend on the surrounding groundwater levels. For
these situations, it is desirable to consider surface-water and groundwater domains
in an integrated manner and to develop appropriate tools to describe the interactions
between the two domains. Therefore, water resources problems cannot be treated as
isolated systems and it may be necessary to treat the entire water pathway, includ-
ing overland, channel and river network, groundwater, and urban pipe and drainage
systems. Those involved in the design and operation of each structure, which could
be a reservoir, a diversion canal, a control structure affecting the input or output of a
natural lake or wetland area, a hydropower plant, a groundwater extraction plant or
an artificial recharge basin, a water or wastewater treatment plant, or a flood control
levee, must examine the impacts resulting from those individual components in the
system. Integrated water resource systems planning and management focus not only
on the performance of individual components but also on the performance of the
entire systems of components.

Computer modeling of both water resource systems has long been used as an aid
to the planning and management of water resources. In 1969, Freeze and Harlan [3]
proposed a blueprint for the digital modeling of the hydrologic cycle based on their
assessment of the feasibility of the development of a rigorous, physically based
mathematical model of the complete hydrological system. In this original blueprint,
it was argued that if each of the component processes within the hydrological cycle
can be described by an exact mathematical representation, then it should be possible
to model the different flow and transport processes using their governing partial dif-
ferential equations. Following this vision, there have been a number of models that
attempt to simulate the interactions between surface water and groundwater.

Historically, groundwater and surface-water flow and transport processes were
modeled separately, as their behaviors are represented by different mathematical
equations and over very different time scales [4]. The interaction between them was
usually taken into account as boundary conditions at respective interdomain inter-
faces. The simplest method, but also the least accurate, is by independently solving
the surface and subsurface flow equations in succession without iteration [5, 6].
The next level of coupling is to solve the surface and groundwater flow and trans-
port equations separately but iteratively at the same time step, interlinked by com-
mon internal boundary conditions representing the exchange between the surface
and groundwater domains [7, 8]. Solution for the water flow and solute transport
equations at a time step is achieved when the iteration errors fall within respective
specified tolerances before the computation is advanced to the next time step. The
highest level of coupling is realized by numerically solving all the flow and trans-
port equations for surface water, groundwater, and the common internal boundary
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condition between the two as a set of simultaneous equations for each time step
[4, 9-11]. Since this approach requires intensive computation efforts, restrictive
assumptions relating to dimensionality and interaction of components of flow and
transport processes were initially necessary. However, during the last decade, along
with the advent of high-speed personal computers, a number of rigorous integrated
surface-water/groundwater models have been developed to circumvent these limi-
tations. This approach has been increasingly accepted and utilized by the technical
community. Recent application examples reported in the literature based on this
approach include: water resources evaluation and management in Florida [12], and
western Australia [13]; and studies relating to the impact of water quality on water
resources in Florida [14, 15], California [16], and China [17].

An integrated view of water resource systems takes into account a multitude
of interactions between surface-water and groundwater components in both water
quantity and quality aspects. The modeling approach described herein will attempt
to address these interactions in a comprehensive and rigorous manner. In this chap-
ter, in order to describe the flow and transport processes in a systematic manner, a
typical integrated hydrologic system is divided into three interconnected domains in
which flow and transport occur: the subsurface domain, the overland domain, and
the channel domain. The following are presented and discussed: governing equa-
tions for the flow and transport processes in the integrated three domains; inter-
domain interactions; solution techniques, model development and calibration; and
application examples.

2 Governing Processes and Equations

As shown Fig. 2.1, an integrated system consists of two interactive components:
surface water and subsurface water. From the simulation consideration, the surface-
water component is divided into two domains: stream/channel domain and overland
domain. The flow and transport along streams/channels and overland are approxi-
mated by one-dimensional and two-dimensional processes, respectively. Below the
ground surface is the subsurface domain. In this domain, there are two distinct but
continuous zones: above the water table and below the water table. The zone above
the water table is called the vadose zone (the unsaturated zone), and the zone below
the water table is called the saturated zone (Fig. 2.2).

In this section, fundamental equations describing the flow and transport of water,
and mass in an integrated subsurface and surface environment are described, along
with boundary and initial conditions, interdomain communication, relevant process,
and solution techniques. Derivation details of fundamental equations may be found
in [18-21].

2.1 Flow

Flow equations for the three interactive domains are described below. The state
variable that continuously spans over the three domains is hydraulic head, defined
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Fig. 2.1 Distribution, flow, and interaction of water on the land and in the subsurface

in the subsection below. Three capitalized prefixes and suffixes are: G, O, and
C which denote the subsurface (groundwater), overland, and channel domains,
respectively. For fluxes between any two domains, two letters are used. The do-
main of interest is determined by the first letter and the domain adjacent to it is
denoted by the second letter. The flux is positive when the direction of the flux is
from the adjacent domain to the domain of interest. As an example, GO indicates
that the domain of interest is the subsurface domain and is communicating with
the overland domain. In this case, the flux is positive from the overland domain
to the subsurface domain. This convention is used throughout this chapter.

2.1.1 Subsurface Flow

In a variably saturated environment in the subsurface domain, isothermal flow may
be expressed by the mixed form of the Richard’s equation as (Adapted from Refs.
[16, 18, 22]):

d L )9(f+0x 9
a_xi(pf o qu ('u_fJ ( axj S)ng(pf Sa eG)_p?qG _pgquo _prCQGc (2.1



2 Integrated Simulation of Interactive Surface-Water and Groundwater Systems 51

il &>

)
Runoff _/ ;
mpi
Unsaturated
Infiltration W &
N
S
&
: >
Plume 5
Groundwater Flow
Fig. 2.2 Mass transport between different domains
where:
X, Cartesian coordinate along the ith direction (L) with x, being vertically
upward

p;  fluid density (M/L?)

relative permeability (dimensionless), which is a function of water saturation
as provided by the relative permeability curve

K7 hydraulic conductivity tensor (L/T) K} = k,p,g / i,

intrinsic permeability tensor (L?)

reference fluid density (M/L?)

gravitation acceleration (L/T?)

reference fluid dynamic viscosity (M/LT)

fluid dynamic viscosity (M/LT)

reference hydraulic head (or equivalent freshwater head) (L) 4 = L+x3
fluid pressure (M/LT?) B Po

total density factor (dimensionless) § = PPy

time (T) Po

degree of water saturation (dimensionless) and is determined by the moisture
retention curve as a function of the pressure head

porosity (dimensionless)
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qg  volumetric flux per unit volume (1/T) of the subsurface domain and repre-
sents sources and/or sinks of water

dgo flux per unit volume of subsurface from the two-dimensional overland flow
domain (1/T)==¢qq
gge flux per unit volume of subsurface from the one-dimensional channel

domain=—g (1/T)

In Eq. (2.1), pf, p(; , and, p are fluid densities (M/L?) associated with g, g,
and g, respectively. These densmes are directionally dependent and take on the
values of densities upstream. In the case of multiple solutes, the fluid density (p/)
and dynamic viscosity (u,) are expressed as functions of solute concentration, and
fluid pressure as:

PP, i i 3
pr= po[1+;—po(c, C,)(C Co)+ﬁw(p po)] (2.2a)

"luo o

where:

n_ number of solutes (dimensionless)
C'  solute concentration of species i (M/L?)

C!  reference solute concentration of species 7 (M/L?) corresponding to A_and :
C! solute concentration of species i (M/L?) corresponding to p{ and 4/

p, reference fluid density (M/L?) corresponding to C!

u,  reference fluid dynamic viscosity (M/LT) corresponding to C;,

p,  fluid density of species i (M/L?) corresponding to C!

4, fluid dynamic viscosity of species i (M/LT) corresponding to C!

p, reference fluid pressure (M/LT?)

f,  fluid compressibility (LT*/M)

In Eq. (2.2b), it is assumed that the pressure has no effects on fluid dynamic viscosity.
The storage term in Eq. (2.1) may be expanded as:

0 ap, a8, 286,
—(p, S, 6, Sg O, —+ —S 4p 5, —< (2.3a)
5 (P Sa ) = o TPl P S
which can be recast using Egs. (2.2a) and (2.2b), so that it becomes:
) & p—p, oC oh
—(p:;S;0,)=S,86, _—
at(pf 605)= S Gpo[z}po(Cg—C;) o ﬁwpogat
(2.3b)

A oh
+0:6; Y +pf (aGpo gg)
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where:

.  bulk compressibility of aquifer (L*T*/M)

The van Genuchten functional forms of the relative permeability curve are provided
by Ref. [23] as:

1 1 4
kg = S? 1—(1—33) (2.42)
= = for <0
S.-S 5
S =—S4 a_Jl+(a 4 (2.4b)
- [1+(aw)' ]
for w20
where:
S,  effective water saturation (dimensionless)
S, residual water saturation (dimensionless)
a  fitting parameter (1/L)
L fitting parameter (dimensionless)
% 1-1/4 (dimensionless)
w  pressure head (L)=p/(p,g)

As an alternative, & , in Eq. (2.4a) may be expressed through the use of the Brooks—
Corey function as:
k,=S° (2.4¢)

e

where:
b fitting parameter (dimensionless)

Equation (2.4c) is often less nonlinear than its corresponding van Genuchten func-
tion and, therefore, might benefit from the nonlinear iterations of the Richards equa-
tion. The Brooks—Corey and van Genuchten functions for the moisture retention and
relative permeability characteristics may be obtained by curve fitting to laboratory
measurements, by correlation to soil type, or from soils databases [24]. It should
also be noted that the solution to the Richards equation for water flow assumes that
air is a passive phase.

The above nonlinear functions of a variably saturated solution are, in some cases,
unnecessary, as many water resources evaluations typically begin with characteriza-
tion and approximation of unconfined and confined groundwater flow. To provide
a simpler level of analysis, the unsaturated zone flow equation may be based on
pseudo-soil functions (in lieu of Eqs. 2.4a-2.4c) that track the unconfined water
table [25]. The retention curve (Eq. 2.4b) is a step function with residual saturation
(zero) above the water table and a saturation of unity below [26]. When integrated
in the vertical direction in a computational cell, a pseudo-constitutive relation is
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developed that defines the functional relationship: (1) 5;=S () as a straight line,
with §,=0 when / = cell bottom or below and S;=1 when / =cell top or above; and
(2) arelative permeability of k ,=S,. In addition, in order to allow transfer of water
vertically between computational cells in a multilayered system above the water
table, the vertical direction &  is kept at unity to allow water to flow vertically under
saturated conductivity conditions.

2.1.2 Overland Flow

Assuming that the inertial effects are negligible, overland flow is characterized by
the two-dimensional diffusion wave approximation to the St. Venant equations gov-
erning shallow-water flow, and averaged over the depth of the flow [21, 27]. The
two dimensional flow equation is written as:

oi-e)) o

0
_[pf do kg Kg? =_(pf 6, h) _p?doqo _p?Gdo oG _pgcdo 9oc

ox, ox : ot
(2.52)
where:
h hydraulic head or water surface elevation (L)h=d,+z, ¢
d,  depth of overland flow (L)
z, land surface elevation (L)
k.  relative overland conductance (dimensionless)
0, overland porosity (dimensionless)
dog flux per unit volume of overland flow domain from groundwater (1/T)=—q,
doc  flux per unit volume of overland flow domain from channel (1/T)=—¢,,

K?  overland conductance tensor (L/T)
g,  volumetric flux per unit volume (1/T) of the overland domain and represents
sources and/or sinks of water.

In Eq. (2.5a), p?, pj?G, and p?c, are fluid dejnsiti.es (M/L?) associated with g, g
and g, respectively. These densities are directionally dependent and take on the
values of densities upstream. The overland conductance term, K;), results from ma-

nipulation of the St. Venant equations and is given for the Manning equation as [27]:

2 1
JRAL (ai) 2 (2.5b)
v n, \ 0s

where:

k, Manning’s conversion factor (L'3/T)
n.. Manning’s roughness coefficient tensor for overland flow (dimensionless)

1

s length along the direction maximum local slope (L)
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In Eq. (2.5b), the friction slope may alternatively be expressed by the Chezy or
Darcy—Weisbach equations [28]. The overland-domain porosity and relative con-
ductance terms are discussed in Sects. 2.5.2 and 2.5.3, respectively.

2.1.3 Channel Flow and Surface-Water Features

All features of the land surface can conceptually be represented by the overland flow
surface, including surface-water features such as ponds, lakes, reservoirs, rivers,
streams and canals, by the use of a sufficiently small discretization (see Sect. 2.6).
However, there is a practical issue of scale in regional simulations, whereby a
minimum limit must be set on the areal computational cell size of the overland
flow surface as well as of the subsurface layers. Therefore, to accurately simulate
surface-water features, which are smaller than the associated computational cell
dimensions, and to convey water through canals or conveyance structures (whose
widths are much finer than the computational cell scale), a surface-water feature/
channel flow layer is added to the surficial model layer. This layer is character-
ized by a network of one-dimensional channels/features which communicate water
within the network, as well as between it and the overland flow and subsurface do-
mains. Flow through a network of rivers and channels is characterized by the one-
dimensional diffusion wave approximation to the St. Venant equations, which is
derived in a similar manner to its two-dimensional counterpart and is expressed as:

0 d(h+6x ) 0
(1 - SStr )5(pf er KC T3 + 0 ksnSStrfsn (h) =5 (pf Bc gc h)
_prAc‘Ic _prOAc dco _prGAc Aca (2.6a)
where:
S, structure unit function (dimensionless), equals unity along the length when a

hydraulic structure is present, 0 otherwise
kg,  structure operation coefficient (dimensionless)
fs,  structure discharge per unit length (L*T)
B top width of channel (L)
h hydraulic head or water surface elevation of the channel (L)r=d+z.
d.  depth of channel flow (L)
Z, channel bottom elevation (L)
/ length along the direction of flow (L)
k relative channel conductance (dimensionless)
0.  channel porosity (dimensionless)
K¢  conductance term along the length of the channel (L*/T)
channel wetted cross-sectional area (L?)
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dco flux per unit volume of channel flow domain from the overland flow domain
(I/T)y==qcq
gcg flux perunit volume of channel flow domain from the subsurface (1/T)=—¢

g.  volumetric flux per unit volume (1/T) of the overland domain and represents
sources and/or sinks of water

In Eq. (2.6a), pf, pt°, and pf, are fluid densities (M/L?) associated with g.., ¢,
and g, respectively. These densities are directionally dependent and take on the
values of densities upstream. Dimensions of this equation are volumetric mass flux
per unit length of channel (M/LT), integrated over the channel’s cross-sectional area
of flow. The channel-domain porosity and relative conductance terms are discussed
in Sects. 2.5.2 and 2.5.3, respectively.

The friction slope may be approximated by Manning’s formula to provide the
channel conductance terms as:

5 1
k A2 (9nY2
K== (g) (2.6b)

where:
n.  Manning’s roughness coefficient for channel (dimensionless)
P, wetted channel perimeter (L)

Chezy’s equation, or the Darcy—Weisbach relation [28] with appropriate parameters
may also be used for the channel conductance term. Details for different channel
geometries may be found in typical open-channel references [28, 29].

2.2 Solute Transport

2.2.1 Subsurface Transport

The partial differential equation governing three-dimensional transport of a dis-
solved contaminant species, k, in a variably saturated porous medium may be writ-
ten in the primitive form as follows [19]:

P) {Dk act

PV
ox, ox;

J iy 0 .9 Gk
—— W C")==—(S, 6, C)+—(p; C,
) axi (vz ) at( w “eG ) at (pB s )
+)'I§Z 6&G Sw Ck+ﬂ’skp§ Csk _qGC;yk _Fglnt

Np Np
_251% /133 eeG Sw Cm_z,fkm ﬁ*smpg Csm (2.7a)
m=1 m=1
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D! apparent hydrodynamic dispersion tensor of component & (L%/T)
C*  solute concentration of component & (M/L?)
CY  concentration of component k adsorbed to the soil (M/M
V. Darcy velocity along the ith direction (L/T)

soil)

6., effective porosity in groundwater domain (dimensionless)
p,  bulk density of soil in the subsurface domain (M/L?),

A¥ first-order decay coefficient for component k in water (1/T)
AF first-order decay coefficient for component & in soil (1/T)

C' solute concentration of component & of the sources (or sinks) within the sub-
surface domain (M/L?)

1{,, mass transfer rate of component k between subsurface and other domains
(M/L3T)

N,  number of parent chemicals or solute £ (dimensionless)

é i fraction of parent component; transforming into component & (dimensionless)

C.l is specified in the case of injection. In the case of extraction, it is equal to
concentration within the subsurface domain at the point of extraction. The hydrody-
namic dispersion tensorial components are given by [18]:

Vm vn
ij ijmn V

+1, D} (2.7b)

which, for isotropic media, can be written as [18, 30]:

V.V. .
Dy=a,V &, +(a, —a;) ’V’ +6,T" D} (2.7¢)
where:
D dispersivity tensor (L)
magnitude of the velocity vector (L/T)
T; tortuosity tensor (dimensionless)

D} molecular diffusion coefficient for component & (L?/T)

o, longitudinal dispersivity (L)
o,  transverse dispersivity (L)
0. Kronecker’s delta (dimensionless)

2.2.2 Overland Transport

The partial differential equation governing transport of a dissolved contaminant
species, k, on the overland flow surface (vertically averaged) or along a channel
segment (averaged across the channel cross section) may be written in the primitive
form as follows [19]:
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a2t 9 )2 40,5 s )

ox, "9 ox, ot ot
+AL6,d, CH+ AL S, p‘g Ch—q,Cf -T.,
_zgkm Ay 0d, C" — 25@ AlS, OpB c (2.8)
m=1

where

S, equivalent sediment depth (L)

0,  effective porosity in overland domain (dimensionless)

O

Pz bulk density of sediment in the overland domain (M/L3)

C.  solute concentration of component k of the sources (or sinks) within the over-
land domain (M/L?)

I mass transfer rate of component k between overland and other domains (1/T)

Olnt

2.2.3 Channel Transport

The partial differential equation governing transport of a contaminant species, £,
along a channel segment (averaged across the channel cross section) may be written
in the primitive form as follows [19]:

d ac*) 2
E(ACD/I al) 5 e VICk)— - (e 9Ck)+ (PScchk)

+l’; 6. A, ck+/1§ P.S.pPCl —q.CF-T*

Cint

Np Np
D L A0 AC" =Y & A RSpICl (2.9)
m=1 m=1

A,  wetted cross-sectional area of the channel segment (L?)
P.  wetted perimeter of the channel segment (L)
effective porosity in the channel domain (dimensionless)

ps, bulk density of sediment in the channel domain (M/L?)

Cé" solute concentration of component k of the sources (or sinks) within the
channel domain (M/L?)

mass transfer rate of component k£ between the channel and other domains
(1/7).
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2.3 Boundary and Initial Conditions

In order to solve the flow and transport equations, initial and boundary conditions
must be supplied. Initial conditions are prescribed as spatial distributions of hydrau-
lic head and concentrations at time=0. Typical boundary conditions for the flow
and transport equations are given below:

h(.xiB,t) = H(xiB,t) (2103.)
OH (x4,1)
Cs (o) ==X, T,Bn (2.10b)
IC" (1) 3CE (1)
v (x »t)_Dr—'B’)ni =(vl. Ch (xy,1) = Dy 22
[ ’ Y PR P ox,
(2.10c)
CF (s 1) = Gy (g 1) (2.10d)
oCK(x, ¢

J

where:

H specified hydraulic head at the boundary at x ; (L)

boundary coordinates (L)

Oy  volumetric water flux per unit area (L)

hydraulic conductivity or conductance (L/T) in Egs. (2.1), (2.5a), and (2.6a)
n, unit vector (dimensionless), positive inward

C,  specified concentration of solute k at the boundary (M/L?)

M}, dispersive mass flux of species k per unit area (M/L*T)

D._. dispersion coefficient tensor at the boundary (L%/T)

v, specified fluid velocity at the boundary (M/L?)

Equations (2.10a) and (2.10b) represent prescribed hydraulic head and fluid flux,
respectively, for the flow equation. Equation (2.10c) is a general boundary condi-
tion for the transport equation which states that the sum of advective and dispersive
fluxes at the boundary is the same as the sum of the same fluxes immediately within
the boundary. Under special conditions [18], Eq. (2.10c) becomes Egs. (2.10d) and
(2.10e) which are used for prescribing concentration and dispersive flux, respec-
tively. These equations are applicable to all three domains.

For the overland and channel domains, surface-water boundary conditions also
include zero-depth-gradient and critical-depth conditions. For the overland flow
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domain, the discharge rates per unit width normal to the flow direction, O, at the
zero-depth gradient and critical-depth boundaries, respectively, along the ith direc-
tion based on the Manning equation are given by:

Zero-depth gradient:

I s
Q=;%$§ (2.100)
Critical depth:
0 =+ gd; (2.10g)
where:

Q, is the discharge per unit width normal to the flow direction (L*/T)
S,  bed slope (dimensionless) at the zero-depth gradient boundary

The zero-depth-gradient condition forces the depth gradient at the boundary to be
zero where flow is relatively steady. The critical-depth condition makes the depth
at the boundary equal to the critical depth, as would occur at free-fall boundaries.
For the channel flow domain, the discharge rates along the flow direction, O,
at the zero-depth gradient and critical depth boundaries, respectively, based on the
Manning equation are given by:
Zero-depth gradient:

a4
&:_£$§ (2.10h)
L

Critical depth:

(2.10i)

2.4 Interdomain Connections

Hydraulic connections between the subsurface, overland, and channel domains are
represented by the unit interactive fluxes presented in Egs. (2.1), (2.5a), and (2.6a).
The overland/subsurface interaction term, g, is the unit flux across the ground
surface, from overland to the subsurface, which is computed as:

Oso = =006 =960V =~ kigo Koo Aeo (g — o) (2.11a)
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where:

Oy flux across the area of the interface from overland to subsurface (L*/T)

O flux across the area of the interface from subsurface to overland (L*/T)

Vi,  subsurface elementary volume (L?)

ko relative leakance at the interface between overland and subsurface
(dimensionless)

K, leakance across the interface area between overland and subsurface (1/T)

A, areaat the interface between overland and subsurface (L?)

hg head in the subsurface domain (L)

he head in the overland domain (L)

The relative leakance term, k ., varies from zero at the land surface elevation
to unity at the top of the depression storage height above the land surface (see
Sect. 2.3.2). It accounts for a fraction of the total area that is wet when water is
within the depression height. V is typically the volume of a computational cell or
element.

The channel/subsurface interaction term, g, is the unit flux from channel to the

subsurface, which is computed as:

Osc == 06 =46 Ve = — ke Ko L P (hg — he.) (2.11b)

O flux across the area of the interface from channel to subsurface (L*/T)
flux across the area of the interface from subsurface to channel (L3/T)

rgg relative leakance at the interface between channel and subsurface
(dimensionless)
K gfé effective leakance across the interface area between channel and subsurface
(1/T)
L length of channel segment (L)
P, wetted perimeter of channel segment (L)
he head in the channel domain (L)

The relative leakance term, k., varies from zero at the land surface elevation to
unity at the top of the depression storage as discussed in Sect. 2.3.3. For channels,
the leakance term K& may be a constant or may vary with flow depth within the
section. For instance, a concrete lined channel may have grassy overflow storage
areas, the composite being treated as a channel section. For bed conductivity vary-

ing with flow depth, the term K is computed as:

J‘é/End K(é,)dé,
Ko ="2—— {={(d) @.11¢)
dg

bJ‘é“m

Start
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where:
K(-) leakance as a function of { (1/T)
¢ distance along submerged channel cross section (L)

d flow depth (L)
b thickness of channel bed (L)

K¢tis length-weighted averaged from (. to ¢, , which is a function of chan-
nel depth. Equation (2.11c¢) is applicable to varying channel sediment leakances/
conductivities that commonly occur in engineered systems.

The interaction term between the channel and overland domains is expressed by
the equations for flow over a wide rectangular weir. Two typical situations may oc-
cur—one for a free-flowing weir, and one for a submerged weir—each represented
by its own flow relationship. Note that the flow direction could be reversed, with
the channel overflowing its banks. For free-flowing conditions across the channel
banks, the flow is expressed as [31]:

4L
Ooc = docAoho=C; 3C N2g(h, = Zy,, )]45 shy < Zg
4L (2.11d)
:Cd 3C Vzg (hu _hd )(hu _ZBank )O‘S’hd > ZBank

where:
Ooc flux across the total length of channel banks to/from the overland flow

domain (L3/T)
C, weir discharge coefficient (dimensionless)
h, upstream head between the channel and overland domains (L)
Z,.«  bank elevation (L) which may be at or above the overland flow surface

elevation
hy downstream head between the two systems (L)

Equation (2.11d) is used for the interaction term, depending on overbank flow con-
ditions, with g, equal to zero when /4 is below Z,, .. Note that these flux relations
are symmetric, and the same flow occurs from the overland flow surface to the
channel segment for a given gradient, as would occur from the channel segment if
the direction of the gradient were reversed.

A typical form of mass transfer rate of component & to a given domain from two
other domains (Egs. 2.7a, 2.8, and 2.9) is given below:

rélm = méo + méc (2.12a)
rglm = méc' + mck)c (2.12b)

Flélm == méo + méG (2.12¢)
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The mass influx rate per unit volume between domains / and J may be written as
[18]

k

e
7 Ck _Dk aC
my = Vb I

7 e (2.12d)

my, ~ mass influx rate per unit area from domain J to domain I of component & (M/

L?T)

Ay area through which mass influx passes from domain J to domain I (L?)

v, normalization volume in domain I (L?)

vy water flow rate per unit area from domain J to domain I (L/T)

C Jk ;- directionally dependent concentration of component & in domain J, if v, is
positive; in domain I, if v, is negative (M/L?), and

D) effective dispersion coefficient of component & between domains I and J
(L¥T)

Note that in Eq. (2.12d), C L - depends on the flow direction and takes the con-
centration from the upstream domain, and that the dispersive flux represents the
total dispersive flux normal to the interface area between the two domains. Equa-
tion (2.12d) may be written in an approximate finite-difference form as:

A Cf -Cy
mlkj Y v, CJk*/r — DI’; il S (2.12¢)
4 by
where:
b,  distance between two centroids in domains I and J (L)

C;  Solute concentration of component k at cell T (M/L?)

2.5 Other Relevant Processes

2.5.1 Interception and Evapotranspiration

The simulation of interception and evapotranspiration is adapted from Refs. [10,
32]. Interception and comprehensive evapotranspiration are simulated as mechanis-
tic processes governed by plant and climatic conditions as noted by [33, 34]. Inter-
ception is the process involving retention of a certain amount of precipitation on the
leaves, branches, and stems of vegetation or on buildings and structures in urban
areas. The interception process is simulated by the bucket model, in which precipi-
tation in excess of interception storage and evaporation from interception reaches
the ground surface. This is computed by keeping track of interception storage for
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each areal location during a given time period (a time step of Af). The interception
storage, S, , varies between zero and storage capacity S

> “int®

0< S < gmx (2.13a)

int — “int

The storage capacity, which depends on the vegetation type and its stage of develop-
ment, is calculated from [33]:

s =, LAI (2.13b)

int int

where:

.«  canopy storage (L)
Sq  canopy storage capacity (L)

.«  canopy storage parameter (L)
LAI leaf area index (dimensionless)

Note that LAI represents the cover of leaves over a unit area of the ground sur-
face, and may be prescribed in a time-dependent manner. The interception storage is
filled by rainfall and depleted by evaporation. For each time increment A¢, the actual
interception storage (S, ) is calculated as follows:

S, =min(S™, S’ +P, At) (2.13¢)
E,,=min(S,,, E, At) (2.13d)
Sint = Si:t _Ecan At (2 136)

AN previous time step canopy storage (L)
intermediate canopy storage (L)

P precipitation rate (L/T)

E canopy evaporation (L/T)

E reference evapotranspiration (L/T)

At time increment (T)

E, may be derived from pan measurements or computed from vegetation and cli-
matic factors (radiation, wind, humidity, and temperature) using the Penman—Mon-
teith equation [35] for vegetated surfaces or a bare-ground evaporation formula
[36] for nonvegetated surfaces, as a function of temperature, wind, and humidity
conditions. The reference evapotranspiration is computed efficiently at the start of
a simulation, for further use in determining the actual evapotranspiration. The re-
duced rainfall rate ( ]31) ) which reaches ground surface after interception is given by

. Sy = Sh
B =p - Cn_E >0 (2.139)

At
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Similarly, the potential for evapotranspiration from the soil surface and below is
reduced by the canopy evapotranspiration term, which is carried through in the
subsequent discussions. Evapotranspiration is rigorously modeled as a combina-
tion of plant transpiration and of evaporation, and affects nodes in both surface and
subsurface flow domains.

Transpiration from vegetation occurs within the root zone of the subsurface
which may be above or below the water table and may involve several nodal lay-
ers. The rate of transpiration for computational cell I (7 pI) in the subsurface domain
(see Sect. 2.6) is estimated using the following relationship that distributes the net
capacity for transpiration among various factors [33]:

T, = H(LAD £,(6))RDE (E, - E,,) (2.14a)
The vegetation-dependent function, f, (LAI), is expressed as:

fi(LAT) = max{0, min[1,C, + C, LAI]} (2.14b)

where:

T, rate of transpiration for computational cell I (L/T)
p

C,, C, fitting parameters (dimensionless)

The moisture-content-dependent function, £,(6), is expressed as:

[0 for0<6,<6,,

ch -

wp

6, -6
1—[;} “ for6,, <6 <6,

£6) =11 for 6, <6, <6,
6. -6,

L;"_e‘]” forg, <6, <6,

0 for 6, <6, (2.14¢)
where:
C, fitting parameters (dimensionless)
pr moisture content at wilting point (dimensionless)
0, moisture content at field capacity (dimensionless)
0,  moisture content at oxic limit (dimensionless)
0, ~moisture content at anoxic limit (dimensionless).

RDF, is the value of the root distribution function (dimensionless) for computa-
tional cell I in the subsurface domain (see Sect. 2.6) which may be prescribed in a
time-varying manner. The root zone term is defined by the relationship:
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Z2

[ r(2)dz
RDF, = — (2.14d)
[ n(2)dz
0
where:
z depth coordinate from the soil surface (L)
r«(z) root extraction function (dimensionless) which typically varies logarithmi-
cally with depth
Ly effective root length (L)

The function f; correlates the transpiration from a cell (T pI) with the leaf area index
(LAI) in a linear fashion. The function f, correlates T o with the moisture state of the
cell containing the roots and is an extension of the function of [33] to account for
root processes in greater detail. Below the wilting-point moisture content, transpira-
tion is zero; transpiration then increases to a maximum at the field-capacity moisture
content. This maximum is maintained up to the oxic moisture content, beyond which
the transpiration decreases to zero at the anoxic moisture content. When available,
moisture is larger than the anoxic moisture content, the roots become inactive due to
lack of aeration [37]. In general, £,(0,)is a nonlinear function of 8, though the ramp
function is linear when C, =1. Values of RDF, should be prescribed such that the
following constraint holds among each vertical set of cells at any time:

RDF = ) RDF, =1 (2.14¢)
=1
where:
n,  number of cells that contribute to the total root zone for each areal location

(dimensionless)

Equation (2.14e) is obtained by expressing Eq. (2.14d) over the layers of cells in a
vertical column containing the roots. As a practical matter, however, the value of
RDF at any areal location may be less than one to account for ineffective roots. For
each time step, the transpiration (7") over the effective root length is calculated as
the sum of the transpiration from each of the cells at depth, as

RT

T, 2,2,;7;" (2.14f)

where:

n number of cells that lie within the depth interval from 0 to L, at any areal

location (dimensionless)

RT

Two models are provided for evaporation. The first model assumes that evapora-
tion occurs if the reference evapotranspiration has not been removed by the above
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processes of canopy evaporation and plant transpiration. Therefore, evaporation
from the soil surface and subsurface soil layers is estimated as follows:

E, = o, (E, —E,, —T )EDF, (2.15a)
The second model assumes that evaporation occurs along with transpiration, result-

ing from energy that penetrates the vegetation cover and is expressed as:

E, = &, (E, ~E,,)[1- f,(LAD]EDE (2.15b)

in which ¢," is the wetness factor given by

1

[M] ford,<6,<0,

o = 1 for6, >6, (2.15¢)
0 for6, <6,

where:

0

., Moisture content at the end of the energy-limiting stage (above which full

evaporation can occur) (dimensionless)

6, limiting moisture content below which evaporation is zero (dimensionless)

e2

Equation (2.15¢) expresses the moisture availability term for the subsurface do-
main. For the overland domain, ¢; is calculated as varying between unity when
the elevation of flow is at or above depression storage (LS+4,) and zero for a flow
elevation at the land surface (LS), thus representing the reduced evaporative area of
available water on the overland flow node within the depressions.

The term EDF, in Eq. (2.15a) or (2.15b) is the evaporation distribution func-
tion among a vertical set of nodes that includes the overland and subsurface flow
domains. Two alternative conceptualizations are provided for EDF,. For the first
model, it is assumed that the capacity for evaporation ((Ep—Ecan— T p) in Eq. (2.15a)
or (Ep—Ecan)(l —/f,(LAD) in Eq. (2.15b)) decreases with depth below the surface
(subject to available moisture) due to the reduction of energy penetration in the soil.
Therefore, an appropriate EDF| for each cell layer may be prescribed as a function
of'its depth from land surface. For the second model, the capacity for evaporation is
met from the land surface downward to a prescribed extinction depth (B_ ).

2.5.2 Depression and Storage Exclusion

The flow equations for the two-dimensional overland flow (runoff) and the one-
dimensional channel (surface-water feature) flow domains (Eqs. (2.5a) and (2.6a),



68 V. Guvanasen and P. S. Huyakorn
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Fig. 2.3 Different types of storage in a channel, (a) ideal flat plane, (b) unlined riverbed, or natural
stream, (c¢) area with depression storage, and (d) grassy channel

respectively) are formulated to accommodate urban or agricultural settings for anal-
yses of large spatial scales [10, 32]. Both equations include terms for depression
storage and for obstruction storage exclusion. In Fig. 2.3a, in which flow occurs over
an ideal flat plane, the porosity terms (6, and 6.) are unity. For unlined river beds
or natural streams, the setting is much different as shown in Fig. 2.3b, with flow oc-
curring between the obstructions in an averaged sense over the cross-sectional area.
The situation shown in Fig. 2.3b is also applicable to the two-dimensional overland
flow surface in urban environments with man-made obstructions such as buildings.
The full area becomes available for flow and storage of water only when the water
level is high enough to completely cover the obstructions. The storage capacity that
is reduced by the presence of these features is termed “obstruction storage exclu-
sion.” Figure 2.3c shows the concept of “depression storage” which includes rills,



2 Integrated Simulation of Interactive Surface-Water and Groundwater Systems 69

= Dead Storage /
Storage Obstruction | Flowing Regions //
\ ——Ae— v
. 7
] 7

Fre—3F —

A28 Land Surface 280

Fig. 2.4 Depression storage and obstruction storage exclusion

furrows, and other detention features. Depression storage is an important factor to
account for ground unevenness as compared to the scale of the computational cell.
This is the amount of storage that must be filled prior to the onset of lateral flow.
Microtopographic relief is included in depression storage and can have a substan-
tial impact on hydrograph shape [38]. For agricultural plots or grassy channels (as
shown in Fig. 2.3d), the effects of depressions as well as of storage exclusion must
be taken into account in the model’s storage term as well as in the horizontal flow
conductance term.

The storage effects of depression storage and obstruction storage exclusion may
be approximated by assuming that the geometry of depressions and exclusions com-
bined has a maximum elevation and that the horizontal area covered by surface
water varies between zero and full area as the water level rises from land surface
(LS, defined here as the bottom of the depressions) up to this maximum elevation
(LS+h,+h ) as shown in Fig. 2.4. The variation of area covered by surface water
with depth between LS and LS+#h +h_ is expressed as a “volumetric height” de-
fined as the height from LS of an equivalent volume of water without depressions or
obstructions. The “volumetric height” is then used in the storage term of Egs. (2.5a)
and (2.6a) instead of the surface-water depth, to account for the reduced available
storage volumes. The porosity terms are equal to the ratio of reduced volume over
unobstructed volume between LS and LS+4+4 .

2.5.3 Relative Conductance in Overland and Channel Domains

Horizontal flow conductance terms are also affected by the presence of depres-
sions and storage obstruction features due to larger frictional resistance and small
scale energy dissipation over the obstruction surface [32]. The depression storage
height above land surface (LS+4,) is used as the reference elevation for flow depth
calculation in the Darcy frictional terms (left-hand-side) of Eqgs. (2.5a) and (2.6a)
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when depression storage is included. In this case, overland flow occurs only when
the overland flow head is above an elevation of LS+4,, i.e., when the water level in
the overland domain is above the depression storage elevation. The depression stor-
age elevation may be different for the two principal areal directions to account for
natural microtopographic or anthropogenic features (e.g., furrows or other plowed
features). In addition, the conductance terms (K;’ and K©) along with the relative
conductance terms (k,, and k ., respectively, from the depression storage elevation
to the height of obstruction storage exclusion) are used to account for additional
resistance losses for low-flow conditions within the obstructions. The relative con-
ductance terms vary from zero to unity as the flow elevation varies from LS+7, to
LS+h,+h  within the obstruction zone. Note that when %, and & _ approach zero,
the formulation approaches that of flow over a flat plane as depicted in Fig. 2.3a.

2.5.4 Hydraulic Structures and Operational Rules

A hydraulic structure is a structure submerged or partially submerged in any body
of water, which disrupts the natural flow of water. Hydraulic structures are used to
divert, restrict, stop, or otherwise manage the natural flow of water. A dam, for in-
stance, is a type of hydraulic structure used to hold water in a reservoir as potential
energy. Another example is a weir which is a type of hydraulic structure which can
be used to pool water for irrigation, or establish control of the bed (grade control).
Other hydraulic structures include: levees, gates, culverts, manholes, drop struc-
tures, pumping stations, and bridges. Hydraulic structures may be present within
a channel reach, and require appropriate quantification to correctly depict a river
or stream system that has been influenced by development. A hydraulic structure
within a channel reach can be accommodated in a general manner if its flow rate
(Q) versus hydraulic head (/) type of relationship for flow over the structure length
is known. When the conditions at the upstream and downstream ends of a structure
are known, the term f;, in Eq. (2.6a) may be expressed as:

Ssw = =0, (h) o(l- Lysy)

+ 0y, (h) 61~ 1,,) (2.16)

where:

Oqyr discharge rate (L*/T) of the structure as a function of head (/)
0 (C) Dirac delta function (1/L)
l upstream reference location of the structure (L)

UStr
Iosir downstream reference location of the structure (L)

Note that the hydraulic head term (/%) in the expression for Qg could consist of
an upstream head, a downstream head, or a combination of the two at appropriate
locations.
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The regulation of structures is a common practice among many waterways and
may be simulated via a set of rules. Rules for operating structures include: (1) speci-
fying the time period during which specific rules apply to a structure; (2) specifying
the maximum flow rate through a structure (independent of the structure’s stage—
discharge relationships); (3) specifying a trigger value of head/flux at any surface
or subsurface location, above/below which a structure is opened/closed (two-way
rules may also be provided); and (4) specifying a range of head/flux values above/
below the trigger (as the case may be) over which the structure is linearly opened/
closed. A rule for flow over a structure is applied as a multiplier kg, to the flow
conditions of the structure in Eq. (2.6a). Thus, when k=1, the associated structure
is in a fully “on” state, while when kg, =0, the associated structure is completely
off. A partially open structure may exist when water levels are within the prescribed
range of the trigger value that fully opens or closes the structure.

2.6 Discretizations

The development of models for typical integrated multiple-domain hydrologic sys-
tems necessitates the use of numerical models. In a numerical model, each domain
is replaced by a discretized domain consisting of an array of contiguous computa-
tional cells, nodes, and associated finite difference blocks (or cells) or finite ele-
ments. The former is the focus of this chapter.

With the finite-difference approach, the subsurface domain may be discretized
using a block-centered finite-difference scheme. As shown in Fig. 2.5, the subsur-
face grid may be distorted vertically to reflect hydrostratigraphic boundaries. This

Columns {j}

! / 7} Overland
B - :J Regime

Subsurface
Regime

Layers (k)2

Datum

X

Fig. 2.5 Finite-difference discretization of the subsurface, and overland domains
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Fig. 2.6 Finite-difference discretization of the channel domain superposed on the overland or
subsurface grid

type of discretization is consistent with that based on the framework of the popular
groundwater flow model, MODFLOW [39]. The overland flow domain grid areally
mirrors the subsurface grid (Fig. 2.5), with overland flow node elevations corre-
sponding to the land surface elevation.

The channel flow domain is discretized using a finite volume concept with
the channel network superimposed on the overland flow and subsurface domains
as shown in Fig. 2.6. The channel regime discretization is independent of the
areal grids, and there are no constraints on discretizing the channel network that
arise from discretization considerations given to the subsurface or overland flow
regimes. The channel network consists of interconnected reaches, each of which
is divided into segments with nodes at their centers. For flexibility, several chan-
nel segments may be connected to a single node of the subsurface or overland
flow domain grid (e.g., channel segments 16 and 17 both lie in row 6, column 5,
as depicted in Fig. 2.6) or channel segments may span several nodes of the areal
grid (e.g., channel segment 19 spans columns 5 and 6 in row 3, as depicted in
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Fig. 2.6). Junctions are defined as channel intersections (e.g., Junction III con-
nects channel segments 10, 13, 14, and 18 of reaches C, E, F, and G, as depicted
in Fig. 2.6).

2.7 Solution Techniques

In Sects. 2.1-2.3, the governing equations for flow and transport in the three inter-
connected domains are presented. The governing equations are combined to form
a unified system of equations for flow and transport. Equations (2.1), (2.5a), and
(2.6a) govern flow of water, and Egs. (2.7a), (2.8), and (2.9) govern solute transport,
within and among the subsurface, overland, and channel domains. The governing
equations can be combined to generate 1+#_unified system equations of the form
below:

[M, {j-f}ﬁ]g]{/%} = {F.} (2.172)

dc ;
e e} - 1) e1m
t

where:
M, mass matrix for the flow equation
h hydraulic head vector for the flow equation
K.  conductance matrix for the flow equation
F,  forcing vector for the flow equation

M, mass matrix for the transport equation

C, concentration for species k vector for the transport equation
K. conductance matrix for the transport equation

F,  forcing vector for the transport equation

The matrices and vectors in the above equations take the forms below:

Mg, Mgy, Mg Koo Koo Koe
[M m] =My, Moy Mo | [K F/T] =Ko Koo Koc (2.17¢)
Me Mqo M Keg Koo Kee
hg C F
[} =3no s {6} = {Co s {Rnt= {F, (2.17d)
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In the matrices shown above, the off-diagonal terms represent interdomain com-
munications. These terms are generated using Egs. (2.11a), (2.11b), (2.11d), and
(2.12a)—(2.12e). These system equations are formed based on the discretizations
discussed in Sect. 2.6.

The flow matrix Eq. (2.17a) is solved first to provide velocities to the transport
matrix Eq. (2.17b). In the case of density-dependent flow and transport, the flow
and transport equations are solved sequentially and iteratively until convergence is
achieved. Between the flow and transport equations, the former is more difficult to
solve as it is highly nonlinear with pressure-dependent hydraulic properties in the
variable saturated zone and flow-depth-dependent properties in the overland and
channel domains. The flow equation must, therefore, be solved iteratively. In a typi-
cal transport problem with linear sorption, the transport equation is linear and can
be solved without iteration.

To solve Egs. (2.17a) and (2.17b), the subsurface components may be linked
(in a time-lagged manner) with the surface components. This method is the least
accurate. To improve the accuracy, the two components may be iterated within the
same time step, interlinked by common internal boundary conditions, representing
the exchange between the surface and subsurface domains. A third method involves
solving Egs. (2.17a) and (2.17b) by a total integration (i.e., fully coupled) proce-
dure. In the first method, the subsystem equations are solved sequentially, first to
obtain A and C,;, followed by {A, h.}", and {C,, C,}". In the second method,
iteration is performed until convergence is reached. With the third method, the total
integration method, Eq. (2.17a) is solved to obtain {/, A, h.}" simultaneously,
followed by solving Eq. (2.17b) to obtain {C,, C,,, C,.}" simultaneously. The
total integration procedure is the most robust and efficient solution scheme for the
coupled system of surface/subsurface equations and is theoretically most accurate
and is generally recommended for most flow and transport simulations. In some
cases, linked or iteratively coupled approaches allow for providing different time
scales to the surface and subsurface phenomena, and several small surface-water
flow time steps may be solved for each large subsurface time step solution. Linked/
iteratively coupled approaches are therefore useful when surface/subsurface inter-
actions are small. Further, when all options are available, the validity and accuracy
of the linked approach may be tested before accepting/rejecting it as a feasible or
more efficient alternative for solving complex systems.

Examples of models based on the time lagged without iteration approach include:
subsurface flow and stream flow [5, 7], and subsurface flow and overland flow [8,
40]. Langevin et al. [6] coupled a two-dimensional overland flow and transport
model with a three-dimensional saturated groundwater flow and transport model to
develop a density-dependent model for a coastal area near the southern Everglades,
Florida. Examples of models based on the linked with iteration approach include
Refs. [7, 8].

The total integration method, even though the most accurate, may also be the
most computationally demanding in terms of speed and storage. However, during
the past decade, along with the advent of high-speed personal computers, a num-
ber of rigorous integrated surface-water/groundwater models have been developed
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to circumvent these limitations. This method has been increasingly accepted and
utilized by the technical community. Recent application examples reported in the
literature based on this approach include Refs. [12—-14, 17, 41].

To address the issue of nonlinearity in Eqs. (2.17a) and (2.17b), iterative schemes
have been proposed that are based on the modified Picard scheme [42] or the New-
ton—Raphson procedure with under-relaxation [43, 44]. These schemes are used to
linearize the subsurface and the surface-water flow equations. The unsymmetric
matrix equations generated by the Newton—Raphson method at each nonlinear it-
eration may be solved using the Orthomin or BiCGStab matrix solution schemes
[32, 44-47]. To further reduce computational effort, time stepping may be modified
during a simulation. An adaptive time-stepping scheme may be adopted such that
the time-step size grows (up to a maximum) when the number of iterations required
for convergence is low (solution is easy); reduces when the number of iterations
is high; and is considered optimal with no change when the number of iterations
required for convergence to a previous time-step is medium as compared to the
prescribed maximum number of iterations [32].

2.8 Available Simulators

Currently, there are several integrated, coupled surface—subsurface codes avail-
able. These codes include: MODHMS [32], MIKE SHE [40], WASH123D [48, 49],
Hydrogeosphere [50], PARFLOW-Surface Flow [51], InHM [9], and FIHM [11].
Among these, MIKE SHE, MODHMS, and PARFLOW-Surface Flow use finite dif-
ference methods [43, 52] while Hydrogeosphere, WASH123D, and InHM are based
on finite element methods [43]. The widely used codes are: MODHMS, MIKE
SHE, WASH 123D, and Hydrogeosphere. Most codes are based on an assumption
that water is slightly compressible so that the buoyancy term is retained in the flow
equation. These codes are described below.

MODHMS [32] is one of the state-of-the-art simulators for addressing inte-
grated surface/subsurface nonisothermal flow and water quality problems, within a
MODFLOW-compatible framework. Governing equations for flow in surface and
subsurface regimes including a mechanistic approach to evapotranspiration provide
a physically based understanding of the whole hydrologic cycle. Scale effects are
addressed for rill and exclusion storage adjustments as well as for surface-water
bodies such as lakes, ponds, channels, rivers, and streams which may further in-
clude weirs, gates, bridges, and other hydraulic structures that affect or control flow.
MIKE-SHE [39] is a fully integrated surface and subsurface flow simulator. Gov-
erning equations for flow in surface and subsurface regimes including evapotranspi-
ration provide a physically based understanding of the whole hydrologic cycle with
two-dimensional and one-dimensional surface-water representations. WASH123D
[48, 49] and Hydrogeosphere [50] are fully integrated simulators for addressing
conjunctive surface/subsurface flow and water quality issues in a physically based
manner. Both simulators use a finite-element numerical implementation. All codes
are available commercially or through special requests.



76 V. Guvanasen and P. S. Huyakorn

3 Model Development and Calibration

When it is determined that an integrated surface—subsurface numerical model is
required, the task of model development begins. Once the purpose of the model
has been established, a conceptual model [52] of the study area is developed. An
appropriate computer code capable of simulating all the required processes is then
selected. It is then followed by model design, parameterization, and calibration.
These steps are described below.

3.1 Model Design

In an integrated surface—subsurface numerical model, the three problem domains
(subsurface, overland, and channels) are replaced by arrays of discretized cells and
segments. To be included in the discretized system are: hydrostratigraphic units, and
hydrogeologic features such as springs, for the subsurface domain; overland flow
area, and surficial features such as lakes for the overland domain; and streams, riv-
ers, canals, and hydraulic structures for the channel domain. An example of finite-
difference discretization is given in Figs. 2.5 and 2.6 and Sect. 2.6. Examples of
finite-element discretization may be found in Refs. [48—50].

3.2 Model Parameterization

Following the model discretization step, all cells and segments must be assigned
relevant model parameters. This process is referred to as parameterization in the
literature. Model parameters are discussed in Sect. 2. Parameterization for each of
the three domains based on appropriate parameters is summarized below.

3.2.1 Subsurface Domain

The subsurface domain is parameterized by hydraulic parameters for each hydro-
geologic unit (hydraulic conductivity, storage coefficient, etc.), conductances (of
rivers/creeks, springs, and storage-type surface-water bodies (e.g., lakes) and re-
charge distributions. Recharge may be estimated from local water budgets of the
study area.

3.2.2 Overland Domain

The overland domain is parameterized by land surface elevations (obtained from
digital elevation models) and by using land use/land cover maps with correlations
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between land usage and physical parameter values. Physical parameters based on
land use characteristics include: surface roughness coefficient, and land surface
leakance values. These parameters should be translated onto computational cells as
area-weighted averages for the respective parameters.

3.2.3 Channel Domain

Channel segments and surface-water bodies are parameterized by their geometry,
connectivity, bed and bank elevations, surface friction coefficient, hydraulic struc-
tures (with and without regulation) and bottom leakances.

3.2.4 Related Data/Parameters

In addition to physical parameters for the three domains, other parameters and data
include: (1) stresses (extraction/injection rates for all domains); (2) precipitation
(from gages or radar-derived), and (3) evapotranspiration. Parameters governing
actual evapotranspiration such as field-capacity and wilting-point moisture contents
are correlated to soil type, while other critical parameters such as leaf area index and
root depth and density are functions of crop type or land use and stage in the grow-
ing season. These parameters should be estimated for each cell as an area-weighted
average of the values for the various land use or soil types.

3.3 Model Calibration

As with other models, calibration of integrated surface—subsurface flow and trans-
port models is an iterative process during which the model parameters are adjusted
for the model to closely mimic the observed dynamics of the system under consid-
eration. During the calibration process, model inputs such as system geometry and
properties, initial and boundary conditions, and stresses are changed so that the
model output matches corresponding observed or measured values. Calibration can
be done by trial-and-error adjustments of model parameters or by using automated
parameter estimation codes.

Integrated models tend to be intensive in terms of data requirements and each
simulation run is likely to be computationally intensive. For these reasons, it is the
authors’ opinion that model calibration should be carried out first manually, using a
systematic trial-and-error approach to take maximum advantage of prior knowledge
and existing understanding of the system and data. Automated parameter estimation
codes may be subsequently used to supplement the trial-and-error method and to
refine the calibration.
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3.3.1 Trial-and-Error Approach

For integrated models, a typical systematic trial-and-error approach involves calibration
in two stages. In the first stage, the subsurface component of the model is calibrated. In
the second stage, the subsurface model is expanded to include the overland flow and
channel components. The main reason for segregating development and calibration into
these two stages is to remove the problem of disparate time scales (between the surface
and subsurface components) during the initial phase of development and calibration. In
most cases, the temporal variation in the subsurface domain is not as rapid as in the over-
land and channel domains. In addition, in many study areas, subsurface models may
have been developed and calibrated. Consequently, it is logical to develop the overall
model structure based on a subsurface foundation so that one can first focus on minimiz-
ing uncertainty in features within the subsurface domain, which function as sources and
sinks to the overland and channel domains. The calibration should begin with the flow
component only, as it determines the velocity field required by the transport model. The
calibration of the transport model should always follow that of the flow model.

3.3.1.1 Subsurface Model

Calibration of the subsurface flow model should be performed in two steps: (1)
steady-state and (2) transient conditions. The steady-state conditions should in-
clude: annual average, dry and wet conditions. For the transient conditions, a mul-
tiple-year period that encompasses various system and climatic changes should be
selected. Periods of calibration should be chosen such that they are representative of
a wide variety of historical conditions within the study area. Given expected gaps in
the historical data record, it may be necessary to have several uncontiguous calibra-
tion periods, in order to capture a complete representation of land use changes and
climatic conditions within the study area.

3.3.1.2 Integrated Subsurface—Surface Model

In the integrated model development stage, the model calibration process is divided
into four steps:

o Step 1: Steady-state Calibration. In this step, a number of steady-state calibra-
tion runs should be performed (for average, wet and dry season conditions) to
identify preliminary parameters for evapotranspiration (ET), and hydraulic pa-
rameters for the channels. This calibration step is significant for capturing long-
term average, high, and low baseflow conditions and is the first step towards
removing large errors, which might mask parameter changes.

o Step 2: Transient Calibration with Large Storm Events. In this step, the model
should be calibrated to a number of storm events to ensure that the integrated
model is capable of generating a fast response associated with large storm events.
This calibration step is significant for examining the leakance and friction char-
acteristics of the surface in addressing peak flow and flow synchronization.
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o Step 3: Long-Term Transient Calibration. The model calibrated in Step 2 should
be further refined to represent long-term transient conditions. The calibration
periods for this step should correspond to those used previously in the calibra-
tion of the subsurface model component, each of which may last for 4-10 years.
These are periods that capture a complete representation of land use changes and
climatic conditions within an area. The calibration runs in this calibration step
will be used to further refine the evapotranspiration, hydraulic parameters, and,
if necessary, subsurface model parameters.

o Step 4: Model Verification with Independent Datasets. The model calibrated in
Step 3 should be verified by simulating an independent dataset (dataset not used
as part of the calibration process) that also includes a variety of land use changes.

3.3.2 Automated Calibration

In automated calibration, the calibration is cast as an optimization problem in which
parameter values are sought to minimize the objective function (typically the dif-
ference between observed and simulated variables). These optimization algorithms
typically perform a local search of the parameter space, starting from an initial
estimate and leading to a local optimum [53, 54]. Global algorithms have been de-
veloped that search the entire parameter space and hence result in globally optimal
parameter values [55, 56]. Schoup et al. [57] utilized the Multi-Objective Shuffled
Complex Evolution Metropolis (MOSCEM-UA) global optimization algorithm of
Vrugt et al. [58] to calibrate an integrated surface—subsurface model for the Yaqui
Valley area in Sonora, Mexico, with aggregated and competing objectives. The so-
lution to this problem is not a single “best” parameter set, but consists of a Pareto
optimal set of solutions corresponding to trade-offs among the objectives. Because
of the complexity and intensive computational requirements for automated calibra-
tion of integrated surface—surface models, there are few cases reported in the litera-
ture. Other examples may be found in [59].

During the past decade, there has been a considerable progress in the devel-
opment of distributed computer systems using the power of multiple processors
to efficiently solve complex, high-dimensional computational problems. Parallel
computing offers the possibility of solving computationally challenging optimiza-
tion problems in less time than is possible using ordinary serial computing. Parallel
computing implementation examples may be found in Refs. [60—62].

3.3.3 Calibration Criteria

In general, calibration criteria for the flow problem comprise two types, quantitative
and qualitative criteria. The quantitative criteria are likely to consist of the following
metrics: mean error (ME), mean absolute error (MAE), percent bias (PB), monthly
bias, flow biases in various flow regimes, root-mean-squared error (RMSE), standard
deviation of error (SD), and the largest and smallest residual errors (MaxE and MinE)
[52, 63], as well as Nash-Sutcliff model efficiency coefficient [64]. These metrics are
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calculated by comparing simulated quantities against field observations, which are
likely to include: observed potentiometric elevations at monitoring wells, observed
spring discharge rates (when springs are active), observed river stages, and observed
stream flows. A multi-objective approach is used to measure the performance of the
model during different flow conditions (high flow, low flow, quick drainage, and
slow drainage) by separate RMSE and ME evaluations. Therefore, the calibrated
model should adequately express all phases of the hydrologic cycle. Key calibration
targets found in watershed modeling literature [65] are on the order of £5% of the
difference between respective maximum and minimum field observations.

The qualitative criteria may include favorable and consistent similarity between
simulated and observed general flow patterns of groundwater, simulated and ob-
served potentiometric levels, and their variations across hydrostratigraphic units,
simulated and observed hydrographs in creeks and rivers (e.g., runoff volume, time
to peak, and peak flows), and simulated and observed general areal drainage pat-
terns. A multi-objective approach may also be used with qualitative criteria such as
specific visual characteristics of a hydrograph—slope of the rising limb, volume
of runoff, and magnitude and timing of peak flow during storm periods; and rate
of hydrograph recession for early quick recession and later slow recession during
inter-storm periods.

Calibration criteria for the transport model are similar to those of the flow model.
Quantitative metrics in this case are used to estimate the closeness between simu-
lated and observed constituent concentrations and mass fluxes. Qualitative criteria
include patterns of migration, plume configuration, and approximate speed with
which mass fronts are propagated.

4 Application Examples

Two examples are presented to demonstrate the development and application of
integrated subsurface and surface-water models. These two examples are from the
State of Florida, USA. In both examples, MODHMS [32], discussed in Sect. 2.8,
was used to perform comprehensive simulations of conjunctive surface-water/
groundwater flow and transport simulations.

4.1 Example 1: Integrated Flow Model: Peace River Watershed,
Florida

4.1.1 Background

The Peace River watershed (Fig. 2.7) in Southwest Florida is an important ecologi-
cal, water supply, and recreation resource. Peace River flows have been in a long-
term decline since the 1930s. The impact has been most pronounced in the Upper
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Peace River where sections of the river have lost all flow in recent dry seasons.
Factors affecting flows in the Peace River include natural phenomena as well as hu-
man impacts. Long-term natural variation in rainfall is understood to have a major
influence on river flows in the Peace River and similar river systems in Florida. In
addition, there are numerous human influences that impact the Peace River. These
include lowering of the groundwater potentiometric surface due to groundwater
pumping for industrial, agricultural, and domestic water use; structural alterations
and regulation of surface water; land use and land cover changes; and reduction
of wastewater discharges to the Peace River and its tributaries. Although numer-
ous studies have been conducted to investigate and understand the phenomena that
have impacted flows in the Peace River, the relative importance and quantifiable
impact of these phenomena are not thoroughly understood. In 2007, the Peace River
Integrated (surface-water/groundwater flow) Model (PRIM) was developed by Hy-
droGeoLogic [66—68] for the Southwest Florida Water Management District (SWF-
WMD) to assess the effects of land use, water use, and climatic changes on Peace
River stream flows, and also to evaluate the effectiveness of various management
alternatives.

4.1.2 Site Description

The Peace River watershed covers a total area of 2350 square miles (6000 km?)
and is located in Polk, Hardee, and De Soto counties (Fig. 2.7). The Peace River is
106 miles (170 km) long. The watershed boundaries and principal sub-basins are
shown in Fig. 2.7. The head waters of the Peace River originate in the northernmost
group of lakes of the Saddle Creek and Peace Creek sub-basins. Surface water from
the headwaters region flows to Saddle Creek and Peace Creek which form the begin-
ning of the Peace River channel at their confluence near Bartow, south of Lake Han-
cock. From the confluence, the river flows south approximately 85 miles (135 km)
and ultimately discharges in the Charlotte Harbor estuary. The Peace River basin is
endowed with a large number of lakes, with most located in the Saddle Creek and
Peace Creek sub-basins in Polk County. The majority of the lakes are the result of
sinkhole activity, and are classified as either seepage lakes or drainage lakes. Seep-
age lakes have no surface-water outflow; the water level in these lakes is controlled
by groundwater levels. Drainage lakes are lakes that lose water through surface out-
flows. Many of the larger lakes in the Peace River basin are drainage lakes and are
hydraulically connected, often as a result of human drainage improvements.

The Peace River basin encompasses ten sub-basins. One of the major sub-ba-
sins is the Saddle Creek sub-basin, which is located in West Central Polk County,
Florida, within the Peace River Watershed as seen in Fig. 2.8. The watershed covers
approximately 156 square miles (400 km?). The Saddle Creek sub-basin is charac-
terized by a large number of sinkhole lakes. Lake Hancock, which is the largest lake
in the Peace River watershed with an area of around 4500 acres (1800 hectares), is
located in the southern part of Saddle Creek. Other major lakes and hydraulic con-
nections are also shown in Fig. 2.8.
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Fig. 2.8 A map of Saddle Creek showing major lakes and hydraulic structures

The watershed is underlain by three aquifer systems (Fig. 2.9). The uppermost
system is the unconfined surficial aquifer system (SAS). The SAS is primarily re-
charged by rainfall, depleted by evapotranspiration (ET) and can provide baseflow
to the surface-water features. It consists of unconsolidated sand, silt, and clayey
sand. Underlying the SAS is the confined intermediate aquifer system (IAS) con-
sisting of inter-bedded limestone, sand, and phosphatic clays of low permeabil-
ity. The IAS is very thin in Saddle Creek but thickens in the southern basins of
the Peace River. The IAS is underlain by the upper Floridan Aquifer (UFA) and
the lower Floridan Aquifer (LFA). The UFA is the principal water supply aquifer.
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Fig. 2.9 A north-south hydrogeologic cross section of the Peace River watershed

Groundwater withdrawals in the Peace River basin are on the order of 250-300
million gallons per day (945-1135 ML per day).

4.1.3 Model Development

Several existing groundwater, surface-water, and integrated models covering all or
part of the Peace River basin were also utilized in developing the PRIM. The South-
ern District groundwater model [69] and the District Wide Regulation Model [70]
were used to build the subsurface component of the PRIM and to provide initial
values for hydrogeologic parameters. Information from existing surface-water and
channel network models was also used (see details in [63]).

Model development began with the development of a sub-basin pilot model and
was later extended to a basin-wide scale. The Saddle Creek sub-basin (Fig. 2.8) was
chosen for the development of the pilot model as it encapsulates all of the charac-
teristics of the watershed. Because the Peace River watershed model encompasses
a very large area, presentation of the details in the development of the Saddle Creek
model is considered instructional to the reader.

Figure 2.10 shows the areal discretization over the Saddle Creek sub-basin. The
three-dimensional subsurface grid consists of 32 columns, 40 rows, and 5 layers
of grid cells. The grid conforms areally with domain boundaries by inactivating
cells of the finite-difference grid which lie outside of the Saddle Creek Basin. Grid
resolution is uniform at 2500 ft. (762 m) and oriented in the north and east direc-
tions. The top model layer represents the SAS, layers 2 and 3 represent the IAS
where it exists, and layers 4 and 5 represent the upper and lower portions of the
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UFA. The two-dimensional overland grid, which represents the land surface and
coincides areally with the subsurface grid, overlies the first layer of the subsurface
grid (Fig. 2.10). The grid contains 5425 active subsurface cells, 775 active overland
cells, and 800 channel segments connected via 405 weirs, 285 culvert pipes, and 43
drop structures.

NEXRAD-based rainfall data was used to capture the spatial and temporal reso-
lution of rainfall. Evapotranspiration (ET) in the Saddle Creek sub-basin was dy-
namically simulated as a function of potential ET [66] and the availability of wa-
ter in the soil profile and shallow groundwater to sustain the ET demand. The ET
demand was estimated based on crop type and land use. Rainfall was applied on
a daily basis. Storages and ET losses through vegetative interception and the root
zone were also taken into account.

The overland flow domain lateral boundaries are no-flow conditions as they are
located along watershed boundaries. Aquifer bottom boundaries are no-flow condi-
tions at the base of the UFA (layer 5). Outlets in the channel and overland flow do-
mains were assigned with zero-depth-gradient boundary conditions. Lateral subsur-
face boundaries in the SAS were treated as no-flow conditions. Lateral subsurface
boundaries in the IAS and UFA were obtained from existing groundwater models.

4.1.4 Model Calibration

The Saddle Creek sub-basin model was calibrated over the calibration period of
January 1998 through December 2002. Gross water budget components (rainfall,
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recharge, and ET) that might mask other behavior were first evaluated. Lake stag-
es and groundwater heads controlled by aquitard leakance and aquifer hydraulic
conductivity were next evaluated to constrain the recharge/discharge between the
surface and subsurface and among aquifers. Prolonged drought noflows, recession
flows, or baseflows were examined next, because they affect large-scale water bal-
ances and were controlled by groundwater levels, surface-water releases, and stor-
age. Finally, cumulative flow volumes controlled by channel leakance and convey-
ance were examined along with peak flow synchronization and amplitude that were
controlled by surface roughness, to calibrate the flow components of the Saddle
Creek sub-basin model.

Subsurface parameters altered during calibration included hydraulic conductiv-
ity values for the aquifer units and vertical leakances (vertical hydraulic conductiv-
ity divided by thickness) between the units. Overland parameters altered during
calibration included leakance values and crop coefficients for the various land use
types. Channel parameters altered during calibration included leakance values for
channels and lakes, and the conveyance of channels. Root-zone storages were also
altered by modifying root-zone depths, field capacities, and wilting points.

The model was calibrated based on satisfactory agreement between observed
and simulated streamflows (weekly average, and daily flow exceedance percen-
tiles; 10th, 50th, and 90th), and observed and simulated water levels in lakes and in
groundwater observation wells. In addition, water balance parameters (cumulative
streamflow, average evapotranspiration, net recharge to the subsurface, and lateral
groundwater flux) must be within certain prespecified ranges. Standard quantitative
calibration metrics (see Sect. 3.3.3) were used. Calibration criteria details and full
calibration results are given in [64].

Examples of the calibrated model results for various stream flow targets, lake
levels, and groundwater levels are presented in Figs. 2.11, 2.12, 2.13, 2.14, 2.15,
2.16, 2.17. Locations of stream gages and groundwater observation wells are given
in Fig. 2.8. Good agreement is noted for fit, trend, and variation between observed
and simulated conditions for all the stream, lake and groundwater observations.

The outflows from Lake Hancock into the Saddle Creek channel are regulated
by the P-11 control structure located at the downstream end of the lake (Fig. 2.8).
The stream gage at P-11 is the most important gage for calibration, because it cap-
tures most of the surface-water outflow from Saddle Creek. The lake stage versus
time plot (Fig. 2.12) indicates that the model was successful in replicating Lake
Hancock’s stage favorably from January 1993 to December 2003. The streamflow
plot of the P-11 gage (Fig. 2.11) demonstrates the model’s ability to simulate peak
flow events, characterized by a sharp increase in flows as well as periods of no flow
during the drought of 2000. Also, cumulative streamflow plots at P-11 (Fig. 2.11)
demonstrate a close correspondence between the observed and simulated stream
flow volumes. The model overpredicted stream flow prior to 1997, but underpre-
dicted stream flow during a strong El Niflo event which lasted from mid-1997 to
mid-1998.

The model generally showed good results in matching lake levels (examples in
Figs. 2.12,2.13, 2.14), and groundwater heads (examples in Figs. 2.15, 2.16, 2.17).
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Fig. 2.11 Observed and simulated lake levels and stream flow at P-11
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Fig. 2.12 Observed and simulated lake levels: Lake Hancock

The subsurface calibration was best for the IAS and UFA, but somewhat poorer
for the SAS. The SAS has very few monitoring wells and most have an incomplete
data record, making it difficult to evaluate the model performance for the shallow
groundwater system. There may be a number of factors contributing to the poorer
model performance in the SAS, including local heterogeneities in aquifer charac-
teristics, as well as the presence of shallow irrigation wells that are not registered in
the database and therefore not represented in the model.
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Fig. 2.13 Observed and simulated lake levels: Lake Parker
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Fig. 2.14 Observed and simulated lake levels: Crystal Lake

The calibrated model performance was evaluated against data that were not uti-
lized during calibration to validate the model’s predictive behavior. The validation
period was from February 1994 through December 1997. As in the calibration pe-
riod, there is a good correlation between observed and simulated streamflows and
water levels. Rainfall and evapotranspiration values are both higher in the valida-
tion period as it was a wetter period resulting in more water for evapotranspiration.
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Fig. 2.15 Observed and simulated groundwater levels: PZ-7 Well (surficial aquifer system)
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Fig.2.16 Observed and simulated groundwater levels: Tenoroc Well (intermediate aquifer system)

Subsequent to the completion of the Saddle Creek sub-basin model, a basin-
wide model was constructed by extending the Saddle sub-basin model. The ba-
sin-wide model utilized the same horizontal and vertical spatial grid discretiza-
tion as the Saddle Creek sub-basin model [66]. The basin-wide model consisted
of 196 rows, 102 columns, 5 layers, and 2999 reaches of channel network. The
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Fig. 2.17 Observed and simulated groundwater levels: Sanlon Well (upper Floridan aquifer)
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Fig. 2.18 Observed and simulated flow exceedance curves: Peace River at Fort Meade

basin-wide model was calibrated to satisfy prespecified criteria in the same man-
ner as the Saddle Creek model. Examples are presented in Figs. 2.18, 2.19, 2.20—
which show favorable comparisons between simulated and observed streamflow
exceedance curves at Fort Meade, Zolfo Springs, and Arcadia (see Fig. 2.7 for
gage locations along the Peace River), respectively. More details may be found
in Refs. [12, 66, 67]. Predictive simulations and application examples are given
in Ref. [68].
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Fig. 2.19 Observed and simulated flow exceedance curves: Peace River at Zolfo Springs
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Fig. 2.20 Observed and simulated flow exceedance curves: Peace River at Arcadia

4.2 Example 2: Integrated Flow and Transport: Everglades
National Park Detention Basins, Florida

4.2.1 Background

Everglades National Park (ENP) in south Florida, with the largest subtropical wilder-
ness in the USA, was created to protect a fragile ecosystem instead of safeguarding
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Fig. 2.21 Study area showing hydraulic structures, pumping stations, detention basins, and exam-
ple observation locations

a geographic feature. As shown in Fig. 2.21, along the southeastern adjoining areas
of ENP in the C-111 canal basin, a number of hydraulic structures have been con-
structed to help regulate the groundwater flow pattern within ENP. The C-111 canal
separates ENP from highly productive subtropical agricultural lands to the east. In
this area, surface water is highly interactive with groundwater because it is under-
lain by the Biscayne Aquifer, a highly transmissive aquifer. Owing to the extreme
permeability of the Biscayne Aquifer in this area, the canals have a direct impact on
water levels in adjacent areas. The C-111 canal project is intended to provide both
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a flood control function and an ecological restoration function. It aims at minimiz-
ing drainage of the adjacent wetlands by pumping water from the L-31 N canal
into detention basins west of the L-31 N canal to maintain water levels that reduce
the west-to-east gradient draining the Rocky Glades region of the ENP (Fig. 2.21).
Phosphorus distribution and transport are also of concern in this area because the
Everglades are fairly sensitive to phosphorus. Possible sources of phosphorus in-
clude water-borne phosphorus from the canals and from construction activities un-
earthing phosphorus in the soil from past agricultural uses [71]. At the study site,
phosphorus is present in the form of dissolved and organic phosphates which consti-
tute total phosphorus (TP). The main influx of TP is through the L-31 N canal from
which water-borne TP gets pumped into the five detention basins west of the canal.

A model was developed for the National Park Service [14] to simulate integrated
surface-water/groundwater flow as well as fate and transport of TP in the detention
basins within the study area. A summary of the model is presented below.

4.2.2 Site Description

The study area is located in south Miami Dade County along the L-31 N canal
(Fig. 2.21). The model covers approximately 157 square miles (400 km?) in area.
The northern boundary of the model is 1100 ft. (335 m) south of the S-331 pumping
station and the southern boundary is 3650 ft. (1112 m) north of the S-177 pumping
station for a total north-south extent of approximately 13.4 miles (21.4 km). The
domain extends 7.1 miles (11.4 km) west and 4.6 miles (7.4 km) east of the L-31 N
canal. Part of the subsurface system is drained by the L-31 W and C-111 canals. The
L-31 W canal traverses from the northern boundary to the southern boundary of the
S-332D basin. TP from outside the study area is first introduced into the surface
system via the S-331 structure and pumped into the detention basins.

The hydrostratigraphy of the model area consists of the surface sediments under-
lain by the Biscayne Aquifer. In the western portion of the model area, the Biscayne
aquifer is underlain by the Gray Limestone Confining Unit, and the Gray Limestone
Aquifer. To the east beyond the extent of the Gray Limestone, the Biscayne Aquifer
is underlain by the Lower Clastics of the Tamiami Formation. The Biscayne aquifer
is conceptualized as a double-porosity medium [32]. This conceptualization is con-
sistent with that presented by Cunningham et al. [72].

Water in the basins is derived from precipitation and water pumped from the
canal. This water infiltrates downward through the basin bottoms (which can be the
topsoil if present or exposed limestone) to the limestone below. Carried by the infil-
tration water is the TP from the canal, from wet atmospheric deposition, and from
the leaching of the topsoil. It is also possible that the TP detected in groundwater
may be associated with eroded sediment and flocculent material as TP concentra-
tion spikes were observed to follow heavy rainfall events. Around the detention
basins, the water table is usually a few feet below the topsoil-limestone contact.
When the basins are inundated by water from the canal or by heavy precipitation,
the groundwater elevation in the limestone immediately below rises well above
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the topsoil-limestone contact, thereby allowing the groundwater to reach chemical
equilibrium with the topsoil (where present). Once the TP enters the groundwater,
part of it is transported back to the canal and reemerges into the canal downstream.

4.2.3 Model Development

A three-dimensional integrated surface-water/groundwater flow and transport mod-
el was developed to investigate the groundwater flow pattern and water quality in
and around the detention areas in response to the operations of the system of canals,
levees, and pumping stations, as well as climatic conditions. The model was dis-
cretized into four subsurface layers with 97 rows and 97 columns. Vertical and hori-
zontal discretization of the groundwater grid of the model was based on the Pennsu-
co-Dade-Monroe (P-D-M) model [73]. The stratification information of subsurface
layers and the associated hydrogeologic properties for the model were imported
from the P-D-M model. The topmost subsurface model layer represents the surface
sediments. Layer 2 represents the Biscayne Aquifer. The approximate eastern extent
of the Gray Limestone Aquifer [74] passes through the model domain, and layers 3
and 4 represent the Gray Limestone Confining Unit and the Gray Limestone Aqui-
fer, respectively, west of this line. To the east of the approximate eastern extent of
the Gray Limestone Aquifer, layer 3 represents the lower portions of the Biscayne
Agquifer, and layer 4 represents the Lower Clastics of the Tamiami Formation.

Surface-water flow is calculated on the overland grid which coincides areal-
ly with the subsurface grid. Grid resolution varies in the horizontal from 240 to
2400 ft. (73.15 to 731.5 m) and in the vertical from 0.1 to 120 ft. (0.03 to 36.6 m).
The main canal feature present within the study area is the L-31 N canal flowing
into the domain from the north. This canal branches out into canals C-102, C-103,
and C-113 before it splits into C-111 and L-31 W canals. The canal network in the
model domain was defined by 325 channel nodes.

Hydrostratigraphic and hydraulic information in subsurface layers were ob-
tained from the P-D-M model. The information includes: subsurface layer geometry
(thickness and elevation), hydraulic properties (hydraulic conductivity, leakance,
and storativity). There are three groundwater pumping wells, east of the C-111 ca-
nal, within the model domain of this study (Fig. 2.21).

Manning’s coefficient distribution for flow along the overland domain within the
wetland areas was obtained from the Southern Inland and Coastal Systems (SICS)
study of [75]. For the cultivated soil to the east of the ENP, Manning’s coefficient
for flow along the overland domain within the agricultural areas was obtained from
the USDA database [14, 76]. The rill storage height was set according to the land
use types (marl prairie and citrus/row crops) as defined by the South Florida Water
Management Model (SFWMM) and P-D-M model. The SFWMM developed by the
South Florida Water Management District [77] is a regional-scale hydrologic model
used as a planning tool for system-wide evaluations in south Florida. Data for the
channel segments, (Manning’s coefficient, leakance, and channel geometry) were
extracted from the SICS study [70], the SFWMM model, and the P-D-M model.
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Water level information is available on a daily basis from January 1, 2000,
through December 31, 2007, at 36 observation locations (wells, staff gages, or com-
binations of both) within and around the model domain. The water level informa-
tion was also used to provide initial and boundary conditions on the overland do-
main and in the subsurface. The spatially interpolated head distribution of January
1, 2000, was used as initial conditions for a preliminary simulation which involved
stabilizing the solution to steady-state conditions from which transient simulations
were initiated.

Boundary conditions for the L-31 N canal running across the model domain in-
clude a flux boundary at the upstream reaches where water enters the domain. Daily
flow observations from the S-331 monitoring station (see Fig. 2.21) were used as
the inflow boundary condition at L-31 N canal for the model. This information was
available for the period from January 1, 2000, through December 31, 2007.

The reservoirs or detention areas that exist within the model domain are shown
in Fig. 2.21. There are four detention basins within the model domain—S-332BN,
S-332B, S-332 C, and S-332D. The detention basins are typically surrounded by
6 ft. high berms which prevent the flow of water across these basins. There are
four pumping stations in the L-31 N canal within the model area and one (S-331)
just north of the domain. The pumping stations (Fig. 2.21) move water to their
respective detention basins. There are also six inline structures (gated weirs and
spillways) existing within the model area as located in Fig. 2.21. Various structures
are present along the berms of the detention basins to let water flow in and out of
the basins. These structures are shown in Fig. 2.21 and generally include weirs or
culverts cut into the berm walls of the detention basins.

Data from eight rainfall gaging stations were used to apply average daily rainfall
over the model area. This information was from January 1, 2000, through December
31,2007 and was available on an hourly basis. The hourly data were summed to cre-
ate daily inputs. The distribution of rainfall was estimated by interpolating between
the rain gages.

Evapotranspiration (ET) was simulated according to a parametric model for wa-
ter removal which describes the ET flux as a function of depth. The maximum
ET flux occurs at or above a user defined maximum ET surface elevation, which
linearly reduces to zero at or below the extinction surface elevation. The maximum
ET surface was set at the shallow root zone and the extinction surface at the deep
root zone. The maximum ET flux, which varied on a daily basis, was calculated as
an average of the daily values over the simulation time period, at two ENP ET sites
located just north and south of the model area.

Groundwater TP concentration data between 2000 and 2004 were collected by
the US Army Corps of Engineers (USACE) and provided by the National Park
Service (NPS) [76]. There are ten monitoring wells, seven of which are shallow
and screened in layer 2 of the model. The remaining three wells are screened in
layer 3 of the model. These ten wells are located within or around the S-332B ba-
sin. Concentration data from these ten wells were used to establish the transport
model’s initial conditions. Groundwater TP concentration data between 2005 and
2007 were collected and provided by Geiser et al. [78]. There are 21 monitoring
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wells, all of which are shallow and screened in layer 2 of the model. The depth of
these wells varies from 4 to 14 ft. (1.2 to 4.3 m). There are eight, three, nine, and one
observation well(s) in and around Basins S-332BN and BW, S-332 C, S-332DN,
and S-332DS, respectively. Concentration data from these wells were used in the
calibration of the transport model.

For some periods between 2000 and 2007, water with water-borne phosphorous
was pumped from the L-31 N canal to the four detention basins. Daily TP concen-
tration and pumping data related to all S-332 basins were obtained in 2008 [14, 76].
The daily TP concentration and pumping rate data were used as input conditions for
the model to ensure that the estimation of the TP flux through the basins was as ac-
curate as possible. The background TP concentration in the canal was typically low,
on the order of 8-10 pg/L. Atmospheric wet TP deposition was based on the data
across Florida compiled by Pollman et al. [79]. At the ENP study site, the volumet-
ric weighted mean TP concentration for wet deposition was found to be 8 pg/L. This
level of concentration is comparable to the typical TP concentration in the canal.

Data relating to topsoil thickness, TP distributions in soil and limestone, and
physicochemical properties of the soils and limestone were obtained from several
sources. For additional details, the reader is referred to Refs. [76, 80].

4.2.4 Model Calibration

The calibration strategy was designed to produce a model that is capable of simu-
lating the general surface-water and groundwater flow patterns and regional trends
in TP concentration. The calibration metrics used in the calibration were: observed
groundwater and surface-water elevations, observed flow rates through inline struc-
tures, and observed TP in surface water and groundwater. Standard calibration met-
rics (see Sect. 3.3.3) were used. Calibration criteria are given in Refs. [76, 80].
Below is a summary of the calibration approach.

A steady-state flow condition was first simulated by the model to represent Janu-
ary 1, 2000 conditions, which provides a reproducible starting state from which
transients of the model were simulated. The transient simulation was performed
for a period of 8 years from January 1, 2000, through December 31, 2007. Data be-
tween 2000 and 2003 were used for calibration, and data from the remaining period
were used for verification. Once the flow model had been calibrated, the transport
component was calibrated. The model was calibrated using an expert interactive
(manual) calibration approach. Initial calibration simulations were first conducted
to probe the sensitivity of the model to critical parameters, to note cause-and-effect
for determining alterations from the original dataset, necessary to achieve calibra-
tion. Following this, the model parameters were altered systematically to achieve
calibration goals.

For the flow component of the model, excellent agreement between observed
and simulated water elevations was obtained. Examples of comparisons between
observed and simulated groundwater elevations at well RG4 and observed and
simulated surface-water stages at the S-174 canal inline structure are shown in
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Fig. 2.22 Groundwater elevation at well RG4 versus time
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Fig. 2.23 Stage at inline structure S-174 versus time

Figs. 2.22 and 2.23, respectively. For the transport component, the model was able
to capture the variation of TP concentration between 2005 and 2007 reasonably well
around the detention basins. An example for well MW38 is shown in Fig. 2.24. Note
that the peak TP concentrations predicted by the model correspond to peak precipi-
tation but the observed high concentrations tend to lag behind the peak precipita-
tion. However, some of the spikes do not correspond to peak precipitations, sug-
gesting relatively complex transport processes of sediment and flocculent material
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Fig. 2.25 Total phosphorus concentration versus time: Well NE-S

at the surface, as well as complex preferential flow paths in the aquifer below. In
Fig. 2.25, it can be seen that at well NE-S, the model is able to simulate the decay
of the elevated TP concentration mound that appeared prior to 2000 and the peaks
that appear in 2002 and the end of 2003 reasonably well. A representative TP con-
centration in canal versus time curve near the Basin B pumping station is shown in
Fig. 2.26. This figure shows that the TP concentration in the channel as predicted
by the model agrees reasonably well with the observed data. All of the above-men-
tioned observation locations are shown in Fig. 2.21.
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Fig. 2.26 Total phosphorus concentration versus time: L-31 N Canal at Basin B
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Fig. 2.27 Tracer distribution below the S-322D basin in the Biscayne aquifer (concentration val-
ues are in pug/L)

4.2.5 Model’s Predictive Analysis Example

The developed model has been used as an analytical and management tool to in-
vestigate the operations and the impacts due to the construction of levees, canals,
pumping stations, and detention basins on the groundwater flow pattern and water
quality as part of the Mod Waters C-111 project. An example, shown in Fig. 2.27,
demonstrates the movement of pumped-in water through a tracer (simulated) in
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the S-332D basin. Figure 2.27 shows that very little tracer (along with water) from
Basin D moves into the ENP area. This simulation shows that all of the tracer and
water from Basin D that migrated into the ENP area was eventually flushed out to
the east. Additional details including calibration statistics and examples are pro-
vided in Refs. [14, 76].

5 Summary and Concluding Remarks

A theoretical framework for a fully coupled, physically based, spatially distributed
conjunctive surface/subsurface flow and transport model is presented in Sect. 2.
The model is divided into three interactive and interconnected domains: three-
dimensional subsurface; two-dimensional overland; and one-dimensional channel.
Flow in the subsurface domain, described by the Richards equation, is fully three-
dimensional and variably saturated. Surface flow, in the overland and channel
domains, is described by the two-dimensional and one-dimensional diffusion wave
equations, respectively. Interactions between the three domains are described by
hydraulic conductance at domain interfaces. Surface water bodies such as reser-
voirs, lakes, rivers, canals, and ponds may be included in either the overland or
the channel domains. Typically, large surface water bodies (large lakes, etc.) are
part of the overland domain, whereas smaller features are included in the channel
domain. Hydraulic and control structures such as bridges, dams, and weirs along
with their operational rules may be described through the channel flow equation.
Other surface features including depression storage and obstruction storage exclu-
sion, which affect surface-water flow and storage and surface/subsurface interac-
tions, are part of the two surface flow (diffusion wave) equations. Related surface
processes that describe gains or losses in surface and subsurface water fluxes such
as plant canopy interception storage effects on precipitation, soil evaporation, and
vegetative transpiration, must be taken into account. Velocity distribution derived
from the flow model is used in the transport model which describes the movement
of different species of chemicals in the same three domains. The transport processes
include advection, hydrodynamic dispersion, adsorption, and decay. In the case of
densitydependent flow and transport, feedback between the flow and transport oc-
curs through the dependency of fluid density and dynamic viscosity on chemical
concentrations.

A domain discretization scheme for finite-difference models is described in
Sect. 2.6. The formation of the system equation that describes conjunctive flow
and transport in the surface and subsurface domains along with solution techniques
are presented in Sect. 2.7. Available simulators are discussed in Sect. 2.8. Model
development and calibration are presented and discussed in Sect. 3. The discus-
sion includes, model design, parameterization, calibration, and calibration criteria.
Two application examples are provided in Sect. 4. These examples demonstrate the
development and calibration of flow and transport models for two watersheds in
Florida.
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The framework presented in this chapter is very general. It can be extended to

include other processes such as thermal transport, snowmelt, sediment transport,
and flow and transport in fractured media.
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Abstract Submerged vanes are an unobtrusive and cost-effective way for river
engineers to address many problems associated with river channel stability and river
management in general. The vanes are small flow-training structures designed and
installed on the riverbed to modify the near-bed flow pattern and redistribute flow
and sediment transport within the channel cross section. The structures are laid out
so they create and maintain a flow and bed topography that is consistent with that
of a stable channel creating optimum conditions for managing the river. A relatively
new technology, submerged vanes are a low-impact method for restoring riverbanks,
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stabilizing or re-meandering river reaches previously modified (straightened) by
humans, increasing flood flow capacity, reducing sediment deposits, and for help-
ing maintain or enhance the ecosystem in and around rivers. Following laboratory
research and feedback from field installations, guidelines are now available for
designs that are effective and sustainable. These guidelines are described in the book
by Odgaard River Training and Sediment Management by Submerged Vanes, ASCE
Press, 2009. Following a brief summary of the theory with illustrations from the
ASCE book (reprinted with permission of ASCE), this chapter presents the latest
feedback from field installations and suggestions for future applications.

Keywords Submerged vanes - River restoration * Rivers + Re-meandering - River
realignment - Sediment management

1 Introduction

Rivers play an important role in society. They provide water for irrigation, water
supply, power generation, and many other uses. They also cause disasters primarily
during floods when they inundate portions of the floodplain and destroy property
and infrastructure. The sediment they transport from the watershed to the ocean
often interferes with both navigation in the rivers and infrastructure along them.
One of the river engineer’s major tasks is to help facilitate optimum usage of this
resource and at the same time provide protection against disasters. River training is
the common solution. Traditionally, river training consists of construction of revet-
ments, dikes, wing dams, weirs, and by dredging; and in some cases, construction
of bypass channels. These techniques function by adjusting bank resistance and/or
bank erodibility and/or flow and bed topography.

Revetments are structures that are aligned parallel to the flow. They are used
most often to protect eroding banks and to form a smooth bank line. Types range
from simple riprap embankments to revetments made with rock mattresses (e.g.,
gabions) and articulated concrete mattresses to revetments made with wooden piles
and stone-filled trenches. Bio-mattresses are also used to promote vegetation on
the banks. Dikes, wing dams, submerged vanes, and weirs (e.g., bend-way weirs)
are structures placed at an angle to the flow. They are typically used for: (a) faring
out sharp bends to a larger radius of curvature to provide a more desirable chan-
nel alignment (and thus stabilize concave banks); (b) closing off secondary chan-
nels and old bend ways; (c) redistributing flow within a channel cross section (for
example, to constrict a channel to increase depth in certain areas or to transform a
braided river into a single channel); and (d) protecting bridges, utility crossings, and
structures along the bank. Most dikes are made with stone fill, but other materials
are also used. The so-called bend-way weirs are made with rocks; they function like
dikes, and are oriented upstream at an angle of, typically, 60—80° with the bank.
Finally, dredging is the process of moving material from one part of a channel to
another or to a disposal site on land. Dredging is used most often for deepening or
widening navigation channels or for land reclamation.
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All of the aforementioned techniques have been perfected over many years, and
the experience and design guidelines are well documented in the literature (numer-
ous reports by the US Army Corps of Engineers).

The submerged-vane technique is a relatively new and not-so-well-documented
technique whose promise is becoming more evident every day. Both laboratory
and field tests suggest that this technique has a broad range of applications. Vanes
have already been installed in many rivers throughout the world, including the Nile
River, Egypt; Waikato River, New Zealand; Kosi River, Nepal; Kuro River, Japan;
Missouri River, the USA; and a number of smaller rivers in the Eastern and Mid-
west states of the USA. Feedback from these and other sites have resulted in an
improved understanding of the functioning of vanes and improved design basis [1].
Following a brief summary of the theory with illustrations from [1], reprinted with
permission of ASCE, this chapter presents the latest feedback from field installa-
tions and suggestions for future applications.

1.1 Concept

Submerged vanes are small flow-training structures (foils) designed to modify the
near-bed flow pattern and redistribute flow and sediment transport within the chan-
nel cross section. The structures are installed at an angle of attack of, typically,
10-20° with the flow, and their initial height is 0.2—0.4 times the local water depth
at design stage.

The vanes function by generating secondary circulation in the flow. The circula-
tion alters magnitude and direction of the bed shear stresses and causes a change in
the distribution of velocity, depth, and sediment transport in the area affected by the
vanes. As a result, the riverbed aggrades in one portion of the channel cross section
and degrades in another.

Typically, vanes are installed in arrays along one side (or both sides) of a river
channel over a reach long enough to create a desired flow redistribution. Their ad-
vantage over traditional training structures, such as dikes and groins, is that they can
produce a given redistribution of flow at less resistance to the flow and at less cost.
Vanes produce flow redistribution by vorticity, whereas, groins and dikes, which are
usually placed normal to the flow, produce flow redistribution by simple continuity
and drag force. Because they are nearly aligned with the flow, the associated drag
force is relatively small. Their alignment also eliminates the problem of structural
stability associated with local scour, which is often a concern with the traditional
structures. An important point in regard to flow resistance is that the resulting lower
velocity within the vane field not only causes a reduction in flow depth but also
results in dunes in the vane field that are smaller than prior to the installation of
vanes. So, in the vane field, the increase in flow resistance due to vane-induced
drag is partially outweighed by the decrease of flow resistance due to smaller size of
bedforms. As a result, the overall change in water-surface slope is often negligible.
This feature makes the vanes ideally suited for sustainable adjustments of flow in
the river.
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Fig. 3.1 Submerged vanes for mitigating stream bank erosion, a naturally occurring secondary
current in river bend, b vane-induced secondary current eliminates the naturally occurring second-
ary current and stabilizes riverbank. (Source: Odgaard [1], with permission from ASCE)

1.2 Developments

The first known attempts to develop a theoretical design basis are by Odgaard and
Kennedy [2] and Odgaard and Spoljaric [3]. Odgaard’s and Kennedy’s efforts are
aimed at designing a system of vanes to stop or reduce bank erosion in river curves.
In such an application, the vanes are laid out so that the vane-generated second-
ary current eliminates the centrifugal-induced secondary current, which is the root
cause of bank undermining (Fig. 3.1). The centrifugally induced secondary current
in river bends, also known as the transverse circulation or helical motion, results
from the difference in centrifugal acceleration along a vertical line in the flow be-
cause of the nonuniform vertical profile of the velocity. The secondary current forc-
es high-velocity surface current outward and low-velocity near-bed current inward
(Fig. 3.1a). The increase in velocity at the outer bank increases the erosive attack on
the bank, causing it to fail. By directing the near-bed current toward the outer bank,
the submerged vanes counter the centrifugally induced secondary current, thereby
inhibiting bank erosion. The vanes stabilize the toe of the bank (Fig. 3.1b).

Both laboratory and field tests have shown [1] that vane systems can be
configured to stabilize meandering channels and channels with shoaling problems.
Tests have shown that significant changes in depth and velocity distributions can
be achieved without causing significant changes in cross-sectional area, energy
slope, and downstream sediment transport. The changes in cross-sectional average
parameters are small because the vane-induced secondary current changes the di-
rection of the bed shear stresses by only a small amount. The vanes’ effectiveness in
sediment redistribution is particularly useful at diversions and water intakes where
shoaling problems are notorious. Strategically placed, the vanes have been shown
[1] to effectively prevent bed load from entering the diversion or water intake while
maintaining the stability of the main channel.

Most applications so far have been with a simple, flat-panel design, where the
vanes are made of either reinforced concrete (Fig. 3.2) or sheet piles, preferably flat-
panel sheet piles like those used recently [4] at the Greenville Utilities Commission
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Fig. 3.2 Precast concrete vane panels being placed between H-pile supports. Placement guides
extend temporarily above H-columns. (Source: Odgaard [1], with permission from ASCE)

Fig. 3.3 Flat-panel sheet pile
vane ready for installation at
the Greenville Utilities Com-
mission water supply intake
on Tar River, North Carolina,
2012. Only the topmost
1.5-2.0 ft will be above the
current bed level. (Courtesy
of the Greenville Utilities
Commission)

water supply intake on Tar River, North Carolina (Fig. 3.3). Laboratory studies
[1] have shown that vane efficiency can be improved by making the vane double-
curved as shown in Fig. 3.4.

Finally, vanes may be used effectively in conjunction with traditional river train-
ing strategies. For example, protecting a riverbank using a system of submerged
vanes together with a moderate toe protection with riprap is, in many cases, less
expensive than, and equally effective as a full-height riprap embankment. The
vane-riprap solution is also more environmentally attractive because both vanes
and riprap will be submerged most of the time, allowing the upper bank to maintain
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Fig. 3.4 Sketch show-

ing improved final design.
(Source: Odgaard [1] with g : —— |OWA VANE
permission from ASCE) i

its natural structures and ecosystem. As will be demonstrated later, vanes also work
well in combination with dikes and wing dams. In this case, the dikes and wing
dams are installed upstream to stabilize a river segment and provide optimum ap-
proach-flow conditions for the vane system.

1.3 Sustainability

As suggested earlier, vanes are ideally suited for sustainable adjustments of the
flow in a river channel. This is because the adjustments are made without causing
significant changes in the variable that has probably the greatest effect on chan-
nel stability, namely, water-surface slope or energy expenditure per unit length. By
preserving slope and rate of energy expenditure of the river flow, vanes also help
preserve the ecosystem of the river and its environment. However, at the same time,
it is important to recognize that the vane-induced adjustments are static. River chan-
nels are dynamic. Many river channels maintain their dynamic equilibrium by the
natural process of meandering, that is, a certain amount of bank-line migration may
be part of the natural process of maintaining dynamic equilibrium. Therefore, in
certain river environments, vane design must be preceded by a channel stability
analysis so the vanes can be laid out to anticipate migration and provide long-term
stability.

A channel stability analysis is also important when new channel alignments are
being designed, for example, in channel restoration projects and in re-meandering
of previously straightened channels. An example of a stability analysis is given later
in this chapter. The example shows how a stable meander planform is obtained by
perturbation stability analysis, and how vanes may be used to preserve the stable
planform. However, channel restoration is still an area of much research, and a
stability analysis based on a single-thread meander planform may not always be
sufficient for a sustainable solution.
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2 Theory

2.1 Airfoil Analogy

A submerged vane at a small angle of attack with the flow induces a horizontal
circulation in the flow downstream. The circulation arises because the vertical pres-
sure gradients on the two surfaces of the vane cause the fluid flowing along the
high-pressure (upstream) side to acquire an upward velocity component, whereas
on the low-pressure (downstream) side there is a downward velocity component.
The resulting vortices (vortex sheet) at the trailing edge of the vane roll up to form
a large vortex springing from a position near the top of the vane. This vortex is car-
ried with the flow downstream, where it gives rise to a secondary or helical motion
of the flow and associated changes in bed shear stress and bed topography. These
changes can be calculated [1].

The area of streambed affected by a single vane is limited. To generate a larger,
coherent vortex that affects the flow pattern over a wider area of the channel cross
section, several vanes must be employed. If the vanes are arranged in an array as
shown in Figs. 3.5 and 3.6, the width of the affected area is increased. Calculations
and experiments show that a vane spacing of two to three times vane height is
appropriate for the vortices induced by a vane pair to merge into a distinct, common
vortex with relatively large transverse velocity in the region between the vane axes
and not too large reduction of circulation per vane due to vortex interference.

To sustain a certain induced circulation and induced bed shear stress down-
stream, the vane array must be repeated at intervals in the downstream direction.
The distance between the arrays depends on the design objective, which must stipu-
late lower limits on induced stresses. Formulas for estimating induced bed shear
stresses as well as the impact on a channel’s energy slope are presented in [1].

Fig. 3.5 Schematic showing
circulation induced by array
of three vanes. (Source:
Odgaard [1] with permission
from ASCE)

Fig. 3.6 Schematic showing
change in bed profile induced

by array of three vanes. ( )
- - I Qriginal Bed

1|k
ik

(Source: Odgaard [1] with
permission from ASCE)
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2.2 Flow Equations and Solutions

To calculate the effect of a submerged-vane system on flow and bed topography in
an alluvial channel, the vane-induced stress distribution is introduced into the equa-
tions for conservation of mass (water and sediment) and momentum. The resulting
equations are reduced using order of magnitude analysis and applying a stability
criterion for sediment particles on the streambed [5].

Odgaard and Wang [5] solve the governing equations using a finite difference
scheme. The boundary condition is obtained from the continuity equation. The com-
putation is carried out starting at the bank farthest away from the vanes. In a river
curve, this is normally the inner bank. Initially, the flow depth at the starting point
is set equal to the pre-vane flow depth, and the cross-sectional distributions are cal-
culated. If these distributions do not satisfy the boundary condition, a new starting
depth is selected. The process is repeated until the boundary condition is fulfilled.

2.3 Laboratory Validation Tests

A series of laboratory tests were conducted to validate the theory, one series of proof-
of concept tests conducted in a rigid-bed channel and several test series conducted in
movable-bed channels [1, 6]. Figure 3.7 is from a test in straight movable-bed chan-
nel; it shows the bed topography after draining most of the water from the flume.

Fig. 3.7 Upstream view of

a nearly drained, straight
channel with vanes. Before
the water was drained from
the flume, flow depth was
about 18.2 cm; discharge
0.154 m?/s; and water-surface
slope 0.00064. The vanes
reduced the depth near the
right bank by about 50 %; this
caused the depth near the left
bank to increase by 20-30%
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One of the most important observations made in the tests in both the curved and
straight flumes is that the vane-induced changes occurred without causing signifi-
cant changes in the area of the cross sections and of the longitudinal slope of the
water surface. The changes in slope were less than 8 %. This observation is impor-
tant because it implies that the vanes will not cause any changes of the stream’s
sediment-transport capacity upstream and downstream from the vane field and,
therefore, should not alter the overall characteristics of the stream.

Another notable observation is that the vane-induced redistribution of sediment
within a cross section is an irreversible process in the sense that a reduction of dis-
charge does not lead to recovery of original distributions. A reduction in discharge
does not result in a reduction in the volume of sediment accumulated in the vane
field because, at the lower discharge, the sediment-transport capacity in the vane
field is too low to remove the sediment that accumulated at the higher discharge.

3 Field Tests and Experience

3.1 Stabilization of River Channel Alignment

As mentioned, many river channel stabilization projects include realignment of the
channel, for example re-meandering of a reach previously straightened. In such
cases, design is preceded by a channel stability analysis. Such an analysis con-
sists of either a review of historical, sequential aerial photos of stable upstream and
downstream channel reaches, or a formal perturbation stability analysis or both [7].

The following is a stabilization project in which a vane system was installed
to ameliorate a channel instability problem caused by channel straightening. The
river is the West Fork Cedar River, lowa, USA [1]. The channel was straightened
and widened at the time of construction of a new bridge (1970) to allow a 100-year
flood flow to pass through. Figure 3.8 shows the excavation plan for the project.
It is a 150-m-long, 9-m-wide, six-span, I-beam bridge with the road surface about
5 m above the low-flow streambed. The top width and bank-full depth of the river
upstream of the excavation are 30—40 m and 1.9-2.1 m, respectively. The bed mate-
rial is sand with a median particle diameter of about 0.5 mm. Annual mean flow in
the river is about 14 m3/s and bank-full flow about 100 m3/s. By 1984, a consider-
able portion of the excavation upstream from the bridge had filled in and become
vegetated. Figure 3.9a shows the 1984 bank line and a sandbar that subsequently
developed along the left bank. The sandbar occupied four of the six spans, causing
the flow to be thrown toward the right bridge abutment, where it undermined and
eroded the bank. Annual dredging became necessary because the sandbar grew in
size after each storm. It was clear from aerial photos that the bar formed as part of
the river’s adjustment to the 1970 channel straightening, which essentially elimi-
nated two meanders and shortened the channel segment by 482 m (from 1189 to
707 m). The straightening resulted in a 69 % increase in the local channel slope,
from 0.00047 to 0.00083. This increase in slope caused the channel reach to transi-
tion from a meandering regime toward a braided regime.
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Fig. 3.8 Excavation plan for
West Fork Cedar River chan-
nel straightening

A system of 12 vanes (four arrays with three vanes in each array) was installed in
the summer of 1984. The layout is shown in Fig. 3.9b. Each vane consists of vertical
sheet piles driven into the streambed and aligned at a 30° angle with the main chan-
nel. With this angle, the vanes are at about 20° with the 1984 mean flow direction,
which is indicated by the arrows in Fig. 3.9a. Each sheet piling is 3.7 m long, and its
top elevation is 0.6 m above the streambed. The vane system was designed to cause
flow depth and velocity to decrease along the right bank and increase along the cen-
terline. As seen in Fig. 3.10, the system has accomplished this. A permanent, protec-
tive berm now is seen along the bank that was previously eroding (along a reach of
about 450 m). In fact, the vanes are now maintaining a cross-sectional bed profile
similar to that designed when the bridge was constructed. Nine of the 12 vanes are
now permanently covered with vegetation. Maintenance has not been necessary.
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Fig. 3.9 Plan of West Fork Cedar River bridge crossing, a prior to vane installation in 1984, and b
5 years after vane installation. (Source: Odgaard [1], with permission from ASCE)

A major flood occurred in 2008 which by several accounts exceeded the 100-
year flood. Portions of the right bank were undermined and washed away. The right
photo in Fig. 3.10 shows the low flow channel the following year 2009. As seen, the
“damages” were minor. The right bank did not come even close to the bridge abut-
ment. As seen in Fig. 3.11, the channel is recovering, and in 2011 the right bank is
essentially back to where it was prior to the 2008 flood.
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1984

Fig. 3.10 Aerial photos of the West Fork Cedar River bridge crossing at low flow, (/ef?) prior to
vane installation in 1984, (middle left) in 1989 5 years after vane installation (along right bank
only), (middle right) in 2006, and (right) 25 years after vane installation. (Source: Odgaard [1],
with permission from ASCE (left two images), and DigitalGlobe (2006 and 2009 photos))

2007 2010 2011

Fig. 3.11 Aerial photos of the West Fork Cedar River bridge crossing at bank-full flow, (/eff) in
2007, (middle) in 2010, and (right) in 2011, 27 years after vane installation. (Source: DigitalGlobe)
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3.2 Stabilization of Riverbanks

Often, stabilization of a river alignment also brings vegetation back to the river-
banks and restores the banks’ natural ecology. However, adjustment of alignment
is not always possible. Infrastructure such as highways and bridges are often in
the way, and a more localized approach is needed. In such cases, submerged vanes
are also an effective measure for restoring and stabilizing the banks, in some cases
aided by riprap along the toe of the bank. Typically, the most unstable reaches of
a river are the bends. In bends, the interaction between the vertical gradient of the
velocity and the curvature of the flow generates a so-called secondary or spiraling
flow. The secondary flow moves high-velocity, near-surface current outward and
the low-velocity, near-bed current inward, thereby producing larger depths and ve-
locities near the outer banks. The deepening of the channel diminishes the toe sup-
port of the bank and the larger velocities attack it, setting the stage for bank erosion.
As indicated in Fig. 3.2, the vanes are laid out so that the vane-generated second-
ary current eliminates all or part of the centrifugal-induced secondary current. The
vanes stabilize the toe of the bank.

Figure 3.12 shows a bend of Wapsipinicon River, USA, that was restored in
1988. The bank was eroding at a rate of 3 m per year toward a county road and
was endangering a bridge structure. The bank height is 3.5 m and bank-full flow
about 600 m3/s. A system of 28 vanes was installed along approximately 100 m of
the bend in May 1988. The vanes were fabricated of reinforced concrete and each
mounted on an H-pile, which was driven approximately 4.6 m into the streambed.
See the schematic in Fig. 3.4. The vanes were oriented at approximately 20° with
the direction of flow at bank-full flow. At around 2000, the toe of the bank down-
stream of the vane installation was provided with a riprap protection. Figure 3.12
shows aerial views of the river, in 1988 just before vane installation, and in 2009,
19 years after installation. It is seen that the vane system aided by the riprap protec-
tion not only helped to restore the bank but also helped to create a more favorable
approach-flow condition for the bridge opening.

Fig. 3.12 Aerial view of Wapsipinicon River in 1988 (/eff) and in 2009 (right). (Courtesy of Rob-
ert DeWitt, River Engineering International (lefi photo) and DigitalGlobe (right photo))
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3.3 Stabilization of River Channel at Diversions and Water
Intakes

Channel stability is often a challenge when water is withdrawn from the channel
through a diversion or water intake. The withdrawal of water reduces the down-
stream flow velocity and, hence, the downstream sediment-transport capacity in the
vicinity of the diversion or intake. As a result, the bed level may increase in the area
around the intake (sometimes even blocking the flow into the intake) upsetting the
balance between flow and sediment transport and the natural channel stability. A
submerged vane system is typically designed to fulfill two purposes: (a) prevent bed
load from being withdrawn into the diversion or intake and (b) maintain stability
of the flow in the main channel. In this case, the vane system must (a) intercept the
bed load heading for the intake and deflect it around the intake and (b) increase flow
velocity in the main channel enough that the deflected sediment stays in motion and
continues downstream without causing unwanted degradation.

The design scenario is depicted in Fig. 3.13. Figure 3.13a shows the channel
section with elevated bed level due to the water withdrawal. Figure 3.13b shows
the bed-level changes (at bank-full flow) that the vanes need to accomplish to (a)
get sediment-free water into the intake and (b) increase bed level and flow velocity
outside the intake enough to keep sediment in motion past the intake. Figure 3.13c
shows the bed level the vane system needs to maintain at low flow. The width of the
vane field, 6 , must be sufficient that the induced aggradation within the field results
in a channel along the intake of sufficient width, depth, and velocity to accommo-
date the flow into the intake as well as maintain a sufficiently high flow velocity
past it. Channel stability is achieved and maintained when the slope of the energy
grade line (energy dissipation per unit length along the channel) and main-flow

Fig. 3.13 Schematic show- Intake
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curvature are maintained. As mentioned earlier, this is a feasible objective because
of the vanes’ relatively small angle of attack. With a relatively small angle of at-
tack, the increase in flow resistance caused by the drag force on the vanes is modest
and not more than can be compensated for by the decrease in bed-form drag due
to smaller dunes within the vane field. The design challenge is to maintain stability
at all flow rates and water-surface elevations at the site; vanes are static while the
channel flow is dynamic. The following case studies demonstrate both the challenge
and the solution.

The vane system at Duane Arnold Energy Center (DAEC) was the first (1991)
designed with the aforementioned dual purpose: (a) prevent bed load from entering
the intake and (b) maintain channel stability. As seen in Fig. 3.14, the solution con-
sisted of the installation of a guide wall and nine submerged vanes. The guide wall
is attached to the upstream corner of the intake and extends upstream as it tapers
into the bank line, thus smoothing the approach flow past the intake structure. The
vanes intercept the approaching bed load and divert it away from the face of the
intake. Installation details are described in [1].

As described by Odgaard [1], one of the challenges with the DAEC project
was the gradual change in flow split between meander curve and cutoff. By 2005,
the flow through the meander curve had decreased to less than 10%. As a result,
the channel upstream from the intake had incurred changes that affected the flow
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Fig. 3.14 Bed-level contours in Cedar River at the DAEC intake structure, a in 1989, and b in
1992. (Source: Odgaard [1], with permission from ASCE)
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Fig. 3.15 2008 view of
Goldsboro raw water intake
on Neuse River, North Caro-
lina. (Source: DitigalGlobe)

approaching the vane field and intake. Between 1990 and 2005, a considerable
amount of bank erosion occurred along the right bank about 200 m upstream from
the intake in the upstream segment of the cutoff, and an even larger amount along
the left bank just upstream of the intake. By 2005, the width of the channel just
upstream of the intake had become nearly twice the width in 1980, and shoaling
occurred in the channel. A decision was subsequently made to build four spur dikes
upstream and opposite the intake to make the river channel return to its 1980 plan-
form [1]. The spur dikes caused the flow past the intake to increase and the bed level
to return to the level just after the vane installation in 1991. The keys to the success
of the Duane Arnold vane system was (a) installation of a guide wall to smoothen
the approach flow to the system and (b) installation of the spur dikes upstream on
the opposite bank which helped stabilize the channel.

A guide wall was also used at the recently completed (2012) vane system for the
Goldsboro raw water intake on Neuse River, North Carolina, USA. Figures 3.15
and 3.16 show aerial views of Neuse River at the intake before and after installation

Fig. 3.16 2012 view of
Goldsboro raw water intake
on Neuse River showing
guide wall upstream of intake
for smoothing the approach
flow to the submerged vane
system located off the end of
the structure; six buoys are
installed outside the vane sys-
tem to warn boaters. (Source:
DitigalGlobe)
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of vanes and guide wall. The Goldsboro design was aided by Hydrologic Engineer-
ing Centers River Analysis System (HEC-RAS) calculations to ensure the design
would preserve the energy grade line through the reach. So far, the design has met
expectations.

The vane system at the Byron Station intake on Rock River, Illinois, completed
in 1998 was the first dual-purpose system at an intake located on the inside of a
river curve [1]. In this case, the bed-load deflection challenge is exacerbated by
the river’s natural tendency to build a point bar at the intake (Fig. 3.17). The intake
draws 1.8 m’/s of water from the river for make up for the cooling system of the
plant. Note the location of the spur dikes.

The design approach at the Byron Station intake was later (1993) used at the
Huntly Power Station, New Zealand [1]. However, at Huntly, the intake was located
on the outer bank of the meander curve relatively close to the crossover from the
upstream meander curve. The upstream spur dikes or weirs were designed to stabi-
lize the crossover. Because of the near-braided regime of the river at this location,
the crossover was unstable and sandbars tended to form at the intake. These weirs,
together with the vanes, now maintain a stable, relatively deep channel along the
face of the intake.
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Fig. 3.17 Bed-level contours in Rock River at the Byron Station (Illinois) intake structure, a in
1990, b in 1994, and ¢ in 2007. ¢ is based on survey data used with permission of Exelon Corpora-
tion, all rights reserved. (a, b, and ¢ are adapted from Odgaard [1] with permission from ASCE)
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Fig. 3.18 Plan of the Nile
River at Kurimat Power
Station
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Channel stabilization was also a major part of the design of a vane system for
the Kuraimat Power Station intake on the Nile River, Egypt [8]. The sedimentation
problem at this intake was due in part to the following morphological features/chal-
lenges: (a) The intakes and plant were located on the side of the river where the river
will naturally deposit sand (inside of curve); (b) a channel expansion upstream of
the plant caused morphological instability; and (c) a small island in the river outside
the plant, formed over time to naturally stabilize the channel, was reshaped in the
mid-1990s to guide more water to the intake; the reshaped island provided short-
term improvement but not long-term improvement, and the channel reach became
less stable. Figure 3.18 shows the alignment of the river as it flows past the intake.
The meander curve (half-wavelength) is approximately 2.6 km long. The solution
consisted of (a) construction of two flow deflectors upstream the small island to
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Fig. 3.19 Flow and sediment management measures, and model boundaries

adjust the flow split around it and (b) installation of a sediment barrier and a series
of submerged vanes near the intake to intercept and deflect sediment that would oth-
erwise enter the intake. A major challenge was to not only preserve but also enhance
channel stability at this location; this was a major challenge because bringing the
island shape back to “normal” was out of the question. The solution was developed
using a combination of physical and numerical modeling as well as perturbation sta-
bility analysis. Two physical model studies were included, the boundaries of which
are indicated in Fig. 3.19.

The intake for the Sunsary Morang Irrigation Project on Kosi River, Nepal, suf-
fered a similar sedimentation problem, also triggered by channel instability (braid-
ing). See Odgaard [1]. What distinguishes the Nepal project from other projects
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Fig. 3.20 Vane layout at intake screens in Tar River, N.C. (Courtesy of the Greenville Utilities
Commission)

are: (a) the median grain size is 30 mm, more than ten times the size at most other
projects, and (b) the water level varies up to 4 m, from an extreme low of 109 m at
an extreme low flow of 400-500 m3/s to about 113 m at an extreme high flow of
9000 m?/s. The height of the vanes range from 1.2 to 1.5 m and their length is 6 m.

The latest (2012) design innovation is demonstrated and being field-tested at the
Greenville Utilities Commission § water supply intake on Tar River, North Carolina,
USA [4]. The intake consists of four wedge-wire screens located near the bottom
of the river about 10 m from the shoreline. Sedimentation has been a recurring
problem at the site for several years, in particular during low flows, and back flush-
ing was necessary with increasing frequency. Occasional shutdowns have occurred.
In fact, several water intakes on rivers in the eastern part of the USA are suffering
from similar sedimentation problems which seem to correlate with unprecedented,
extended periods of droughts.

The new vane system design is a “wedge-plow” design where the vanes are ori-
ented such that they split the oncoming bed load evenly around the intake screens
much like the way the wedge snow plow on a locomotive pushes the snow off rail-
road tracks. The layout is shown in Fig. 3.20. Each vane is approximately four [4]
ft long and stands 1.5-2.0 ft above the river bottom. They are made from flat-panel
sheet piling driven 6-8 ft into the riverbed. Installed in pairs, the vanes are fully sub-
merged during all but the very lowest river stages. Figure 3.21 shows the template
that was used to guide installation, and Fig. 3.22 shows the installation process with
all vanes still exposed above the water surface. After installation, the frequency
of back flushing has been significantly reduced, and so far the plant has not ex-
perienced any shutdowns due to sediment infiltration. After several rain events,
a sandbar developed in proximity of the vanes. Figure 3.23 shows how the vanes
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Fig. 3.21 Template used for
guiding vane installation at
intake screens in Tar River,
N.C. (Courtesy of the Green-
ville Utilities Commission)

Fig. 3.22 Vanes being
installed around intake
screens in Tar River, N.C.
(Courtesy of the Greenville
Utilities)

Fig. 3.23 Vane system
deflecting bed load around
intake screens in Tar River,
N.C. (Courtesy of the Green-
ville Utilities Commission)
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created an angular face of the sandbar indicating that the vanes deflected it around
the intake and accomplished their purpose.

Obviously, it is too early to assess the long-term performance of the Greenville
system. Although the system was designed to solve the sedimentation problem at
the intake more so than solve a channel stability problem, the observations at the
site confirm that a low-impact (low-resistance) vane system can be designed to have
a significant effect on sediment movement through a channel without affecting the
expenditure of flow energy—an observation of significance to many channel stabi-
lization projects.

4 Proposed Applications

4.1 Creating a Stable Meander Planform

The following example illustrates how the experience from the aforementioned case
studies is applied to a typical channel re-meandering project. The data used in the
example are adapted from an ongoing project on a channel reach that is unstable
and has braiding tendencies. Figure 3.24 is a plan view of the reach, which is 2 km
long. The objective is to stabilize the reach as a single-thread channel allowing
the ecology to be restored and the area to better accommodate the needs of the
nearby community. First, the alignment of the new channel is determined such that
it is consistent with that of a stable meander. Alternatives 1 and 2 in Fig. 3.25 are
two possible solutions for channel alignment. The most stable alignment is deter-
mined by a stability analysis. Using data from the field for the situation depicted in
Fig. 3.24, the upstream stable reach has average width, depth, slope, and grain size
of 75 m, 3 m, 0.0009, and 0.6 mm, respectively. Bank-full (channel forming) dis-
charge is 423 m’/s. At this discharge, the Darcy—Weisbach friction factor is /=0.06
and average velocity 1.88 m/s. According to Leopold and Wolman [9], these values
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Fig. 3.24 Channel reach to be stabilized. (Source: Odgaard [1], with permission from ASCE)
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Fig. 3.25 Alternative chan-
nel alignments through the
reach, Alternative 1 (/eft)
and Alternative 2 (right).

(Source: Odgaard [1], with
permission from ASCE)
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of discharge and slope place this channel reach at the transition between a braided
channel and a meandering channel (Fig. 3.26), close enough to the meandering re-
gime that a single-thread channel is sustainable. A perturbation stability analysis [1]
shows that the dominant wavelength is about 1600 m. That means Alternative 1 in
Fig. 3.25 is the most stable alignment for the reach. The alignment consists of three
circular arcs of radii 850, 1300, and 850 m, respectively, connected with straight-
channel segments. Using a two-dimensional bend-flow model [1, 10], maximum
scour depth in this alternative is estimated to be 4.3 m and maximum near-bank
velocity about 2.3 m/s. The near-bank velocity is about 20% larger than cross-
sectional average velocity. Considering that the channel is a constructed channel,
the banks have to be protected to allow vegetation to get established.

A system of submerged vanes is proposed for stabilizing the alignment, much
like in the aforementioned West Fork Cedar River case. Vanes would be installed
along the portion of the bank with greater-than-average near-bank velocity. Us-
ing the design guidelines presented in [1], a system of 1.34-m-tall vanes would
be placed in arrays of three and spaced longitudinally at a distance of 20-25 m to
increase the bed elevation along the outer bank to approximately the elevation of
the average bed. Such a system will reduce near-bank velocity to cross-sectional
average velocity with no change in channel slope and will thus prevent erosion from
occurring along the bank. With no erosion occurring along the bank, vegetation
should be able to take hold. The first vane array of each system would be installed
at the point of estimated “first outer-bank erosion occurrence,” which in this case
is calculated to be at the halfway point between the beginning of the bend and bend
apex. Lead-in vanes would be added at the beginning of the reach to promote the
development of the first meander curve.
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In general, the selection of channel alignment must be, to some extent, based
on existing topography and high-bank alignment. When the calculated wavelength
differs from that fitting in naturally with the existing high-bank alignment, the
selected wavelength should be adapted to fit the existing high-bank alignment as
much as possible. The alignment shown is the most appropriate for the given high-
bank alignment and the calculated wavelength. Had the calculated wavelength been
twice that calculated above (if, say, channel width and grain size had had differ-
ent values), a more appropriate channel alignment fitting with the given high-bank
alignment could have been Alternative 2.

4.2 Controlling a Braided River Channel

The aforementioned example suggests that vanes can also be a useful tool for sta-
bilizing reaches of braided rivers. By redistributing flow and sediment transport in
strategic sections of a braided river, for example at nodal points, vanes may help
stabilize not only channel alignment but also flow distribution between each chan-
nel of a braided channel system. By redistributing flow among a select number of
(parallel) channels, and stabilizing each channel using the aforementioned guide-
lines, vanes have the potential for helping reduce the lateral extent of a braided river
segment. Indeed, vanes have been used in the past to successfully close off second-
ary branches of a river [11]. Thus, a braided reach could be narrowed by closing off
the outside branches of the reach.

Referring to the aforementioned design example, had bank-full discharge QO
been significantly larger (and slope unchanged), the reach would be well within
the braided regime. The data point in Fig. 3.26 would be further to the right. In this
case, stabilizing the reach with a single-thread meandering channel would be dif-
ficult if not impossible. However, splitting the flow into two parallel channels could
potentially make both become stable meandering channels. The flow split could be
an even split, or it could be a split as indicated in Fig. 3.27, in which the design flow
(channel forming discharge) of the upper channel is smaller than that of the lower
channel. If total flow rate were 423 m?/s, as in the previous example, and the flow
were split evenly between the two channels, the flow point for each channel would
be that circled to the left of the threshold line in Fig. 3.26. In other words, each
channel would be well within the meandering regime.

The design process would include determining sets of corresponding discharges
and meander wavelengths and selecting the sets for which the meander wavelengths

Fig. 3.27 Stabilization by \
channel split
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have the closest match to those upstream and downstream from the reach. The am-
plitudes of the meanders would be determined based on natural lateral constraints
and on the slope of the channel immediately upstream and downstream of the reach.
Submerged vanes appropriately placed at the bifurcation and at strategic points
along the channel may control the flow split between the two channels.

In braided channels, one of the management challenges is to limit the lateral
expansion of the flow area. In some large rivers like the Kosi River in Nepal and
the Brahmaputra River in India, the braiding causes the flow area to be several kilo-
meters wide, often leading to unpredictable shifts in the braiding pattern from year
to year. These shifts can be devastating to the communities living around the river.
One approach to help prevent this behavior is to identify so-called nodal points
along the river, points where the lateral expansion is limited and relatively stable.
Often, because of inherent flow instability, a small flow adjustment immediately
downstream from such a nodal point can affect flow patterns over a large distance
downstream. A limited number of submerged vanes appropriately placed at the exit
from such nodal points can create and maintain a desired flow pattern for many kilo-
meters downstream possibly all the way to the subsequent nodal point and thus help
restrict the lateral expansion tendencies of the river in between the nodal points. It
should be noted that submerged vanes have already proved successful in closing off
secondary branches of a river channel [11]. By orienting the vanes such that they
intercept and deflect sediment into the entrance region of the secondary branch, as
shown schematically in Fig. 3.28, velocities decrease and a gradual channel aggra-
dation occurs in the entrance section that eventually closes off the entrance.

Fig. 3.28 Schematic showing
how submerged vanes could
help close off a secondary
branch
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5 Conclusions

The case studies described show that submerged vanes are an effective method for
stabilizing river channels. They can be used for realigning or re-meandering a river
and for stabilization of the riverbanks. The design process includes (a) site inspec-
tion and surveys, (b) review of sequential aerial photos, and (¢) a formal pertur-
bation stability analysis. The process typically provides dominant wavelength and
amplitude of channel alignment, most stable channel cross section, flow and depth
distribution throughout channel, and bank erosion patterns. Feedback from field
installations, like the ones described above, and laboratory results have provided
guidelines for the development of specifications for vane layouts. The specifica-
tions include vane height, length, orientation, number of vanes, and array configu-
ration, longitudinal, and lateral spacing, distance to bank, location of first and last
vane in system, and staging. The experience to date suggests that vanes may be
effective in managing braided rivers; they may be used to close off select secondary
branches and reduce the lateral extent of a braided channel system.

Glossary

Aggradation the process by which streambeds, floodplains, and the bottoms of
other water bodies are raised in elevation by the deposition of material eroded
and transported from other areas. It is the opposite of degradation.

Alluvial pertains to alluvium deposited by a stream or flowing water (usually sand).

Alluvial stream a stream whose channel boundary is composed of alluvium, and
which generally changes its cross section and bedform due to the interaction of
the flow and mobile boundary adjustment.

Bank migration lateral shifting of the banks of a stream course.

Bedforms wave-like irregularities found on the bottom (bed) of a stream that are
related to flow characteristics. They are given names such as “dunes,” “ripples,”
and “anti-dunes.” They are related to the transport of sediment and they interact
with the flow because they change the roughness of the streambed. An analog to
streambed forms is desert sand dunes.

Bed load material moving on or near the streambed by rolling, sliding, and some-
times making brief excursions into the flow a few diameters above the bed, i.e.,
jumping. The term “saltation” is sometimes used in place of “jumping.” Bed
load is bed material that moves in continuous contact with the bed; contrast with
suspended load.

Bed material the sediment mixture of which the bed is composed. In alluvial
streams, bed-material particles are liable to be moved at any moment or during
some future flow condition. Bed material may include grain sizes that travel both
as bed load and as suspended load.

Boundary conditions definitions or statements of conditions or phenomena at
spatial or temporal boundaries of a model. Water levels, flows, sediment con-
centrations, etc. that are specified at the boundaries of the area being modeled.
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A specified tailwater elevation and incoming upstream discharge are typical
boundary conditions.

Braided channel a stream that is characterized by random interconnected channels
divided by islands or bars. Bars that divide the stream into separate channels at
low flow are often submerged at high flow.

Channel a natural or artificial waterway that periodically or continuously contains
moving water.

Conveyance a measure of the flow capacity of a channel section. Flow is directly
proportional to conveyance for steady uniform flow.

Cross section the shape of the channel in which a stream flows on a line perpen-
dicular to the flow or banks.

Cross-sectional area the wetted area of a cross section perpendicular to the direc-
tion of flow.

Degradation the process by which streambeds, floodplains, and the bottoms of
other water bodies are lowered in elevation by erosion of material. It is the oppo-
site of aggradation.

Deposition the mechanical or chemical processes through which sediments accu-
mulate in a (temporary) resting place.

Depth of flow the vertical distance from the bed of a stream to the water surface.

Discharge the volume of a fluid or solid passing a cross section of a stream per
unit time.

Dunes bedforms with triangular profile that advance downstream due to net depo-
sition of particles on the steep downstream slope. Dunes move downstream at
velocities that are small relative to the streamflow velocity.

Erosion the wearing away of the land surface or stream boundaries by detachment
and movement of soil and rock fragments through the action of moving water or
other geological agents.

Floodplain normally dryland adjacent to a body of water which is susceptible to
periodic inundation by floodwaters.

Fluvial in this chapter, pertaining to streams.

Fluvial sediment particles derived from rocks or biological materials that are
transported by, suspended in, or deposited by streams.

Grain size see Particle size.

Local scour erosion caused by an abrupt change in flow direction or velocity.
Examples include erosion around bridge piers, downstream of stilling basins, at
the end of dikes or vanes, and near snags.

Meandering a planform (alluvial) process that generates a series of bends of alter-
nate curvature connected by straight reaches.

Meandering stream an alluvial stream characterized in planform by a sequence of
alternating bends. The bends are usually a result of alluvial processes rather than
the nature of the terrain.

Mean velocity the discharge divided by the wetted area of a cross section.

Particle size a linear dimension, usually designated as “diameter,” used to charac-
terize the size of a particle.
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Planform the shape and size of channel and overbank features as viewed form
directly above.

Point bar deposits of sediment that occur on the convex side or inside of channel
bends. Their shape may vary with changing flow conditions, but they do not
move significantly relative to the bends. However, the general magnitude and
location of the bars vary with discharge and sediment load.

River training enhancements made to the banks of a river to constrain the river
to a desired course; the enhancements are usually in the form of realignment or
regrading of the banks, and installation of bank protection structures such as rock
revetments (riprap), dikes, weirs, or submerged vanes.

Scour concentrated erosive action by water. The enlargement of a flow section or
creation of a depression by the removal of bed material through the action of
moving water.

Secondary currents (or flow) the movement of water particles normal to the prin-
cipal direction of flow.

Sediment naturally occurring material that is broken down by processes of weath-
ering and erosion and is subsequently transported by the action of wind, water,
or ice, and/or by the force of gravity acting on the particle itself. In this chapter,
sediment is material (sand) transported by water.

Sedimentation refers to the gravitational settling of suspended particles that are
heavier than water.

Sediment discharge the mass or volume of sediment (usually mass) passing a
stream cross section in a unit of time. The term may be qualified, for example, as
suspended sediment discharge, bed-load discharge, or total sediment discharge.
See Sediment load.

Sediment load a general term that refers to material in suspension and/or in trans-
port. It is not necessarily synonymous with either discharge or concentration. It
may also refer to a particular type of load; for example, total, suspended, bed, or
bed material load.

Sediment particle solid fragments of mineral material in either a singular or an
aggregate state.

Sediment transport (rate) see Sediment discharge.

Shear stress (boundary shear stress) frictional force per unit or area exerted on
a channel boundary by the flowing water. An important factor in the movement
of bed material.

Stable channel a stream channel that does not change in planform, cross sec-
tion, Wor bed profile during a particular period of time (but may over
longer periods of time).

Stream bank erosion the removal of bank material primarily by hydraulic action.

Top width the width of a stream section at the water surface; it varies with stage in
most natural channels.

Validation/Verification check of the behavior of a model against a set of prototype
conditions that was not used for calibration.
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Abstract This chapter consists of two parts: mechanism of non-equilibrium trans-
port of non-uniform suspended load and its application to mathematical modelling.
Based on a stochastic approach of sediment transport proposed by the authors, a
1D equation of non-equilibrium transport for each size group of non-uniform sedi-
ment is developed. The equations to predict the change of sediment concentration
and the corresponding size distribution of suspended load and bed material are also
derived. The concept that changes in size distribution are interrelated to sediment-
carrying capacity is explored. These results reveal the essence of sediment transport
of non-uniform sediment. In the second part, a mathematical model incorporating
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the mentioned equations to compute deposition and scouring in reservoirs as well as
the fluvial processes of river channels has been developed. Verification of the model
agrees well with field data.

Keywords Bed material - Sediment-carrying capacity + Consolidation of deposit -
Deposition * Exchange intensity - Fluvial process - Mathematical model -
Non-equilibrium sediment transport - Reservoir sedimentation - Scouring * Size
distribution * Suspended load

Nomenclature

1-¢, Probability of /th size group being stopped from motion
o Coefficient of saturation recovery

5 Probability of incipient suspension of /th size group

/A Specific weight of sediment (kg/m?)

/4 Specific weight of deposits or bed material (kg/m?)

€, Diffusion coefficient of flow in vertical direction (m?/s)
2 Percentage of deposition (kg/m?s)

A Exchange intensity of sediment from rest at bed surface to suspension of
Ith size group (kg/m?s)

A Exchange intensity of sediment from suspension to rest at bed surface of
Ith size group (kg/m?s)

1 Percentage of scouring of bed material

@ Mean settling velocity of suspended load (m/s)

w, Settling velocity of /th size group (m/s)

@, Median value of settling velocity during deposition (m/s)

@ Mean settling velocity of sediment-carrying capacity (m/s)

@, Median value of settling velocity during scouring (m/s)

Aa Scoured or silted area at Ax in Ar (m?)

Ah Depth of deposition during At (m)

AS Concentration of sediment supplement from bed material (kg/m?)

AS, Sediment concentration corresponding to disturbed thickness of bed
material taken part in scouring and sorted, but not scoured (kg/m?)

AS, Sediment concentration corresponding to the amount of disturbed bed
material (kg/m?)

At Time increment(s)

At Time increment from instant 7_; to ¢, (s)

AV, Volume of deposit at interval Ax; during Az, (m’)

Ax Space interval along flow direction (m)

Ax, Space interval along flow direction from x; , to x, (m)

a Scoured or silted area (m?)

a(x, 1) Equation of total area of erosion or deposition in period 7 (m?)

4 Cross-sectional area of flow (m?)
A(x,z,t) Equation of cross-sectional area (m?)
B Cross-sectional width of flow (m)

B(x,z,t) Equation of cross-sectional width (m)
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Stable width of cross section (m)

Median size of deposit or bed material (mm)

Particle size of /th size group (mm)

Gravitational acceleration (m/s?)

Average depth of flow (m)

Water level (m)

Equation of the water surface (m)

Equation of the bed surface (m)

Subscript, which is the parameter that indicates mean value from instant
iy to !l

Subscript, which is the parameter indicates mean value from x; , to x;
or at position X,

Energy slope

Coefficient of sediment-carrying capacity

Distance from inlet section to outlet section (m)

Mean step length of suspended particle (m)

Manning’s coefficient of roughness (s/m'?)

Coefficient of sediment-carrying capacity

Total number of size groups of sediment

Size distribution of bed material

Size distribution of suspended load

Size distribution of bed material at initial instant

Size distribution of suspended load at inlet section

Size distribution of sediment-carrying capacity

Size distribution of sediment-carrying capacity at inlet section

Size distribution of sediment supplement

Size distribution of sediment supplement when A =1

Flow discharge of unit width (m?/s)

Flow discharge (m?/s)

Sediment discharge of unit width (kg/ms)

Sediment concentration or sediment concentration at outlet section
(kg/m®)

Sediment concentration at inlet section (kg/m?)

Sediment concentration of /th size group (kg/m?)

Sediment-carrying capacity (kg/m?)

Sediment-carrying capacity at inlet section (kg/m?)

Sediment-carrying capacity at outlet section (kg/m?)

Mean concentration along vertical direction of total suspended load
(kg/m?)

Mean concentration along vertical direction of /th size group (kg/m?)
Concentration of total suspended load at point (x, y) (kg/m?)
Concentration of /th size group at point (x, y), kg/m?

Sediment-carrying capacity of uniform sand with particle size, D,
(kg/m®)
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~

Time period for incipient suspension of a rest particle, i.e. time period for
a particle transformed from rest to suspension to get off the bed surface (s)
Average velocity of flow (m/s)

Mean flow velocity in x and y direction, respectively (m/s)

Total weight of deposit (kg)

Deposited weight of /th size group (kg)

Amount of total bed material before scouring (kg)

Amount of /th size group of bed material before scouring (kg)

Weight of deposits in the river channel (kg)

Weight of deposits on the flood plain (kg)

Elevation (m)

Elevation corresponding to the stable width of section (m)

40+
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1 Introduction

Most sediment transport models applied to engineering practice are based on equi-
librium transport approach, i.e. sediment-carrying capacity is replaced by the actual
sediment concentration [1-9]. Sediment-carrying capacity, in general, is not equal
to sediment concentration, especially in the case of reservoir sedimentation and/or
in the scouring process of river channel downstream a reservoir. Many researchers
have worked on 2D diffusion equations of non-equilibrium transport [ 10-24]. Most
of them deal with uniform sediment. Some 1D non-equilibrium transport equations
have been published for uniform sediment [25-28]. Thus, further studies of general-
ized non-equilibrium transport for non-uniform sediment are needed.

Based on stochastic theory of sediment transport proposed by the authors, a 1D
equation system of non-equilibrium transport for each size group of non-uniform
sediment is presented. A mathematical model incorporating this equation system to
compute deposition and scouring in reservoirs as well as the fluvial processes of riv-
er channels has been developed. Verifications of the model are given in this chapter.

2 Mechanism of Non-Equilibrium Transport|
of Non-Uniform Suspended Load

2.1 General Description of Deposition and Scouring
Associated with Changes of Size Distribution
of Suspended Load and Bed Material

The deposition and/or scouring process caused by the change of flow intensity is
associated with the changes of size distribution of suspended load and bed mate-
rial as a self-adjustment process. Han [29] showed the deposition in the desilting
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Fig. 4.1 Changes in size distribution of suspended load and average settling velocity during depo-
sition in Wotousi desilting canal

canal at Wotousi. It is found that for different size groups the changes in sediment
concentration are different. At the exit section, sediments with the particle size
greater than 0.3 mm are deposited, while the sediment concentration of the finest
size (d<0.004 mm) remained unchanged. In Fig. 4.1, the sorting curve of the data
of Wotousi is given. It shows that the size distribution of suspended load varied
greatly. The average settling velocity changes from 0.1089 cm/s at the entrance to
0.00325 cm/s at the exit, decreasing by 32.5 times. In Fig. 4.1,

_S,-8
SO

y) , .1)

Where

A is the percentage of deposition
S, 1s the concentration at entrance, and
S' is the concentration at the exit

The sediment-carrying capacity depends exclusively on flow intensity is generally
different from the actual sediment concentration. It was expressed by Han [30, 31]
as

"
Aﬁan[ ], 4.2)
ghw
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Fig. 4.2 Changes in size distribution of suspended load P4, and average settling velocity during
scouring in the Sanshenggong Reservoir

Where

S" is the sediment-carrying capacity

V is the average flow velocity

h is the mean water depth

g is the gravitational acceleration

7. is the unit weight of sediment

w is the settling velocity of particle, and
K=0.927x10"* and m=0.92

It can be deduced from this equation that under the same flow condition when
settling velocity decreases 32.5 times, sediment-carrying capacity increases 25.3
times. However, in the case of the desilting canal at Wotousi, the concentration
reduces only by 1.37 times.

Figure 4.2 shows the scouring at the Sanshenggong reservoir in Inner Mongo-
lia Autonomous Region of China. During scouring process, concentration of the
coarser size groups of suspended load picked up from the river bed increased faster
than the finer size groups. As a result, the average settling velocity increased and the
sediment-carrying-capacity decreased.
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Equation 4.2 has been extended to the case of hyper-concentration and applied
to the Yellow River sedimentation studies. The studies show that the equation is ap-
plicable to low-, median-, and hyper-concentrated flows [32, 33].

The change in size distribution of suspended load during the process of scour-
ing or deposition will continue to a certain extent; because coarse particles settle
first in the deposition process, suspended load becomes finer, the fall velocity be-
comes smaller, and hence the sediment-carrying capacity becomes larger. Thus, the
decrease of sediment concentration is eventually balanced by the increase of sed-
iment-carrying capacity. During scouring process, particles picked up from bed ma-
terial are larger than those in the original suspended load. Consequently, suspended
load becomes coarser, its settling velocity increases, the sediment-carrying capacity
decreases, and the rate of increasing of sediment concentration slows down. In other
words, the development of scouring attenuates by itself.

During erosion and deposition, the change in size distribution of bed material
takes place simultaneously. In Fig. 4.3, the bed materials coarsened in the lower
Yellow River and downstream of the Sanmenxia reservoir from Huayuankou to
Gaocun, when large amount of sediment was deposited in the reservoir and the
clear water scoured the downstream channel. During the deposition process, sedi-
ment settled on the river bed is finer than the original bed material and the size
distribution of bed material becomes finer. Consequently, in the deposition process,
the flow velocity tends to increase and the size distribution of suspended load gets
finer significantly. These processes will lead to the increasing of sediment-carrying
capacity and reduce further deposition. In the process of scouring, the coarsening of
bed material results in a decrease of the flow velocity. The suspended load becomes
coarser because of supplement of coarse particles from bed material. Thus, the sed-
iment-carrying capacity is reduced. Therefore, the tendency of increase in both the
sediment-carrying capacity and the sediment concentration will be reduced. In other
words, the development of scouring will also be reduced eventually by itself.

The examples mentioned above indicate that a close interrelationship exists
among sediment concentration, size distribution of suspended load, and bed materi-
al. It suggests that in non-equilibrium transport of non-uniform sediment, the study
on sediment concentration has to take into account the sorting process of suspended
load and the armouring or getting finer of bed material (Fig. 4.2).
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2.2 2D Equation of Non-Equilibrium Transport of Non-uniform
Suspended Load and Its Boundary Conditions

Mechanism of sediment-laden flow with non-uniform suspended load is rather
complicated. The common approach is to assume that moving particles do not af-
fect each other and have no influence on the flow if the sediment concentration is
not too high. With these assumptions, the sediment transport equations for different
size groups can be derived respectively, the summation of these equations will be
the equation of total suspended load. For 2D steady and non-equilibrium transport,
these equations are given as follows:

d 0 d as,
a—x(KS;)Jrg(VySI)—g(%a—;— 60151) =0 (I=L2...m), (43)

Where

V_and Vv, are the mean flow velocity in longitudinal and vertical direction, respec-
tively

S'is the sediment concentration

o is the settling velocity

m, is the total number of size groups

€, is the diffusion coefficient in vertical direction, and the parameters with subscript
[ represent /th size group.

Various boundary conditions on the river bed for the diffusion equation have been
used by different authors [10-24]. The concept of exchange intensity [34-37] is
applied by the authors. Take a unit area near bed surface into consideration. Based
on the theory of turbulent diffusion, the weight of sediment particle falling on a unit
area of bed surface is

A
—g, =L+ @S, (=12,.,m). (4.4)
dy

Following the principle of exchange intensity, the sediment particle picked up from
bed surface is [36, 38]

T
(/11-441_ 2'4-1-1)5 7le3’ (4'5)

where 4, and /4,,, are the exchange intensities from rest to suspension and that
from suspension to rest, respectively,

4m\B, f
Lt B (4.6)
A 7D} t,,,
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and

1- 1-¢,) P,S

Ay = (A= B)A =& )K= ( IBIz( = T —, 4.7)
4.1 7},D3
b sl

Where

P, and P, are the size distribution of bed material and suspended load, respec-

T is the concentration of suspended load counted as particle number

S is the mean concentration of total suspended load

£, is the probability of incipient suspension

1-g,, is the ceasing probability

t,,, 1s the time period for incipient suspension of a rest particle, i.e. time period for
a particle transformed from rest to suspension to get off the bed surface

L,, is the mean step length of suspended particle

B, & t,4»and L, all are functions of flow parameters and the particle size

L,, is also related to the distribution of sediment concentration in the vertical direc-
tion. Therefore, the boundary condition at the river bed is Eq. (4.34)

as V4
& a_l_ as, = (Aas— ﬂ’4-1-1)€ 75D13' (4.8)
y y=h(x)

The total sediment concentration is
NESUEDWIERY (4.9)
=1
and the size distribution of suspended load is

_S5™ (4.10)

where S(x) and S,(x) are the mean value of the total concentration S(x,y) and
Ith size group concentration S, (x,y) along the vertical cross section, respectively.
The boundary condition at the water surface is

(gyﬁ—as,) =0. 4.11)
dy

y=hy(x)
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2.3 1D Equation of Non-Equilibrium Transport

1D equation of non-equilibrium transport can be derived from Egs. (4.3), (4.8), and
(4.11). Integrating Eq. (4.3) from 7, (x) to A (x) yields

W[ o a hlx aS

The transport rate of suspended load can be expressed by

=[""v.5,dr
94 _-l-hu(x) POIES (4.13)
The geometric relations are
Ply=h (x) = xlyen o té’el = xlyen h(x)
Vy y=hy(x) = y=hy(x) tg HO e y=hy(x) ho (X) (414)

Therefore, the term on the left side of Eq. (4.12) equals to dg,,/dx. In fact, from
Egs. (4.13) and (4.14)

(V.S ) +V,S,|, Ax=V.S)|,  hi(x)

Iy (x)

1
(VYSI)dx+ VvySI ho( )

_ J"“[i(y S,)+%(I/),S,):|dx. (4.15)

From Eq. (4.8), the term on the right side of Eq. (4.12) can be expressed as
(X aS aS
[ g B s, ay=—{ £, -,
) gy \ 7 dy T dy

V4
= (A — /LH.,)E vD;. (4.16)

y=h(x)

Then Eq. (4.12) can be rewritten as

dg V4
A_ _(ﬂ141 4»1-1)% 75D13 (4.17)
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and the transport rate can be represented by

=95, (4.18)

where ¢ is the flow discharge of unit width. For simplicity, §, and S are replaced
by S, and S for the mean value of sediment concentration of the /th size group and
total concentration, respectively. Substituting Eqgs. (4.6) and (4.7) into Eq. (4.17)
yields

ﬂ—_W{P S_%’”o?’s Pl-lDlﬂl Ly, (Z=12 m)
41 9Ly illy Jo
B)

dx L, 3 ¢ lhou (1 — &, )(1 -
(4.19)
Define sediment-carrying capacity of /th size group as
o 2 y)) L
S =Zm, Ll ’/3’ 41 (=12,....m). (4.20)

3709t (-g)01-8)
The total sediment-carrying capacity S~ and the size distribution of sediment-car-
rying capacity P, is related to S;,[31, 36, 39]

S, =P,S". 4.21)
Thus, Eq. (4.19) becomes

ds, 9,)(1-f) . o
e RS RS) a1, @)
which is the fundamental equation system of the 1D non-equilibrium sediment
transport.

The capacity for carrying uniform sand with particle size D, can be expressed as

. D, L
S (l)=3m0£ L v (I1=12,...,m). (4.23)
3 Lyos (1 — & )(1 - ,B,)
Obviously,
PSS =R,S () (=12,..,m). (4.24)
Because

NP =1, (4.25)

I=1
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then

P, = R.DiALs, / RiD AL, (1=1,2,...,m). (4.26)
(1 - 80~l)(1 - ﬂl)t4-0-l =1 (1 —&. )(l - ,B;)l}.m

Thus, the size distribution for a specific sediment-carrying capacity depends on the
size distribution of bed material rather than the size distribution of the suspended
load. This is different from what is commonly believed at present time. The con-
cept of exchange between bed material and suspended load suggests that sediment-
carrying capacity represents the weight of sediment eroded from the river bed and
hence is related to the size distribution of bed material [39]. It must be emphasized
that the size distribution of bed material is also subject to change with respect to
time because of the exchanges between bed material and suspended load. In gen-
eral, when the exchanges are considered, the size distribution of sediment-carrying
capacity is also related to suspended load and P, is the distribution of effective bed
material [39—41].

Equation (4.26) is available for all the case of deposition and scouring. Especially,
inthe case ofintensive depositionorscouring, thereare P, = P,,, (I=1, 2,...,m,).

Sediment transport is in intensive equilibrium, if the sediment transport of each
size group is in equilibrium, i.e.

ds
j:o (1=1,2,...,m). (4.27)
In this case,
§=5
P,=P, (1=12,.,m). (4.28)

For engineering application, the following equation is recommended.

S*(l):Kys[ " ) ) (4.29)
gha,

From Egs. (4.24) and (4.29), S* can be expressed as

m « 3\ 3 m
s=y o m=Kn(V] . =K7s( v J . (430)
=1 ( V3 J gh - ghw
Ky,

> P

=1

where

o" =Y P,d. (4.31)
I=1
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Equation (4.30) shows that the capacity for carrying non-uniform sediment is as-
sumed to have the same form as uniform sediment, provided that the corresponding
mean value of the terminal velocity ¢ is defined by Eq. (4.31).

Assume that [31, 36]

&)1 9,
=a)U=A)_ @ 1o m, (432)
L4<l q

then, Eq (4.22) becomes

%:—m(a,S—a’fls*) (=12,...,m), 4.33)
where ¢ is the coefficient of saturation recovery. It is generally a function of set-
tling velocity and flow parameters. If shear velocity U, is not too small, for exam-
ple U, 20.01 m/s, then according to Eq. (4.32) the mean value of ¢, for different
size group of suspended load is about 0.5 for equilibrium sediment transport. Con-
sidering the difference between equilibrium and non-equilibrium sediment trans-
port, ¢ can be taken as 0.25 for reservoir sedimentation and 1.0 for scouring during
flushing of reservoir and in river channel with fine bed material. However, in the
case of coarse bed material in river channel, ¢; has different values for different
size groups. In the paper of Han and Chen [42], the coefficient of saturation recov-
ery for concentration and sediment-carrying capacity &, ¢ has been introduced,
respectively. The calculated results show little difference among them. Therefore,
the experience values can be used in practice.

The boundary condition and the non-equilibrium equation based on the stochas-
tic theory have been applied in some models and have checked by a lot of field data
[10, 11, 43, 44]. Some simulated boundary conditions and transport equations have
been introduced not strictly based on theory, and experiential coefficients of satura-
tion recovery were adopted [45—48].

2.4 Change of Sediment Concentration along River Course

The change of sediment concentration along a river course can be obtained from
Eq. 4.33. Take x=0 at the entrance of a river course and x=L at the exit. If L is not
too large, then as an approximation the sediment-carrying capacity at the reach be-
tween x=0 and x=L can be assumed to change linearly

as'__si-s

- (4.34)
dx L

Substituting Eq. (4.34) into Eq. (4.33), integrating and summing up all /th equations
yields
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Table 4.1 Comparison of concentration at Dayuzhang Wotousi desilting canal

No. of cross s —a o S calculated | S observed
section (S,—55)xe (8- )x{l—e ‘ J (kg/m?) (kg/m?)
Equation (4.36)
Equation (4.36)

2 26.2 5.42 -8.22 23.4 30.8

3 234 | —1.64 2.24 24.0 27.8

4 133 0.33 7.57 21.2 23.5

5 9.77 5.64 3.09 18.5 19.2

6 6.97 8.73 2.50 18.2 17.6

7 7.46 9.56 -0.32 16.7 16.7

8 9.33 9.24 -1.77 16.8 14.8

9 24.6 7.06 -14.8 16.9 14.3

I=1

“ Tt
exp| ———— ;=S ) PB,———3l—-exp| ——— [ |
R e el DL :

(4.35)

. oL NG ool
S=S +|:S ZPMOexp #)—S()Zﬂ_l,oexp(—%ﬂ

where subscript ‘0’ represents values at the entrance, while those without subscript
denote values at the exit. Equation (4.35) shows that sediment concentration at the
exit consists of three parts. The first part is the sediment-carrying capacity at the
exit. The second part stands for the effect of excess of sediment load, i.e. the amount
beyond its sediment-carrying capacity at the entrance section. The third part is the
effect of changes of the sediment-carrying capacity along the river course.

In the case of uniform sediment, Eq. (4.35) can be simplified to

_owL _oal
S:S*+(S0—S;)e 4 +L[l—e 4 ](SJ—S*). (4.36)
owL

Equation (4.36) can be used for non-uniform sediment, provided that (a) the change

wL

of sediment size distribution is small, or (b) the relative distance ==, which can be

interpreted as the ratio of L to settling distance from water surface to bed surface, is
small. Then, @ has to be modified by

ny

w=3 P, (437)

=1

and ¢ modified by @" z @ asshown in Eq. (4.31).

The verifications of Egs. (4 35) and (4.36) are shown in Tables 4.1, 4.2, Figs. 4.5,
and 4.6. Computed values agree well with field data. Computed values in Table 4.1
and Fig. 4.5 are obtained from Eq. (4.36), while those in Table 4.2 and Fig. 4.6 are
obtained from Eq. (4.35). From Table 4.1, it can be seen that none of the three terms
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Table 4.2 Difference of calculation between Egs. (4.35) and (4.36)

151

No. of cross Observed Calculated S(kg/m?) ol
section S(kg/m?) e
Eq. (4.35) Eq. (4.36)

Dl 1.66 0.828
D4 1.63 1.66 1.65

1.19
D7 1.40 1.11 1.23

23.4
D9 0.931 0.313 0.600

8.52
Dil 0.214 0.027 0.198
Fig. 4.4 Sketch of 2D flow 0 |
in vertical direction E— x X

in Eq. (4.36) can be neglected. From Table 4.2, if oL 1, then Eq. (4.36) can give

satisfactory result. However, when L > 1, only Eq. (4.35) can be used.
q

2.5 Egquations of Size Distribution of Suspended Load

Considering different features of the changes of size distribution associated with
deposition and scouring processes, three categories are specified: intensive deposi-
tion, intensive scouring, and slight scouring of finer particles with slight deposition
of coarse particles.

Intensive deposition is defined in the case where deposition is predominant. No
particles of the original bed material will be involved in the process of exchange.
Intensive scouring is defined in the case where scouring is predominant. No particle
from incoming suspended load can rest on the bed, while the original bed is subject
to continuing scouring in the process of exchange. The slight scouring accompanied
with slight deposition is defined in the case that the scouring of finer particles is ac-
companied simultaneously with deposition of coarse particles.
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Fig. 4.5 Verification of con- 100 T
centration (using the mean & Silting canal at Wotoushi
settling velocity) o Warping region at Yanjiatai(1966)
G | ©Warping region at Yanjiatai (1967)
E % Scouring experiment in the lab
q10 p
g x
g x
o
d
°
L
1.0
L]
. &D
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Equation (4.35) is applicable to all three cases. However, size distribution equa-
tion of suspended load and the corresponding bed material are different. Due to the
limit of chapter length, only cases of intensive deposition and intensive scouring
are given in detail. As for the case of slight scouring accompanied with deposition,
more details are given by Han and He [39—41].

Fig. 4.6 Verification of g - T o Cheagal
concentration (using the sum- ransport ent  1a Lhengal
. . O Silting canal at Wotoushi
mation of concentrations of @ Warping repion at Duiduivuan o
different size groups) ping e v
~ 10
S
S
=
(%]
g
°
S 1.0
L |
0.1
0.1 1.0 10

Conc. obs. (kg/m?)
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In Eq. (4.33), P,, and P,, are unknown, so the equation system is not closed. In
the case of intensive deposition, it is easy to demonstrate that [39]

P, =P, (4.38)
Then, from Eq. (4.33),
ds ) .
—L=—a—LP,(5-5) (I=L2,...,m). (4.39)
dx q

Summing up all these equations yields

B a2s-s, (4.40)
dx q

where @ is determined by Eq. (4.37). Dividing Eq. (4.39) by Eq. (4.40) and taking
S as independent variable come to

dP,S _ @
——=—0P, I=12,...,m,). 4.41
dS wo 41 ( 1 ) ( )
After integrating
_ S(@ _\ds _
P, =P, exp [js (; - 1)7] (1=1,2,...,m,). (4.42)
From the median theorem of integration
js(ﬁ—1)§= D S g=12..m), (4.43)
S5\ o s ), S,
Where axS,) > o, > a(S). The percentage of deposition is defined as
A= S-S . (4.44)
SO
Then, Eq. (4.42) becomes
e
P,=P,,(1-H)" (I=12,...,m), (4.45)

where @), is determined by

2 Py (1= ﬂ)(w*;_l] =1 (4.46)



154 Q. Han and M. He

Fig. 4.7 Comparison of
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It is shown in Eq. (4.45) that the size distribution at the exit section is related to the
size distribution of suspended load at entrance section, i.e. the deposit percentage,
the settling velocity of /th size group, and the median of settling velocity. Equa-
tion (4.45) also indicates that the size distribution is getting finer in deposition pro-
cess. For coarser particles, @, > @,, hence P, < P, ,,, while for the finer particles,
w<w®,, P, >P,, Figure 4.7 shows that field data and computed results for Yan-
jiatai warping area are in good agreement. Similar comparisons at Wotousi, Diudi-
uyuan, and Danjiangkou reservoir are shown in Figs. 4.8, 4.9 and 4.10, respectively.
Tables 4.3 and 4.4 summarize the comparisons between computed and measured
results from Sanmenxia and Danjiangkou reservoirs. Because the mean values are
used, the agreement is better than those given in Figs. 4.7, 4.8, 4.9 and 4.10.

For intensive scouring, the concentration and size distribution of suspended load
exclusively eroded from bed surface are defined by the following equations [30, 31]

SP,, = S,P,,, +ASE,,, (4.47)
where
S'P,=S,P,,+AS'P,,, (4.48)
AS=S-S5,, (4.49)
AS"=S"-§,, (4.50)

and 134*1 is the size distribution of sediment supplement. Summing up these equa-
tions and substituting AS for x into Eq. (4.33) yields

P, A - .
M: (ZﬁPM(AS—AS ).
dx q
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Table 4.3 Comparison of size distribution of suspended load in Sanmenxia reservoir

Section | Obser- | Sediment| Size distribution (mm)
vation | discharge
period | (10%)

<0.005/0.005 |0.01 0.225 /0.05 |0.10 |0.25 |0.50
~0.01|~1560.025/ ~ 0.05| ~0.10| ~0.25 |~ 0.50 ~ 1.0
Entrance | 1964.3— |2.34 14.0 9.9 |17.5 254 |282 |43 0.6 |0.1
1.964.10
Exit 1964.3— | 1.34 245 139 |21.1 253 |137 |13 0.2
(observed)| 1964.10
Exit (cal- | 1964.3— 23.2 152 227 23.6 |14.6 |0.7
culated) | 1964.10

Table 4.4 Comparison of size distribution of suspended load in Danjiankou reservoir

Section Observation| Sediment | Size distribution (mm)
period discharge
(10°t)

<0.01 | 0.01 0.025 1 0.05 |0.10 |0.25 |0.50
~0.025|~0.05|~0.10| ~0.25 | ~0.50 | ~1.0

Entrance 1970.8.17— | 12.05 19.8 1209 248 266 | 6.1 1.8
1970.10.8

Exit 1970.8.17- | 5.89 345 | 287 229 |135 |04

(observed) |1970.10.8

Exit 1970.8.17— 356 293 227 11.2 1.1 0.1

(calculated) | 1970.10.8

Summing up these equations and substituting AS for x comes to

dPLAS _ @ 5.
———=—P,. 4.51
X @30
Integrating Eq. (4.51) gives
o
b= 1)4-1-0[ o (4.52)
where 1 is the percentage of scouring which can be expressed as
I8 (4.53)
AS

m

AS, is the sediment concentration corresponding to the amount of bed material tak-
en part in scouring and becomes sorted. Taking the effect of sand wave into account,
it can be found that AS, is usually larger than AS by a certain amount of AS,, i.e.

AS = AS+AS,, (4.54)
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where AS, is the sediment concentration corresponding to disturbed sediment
amount, which is taken part in scouring and becomes sorted, but is not the scoured
amount of sediment. When A =1, it is obvious that

B =Py =Ry (4.55)

Equation (4.55) means that the size distribution of initial supplement of sediment is
that of bed material. Substituting ff] into Eq. (4.46) comes to

“9
1 1o,
Py =1=5| Puso —/11)1,,_0/1[ " ] (I=12,...,m,). (4.56)

In scouring process, 4 defined in Eq. (4.44) is negative. Superimposing these m,
equations leads to the equation for @, as

“9

S P4 [+ =1. 4.57)
=1

Equation (4.56) shows that the size distribution of suspended load at exit of the
reach are functions of size distribution of suspended load at entrance, percentage of
scouring, settling velocity of its size groups, the median of settling velocity, and the
initial size distribution of bed material.

The verification of Eq. (4.56) is shown in Figs. 4.11 and 4.12. Those field data
are collected from gauging stations of Yellow River downstream Sanmenxia reser-
voir during the period of degradation.

2.6 Change of Size Distribution of Bed Material

When intensive deposition takes place, the amount of deposits of the /th size group
between entrance and exit section in time interval Ar is

W, =(0S,Py1o — OSF, )AL (4.58)
Then, the total amount of deposit is
W =(0S, - 0S)At. (4.59)

The size distribution of the deposited layer is [29, 30]

w, 1 P, o
R, = Wl = 7,[3”'0 - (1 - /1)P4_,] = %l:l - (1 - ﬂ)wm ] (4.60)
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When intensive scouring takes place, the residual bed material size distribution can
be expressed by the following equation [30, 31]

74 _EZ —
w.o-w " ww P, -P1 1— A%
p o=t =0 mo ol Te” o p , (461
W " 1- 1 R )
w.,

where ¥, and W, , are the amount of the total and the /th size group of bed material
before scouring, respectively. It can be seen that as A increases, the bed material
tends to get coarser.

Verification of Egs. (4.60) and (4.61) are shown in Figs. 4.13, 4.14, 4.15 and
4.16. Field data plotted in Fig. 4.12 are taken from the Sanmenxia reservoir for the
period from March to October 1964. Data in Fig. 4.14 are taken from the Danji-
angkou reservoir for the period from 17 August to 8 October 1970. Field data plot-
ted in Figs. 4.15 and 4.16 are taken from the lower Yellow River at reaches from
Gaocun to Aishan, and from Huayuankou to Gaocun, respectively, in 1961-1964.
During this period, strong degradation took place in the whole river course down-
stream of the Sammenxia reservoir.
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Fig. 4.13 Verification of
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size in Sanmenxia reservoir
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cumulative curve of grain
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Equations (4.35), (4.45), (4.56), (4.60), and (4.61) have been checked with a
large number of field data by Han et al. [29, 30, 49, 50] Because of limited space
available, only a small part of verification is given here.
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Fig. 4.16 Verification of
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3 Mathematical Model of Reservoir Sedimentation and
Fluvial Process

Based on studies of non-equilibrium transport of non-uniform sediment and the
studies on reservoir sedimentation and fluvial process [49—64], a computer pro-
gramme has been developed [49, 50, 65]. This programme has been verified by a
large number of field data from reservoirs and downstream river channels of the
Yangtze River and the Yellow River.

4 Equation System of Deposition and Scouring in
Reservoirs and River Channels

The system of 1D equations of the non-equilibrium transport of non-uniform sedi-
ment for reservoir sedimentation and fluvial process consists of momentum equa-
tion of flow, continuity equation, equation of morphology, equation of sediment
balance, and equation of sediment concentration.

Momentum equation of flow and continuity are

2
a_H+]'f +L8L+la_V =0 (462)
ox 2¢g ox g ot
and
0H 094
—+—=0, 4.63
PRPY (4.63)
Where

H is the water level
O is the flow discharge
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A is the cross-sectional area of flow

g is the gravitational acceleration

V'=0/4 is the average velocity of flow, and
J; 1s the energy slope

_n’Q’B"’ (4.64)
Jr= 41073 >

Where

n is the Manning’s roughness coefficient and
B is the flow width of cross section.

For a rigid boundary, the area and width of cross section are functions of x and H.
For a movable bed, those are functions of time also. Three types of bed deformation
have been summarized, i.e. the deformation of wide section, narrow section, and
gradually enlarged section. Only the deformation of wide cross section is discussed
in this chapter. It is assumed that the deposit is uniformly distributed along the
whole wetted perimeter during deposition. In the case of scouring, it is assumed that
the depth of scouring is also uniformly distributed, but limited to the stable width of
section determined by the morphological equation. If AZ is the depth of scouring
or deposition in time increment A¢, the equation of area and width of cross section
can be expressed as

A(x,z—Aht—At) (z€ A,)
_ 4.6
Aoz {A(x, si-A)  (zed) (03
A, z—Aht - A1) (z€4)
Bz = {B(x,z,t —AY) (zed) (4.66)

Where

z is the bed elevation

AJ 18 the depth of deposition with a positive value during deposition and a negative
value during scouring, and

Aq 15 the scoured or silted area in A, i.e.

Aa = a(x,t)—a(x,t—At). 4.67)

Where

A(x,z,t) is the area of cross section

B(x,z,t) is the width of cross section

a (x, t) is the total area of erosion or deposition in period #, and 4, and A4, are de-
termined by



162 Q. Han and M. He

4 ={z:z<H(xt), if Aa>0; or z<z, and z<H(xt), ifAa<0}
4, ={z:z>H(x,t), if Aa20; or z2z, or z2H(xt), ifAa<0},
(4.68)

where z, is the elevation corresponding to the stable width of section determined by
morphological equation. The equation of sediment balance is

A0S)  IAS)  I(Ha) _

0 .
ox ot ot ’ (4.69)

Where

S is the total sediment concentration

OS is the discharge of suspended load

AS is the sediment weight in water column with unit length in longitudinal direc-
tion, and

7, is the density of deposits

If the time span for deposition in a reservoir is not too large, consolidation of depos-
its can be neglected and the initial density of deposits is used. The formulae for the
initial density of deposits of uniform and non-uniform sediment settled uniformly
or randomly have been derived [56]. For a long-term sedimentation dealing with
consolidation process, an empirical formula describing the change of density should
be used [56].

The equation describing the change of sediment concentration along the river
course is
%+@=qw}(&—&*) (I=12,...,m), (4.70)

Where

S, is the concentration of /th size group and

S, is the sediment-carrying capacity of that group

In the case of intensive deposition and scouring, a relationship of P, in Eq. (4.35)
is given by Eq. (4.38) as follows:

P

44

=r,
For the case of intensive deposition, Eq. (4.38) is valid. However, for intensive
scouring, it is an approximation. Thus, in the cases of intensive scouring and depo-
sition

Q3m Bm

m

AN P
=1

SI*ZR:IS*:PMK (I=12,...,m). (4.71)
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The total sediment-carrying capacity is

. . 3mBm
§=35, g2 (1=1,2,...,m). (4.72)

m

A" P
1=1

There are five variables (Q, H, 4, B, a) and m; +1 (Sl, Sz... Sm[, S) unknowns in
m,+6 Egs. (4.62), (4.63), (4.65), (4.66), (4.69), (4.70), and

m

5=, (4.73)

In the computation of ¥, Eq. (4.72) should be used.

Equation (4.61) is used to compute the size distribution of residual bed material
during scouring and Eq. (4.60) is suitable for size distribution of deposited material
during deposition.

Thus, the system of 1D equations of transport of non-uniform sediment is closed.
Its boundary conditions are sediment concentration and size distribution at the en-
trance section, the flow discharge at the entrance and exit sections, and the water
level at the exit section. The initial conditions are the depth and size distribution of
the bed material at the initial moment. Dividing time period (0,7) by 4¢=¢,—¢,_, and
integrating Egs. (4.62), (4.63), (4.69), and (4.70) from ¢, _, to ¢, the partial differ-
ential equations can be changed into ordinary differential equations. By separating
the reach under consideration (0, L) into space intervals (x_H, xj), (j=1, 2,...,mj,
x,=0, X, = L) and approximating the differential to difference, a system of finite
difference equations can be derived. With some terms omitted, Egs. (4.62), (4.63),
and (4.69) become [49, 50]

1 n Ax_ (0O B OB
H.,  =H  +— : - ~ 10/3l —+ ”10/13] > (4.74)
/ T2 2 A" A°
Qi-m - Qi- i
0,=0, +~"—"x, (4.75)
S . -0.S.
Aai,j=Q”l =9 L (4.76)
AX; .

where the variable with subscripts 7 and j indicate the mean value of the variable in
time interval (¢_, to ¢,) and at position x; or in the space interval (xjfl, xj), respec-
tively, Ax;=x—Xx,, is the interval length. Ag, ; is the mean deposit area at section

J
(x_, x) from instant 7, _, to ¢,
J J i i

_ }/s-i-jai-j - ys-i—l-jai—l-j
ViR AL :

i

4.77)
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0., and Q,-.m/ are the discharge at entrance and exit section, respectively.

The sediment-carrying capacity S* is assumed to be linearly changed between
(xj -1, xj) and the unsteady term can be ignored. Then total concentration can be
expressed as

Si~j = S:j + (Si~j—1 - S:j—l )lz, R1»1~i<j—1/u1-i~j + S:j—l lz‘, P4<z-i~j—1 ﬂl‘i-j - S:j 12‘, P4~l~i-j ﬁhvj >
=1 =1 =1
(4.78)
where
Bt B (4.79)
M. =exp| —ow ————|, .
" : Qi~/'—l + Qi-j
0...,+0..
B.;= E—— (=4, (4.80)
aw(B,, ,+B,,)Ax,
S, =K——, (4.81)
(A[-/ w;m/)
a)z'f’j = ZPM-i-/ a’. (4.82)
=1
The size distribution of suspended load during intensive deposition is
o
(1 _ %_j )[ D-i-j ]
P4~1~igj = Rt-l-ilj—l 1— (=12,...,m), (4.83)
J
where 4, ; is the deposition percentage
S —0..S..
ﬂi_j — Ql']*l ij-1 Ql'] ij , (484)
Qi-j—lSi-j—l
@,,.; is given by
2}
m (1- /1” )[ ‘”,]
P, =1. (4.85)
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The size distribution of suspended load during intensive scouring is

1

ol
P441-i-j = q P441-i-j71 - /,ii-jR-l-ifl-j ﬂi-j " s (486)
]

where @ . ; satisfies the equation

ny [ ib) ]—1
SR A " =], (4.87)
=1

ﬂ:.j is the percentage of scouring

A 4.88
AR+ AR (4.88)

Z
as only the main channel is subject to scouring, Ah;; is the eroded weight corre-
sponding to the eroded depth in main channel, A#; is the weight of disturbed sedi-
ment related to the sand wave. B, .., is the size distribution of bed material within
the depth of Ak + A, before scouring.

From Egs. (4.65), (4.66), and (4.68), the width and area of cross section at jth
section from the instant ¢,_, to ¢, expressed in Egs. (4.89, 4.90 and 4.91) are

{Ai—l j(Z_ Ahl.j ), (ze4d)
A4,E=3 : (4.89)
! 4.,(2)-Aa (ze 4,)

B_ (z—Ah A
B (z)= i-Lj (z 1-.1)’ (ze 1), (4.90)
ivj Bl._j(Z), (ze 4,)

and

Al:{z:z<Hl.,j, ifAg,; >0; or z<z and z<H,, ifA(xl._j<0}
Ay ={z:z2H, . ifAq, 20; or z2z, or z2H,, ifAa, <0} (491)

4.1 Computation Procedure

The computation proceeds step by step. Each step corresponds to a certain time
interval Az, within which the sediment transport can be considered steady and
in equilibrium with movable bed. Thus, flow factors, sediment transport rate, the
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sediment eroded or deposited, and the deformation of river bed are all interrelated
with each other. Consequently, the iterated method is used for the computation. The
computation consists of four aspects: (1) water level, (2) concentration and size
distribution of suspended load, (3) weight and area of scouring and deposition and
thickness and size distribution of each layer of bed material, and (4) deformation
of cross section. At the first step of integration at a time interval, the geometrical
parameters of cross section of the previous time interval is used to compute water
level. After calculating the deformation of cross section, water level should be re-
calculated with the new area and the new width of cross section, and then, the other
steps can be repeated. The iterative steps are repeated until the required accuracy
is reached.

In the case of dealing with high sediment concentration, if the time interval is
not too short (not less than several days) the above-mentioned steps must be fol-
lowed. In this case, neither the influence of the changed area on the flow velocity
nor the influence on the concentration within a step can be neglected. In the case
dealing with low sediment concentration in longer time interval, for example in one
tenth of a year, or a river with high concentration in short time interval (less than a
couple of days), it may not exert much influence on the water level, only its effect
on the flow velocity and the concentration should be taken into consideration. In
the case dealing with low concentration, the bed deformation in a time interval less
than one fiftieth of a year is rather small and little influence on the water level and
flow velocity may be caused, so the iterative cycle of computation can be ignored.

4.2 Computation of Size Distribution of Suspended Load
and Sediment Concentration

The computation of size distribution of suspended load and sediment concentration
is explored herein.

In the case of intensive deposition, concentration and the size distribution of sus-
pended load are given in Egs. (4.78, 4.79, 4.80, 4.81, 4.82, 4.83, 4.84 and 4.85), and
Poijs S, and @, can all be expressed as functions of S,.; through Egs. (4.79,
4.80,4.81,4.82,4.83, 4.84 and 4.85). Terms in the right side in Eq. (4.78) are func-
tionof S, , i.e.

my

F(Sigf) = S:j + (Si-j—l - S:j—l )2 P4414i-j-1/u1~i-j + S:j—l 2 Rl'li'j—l ﬂl-i~j - S:j 2 Ru-:‘;;‘ﬂm-r
I=1 I=1 I=1

Equation (4.78) can then be expressed as

S, = F(S,)). (4.92)
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It can be seen that F(S,,;) is a decreasing function of .., thus the unique solution
of Eq. (4.92) exists and the method for separation of root is used for its solution. In
this case, a great amount of work must be done in calculating 7,,,.. and @, ;. For
simplicity, a sorting curve for size distribution of suspended load is served. Assum-

ing that
n=01-4)"* (v=12,..,m) (4.93)

from Eq. (4.83),

P4«l«i‘j-v = P4-1-i»j4 U /(1 - ﬂf»j»v) . (4.94)

It is obvious that 0 < 7, <1. From Egs. (4.93) and (4.94), the percentage of deposi-
tion can be calculated by

m o Kl
Zi-j-v =1- 2 P4-/-i-j—1 (I- )li-j )[ w] =1 _z P4-1-i-j—1 77? . (4.95)

I=1 I=1

Then, P,.j., cAN be obtained from Eq. (4.94). The relationship between ﬂ,,j,v and
P, 18 defined by sorting curves. With the help of these curves, the computation
work will be greatly reduced.

In the case of intensive scouring, the suspended load at certain position x along
the river course depends on not only the size distribution of suspended load at the
position x;_; but also on the size distribution of bed material changed due to scour-
ing. This part of bed material consists of the eroded bed material with a height A4’
and the disturbed part with a height of A/,. During the scouring process, the top
layer of bed material becomes coarser, while the deeper layers remain unchanged.
Thus in the computation, the bed material should be divided into several layers
with a constant depth A/, except for the top layer and the lowest layer. The top
layer sometimes has a height less than A/ and the lowest layer may has a much
larger value. The size distribution of each layer can be obtained. From these data of
bed material, total concentration and the size distribution of suspended load can be
solved similarly.

From the concentration and size distribution of suspended load, the weight and
area of deposits can be obtained. The deposit weight of each size group is

VVl-i-j = (Qi-j—lPél-l-i-j—ISi-j—l - Qi-jPAl-l-i-jSi-j)Ati' (4'96)

The total weight of deposits is

ij Livj»
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where the weight of deposits in the river channel is

B,
W,—~ (ifS, <S,,  and B, >B)
w =< "B, (4.97)
W, (otherwise)
and that on the flood plain is
Wy =W, -W,,, (4.98)
B, is the stable width of cross section. The size distribution of deposits is
= Wy 4.99
les = (4.99)
isj
The median size of deposit is
D, -D,
Dy, ; =D, + (0 5- Zi’,, ,], (4.100)
m-i~j
where m is determined by
m—1 m
Tiaey SO.5< D 1 (4.101)
=1

where D, is the diameter of the m-th size group. Density of deposits 7, ; can be
found according to the table in the paper of Han et al. [56]. The volume of deposit is

AV, =17 (4.102)
! 7/;1'»;
The deposit area is
AV,
Aa,._j = F (4103)

As scouring occurs in the main channel only, it is necessary to calculate the thick-
ness and the size distribution of the surface layer of the flood plain. For the main
channel, the number of the layers, the thickness, and the size distribution of each
layer should be regulated according to whether it is under scouring or deposition,
respectively.
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Some results are given here to show the effectiveness of the model of non-equi-
librium transport. Figure 4.17 illustrates the accumulative deposition from Tong-
guan to Sanmenxia in Sanmenxia reservoir during the period from March to Oc-
tober in 1964. Figure 4.18 indicates that the accumulative deposit in Danjiangkou
reservoir from 1967 to 1969. Figure 4.19 shows the comparison of accumulative
deposit between measured and computed results in upstream of the Danjiangkou
reservoir in 1970. The corresponding sediment concentration and its size distribu-
tion at the exit are listed in Tables 4.4 and 4.5. Figure 4.20 gives the comparison
of deposition process in the Yanjiatai Warping region in 1966. Verification of ac-
cumulative deposits along the river course and size distribution of suspended load
and deposits and water stage for Yanjiatai Warping region is given in Figs. 4.21,
4.22 and 4.23 and Table 4.6. Figure 4.24 demonstrates the deposition and the scour-
ing in Zhongzhouzi cut-off project in the Yangtze River. In Fig. 4.24 curve (a) is
the sediment discharge at the exit section of the new river course of Jianli; (b) is
the flow discharge percentage in the new river course; and (c) is the deposited and
eroded sediment in the old and new river course, respectively. The corresponding
verification of the concentration of new and old river at entrance and exit section
is shown in Fig. 4.25. Figures 4.26 and 4.27 show the accumulative sedimenta-
tion at Chouyanji in the Yangtze River and the calculations conform well to the
observed data and the experiment made by Tsinghua University. Figure 4.28 shows
the process of the delta formation in a model reservoir with a rectangular section
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Table 4.5 Comparison of concentration at outlet section of upstream reach of Danjiangkou res-
ervoir in 1970

No. of time | No. of days | Concentration at | Concentration at inlet section | Note
interval outlet section (kg/m®)
(kg/m?) Observed Calculated
1 16 0.066 0.028 0.025 Omitting flood
2 1 3.52 0.034 0.824 peak
3 19 0.469 0.048 0.133
4 3 1.19 0.297 0.490
5 1 4.56 2.29 1.98
6 3 2.83 1.59 1.72
7 4 0.971 0.628 0.521
8 6 0.112 0.014 0.051
total 52 1.54 0.759 0.794
80
?
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E 50}
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Fig. 4.20 Comparison of deposition process for different time interval in Yanjiatai Warping region
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Fig. 4.21 Comparison of accumulative deposits along river course in Yanjiatai Warping region
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Fig. 4.23 Comparison of cumulative curve of size grade of suspended load and deposits in Yan-
jiatai Warping region

Table 4.6 Comparison of water stage

No. of time interval Water stage (m)
Observed Calculated

1 30.20 30.22
2 31.03 31.01
3 30.50 30.48
4 30.81 30.83
5 30.07 30.15
6 30.33 30.37
7 30.93 30.95
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Fig. 4.24 a Verification of total amount of sediment discharge at the outlet of Cut-off Project at
Zhongzhouzi of the Yangtzer River from May 1967 to December 1968. b Verification of diversion
ratio into the new channel of Cut-off Project at Zhongzhouzi of the Yangtze River from May 1967
to December 1968. ¢ Verification of deposition and scouring in the old and new channel of Cut-off
Project at Zhongzhouzi of the Yangtze River from May 1967 to December 1968
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Fig. 4.25 Verification of the hydrograph of concentration at inlet and outlet sections of old and
new channels of Cut-off Project at Zhongzhouzi
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Fig. 4.27 Verification of deposition and scouring processes at Chouyanji in 1962
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Fig. 4.28 Example of computation of delta formation process in a reservoir

and a slope of 2x107%. The another example is that from 2003 to 2005 the deposit
amount in the Three-Gorges reservoir is 4.341x10° t, close to the calculated value
4.490x10° t [66, 67].

More data are published by Han et al. [49, 50].

The above-mentioned mathematical model is currently used in China for many
important engineering projects, including the Three-Gorges Project [68—70].

5 Conclusions

1. The study results dealing with important aspects of sedimentation provide a
complete theoretical description of non-equilibrium transport of non-uniform
sediment.

2. Based on stochastic theory of exchange intensity, the boundary condition of 2D
sediment diffusion equation is introduced and the 1D diffusion equation is also
derived. This boundary condition is strict in theory and covers most boundary
conditions presented previously.
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3. From the 1D diffusion equation, the equation system of concentration, size dis-
tribution of suspended load, and their relation with the values of scouring and
deposition are derived.

4. The relation of size distribution of capacity for carrying non-uniform sediment
with the size distribution of concentration of suspended load and bed material is
presented under the condition of intensive scouring and deposition.

5. The experienced coefficient of saturation recovery adopted in the paper pro-
posed by the author is in good agreement with the average value derived from
stochastic theory also by the author.

6. The equations and formulae in this chapter are study results based on the theory.
Except individual experienced parameter, there is no coefficients to be further
determined. And all the theoretical results have been verified by a lot of field
data.

7. Based on the study of non-equilibrium transport of non-uniform suspended load,
a mathematical modelling is developed, which is available for various sedimen-
tation process, including scouring and deposition in reservoir, alluvial river,
and the river downstream the reservoir. The model is in common used, since its
parameters adopted in the model are almost the same. The results of computation
compared with field data justify the use of the model. For more than 40 years,
the model has been widely used in China to predict the sedimentation in a lot of
hydraulic engineering projects.
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Abstract Minimum energy dissipation rate principle can be derived from minimum
entropy production principle. Minimum entropy production principle is equivalent
to the minimum energy dissipation rate principle. The concept of minimum energy
dissipation rate principle is that, when an open system is at a steady nonequilib-
rium state, the energy dissipation rate is at its minimum value. The minimum value
depends on the constraints applied to the system. If the system deviates from the
steady nonequilibrium state, it will adjust itself to reach a steady nonequilibrium
state. The energy dissipation rate will reach a minimum value again. In order to
verify the fluid motion following minimum energy dissipation rate principle, re-nor-
malisation group (RNG) k — £ turbulence model and general moving object (GMO)
model of Flow-3D were applied to simulate fluid motion in a straight rectangular
flume. The results show that fluid motion satisfies the minimum energy dissipa-
tion rate principle. Variations of energy dissipation rate of alluvial rivers have been
verified with field data. When a river system is at a relative equilibrium state, the
value of its energy dissipation rate is at minimum. The minimum value depends on
the constraints applied to the river system. However, due to the dynamic nature of a
river, the minimum value may vary around its average value. When a river system
evolves from a relative state of equilibrium to another state, the process is very com-
plicated. The energy dissipation rate does not necessarily decrease monotonically
with respect to time. When a system is at a new relative state of equilibrium, the
energy dissipation rate must be at a minimum value compatible with the constraints
applied to the system. Hydraulic geometry relationships can be derived from the
minimum energy dissipation rate principle. Combining the minimum energy dis-
sipation rate principle with optimization technology as the objective function under
the given constraints, the optimum design mathematical models can be developed
for a diversion headwork bend structure and stable channel design.

Keywords Diversion bend - Fluvial process * Hydraulic geometry -+ Minimum
energy dissipation rate principle - Minimum entropy production principle - Stable
channel design + Stream power - Unit stream power
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Cross-sectional area of flow (m?)

Chemical affinity (J/mol)

River width (m)

Channel bottom width (m)

Chezy coefficient (m'?/s)

Nonsilting sediment concentration (kg/m?)
Maximum permissible sediment concentration (kg/m?)
Criterion of circulation intensity (dimensionless)
Sediment concentration (kg/m?)

Sediment concentration by volume (dimensionless)
Sediment transport capacity (kg/m?)

Sediment median diameter (m or mm)

The entropy flux (W/K)

The entropy production (W/K)

Entropy (J/K)

Local entropy, also known as unit volume entropy or entropy density
(J/(K-m?))

Internal energy (J/kg)

Mass force acting on a unit of fluid mass (N/kg)
Cross-sectional rate of bed-load transport (kg/s)
Acceleration of gravity (m/s?)

Average water depth (m)

Generalized flows (no unique units)
Phenomenological coefficients (dimensionless)
Mass or bankside slope (kg or dimensionless)
Roughness (s/m'"?)

The outward unit vector (dimensionless)
Second-order stress tensor (Pa)

Entropy production (W/K)

Pressure (Pa)

Water discharge (kg/m?)

Thermal transport vector (W/m?)

Thermal radiation per unit mass (W/kg)
Hydraulic radius (m)

Slope (dimensionless)

Absolute temperature (K)

Time (s)

Velocity (m/s)

Incipient velocity (m/s)

Velocity vector (m/s)

Component of velocity (m/s)

Volume (m?)

Generalized forces (no unique units)
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Elevation at the bottom of cross section (m)
Permissible ratio (dimensionless)

Specific weight of water (N/m?)

Second-order unit tensor (dimensionless)

Molecular viscosity (m?/s)

Turbulent viscosity (m?/s)

Tangential stress tensor (Pa)

Concentration or density (kg/m?)

Dry density of sediment (kg/m?)

Local entropy production (W/(K-m?))

Energy dissipation rate per unit length (W/m)
Energy dissipation rate per unit fluid volume (W/m?®)
Energy dissipation function per unit volume of energy in unit time (W/m?)
Wetted perimeter (m)

Sediment particle fall velocity (m/s or mm/s)

Séﬁ‘%é&’e A m~< <N ~ &

1 Introduction

Minimum energy dissipation rate principle was proposed in 1868 by the German
physicist Helmholtz. It has been applied to irrotational uniform flow of clear water
within solid walls. Due to the lack of rigorous theoretical proof, it has been called
the rate of energy dissipation extremum hypothesis. In the early 1950s, this prin-
ciple was applied to movable-bed sediment-laden flow by Velikanov (Benukanos).
After the 1970s, Yang and Chang et al. made significant progresses in the study of
minimum energy dissipation rate principle and its applications [1—-24].

Yang [1, 3] assumed that there is an analogy between a thermo and a river sys-
tem. The concept of entropy was introduced by him to the study of river system. He
believed that the only useful energy in the river system is its potential energy. He
further assumed that potential energy and elevation of a river system are equivalent
to thermal energy and absolute temperature, respectively, of a heat system. Based
on this analogy and the direct application of entropy concept in thermodynamics, it
can be shown that

Y& b a minimum, (5.1)
dt dt dx '

where

v is the potential energy per unit weight of water in a river system (J/N)
t is the time (s),

x is the channel reach length (m)

U is the average flow velocity (m/s) and

S is the energy slope (dimensionless)
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Yang [3, 7] defined the US product as the unit stream power. Based on the concept
of unit stream power, the minimum energy dissipation rate principle can be written
as:

D= }/J‘”u,.Sl. dxdydz = y OS = a minimum, (5.2)

where

@ is the energy dissipation rate per unit length (W/m)

y is the specific weight of water (N/m?)

u, is the longitudinal local velocity (m/s)

S is the local energy slope (dimensionless)

x, v, z are the longitudinal, lateral, and vertical coordinates, respectively (m)

Q is the average water discharge (m?/s) and

S is the average energy slope (the discharge-slope product is called stream power;
dimensionless).

2 Minimum Entropy Production Principle and Minimum
Energy Dissipation Rate Principle

2.1 Minimum Energy Dissipation Rate Principle

The minimum energy dissipation rate principle was introduced by the Belgian phys-
icist and chemist Prigogine in 1945. After decades of continuous development and
improvement, the principle has become one of the basic theories of nonequilibrium
thermodynamics [25-28]. The study of nonequilibrium thermodynamics theory is
for an open system. Open system means that it can have exchange of energy and
matter with the surrounding world.

2.1.1 Entropy Change in an Open System
According to the theory of classical thermodynamics, the state of a macroscopic

system can be expressed by the state function, namely, entropy E. Prigogine divided
the entropy change d£ into the sum of two contributions [25], i.e.,

A€ _dE dE
dt  dr dt’

(5.3)

where

d, E / dt is the entropy flux due to exchanges (of energy or matter) with the environ-
ment (W/K) and
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d,E /dt is the entropy production due to irreversible processes inside the system,
represented by the symbol P (W/K)

The second law of thermodynamics states that d, £/ df is positive, i.e.,
P=—"=>0. 54

2.1.2  Assumption of Local Equilibrium

Classical thermodynamics method cannot be applied to nonequilibrium state open
systems directly. The assumption of local equilibrium introduced to the study of
nonequilibrium thermodynamics was one of the important contributions of the
Brussels School headed by Prigogine.

Although a system that may consist of many small local subsystems is nonequi-
librium, each subsystem can be considered as in equilibrium. From a macro point
of view, the subsystem may be small, but it contains a sufficient number of micro-
scopic particles inside, and still satisfies the classical macroscopic thermodynamic
system conditions. So the classical thermodynamics function can still be used to
describe the subsystem. One equilibrium state of subsystem may be different from
the other, but the entire system is still nonequilibrium. If a nonequilibrium system
satisfies the local equilibrium assumption and a thermodynamic function is used to
describe the state of the local subsystem, then the thermodynamic function of the
entire system is the sum of each of the local thermodynamic function.

Consider that a nonequilibrium open system of n constituents is isothermal and
isobaric, but contains chemical reaction. When the system satisfies the local equi-
librium assumption, entropy £ can be used to describe the state of the system as
the thermodynamic function. The local entropy expression of the system £, can be
defined as:

E, =E, ({pj (t,r)}), (5.5)

where

E,, is the local entropy (J/(K-m?)), also known as unit volume entropy or entropy
density, and

p,(t,r) is the concentration of each component in the system, which can vary with
respect to space r and time ¢ (kg/m?)

Taking time derivatives of Eq. (5.5) yields:

355
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2.1.3 Mass Conservation Equation

Assume an open system of n components simultaneously containing chemical re-
action and diffusion movement. At a certain moment, the masses of n matters are
my,my,...,m,,...,m,, respectively. Component j participates in » kind of chemical
reactions. w, is the chemical reaction rate per unit volume of chemical reaction £,
V; is the number of grams of component j produced per gram of reaction k. Mass
conservation equations of nonequilibrium systems containing chemical reaction
and diffusion movement are

ap, . - .
a—t']=—d1VJj+kZ;ijWk, (j=12,...,n), (5.7)

where

p, is the partial mass density of the component (kg/m?) and
J; is the mass current density of the component j (kg/(m?- s)).

Equation (5.7) is the reaction—diffusion equation consists of nonlinear partial dif-
ferential equations.

2.1.4 Entropy Balance Equation

According to the Gibbs equation in thermodynamics [28], Gibbs equation for unit
volume can be written as:

TdE, = pde+ ppdV,, — udp, (5.8)

where

E, is the unit volume entropy (local entropy) (J/(K-m?))
T'is the absolute temperature (K)

p is the concentration or density (kg/m?®)

e is the internal energy (J/kg)

p s the pressure (Pa)

4 is the chemical potential (J/kg) and

V. is the volume per unit mass (m*/kg), i.e.,

V:

m

Vo1
—_=—, 5.9
m p

where

V is the volume (m?) and
m 1is the mass (kg)
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Assuming that there is no external force under mechanical equilibrium conditions
for a local subsystem, Eq. (5.8) becomes [25]:

o b

ap; T (5.10)

Substitution of Eq. (5.10) into Eq. (5.6) yields:

; 9p;
5.11
ZT ot G-t

Substitution of mass conservation Eq. (5.7) into Eq. (5.11) yields:

S DET D WRE B ) PR
= =1 k=1\_ j=1

Let

—divJS:V-(Z%JjJ, (s=1,2,....1)

J=1

—ZJ v +i—wk (5.13)

where

J, is the entropy flux due to diffusion (W/(K-m?))
o is the local entropy production due to chemlcal reaction (W/(K-m?)) and

A, is the chemical aftinity (J/mol), 4, = —Z v,
=1
Substitution of Eq. (5.13) into Eq. (5.12) }fields:

9%E _ ~divJ, +o. (5.14)
ot ’

Equation (5.14) is the local entropy balance equation. Integration of Eq. (5.14) over
the volume yields:

o m Edv =-[[[ divsav+[[[ oav =[] wsdo+[] o'dV

where n is the outward unit vector to the surface element d22 (dlmensmnless).
Comparing Eq. (5.3) with Eq. (5.15),

5.135)

d_E=_.|.J.QnJ de2, (5.16)
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d.E
— = odV. (5.17)
The local entropy production can be written in the following form [25, 26]:
o=y JX, (5.18)

where

J, is the generalized flow (no unique units) and
X, is the generalized force (no unique units). Just requiring the units of J, - X, is
W/(K - m?)

There are certain rules to follow in choosing generalized flows and generalized
forces in Eq. (5.18) [26, 27].

2.1.5 Lyapounov Stability Theory

Let the nonlinear differential equations be defined as:
dx,
— = f(t,1x, i=12,....n). 5.19
o=/« ) (5.19)

The stability theorems are:
Theorem 1: If it is possible to find a function V' (¢,{x,}) with a fixed sign for dif-

ferential Eq. (5.19), and Vd—V < 0 within the neighborhood D, then the solution of
Eq. (5.19) is stable. !
Theorem 2: If'it is possible to find a function V' (¢,{x,}) with a fixed sign for dif-

ferential Eq. (5.19), and V(ii_lt/ < 0 within the neighborhood D except for the origin

of the coordinate, then the solution of Eq. (5.19) approaches stable asymptotically.
Theorem 3: If it is possible to find a function V'(¢,{x,}) with a fixed sign for dif-

1
ferential Eq. (5.19), and VE > 0 within the neighborhood D except for the origin

of the coordinate, then the solution of Eq. (5.19) is unstable.

The function having the above properties is called the Lyapounov function,
which is also known as the stability criterion. Therefore, the key of study of dif-
ferential equations’ stability is to find a Lyapounov function. It is very difficult,
in some cases, to find this function for most of the complex differential equations.
Fortunately, Prigogine found a Lyapounov function (i.e., entropy production P) in
the near-equilibrium range. The Lyapounov function can be used to determine a
system’s stability in the near-equilibrium range.
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2.1.6 Phenomenological Equations and Onsager Reciprocal Relations

Generalized flows and generalized forces of a system vanish at thermodynamic
equilibrium. Once a system deviates from the equilibrium state, the generalized
forces immediately generate and trigger the generalized flows. Functional relation-
ship between generalized flows and generalized forces is J, = J, ({X,}). One might
expand generalized flows J, in power series of the generalized forces X, near equi-
librium [25]:

B m ai lm m aZJk
J ({Xz})—Jk(0)+g,(aX JO X1+2g'§(ax,axslxlxs+ . (5.20)

1

The first term of Eq. (5.20) vanishes at the equilibrium state. Because the impacts
of the generalized forces are weak, the contributions of the third and subsequent
terms can be neglected, provided that the system is near equilibrium. The remaining
terms yield:

J, =Y L)X, (5.21)
I=1
where
L,= (%J : (5.22)
X, ),

Equation (5.21) is the phenomenological equation. This equation shows that the
relationship between generalized forces and generalized flows is linear. Therefore,
the near-equilibrium range is also known as linear nonequilibrium range (“linear
range” for short). Coefficients L,, are known as the phenomenological coefficients
and they are constants at linear range. The matrix of phenomenological coefficient
is symmetric in the linear range of the irreversible process

L

v =L, (5.23)
Equation (5.23) is the Onsager reciprocal relations. In other words, the increase of
flux J, arising from the increase of force X, is equal to the increase of flux J; arising
from the increase of X, .

2.1.7 Minimum Energy Dissipation Rate Principle and Stability of Steady
Nonequilibrium State

A system is either at equilibrium or nonequilibrium state. If the state parameters of
a system do not change with respect to time, then this system is at a steady state.
Steady state is not necessarily the equilibrium state, and it may also be at nonequi-
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Fig. 5.1 Steady flow (steady \V4
nonequilibrium state) ——

Constant waterhead
Z

Pipe

Reservoir U —> Reservoir

librium state. Although the state parameters of a system do not change with respect
to time at steady nonequilibrium states, macroscopic flow of physical property
can still occur within the system. The exchange of internal and external properties
makes the state parameters of the system remain constant. For instance, Fig. 5.1
[16] shows that the two end stations of a pipe are connected with two reservoirs of
infinite volumes to maintain a constant head between the two end stations of the
pipe. In this case, a flow in the pipeline is constant and all state parameters do not
change with respect to time. It means that the flow reaches the steady state, and
this steady state is the nonequilibrium rather than equilibrium because water still
flows from high to low level in a macro-flow process. Figure 5.1 was also used by
Yang and Song [16] to illustrate that an open system of pipe flow can be treated as a
closed system including two reservoirs with a constant head difference.

According to the second law of thermodynamics, the total entropy production
P=d,E/dt of a system is positive definite in the entire range of nonequilibrium
thermodynamics. Using the linear relationship between linear generalized flow and
generalized force and the Onsager reciprocal relations in the linear range, Prigogine
made a series of complex derivation [25], to prove that

dr
—<0. 5.24
& (5.24)

The derivative of entropy production is negative definite in the linear range of non-
equilibrium. Therefore, the entropy production is a function with a fixed sign and

Pd_ <0. So it can be a Lyapunov function of a system in the linear range.
t

dP . dpP .
— =0 means the system is at steady state. — < 0 means the system is away

fromtthe steady state. Equation (5.24) shows thatt, when boundary conditions are
constant, in the linear range of the nonequilibrium state, the irreversible evolution
processes inside an open system always move toward the direction of reducing the
entropy production until its minimum value is attained. At equilibrium, the state of
the system no longer varies with respect to time (see Fig. 5.2). At this point, the sys-
tem is compatible with the external constraints of the steady nonequilibrium state.
This conclusion is called the principle of minimum entropy production. The prin-
ciple of minimum entropy production guarantees the stability of steady nonequilib-
rium state. Once the system reaches a steady nonequilibrium state, in the absence of
outside influence, it will not deviate from the steady state [24].
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Fig. 5.2 Variation of entropy
production in linear range

Prigogine derived the principle of minimum entropy production, with a series of
assumptions. These assumptions include that the boundary conditions of the system
are independent of time. Some people suspect that the principle of minimum en-
tropy production is only applicable to open systems with constant boundary condi-
tions, but not applicable to open systems with the boundary conditions evolving in
time. Actually, the principle of minimum entropy production is applicable to any
open system, regardless of the boundary condition to be constant or not. To reach
this conclusion, we can examine the entropy change in Eq. (5.3) for open systems.
The system is at steady nonequilibrium state if d£'/dt=d E/dt+d,E/dt=0. If
the external constraints (including boundary conditions) change, it will lead to the
state of the system parameters change. Then, the system will deviate from the origi-
nal steady state and evolve to a new steady state compatible with the new external
constraints. In this process, the entropy production P = d,E / dt of the system is not
necessarily monotonically decreasing. In other words, it may increase or reduce
with the change of the entropy flux d E/d¢. When the system evolves to a new
steady state, the entropy generation must be the minimum value compatible with the
new external constraints (see Fig. 5.3). Numerical flume simulation and river field
data can confirm this viewpoint.

2.2 Minimum Entropy Production Principle Equivalence
to Minimum Energy Dissipation Rate Principle

Prigogine derived the principle of minimum entropy production from local entropy
production. The same conclusion can also be obtained by using the energy dissipa-
tion function.

Fig. 5.3 Principle of mini-
mum entropy production and
stability of the steady state

1 | -
x7} {x?} {x:}

steady state steady state state parameters
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The relationship between the local entropy production and the energy dissipation
function [26, 27] is

¢=Toc (5.25)

where

T is the absolute temperature (K) and
¢ is the energy dissipation function per unit volume of energy in unit time (W/m?)

This is caused by the system’s irreversible process, representing the dissipated en-
ergy in unit time per unit volume.

Similar to local entropy generation, energy dissipation function can also be writ-
ten as the sum of the product of generalized forces and generalized flow (5.26):

p=37 X, (5.26)

The principle for generalized forces and generalized flow in Eq. (5.26) is the
same for generalized forces and generalized flows of local entropy production in
Eq. (5.18). Generalized forces and generalized flow product must have the dimen-
sion of energy dissipation function.

According to Eq. (5.25), the energy dissipation rate and local entropy production
P satisfy the relation

o= jJIVmV:TfJJV odV =TP, (5.27)

where P can be replaced by the energy dissipation rate @ to represent the principle
of minimum entropy production

do
== <o.
i (5.28)

Principle of minimum entropy production is equivalent to the minimum energy dis-
sipation rate principle in the linear range. When boundary conditions are constant in
the linear range of nonequilibrium, the irreversible processes inside an open system
always move toward the direction of reducing the entropy production until the en-
tropy production reaches the minimum value. In this case, the system no longer var-
ies with respect to time, and the system is compatible with the external constraints
of steady nonequilibrium state.
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2.3 Minimum Energy Dissipation Rate Principle
of Fluid [28-30]

Fluid dynamic equations include the equation of motion and continuity equation.
For viscous fluid, the Navier—Stokes equation of motion vector expression is

1 du
F+—VP=—
P & (5.29)
or
1 ou
F+—VP=—+wVu. (5.30)
P ot

Equation (5.30) can be written in the tensor form

ap..
Ly O O (5.31)
pox, ot ox

where

F is the mass force acting on a unit of fluid mass (£, is the component of mass force
tensor; N/kg)

p Is the density of fluid (kg/m?)

P is the second-order stress tensor ( Py is the component of stress tensor; Pa)

u is the velocity vector (u; is the component of velocity; m/s)

du / dt is the inertial acceleration (m/s?)

du/dt is the time variation of acceleration (du, / d¢ is the component of variation
of acceleration, m/s?)

(u-V)u is the variation of displacement acceleration and

(u; (Qu, / axj) is the component of variation of displacement acceleration, m/s?)

The stress tensor is defined as

P=-6p+IT (5.32)

or
p,=—8p+T, (5.33)

where

0 is the second-order unit tensor ( 51,/. is the component of second-order unit tensor;
dimensionless) ‘



5 Minimum Energy Dissipation Rate Theory and Its Applications ... 197

IT is the tangential stress tensor (ri/, is the component of tangential stress tensor;
Pa), and
p is the average hydrodynamic pressure along the normal direction (Pa)

Fluid continuity equation in vector form is

dp
—+ pV-u=0. 5.34
dr pvVu (5.34)

For an incompressible fluid, p is a constant. Therefore, the continuity equation can
be written as:

V-u=0. (5.35)
Equation (5.35) can also be written in tensor form

ou.
—=0. 5.36
o (5.36)

Regardless of whether fluid movement in nature is at dynamic equilibrium or non-
equilibrium state, its flow velocity distribution must satisfy both the equation of
motion and continuity equation. Only when the entropy production or energy dis-
sipation rate is at its minimum value, the velocity distribution satisfies the solution
of the equation of motion and the continuity equation at the steady state (dynamic
equilibrium). According to the principle of minimum entropy production, the en-
tropy production or energy dissipation rate is a Lyapunov function which is related
to the steady-state solution of fluid equation of motion and the continuity equation.
Using the assumption of local equilibrium during the derivation of minimum en-
tropy production principle, Prigogine deduced the local entropy balance equation of
the system under no external force. Considering an external force acting on the vis-
cous fluid, time derivative on both sides of the unit volume Gibbs Eq. (5.8) yields:

4, _pde ppdV, pdp (5.37)
dd Tdt T dt T dt
where
dv d(1 1d 1
n oGPy, (5.38)
de del\p p dt p

In the derivation of Eq. (5.38), the continuity Eq. (5.34) is used. Vector expression
of the fluid energy equation is:

2
p%(e +“7+ th = V-(Pu)+V-q, + pqy, (5.39)
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where

e is the internal energy of unit mass of the fluid (J/kg)

u*/2 is the kinetic energy of flow per unit mass (J/kg)

gh is the potential energy of flow per unit mass (J/kg), g is the gravitational ac-
celeration (m/s?), and 4 is the elevation (only considering gravitational field; m)

q, is the thermal transport vector through surface into a differential volume in a unit
time by heat conduction (W/m?)

g, is the thermal radiation per unit mass (W/kg), V- (P-u) is the power exerted by
surface forces (W/m?).

It can be written in the following form [31]:
V-(P-u)=w(V-P)— pVu+1I:Vu. (5.40)
Multiply both sides of Eq. (5.29) by the velocity vector yields:
PFu+u(V-P)= pi(i) (5.41)
de\ 2

If only the gravity force is considered

Fouz-g¥ (5.42)
dt
Substituting Eq. (5.41) into Eq. (5.39) and taking Eqgs. (5.40) and (5.42) into con-
sideration yield:

p%z—pV~u+ﬂ:Vu+V-ql+qu. (5.43)

Equation (5.43) is the time derivative of the internal energy of the fluid or another
form of expression of energy equation. If the temperature of flow is uniform in the
flow field, there is no heat exchange, i.e., ¢, = g, = 0. Eq. (5.43) can be reduced to

p% =—pVu+1II:Vu. (5.44)

Substituting Egs. (5.34), (5.38), and (5.44) into Eq. (5.37), the local entropy equi-
librium equation of fluid becomes
dE,

= V-(&u)—u-EVp+lH: Vu, (5.45)
dr T T

where
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o= —u~—Vp+%H:Vu (5.46)

For incompressible fluid, p is a constant, so Vp= 0. The local entropy production of
fluid o can be expressed as:

1
=—1II:Vu. 5.47
711V (547)

According to the relationship between local entropy production ¢ and energy dissi-
pation function Eq. (5.25), the energy dissipation function of fluid can be written as:

¢=To=11:Vu. (5.48)
The tensor form of Eq. (5.48) is
o=1, o (5.49)
' ox;

Integrating ¢, the rate of energy dissipation in unit time @ of fluid is:

o= mV odv. (5.50)

Substituting the expression of energy dissipation rate function Eq. (5.49) into
Eq. (5.50), the rate of energy dissipation of fluid becomes

o= [ oo [ 2
—HI 3, B4V = Iﬂ ”dV

ZH 7,u;m,d 62— m ”dV, (5.51)

where n, is the component of the outward unit vector n normal to the surface dQ2
(dimensionless).

The partial integration and the Gauss formula are used for the derivation of
Eq. (5.51). The boundary conditions are constant if the flow is at steady state. In
this case, the first surface integral term of Eq. (5.51) vanishes. Thus,

o= —jjjyui%dr/. (5.52)
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For steady flows, the time-variation acceleration vanishes in the equation of flow

Ju,
motion Eq. (5.31), i.e., P _ 0. Based on Eq. (5.33), the equation of flow motion
Eq. (5.31) can be written as:

2 dp du,
—=—-pF +— —. 5.53
ox, pl+axi+mf ox; (5:33)

J

Submitting Eq. (5.53) into Eq. (5.52) yields:

0=~ 5 =[] ot 2y =l B 550

According to the field theory,

2

(aV)a = grad%—a Xrota. (5.55)

For irrotational flow, Eq. (5.55) becomes

2

(a-Vya= grad%. (5.56)

Taking Eq. (5.56) into consideration, the second term of the right side of Eq. (5.54)
can be written as:

e 5
1] v, 2 = = [ e = [ -

Therefore,

=i o+ o ~of] m

(%)
=[], u —pF+ ,oa—2 av (5.57)

X

If only the gravitational force £, is considered in the direction of 4,

oh
Feege (5.58)
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Substitution of Eq. (5.58) into Eq. (5.57) yields:

o=-[[[ u, pg7hi a—§+pa(u] =—A]] u e (h+ 7+2 ]dV (5.59)

where

Equation (5.59) can now be written as:

= 7mVu,-S,-dV, (5.60)

where

y is the specific weight of water (N/m?)
S.is the energy gradient of flow. The velocity-slope product is the unit stream power
(dimensionless).

For one-dimensional flow, Eq. (5.60) can be simplified to:

=[], ws.v = 3] S.axf] u.da, (5.61)

where A4 is the cross-sectional area of the flow (m?).
Taking unit length L=1 along the direction of the flow and the assumption that
S = § is a constant per unit length yield:

=yS[[ uda=y0s. (5.62)

The discharge-slope product is the stream power. Equation (5.62) is an expression
of total rate of energy dissipation per unit length.

Equation (5.62) was derived from using the continuity equation, the N-S equa-
tion of motion, and the energy equation applicable to the movement of viscous
fluid. They are valid for laminar flow and turbulent flow. Equation (5.62) can be
applied to laminar flow as well as to turbulent flow for solving practical problems.

According to the principle of minimum entropy generation of nonequilibrium
thermodynamics or the principle of minimum energy dissipation rate, when bound-
ary conditions are constant, the evolution processes always move toward the di-
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rection of reducing the entropy production or the energy dissipation rate until the
system reaches a steady nonequilibrium state which is compatible with the external
constraints. At this point, the minimum value is attained. For fluid, taking the ex-
pression of the energy dissipation rate into account, the mathematical expression
of the principle of minimum energy dissipation rate or minimum stream power is

@ = YOS = a minimum. (5.63)

The principle of minimum entropy production, the principle of minimum energy
dissipation rate, the principle of minimum stream power, or minimum unit stream
power indicate that the direction of evolution of fluid motion is to minimize its
energy dissipation rate, stream power, or unit stream power with a minimum value
compatible with the external constraints. The value of entropy production or energy
dissipation rate reaches a minimum value at steady state. Equation (5.63) was de-
duced based on the equation of flow motion Eq. (5.53) in which the time-variant
acceleration in the inertia terms was negligible. Therefore, Eq. (5.63) can be applied
to the following three cases: (1) any open systems of fluid with steady boundary
conditions, for example, rivers; (2) steady nonuniform flow or uniform flow; and
(3) laminar flow or turbulent flow.

2.4 Interim Summary

The principle of minimum entropy production, minimum energy dissipate rate,
minimum stream power, and minimum unit stream power are the basic principles of
nonequilibrium thermodynamics and fluid mechanics. These principles can be ap-
plicable to an open system. A river system is an open system that exchanges matter
and energy with the outside world in the process of movement. The minimum en-
ergy dissipation rate principle or its simplified minimum stream power or minimum
unit stream power is proven with sound theoretical basis from the minimum entropy
production principle. The minimum entropy production principle is equivalent to
the minimum energy dissipation rate principle.

The principle of minimum entropy production or the principle of minimum en-
ergy dissipation rate reflects the behavior of steady nonequilibrium state. If an open
system is at steady state and the boundary conditions of the system are constant, the
system may deviate from this steady state because of the changing external condi-
tions or constraints. Once the system deviates from the steady state, the entropy
production or the energy dissipatation rate of the system may become greater than
that at the steady state. At this point, the entropy production or the energy dissipa-
tion rate of the system will decrease with respect to time. Eventually, the system is
restored to a steady state. Once the system reaches a steady nonequilibrium state, in
the absence of outside influence, it will not vary from the steady state. The boundary
condition of the system maintains constant at steady state. If the boundary condition
of the system keeps constant and once the system deviates from the steady state,
the system will be restored to the original steady state. If the boundary conditions
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change, the system will deviate from the original steady state and reach another
new steady state which is compatible with the new boundary conditions. When
a system changes from one steady state to another, it may go through a series of
nonequilibrium evolution. Eventually, it will reach a new steady state. The value
of entropy production or the energy dissipation rate must be at minimum at the
new steady state, but it does not necessarily decrease monotonically with time in
nonequilibrium evolution. Therefore, the minimum energy dissipation rate or the
principle of minimum entropy production can be considered as a stability criterion
for the evolution process of an open system.

3 Numerical Simulation of Fluid Motion in Flume Based
on Minimum Energy Dissipation Rate Principle [32]

In order to verify that fluid motion satisfies minimum energy dissipation rate prin-
ciple, the re-normalisation group (RNG) k — £ turbulence model combined with
general moving object (GMO) model is used in the numerical simulation study
on fluid motion in a straight rectangular flume. The GMO model in Flow-3D can
simulate rigid body motion, which is either user-prescribed (prescribed motion) or
dynamically coupled with fluid flow (coupled motion).

By selecting the fluid between different cross sections as the research system,
variation of energy dissipation rate per unit volume of water was calculated for the
system. The simulation results show that the energy dissipation rate of the steady
flow can reach a stable constant minimum value. The energy dissipation rate of
an unstable flow has no definite minimum value, and its variation can increase or
decrease.

3.1 Mathematical Model

The RNG k& — £ turbulence model was selected to simulate fluid motion. This model
consists of the following equations:
Continuity equation:

9p , Apu) _ o (5.64)
ot ox.

i

Momentum equation:

%_{_i(uu )———+— (V+ V) _[+% (5 65)
o ox, )= pox, o, “| ox X ’ .
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where

p is the fluid density (kg/m?)

t is the time (s)

U, u; are the flow velocities in the 7 and j direction, respectively, (7, j=1, 2, 3; m/s)

X, x are the displacement components in the 7 and j direction, respectively, (i, j=1,
2 3; m)

p is the pressure (Pa)

v is the molecular viscosity (m?/s), and

v, is the turbulent viscosity (m*s), in the following form:

R
V=G (5.66)
with
k:lW' ey au'au A
e E)x ox,
where

k is the turbulent kinetic energy (J/kg)

¢ is the turbulent dissipation rate (W/kg), and

C# is the dimensionless constant of 0.0845 in the RNG k& — £ turbulence model (di-
mensionless)

Equation of k-

8k d(ku, 0 ok
at (a_xi )—Gk+€+$jl%(v+ Vt)a_x/:| (567)
Equation of &:
de  d(eu,) 52 0
— =C, G -C 5.68
o ox Uk TR oy “(”V) ox, (568

where G, is the production term of the turbulent kinetic energy caused by average
velocity gradient (m?/s%), i.e.,

Ju, 8u ou,
G, = — 5.69
k Vt[axj - ox, ]Bx ( )

In Egs. (5.67) and (5.68), there are four coefficients, i.e., C.

o Ce 0, . They can
be represented by
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Fig. 5.4 Illustration of
numerical flume installation

C;:Cgl—n(ll;—’;}/’ino); C,=168 a=0a=139,

where

C,, =1.42 (dimensionless)

1= Sk/ & (dimensionless)

S =28,S, (1/s), and

1 0u, Ou;

S =—|—+—
Y Z[ij ox, J (17s)
£=0.012 (dimensionless)
1, =4.377, dimensionless

3.2 Description of Numerical Flume

The numerical flume is a rectangular water flume with length, width, and height of
10, 1, and 1.5 m, respectively. The inlet of the flume is fixed, and the outlet is rotat-
able around the y axis of inlet in the x—z plane at a certain angular velocity to adjust
the flume bottom slope (see Fig. 5.4).

Using the rectangular numerical flume, the simulation of the variation of the
energy dissipation rate under three different calculation conditions is given below.

3.3 Boundary Conditions and Initial Conditions of Calculation

1. Calculation condition one: The flume is tilted with bottom slope of 0.01. First,
water is injected from the inlet with a constant velocity until a steady nonuniform
flow is reached. Second, the outlet begins to rotate until the bottom slope changes
from 0.01 to 0.011. The flow becomes unsteady in this condition. After a period
of time, the flow reaches a steady nonuniform condition again. The energy dis-
sipation rate change of the whole process is from a steady to an unsteady flow
condition, and then to a steady flow again.
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Fig. 5.5 Variation of angular
velocity of flume outlet
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Boundary conditions are: (1) inflow boundary condition: inlet velocity
u=5.5 m/s, water depth #=0.5 m; (2) outflow boundary condition: free flow; (3)
sidewall condition: wall roughness coefficient n=0.009.

Initial conditions: water is immobile in the flume, upstream water depth 2=0.4 m,
downstream water depth 2=0.5 m.

2. Calculation condition two: Compared with calculation condition one, only flow
velocity of the upstream cross-section is changed.

Boundary conditions are: (1) Inflow boundary condition: inlet velocity
u=5.06 m/s, water depth #=0.5 m; (2) outflow boundary condition: free flow;
(3) sidewall condition: wall roughness coefficient 7=0.009.

Initial conditions: water is immobile in the flume, upstream water depth 2=0.4 m,
downstream water depth 2=0.5 m.

3. Calculation condition three: The calculation condition two is the one with bot-
tom slope 0.011 at steady flow condition as the initial state and then change the
bottom slope from 0.011 to 0.01. Other conditions are the same as those of cal-
culation condition one.

When bottom slope is changed, the angular velocity of the outlet accelerates to the
maximum linearly and then decelerates to zero linearly as shown in Fig. 5.5. The
angular velocity direction of calculation condition three is opposite to calculation
conditions of one and two.

3.4 Calculation Process

Longitudinal profile of the flume is shown in Fig. 5.6a. The fluid between upstream
section 1 and downstream section 2 is the study system. The length of the reach
between the two sections is AL. Start from section 1, the system is divided into sev-
eral rectangular units, and each unit size is 0.1 m (height) 0.1 m (lateral) x 0.1 m
(longitudinal). The system is shown in Fig. 5.6b.



5 Minimum Energy Dissipation Rate Theory and Its Applications ... 207

1

‘\_\-‘-
2 ~
—~—a
—
al

1 2

a b

Fig. 5.6 Calculation illustration of flume and unit division of calculation region. a Calculation
illustration of flume. b Unit division of calculation region

Energy dissipation is due to the viscosity of fluid. Therefore, the mechanical
energy is irreversibly transformed into heat and dissipated to overcome the viscous
force and the sidewall friction. The energy of fluid inside of the system does not
change with respect to time for a steady flow. If there is no energy loss, the energy
input from the upstream cross section shown in Fig. 5.6a should be the same as the
energy output at the downstream cross section. If there is energy dissipation, the
energy output at downstream cross section will be less than that of the input energy
at the upstream section. The difference between the upstream cross section and the
downstream cross section is the energy dissipation of the study system. For un-
steady flow, the fluid volume in the system varies with respect to time. In the middle
of the system, water surface may have some slight fluctuations, and the energy in
the system varies with respect to time. The energy difference between the upper and
lower cross sections includes the energy dissipation and energy stored in the system.
Through the simulation of the whole variation process from steady flow to unsteady
flow, the energy dissipation rate of the unit volume of water can be calculated. By
doing so, whether the entire variation process of fluid motion satisfies the principle
of minimum energy dissipation rate can be examed. Energy dissipation rate of unit
volume of water is the energy losses of the unit volume of water in unit time.

In the system shown in Fig. 5.6a, the energy dissipation rate of unit volume of
water of the steady and unsteady flows can be calculated. Assume that energy of the
system is e, at time ¢ (¢ = £, + Z At), where t,=initial time of the entire calculation
period), and fluid volume of the system is V,. After interval Az, due to the energy
loss, the energy of system becomes e,,,, and the fluid volume of system becomes
V- During interval Az, the input energy at the upstream section is e, , and the out-
put energy at the second downstream section is ¢,. If there is no energy loss, then
e/, =e +e, —e, at time t+ Ar. Therefore, the energy dissipation rate of system is
(et,+At - er+At)/At~

For each calculation unit, it is assumed that water discharge is Q,; flow velocity is
u,; volume of water is J/; and the corresponding water level of the grid center point
is z,. Taking the interval from the first steady flow transition to the second steady
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flow as calculation period of time, the energy dissipation rate per unit fluid volume
during interval Az can be calculated as:

+ —_ —
¢V — (et eu ed) el+At (5.70)

1
E (Vt + Vt+At )At

2
where ¥, =V, =Y ¥, (), ¢=c., = ¢ (. e,.=(z,»+;‘—"Jng,- ),
8

2
e,=¢,=3 e (I),and ¢, = (zl. +;‘—"g] pgOAL (J).

3.5 Results and Analysis

The energy dissipation rate per unit fluid volume in each system was calculated ac-
cording to Eq. (5.70) and the results are shown in Figs. 5.7, 5.8, 5.9, 5.10, and 5.11.
The fluid in the system from 2 to 2.5 m (the flume inlet is the origin of coordinates)
and from 2 to 3 m are the two study systems, respectively. Under calculation con-
dition one, the former is defined as the research system one, and the latter as the
research system two. Under calculation condition two, the former is system three,
and the latter is system four. Under the third calculation condition, the former is
system five.

As shown in Figs. 5.7, 5.8, 5.9, 5.10, and 5.11, the energy dissipation rate per
unit fluid volume is a constant when the flow reaches steady flow initially. When
the flume outlet starts to rotate, the flow in flume begins to deviate from the original
steady flow state and becomes unsteady. The energy dissipation rate also begins to
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Fig. 5.8 Variation of energy
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vary with respect to time. When the flume outlet stops rotation, the flow will auto-
matically adjust the hydraulic elements to make it reach a steady flow state gradu-
ally. The energy dissipation rate per unit fluid volume will eventually reach a con-
stant minimum value. Due to the different constraint conditions applied to the first
and the second steady flow conditions, the constant values of energy dissipation rate
of fluid are not the same. The energy dissipation rate can be expressed by @= y0S.
Let O be a constant. The energy dissipation rate @ increases with increasing slope
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S. Under the calculation conditions of one and two, the flume bottom slope increas-
es gradually. The constant value of energy dissipation rate per unit fluid volume of
research system one to four in the initial steady state is less than that of the second
one (see Figs. 5.7, 5.8, 5.9, and 5.10). Under calculation condition three, the flume
bottom slope slowly decreases. The constant value of energy dissipation rate per
unit fluid volume of research system five of the initial steady flow is greater than
that of the second one (see Fig. 5.11). It can also be seen from Figs. 5.9 and 5.11
that, if the slope of the steady flow is the same, the constant value of energy dissipa-
tion rate is the same. However, the transition process is different from each other
because the initial steady flow state of the two systems is different.

Fig. 5.11 Variation of energy
dissipation rate per unit fluid
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3.6 Interim Summary

1. The energy dissipation rate can reach a minimum constant value when the flow
is steady. This conclusion is consistent with the minimum energy dissipation
rate principle. The energy dissipation rate of unsteady flow is not definite. Its
variation is complex, and may increase or decrease. The variation of energy dis-
sipation rate in an alluvial river is consistent with this conclusion. More detailed
discussions will be made later.

2. If the external constraints of a system vary significantly, the flow deviates from
the original state through unsteady flow transition processes to reach a new
steady flow condition compatible with the new external constraints. Although
the energy dissipation rate of each steady flow can reach a minimum value, dif-
ferent values may be obtained with different constraints.

4 Adjustment of Energy Dissipation Rate in Alluvial
Rivers

4.1 Self-adjustment Function of Alluvial Rivers

Alluvial rivers can adjust their physical conditions to restore equilibrium for differ-
ent water, sediment, and boundary conditions [33].

Alluvial rivers’ bed consists of loose sediments, so riverbed can be adjusted with
different water and sediment conditions. Riverbed geometry of alluvial rivers is
formed by the interaction among water, sediment, and riverbed material. On the one
hand, the action of water and sediments on riverbed changes riverbed geometry. On
the other hand, the variation of riverbed geometry also affects stream movement.

Due to the dynamic feedback mechanism of alluvial rivers, alluvial rivers can
adjust automatically to a certain extent. In the process of adjustment, alluvial river
adjusts its physical quantities by the interaction of stream and riverbed to reach
equilibrium between sediment transport capacity and incoming sediment. The ad-
justments gradually decrease in strength and range, and tend to reach a relative
equilibrium state. This relative equilibrium state is a dynamic equilibrium. There
are two kinds of physical quantities that can be adjusted in the process: (1) physi-
cal quantities related to boundary conditions, such as river cross-sectional shape,
roughness, longitudinal profile (including slope, riffle, pool, etc.), river pattern, etc.
and (2) physical quantities related to flow characteristics, such as the depth of water,
distribution of flow velocity and sediment concentration, and turbulence character-
istics.

There are short- and long-term adjustments in the process of automatic adjust-
ment of alluvial rivers. The short-term adjustment means a river system adjusts its
physical quantities continuously in response to the variation of incoming water and
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sediment, and it will not stop even when the river is at a state of relative equilibrium.
The long-term adjustment is a long evolution process to reach a relative equilibrium
state.

4.2 Energy Dissipation Rate of Alluvial River at Relative
Equilibrium State

A river is a complicated open system. Its evolution process satisfies the nonequi-
librium thermodynamic theory. Consequently, automatic adjustments of a river not
only tend to maintain a relative equilibrium state (steady nonequilibrium state) but
also satisfy the minimum entropy production principle or the minimum energy dis-
sipation rate principle. In the process, the entropy production or energy dissipation
rate of river system tends to be at its minimum value compatible with the constraints
applied to the system [34]. There are four kinds of external constraints applied to
alluvial rivers: (1) meteorological hydrological conditions, such as rainfall, runoff,
water temperature, etc.; (2) characteristics of bed materials, such as erodibility, sta-
bility, gradation of sediment diameter, roughness, etc.; (3) geologic and topographic
conditions, such as river slope, width, and strength of river bedrock; and (4) artifi-
cial constraints on water conservancy projects, such as dam and riverbank.

When a river is at a state of relative equilibrium, external constraint conditions
are basically stable or vary slightly with respect to time. Once the river system
deviates from the relative equilibrium state, it will restore the original relative equi-
librium state by reducing entropy production or energy dissipation rate. If external
constraint conditions vary significantly, the river will deviate from the original
state of relative equilibrium and reach a new state compatible with new constraints.
The process that a river system evolves from a relative equilibrium state to another
is very complex. In this process, the energy dissipation rate does not necessarily
decrease monotonically with respect to time. When a system is at a new state of
relative equilibrium, the energy dissipation rate will be at a new minimum value as
shown in Fig. 5.12.

Figure 5.12 was presented by Yang to show that the unit stream power varied
with respect to time at gaging station Halls on the South Fork Deer River [9, 16].
Artificial dredging near the gaging station was carried out between 1964 and 1966.
As shown in Fig. 5.12, unit stream power was at a minimum value before dredg-
ing. This means that the reach is at a relative equilibrium state. After dredging, the
external constraint conditions changed. Consequently, the river deviated from the
relative equilibrium state and began to self-adjust. In the process of self-adjust-
ments, unit stream power deviated from the original minimum value, went through
increase and decrease processes, and reached a new stable condition compatible
with new constraints. In the early stage of self-adjustment, bed boundary varies
significantly due to a large magnitude of scouring and sedimentation deformation.
This means that external constraint conditions no longer remain constant. In this
case, unit stream power does not necessarily decrease with respect to time and is
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likely to increase first and then decrease. After 1970, riverbed boundary tends to
be stable gradually with decreasing scour and sedimentation. When external con-
straints begin to remain constant, river adjustments tend to decrease unit stream
power to a new minimum value in 1982. This new minimum value is not the same
as that before dredging in 1964 [35].

It should be pointed out that the entropy variation related to isolated systems
in classical thermodynamics may not be applied to the river systems directly. For
example, Leopold et al. [36] in 1962 considered that, based on the second law of
thermodynamics (namely maximum entropy principle), when alluvial river is at the
relative equilibrium state, the entropy £ of alluvial river reaches the maximum value.
Although Leopold’s viewpoint was popular, it has the following shortcomings [37]:

First, a river is an open system rather than an isolated system. An isolated ther-
modynamic system is the one not influenced by external factors. There is no ex-
change of matter or energy with external environment. Strictly speaking, there is
no absolute isolated system in nature. On the basis of the second law of thermo-
dynamics, the entropy of an isolated system increases monotonically due to the
irreversible process inside the system, i.e., d£ = d,E£ > 0. This monotonic increase
cannot cease until the system reaches thermodynamic equilibrium state. When en-
tropy reaches maximum, d£ = 0. However, the entropy change of an open system is
dE =d,E +d,E,and dE may be equal to, greater or less than zero with the variation
of entropy flux term d,£. When dE = d_ E +d,E = 0,d,E = —d,E ariver is at a state
of relative equilibrium (steady state).

Second, the relative equilibrium state of a river system is at dynamic equilibrium
which is equivalent to a linear, steady nonequilibrium state of the open-system ther-
modynamics. The equilibrium state of thermodynamics means a static equilibrium
state. If a river is at this state, there will not be any flow and sediment transport.
The entropy of a river tends to be maximum, that is to say, the adjustment of the
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river may reach thermodynamic equilibrium state eventually. However, this state
may never occur because its constraints continuously change with respect to time
and location.

4.3 Energy Dissipation Rate of Different River Patterns
and Its Variations

In the adjustment process of alluvial rivers, different external constraint conditions
lead to forming different river patterns. There are four kinds of river patterns: me-
andering, straight, braided, and wandering rivers [33, 38]. A river often presents
several river patterns from river head to estuary due to the variation of external
constraint conditions along the river. A river reduces its entropy production or en-
ergy dissipation rate by adjusting its pattern to be compatible with the variation
of external constraint conditions. There are several ways for a river to reduce its
entropy production or energy dissipation rate, such as by increasing river width
or by decreasing slope. Depending on the external constraint conditions, different
adjustments may result in forming different river patterns. For example, if a river
reduces entropy production or energy dissipation rate by decreasing slope, it may
evolve to a meandering river. If river width is increased, it may evolve to a braided
river or wandering river.

External constraints include incoming water and sediment conditions and river-
bed boundary conditions. External constraint conditions for different river patterns
are [39]:

1. Meandering river. Composition of river bank material is more stable than river
bottom material, the runoff fluctuation is small, and the river keeps sediment
transport equilibrium in a long period of time.

2. Straight river. Composition of river bank material such as clay and silt clay can
resist erosion. As a result, river bank is hard to be scoured and transverse defor-
mation of the river is limited. Composition of river bottom material is medium
sand and fine sand.

3. Braided river. Composition of riverbed material is nonhomogeneous, and there
are stable nodes in the upstream and downstream reaches. The runoff fluctuation
is small, and the sediment concentration is low. This channel pattern is basically
at a state of equilibrium sediment transport.

4. Wandering river. Composition of river bank and river bottom material is fine
sediment with less clay. The scouring resistance of the bank matterial is poor,
so it is easy to be silted and eroded. As a result, river bottom and banks are easy
to deform. Besides, annual runoff fluctuation is large. The difference of runoff
between flood period and dry period is very large. Flood rises and falls rapidly;
and incoming sediment and sediment concentration are high.

According to the field data of 12 reaches of the Yellow River and Yangtze River,
Huang [40] in 2008 used multiple linear regression method to analyze river patterns
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Fig. 5.13 Location of the seven hydrological stations along the lower Yellow River, and channel
patterns of different reaches

and concluded that the influence of riverbed boundary condition on river patterns is
greater than that of incoming water and sediment conditions. Based on the field data
of seven hydrologic stations in Huayuankou, Jiahetan, Gaocun, Sunkou, Aishan,
Luokou, and Lijin of the lower Yellow River, Xu and Zhao [41] in 2013 calculated
the weights of all influencing factors on fluvial process by adopting information
entropy. They obtained a similar conclusion that the influence of bed boundary con-
dition on fluvial process of those reaches is stronger than that of incoming water and
sediment conditions by comparing weights.

Figure 5.13 shows that the reach of the lower Yellow River between Baihe and
Gaocun is a wandering river, Gaocun—Taochengpu reach is a transitional chan-
nel from a wandering river to a meandering river, Taochengpu-Lijin reach is a
meandering river, and the lower Lijin reach is an estuary reach. There are seven
hydrologic stations in the lower Yellow River (Huayuankou, Jiahetan, Gaocun,
Sunkou, Aishan, Luokou, and Lijin). The six reaches represented by the stations
are considered as six subsystems. Based on the monthly mean hydrological data
of 21 years (1972, 1973, 1975-1980, 1982, 1985, 1987, 1988, and 1991-2000) of
the seven hydrologic stations, the yearly mean hydrological data of each of the six
reaches are summarized in Tables 5.1, 5.2, and 5.3. The variation of unit stream
power US of each reach with respect to time [42] is shown in Fig. 5.14.

Figure 5.14 shows the order of unit stream powers for the six reaches in descend-
ing order: Huayuankou—Jiahetan reach, Jiahetan—Gaocun reach, Gaocun—Sunkou
reach, Sunkou—Aishan reach, Aishan—-Luokou reach, and Luokou-Lijin reach. Hua-
yuankou—Jiahetan reach and Jiahetan—Gaocun reach are typical wandering reaches
and their unit stream powers are the largest. Therefore, it can be concluded that the
wandering reach is the most unstable. Aishan—Likou reach and Likou-Lijin reach
are meandering reaches and unit stream powers of the two reaches are the small-
est, so the meandering river is more stable than others. Gaocun—Sunkou reach and
Sunkou—Aishan reach are the transitional reaches with double characteristics of the
wandering river and the meandering river. Therefore, the value of unit stream power
of the transitional reach is between that of meandering river and wandering river
patterns.
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Table 5.1 Field data of Hua—Jia and Jia—Gao reaches of the lower Yellow River

Name | Year | Slope | Width | Depth | Water | Name | Year |Slope | Width | Depth | Water

of (10% | (m) |(m) | dis- |of (107% | (m) |(m) |dis-
reach charge | reach charge
(m¥/s) (m?/s)

Hua-Jia 1972 | 1.796 | 697 |1.08 923 | Jia-Gao 1972 | 1.530 | 605 1.18 903

1973 |1.797 |758 |1.16 1117 1973 [1.518 [614 |1.22 |1111

1975 |1.749 | 827 1.42 1698 1975 |1.535 | 585 1.63 | 1642

1976 | 1.771 | 649 |1.64 |1635 1976 | 1.513 |549 |1.65 |1589

1978 |1.699 |562 |1.41 |1074 1978 | 1.581 |595 1.26 1016

1979 |1.736 |577 |14 1149 1979 |1.525 491 1.51 |1112

1980 |1.768 | 648 1.13 868 1980 |1.500 |616 |1.19 820

1982 |1.753 |700 |1.46 |1325 1982 | 1.468 | 691 141 1277

1985 |1.768 |614 |1.67 |1455 1985 |1.474 549 1.86 |1426

1987 |1.758 |385 1.42 684 1987 |1.495 |327 |1.59 616

1988 |1.774 |429 |1.62 |1082 1988 |1.495 |380 |1.68 995

1991 |1.758 |374 |1.45 722 1991 |1.482 396 |1.25 657

1992 |1.769 |679 |1.58 814 1992 | 1.496 |401 1.34 759

1993 | 1.770 |401 1.64 934 1993 |1.538 |389 |1.53 894

1994 |1.669 439 |1.54 940 1994 |1.642 |400 |1.49 902

1995 |1.588 |387 1.25 723 1995 |1.739 |368 |1.15 665

1996 |1.583 |429 |1.31 839 1996 |1.723 |504 |0.99 776

1997 [1.587 [330 |1.03 419 1997 [1.718 [323 10.95 357

1998 |1.605 |353 1.41 661 1998 |1.682 |370 |1.19 605

1999 [1.606 |311 1.4 647 1999 [1.547 [370 |1.12 564

2000 |1.575 |280 |1.55 509 2000 |1.649 [356 |1.16 464

It can be seen from Fig. 5.14 that unit stream power US of Huayuankou—Jiahetan
reach and Jiahetan—Gaocun reach varies greatly during the 21 years. This indicates
that although the wide, shallow, and disordered conditions of the wandering reaches
have been improved to some extent by river regulation, the mainstream swing is
still very large because the density and length of engineering are not enough to re-
strain the mainstream. Unit stream power of Gaocun—Sunkou and Sunkou—Aishan
reaches is increasingly close to those of Aishan—Likou reach and Likou—Lijin reach.
This shows that the transitional reach is gradually changing to a meandering reach
and tends to reach a relative equilibrium state. During 1949-1960, the transitional
reach was not regulated, and during 1979-1990, the reach was regulated. Before
and after river regulation, the maximum amplitude of mainstream swing decreases
from 5400 to 1850 m; the average of amplitude of mainstream swing drops by 58 %
with a decrease from 1802 to 753 m; and the mean intensity of mainstream swing
drops by 62 % with a decrease from 425 to 160 m/a. The above results show that the
characteristics of the transitional reach are increasingly changing to those of a me-
andering reach with the wandering characteristics gradually disappeared [43]. The
change of unit stream power of the 21 years of Aishan—Luokou reach and Luokou—
Lijin reach becomes weaker and weaker. This means that the two reaches are gradu-
ally approaching to relative equilibrium state. The closure of Xiaolangdi on October
28, 1997, caused cutoffs in the Luokou-Lijin reach. This resulted in sudden increase
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Table 5.2 Field data of Gao—Sun and Sun—Ai reaches of the lower Yellow River
Name | Year | Slope | Width | Depth | Water | Name | Year | Slope | Width | Depth | Water
of (10 |(m) |(m) | dis- |of (107 | (m) | (m) |dis-
reach charge | reach charge
(m>/s) (m>/s)
Gao- | 1972 |1.145 464 1.48 866 | Sun-Ai 1972 |1.200 | 383 1.81 832
Sun | 1973 |1.143 | 603 1.48 | 1078 1973 | 1.196 | 496 1.88 1032
1975 |1.137 |510 |1.84 |1605 1975 |1.228 |410 [2.49 [1595
1976 |1.127 1494 1.74 1568 1976 |1.163 423 240 |1617
1978 | 1.163 |426 1.45 964 1978 |1.199 346 2.04 933
1979 |1.160 |414 1.59 |1078 1979 |1.182 |368 [2.02 1041
1980 | 1.153 426 1.4 769 1980 |1.177 |342 |2.04 731
1982 |1.168 |513 1.58 1217 1982 |1.176 [397 |2.08 |1158
1985 |1.153 [449 |2.15 |1376 1985 |1.155 |380 [2.39 1307
1987 |1.160 |363 1.54 571 1987 |1.216 |292 |2.37 521
1988 | 1.206 |390 1.61 950 1988 |1.218 |329 |2.12 866
1991 |1.160 |388 1.44 617 1991 |1.194 |311 2 587
1992 |1.162 |376 1.42 703 1992 | 1.111 |276 |2.12 648
1993 |1.102 410 1.75 867 1993 |1.169 |329 |2.06 811
1994 |1.126 | 423 1.37 872 1994 | 1.218 |361 1.86 850
1995 |1.126 |392 1.18 627 1995 |1.172 |319 1.87 601
1996 |1.144 463 1.38 700 1996 |1.207 |300 1.93 648
1997 |1.155 |279 1.21 300 1997 |1.259 |189 1.90 245
1998 [1.178 |341 1.37 558 1998 [1.224 [242 |2.08 523
1999 [1.165 | 340 1.35 510 1999 [1.245 |237 |2.04 448
2000 |1.165 |362 1.24 384 2000 |1.235 |259 1.99 362

of the unit stream power in 1997. After 1997, the unit stream power of the reach
regained previous level, and the reach tended to be at a relative equilibrium state.

4.4 Interim Summary

1. If the external constraint conditions vary significantly, the river will deviate

from the previous state of relative equilibrium to a new state compatible with
new constraints. The river system evolution from a relative equilibrium state to
another state is very complicated. In this process, the energy dissipation rate does
not necessarily decrease monotonically with respect to time, and it is also likely
to increase temporarily. However, when a system is at a new state of relative
equilibrium, the value of energy dissipation rate must be at minimum compatible
with the new constraint conditions.

. When a system is at a relative equilibrium state, the value of energy dissipation
rate must be at minimum subject to the constraint conditions. The relative equi-
librium of a river is a dynamic equilibrium. As a result, energy dissipation rate
fluctuates around its average when a river is at a relative equilibrium state.

. The analysis of unit stream power of 21 years of record for the six reaches of
three kinds of river patterns concludes that unit stream power of the wandering
reach is the largest and that of the meandering reach is the smallest, and that of
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Table 5.3 Field data of Ai-Luo and Luo—Li reaches of the lower Yellow River

Name | Year |Slope | Width | Depth | Water | Name | Year | Slope | Width | Depth | Water

of (10% |(m) |(m) |dis- |of (10% |(m) |(m) | dis-
reach charge | reach charge
(m3/s) (m3/s)

Ai-Luo| 1972 |1.007 |287 |2.52 793 | Luo-Li 1972 10.902 495 [2.54 734
1973 |1.002 266 |2.50 978 1973 10.907 245 |2.46 916

1975 10983 |285 [3.35 |1579 1975 10917 |284 |3.11 |1530

1976 10994 |285 [3.40 |1500 1976 10912 |301 |3.13 1445

1978 |1.017 496 2.72 904 1978 10.927 |234 |2.72 833

1979 |1.076 |258 |2.82 998 1979 10908 |254 |2.68 911

1980 [0.997 |245 |2.66 698 1980 10.924 |259 |2.24 630

1982 |1.002 |529 |2.82 1085 1982 10.955 |276 |2.52 983

1985 10.992 |294 |3.19 1296 1985 10.925 |345 297 1268

1987 [1.028 | 196 |2.82 449 1987 10.934 |169 |2.03 378

1988 |1.027 |200 [2.79 774 1988 10.939 [220 |2.18 671

1991 10.999 |204 |2.75 536 1991 0936 |188 |2.37 443

1992 [1.013 | 180 |2.6 576 1992 10987 | 163 |2.17 475

1993 [1.002 |225 |2.65 723 1993 10.940 [225 |2.28 633

1994 10998 [240 |2.63 801 1994 10983 223 |2.37 721

1995 |[1.212 |201 |2.44 551 1995 10.802 | 188 1.85 472

1996 [1.000 [200 |2.25 601 1996 [0.992 183 |2.24 527

1997 [1.442 |127 1.96 178 1997 10930 [132 |1.17 99

1998 [1.016 |164 |2.52 471 1998 10957 |182 |1.83 439

1999 [1.012 |170 |2.22 371 1999 [0.956 [198 | 1.60 273

2000 | 1.004 [175 |2.18 300 2000 0.975 |185 1.44 209

the transitional reach is between that of the meandering reach and wandering
reach. The stability of river decreases with increasing unit stream power.

5 Hydraulic Geometry Based on Minimum Energy
Dissipation Rate Principle

5.1 Brief Introduction to Hydraulic Geometry

Alluvial rivers may reach a relative equilibrium state with a long-term interaction
between flow and alluvial river boundaries. The hydraulic geometry relationships
among hydraulic parameters and channel geometry and longitudinal profile can be
written in the following mathematical form:

B=f(0,G,D)
h= £,(0,G,D)y¢.
S = £.(0,G,D) (5.71)
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Fig. 5.14 Variation of unit stream power US of six reaches of the lower Yellow River

where

B is the river width (m)

h is the average water depth (m)

S'is the longitudinal riverbed slope (dimensionless)

Q is the water discharge or channel-forming discharge (m?/s)
G is the sediment discharge from upstream reach (kg/s), and
D is the riverbed boundary conditions (dimensionless).

In order to obtain the specific expressions for Eq. (5.71), the following equations
are used:

Continuity equation for flow:
Q0=A4U. (5.72)
Flow motion equation (Manning formula):

2772
nU
- R4/3 :

s (5.73)

Sediment load equation:

v
C, =K(ghw) , (5.74)
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Fig. 5.15 Relationship between m and U / (gR @) , and between K and U” / (gR )

where

Q is the channel-forming discharge (m?/s)

A is the cross-sectional area of flow (m?)

U is the cross-sectional mean velocity (m/s)

R is the cross-sectional hydraulic radius, which can be replaced by water depth /
(m)

n is the roughness (s/m'?)

C, is the sediment transport capacity (kg/m?)

w is the sediment particle fall velocity (m/s)

K is the coefficient (kg/m?), and

m is the index (dimensionless).

K and m can be determined from field data or Fig. 5.15 [44].

In Fig. 5.15, the solid line represents the equilibrium state. The upper and lower
dashed lines represent the equilibrium state from silting and erosion processes, re-
spectively.

It is important to note that Eq. (5.74) is a suspended load sediment-carrying ca-
pacity formula applicable to channel-forming process. Bed-load sediment-carrying
capacity formula is applicable to the channel-forming process dominated by bed-
load movement.

In the Egs. (5.72), (5.73), and (5.74), there are four unknowns, i.e., river width B,
average water depth /4, longitudinal bed slope S, and flow velocity U. The number
of unknowns is more than the equations available for solving these unknowns. Con-
sequently, no solution can be obtained. In order to solve the equation set, another
independent equation must be added into the equation set. The additional indepen-
dent equation can be empirical or theoretical.
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By statistical analysis of a large number of data, the relationship between channel
geometry, hydraulic factors, and sediment can be established. Empirical hydraulic
geometry relationships include longitudinal hydraulic geometry and cross-sectional
hydraulic geometry. Theoretical hydraulic geometry relationships include those
using the hypothesis of riverbed minimum activity, minimum variance theory, min-
imum energy dissipation rate principle, etc. Among the theoretical relationships,
the principle of minimum energy dissipation rate is most promising. Chang, Yang,
Yang, and Xu et al., among others, have made significant advancements in this area.

5.2 Hpydraulic Geometry Based on Minimum Energy Dissipation
Rate Principle

Chang [22] in 1980 developed a computer program by taking flow equation of mo-
tion and bed-load transport rate equation as constraint equations, and used them to
determine channel geometry when the slope S is at the minimum. This is because,
for a given Q, the minimum energy dissipation rate @= YOS means minimum .
Figure 5.16 is the flow diagram of the computer program which can be used for sta-
ble channel design. Chang used Engelund and Hansen equation as the equation of
motion, and DuBoys formula for bed-load movement. It should be pointed out that
other flow equation of motion and bed-load transport rate formula can also be used.

Yang [11] in 1981 obtained an objective function by substituting Eq. (5.73) into
@= y(0S. He used his dimensionless unit stream power equation as the constraint
equation, and constituted a Lagrange function. The theoretical exponents of the fol-
lowing equations can be obtained from the extremal solution of the Lagrange function:

B=aQ". (5.75)
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h=cQ’. (5.76)

U=kO". (5.77)

The theoretically derived exponents b, f, and m are very close to those obtained
from field data measured at river gaging stations.

Let the minimization of energy dissipation rate @= YOS be the objective func-
tion. In conjunction with the use of continuity equation for flow, flow equation of
motion, and suspended sediment transport capacity equation (or bed-load transport
rate equation) as the constraint equations, Xu [45] in 1993 obtained the following
hydraulic geometry relationships.

For suspended sediment forming rivers, the use of suspended sediment transport
capacity Eq. (5.74) as the constraint equation, the following equations can be de-
rived:

KVam Q3/7

B=3.120 g1/7 CVOm )77

KV 37
h=0426— 5 &
g C*( m) w1/7

16/21 _ 2 ~16/(21 16/21
n>Clm g

g
§=2437 Ko Q2/7

217 ~2/1(Tm) 217 AL/
g C o' Q
K2am

U=0.752 (5.78)

For bed-load-forming rivers, the following Zhang’s bed-load transport rate equation
can be used as the constraint equation [44], i.e.,

opU*B

G, = 0.00124W’

(5.79)

where

G, is the cross-sectional rate of bed-load transport (kg/s)

P, is the dry density of sediment (kg/m?)

dy, is the the median diameter of bed material (m), and

a is the sand wave shape coefficient (dimensionless), o =0.52—0.53.
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For bed-load-forming rivers, the following hydraulic geometry relationships can be
obtined:

51634 0{4/29 /):4/29 Q16/29
g6/29d1/29G4/29

50 b

4/29 _14/29 ~16/29
h=01462F 2

g6/29d;éz9G;/29

S =2845728 32/7”261;5/876;5/4/87
* J‘l 87 p/64 87Q82 87

s

12/29d2/29G8/29
50 b

U=4192 W

(5.80)

It is important to note that the selection of appropriate and accurate sediment trans-
port capacity equation as the constraint equation is very important for the deter-
mination of hydraulic geometry relationships. Inapporpriate selection of sediment
transport equation can lead to incorrect hydraulic geometry relationships.

5.3 Interim Summary

Hydraulic geometry relationships at the state of relative equilibrium are important
from both theoretical and engineering points of view. When alluvial rivers reach the
state of relative equilibrium, their energy dissipation rate must be a minimum value
subject to external constraints. Hydraulic geometry relationships derived from the
minimum energy dissipation rate principle have physical meanings, and the river
geometry relationships thus obtained are in good agreement with the field data. The
results have been verified by many scholars.

6 Optimum Design of Low-Head Water Diversion Project

The low-head diversion projects in this study include headworks of water diversion
projects and stable channel designs. The arrangement of water diversion project
must satisfy the requirements of water diversion and sediment prevention. The key
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Fig. 5.17 Layout of diversion bend structure

problem that needs to be solved in the stable channel design is the scouring and
sedimentation deformation of the channels. The minimum energy dissipation rate

principle is used as the optimal design theory.

6.1 Optimum Design of Water Diversion Bend Structure [46]

A typical layout of a water diversion bend structure is shown in Fig. 5.17. Water
diversion bend structure uses artificial bend to produce transverse circulation for the
separation of water and sediment. The purpose of this structure is to discharge water
to one side and the sediment flushing to the other side of the channel. This type of
diversion structure, known as the Fergana headworks, was first built in the Fergana
region of Soviet Central Asia. It was introduced to Xinjiang, China, in 1958. After
continuous development and improvement, it has become one of the main types of
headworks used in China. Water diversion bend structure is suitable for mountain
rivers of medium to large size where the bed load is pebble. This kind of structure
consists of debris guard, artificial diversion bend, intake work scouring sluice, etc.
The key design consideration of water diversion bend structure is to determine
stable geometry of the artificial diversion bend to produce stable and strong trans-
verse circulation. The purpose is to make the surface-water flow to the concave
bank and make the bottom sediment-laden flow to convex bank through scouring
sluice into the downstream river. The effect of water diversion and sediment flush-
ing increases with increasing bend circulation [47, 48]. In the past, the design of di-
version bend was mainly based on experience or physical model tests without much
theoretical basis. Sometimes, due to the unreasonable design of the diversion bend,
it may cause serious siltation and affects normal operation of the water diversion
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structure. In view of this, the following mathematical model is used for optimum
diversion bend design.

6.1.1 Mathematical Model for Optimum Water Diversion Bend Design

The optimum design model includes the objective function, design variables, and
constraint conditions.

(1) Objective function

The artificial diversion bend design should satisfy the minimum energy dissipa-
tion rate principle. The minimum stream power should be treated as the objective
function for diversion bend design, i.e.,

@ = y QS = aminimum, (5.81)

where

@ is the rate of energy dissipation on the unit river length (W/m)
yis the specific weight of water (N/m?)

Q is the water discharge (m?/s), and

S is the longitudinal slope of the diversion bend (dimensionless).

For a specific diversion bend, water discharge O and specific weight of water y are
given constants. Minimum energy dissipation rate @ means minimum slope S, i.e.,

S = aminimum. (5.82)

The slope S can be calculated using the Manning formula. Diversion bend cross
section is designed as a trapezoidal cross section. Substitution of the trapezoidal
cross-sectional hydraulic elements and flow continunity equation into Manning for-
mula yields:

g O b2l m’)”
(bh+mh*)"*"

, (5.83)

where

b is the trapezoidal cross-sectional bottom width (m)
h is the average depth of cross section (m)

m is the bankside slope (dimensionless), and

n is the roughness (s/m'?)

(2) Decision variables

Water discharge O, roughness n, sediment grain size d, and bankside slope m are
given independent variables. The design is for the determination of bottom width b,
sectional average water depth 4, radius of bend center curvature R, length L of the
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bend center, longitudinal slope S, and cross-sectional longitudinal average velocity
U. S and U are not independent variables, which can be obtained from Manning’s
equation and the equation of continuity of flow, after » and /4 are determined. So
b, h, R, and L, are the independent variables. These four variables constitute the
design variables of the optimum design model, i.e.,

x=[b h R LJ.

(3) Constraint conditions

The geometry of diversion bend should satisfy the following conditions:

a. Circulation intensity conditions

Stable and strong transverse circulation is the key to guarantee normal operation
of diversion structure with sediment transport. Zhang [49] took the ratio of trans-
verse slope S, and the longitudinal slope S as the criteria of circulation intensity, i.¢.,

S
C =—. 5.84
= (5.84)
Substituting
2 2_2 2
S:U ,S_Un and R = bh+mh

" gR’~ RV N

into Eq. (5.84) yields:

oo (bhrmp)”
" g’R (b+2h1+m* )"

(5.85)

Zhang [49] has analyzed more than ten water diversion bend structures in Xinjiang
and discovered that, when criterion of circulation intensity C, is greater than 1, the
effect of the circulation flow is noticeable. When C is less than 1, the circulation
flow is is not apparent; the operating condition is poor, and water diversion struc-
tures have serious siltation problems. Therefore, the value of C, should satisfy the
following relationship:

1<C, <1.5. (5.86)
Equation (5.86) can be written for the two constraints:
G(X)=15-C =0. (5.87)

G,(X)=C. —1>0. (5.88)
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In order to ensure transverse circulation is fully developed, the diversion bend
should have sufficient length. According to the completed project statistics [47, 50],
the length of diversion bend center should satisfy the following relationships:

R <L <14R, (5.89)
or

G,(X)=14R —L 20. (5.90)

G,(X)=L —R >0. (5.91)

b. Flushing conditions

In order to sluice sediment smoothly to the downstream river, bend longitudinal
average flow velocity U should be greater than the required critical incipient flush-
ing flow velocity, i.e.,

U>13U,, (5.92)

where U, is the incipient velocity (m/s). It can be calculated by Zhang’s incipient
velocity formula [44], i.e.,

U, =539h"q%" (5.93)

where

h is an average depth of bend (m) and
d,, is the sediment median diameter (m)

Subtituting Eq. (5.93) and the equation of continuity for flow into Eq. (5.92) yields:

ﬁ 2 7.01h0'14d50(')36, (594)
or
G.(X)= 0 —T7.01h%4 4% > 0
(X)= T, ) (5.95)

In summary, the optimum design consists of solving the following equations:

Solve x=[b h R L]
make D(X) — min .
subject to G(X)z20 (i=123,4.)5) (5.96)
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Equation (5.96) can be used to solve the constrained nonlinear minimization prob-
lem. There are many methods for solving this kind of problems. The recommended
method is the use of internal penalty function to change Eq. (5.96) into an uncon-
strained minimization problem. The specific form of the internal penalty function
is:

F(X,M,)=®(X)+M, 2 G (X) (5.97)

where

D(X ) is the original objective function (dimensionless)

is the penalty term (dimensionless
kz G ( Y penalty term ( )

M, is the penalty factor (dimensionless)
F(X,M,) is the augmented objective function (dimensionless)

There are many ways to solve the unconstrained minimum value of Eq. (5.97). The
Hooke—Jeeves pattern-search method [51, 52] is recommended because there is no
special requirement for the function properties, and its adaptability is strong. The
disadvantage of this method is that the rate of convergence is slow.

In order to avoid local minimum value of the inequality constraints in the fea-
sible region, several initial values are substituted into Eq. (5.97) during the iteration
process. The final optimum solution should be the one making the objective func-
tion a minimum.

6.1.2 Optimum Results and Verification

In order to vertify the correctness and reliability of the optimum design model, de-
sign results from three bend diversion structures at Kashi, Yeerqiang, and Jiangka
in Xinjiang are used as examples. The project in Kashi is a completed project. The
actual operation of many years shows that there is a strong circulation in the diver-
sion bend and the effect of water diversion and sediment preventions is good. The
two projects in Yeerqiang and Jiangka are used to test the model. The test shows that
the effect of transverse circulation is less strong and there are sedimentations in the
bend. Table 5.4 summarizes the basic data of the three diversion projects.

The optimum results of the three projects are shown in Table 5.5. The dimensions
of calculated diversion bend are close to the actual dimensions. It can be concluded
that the optimum design model based on the principle of minimum energy dissipa-
tion rate can be used for the design of water diversion bend.
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Table 5.4 Basic data of water diversion bend structures

Name of Name | Slope of| O (m'/s) dy, | n m | S b(m) | R, (m) | L, (m)
structure of river | riverbed (m)

Kashi Kashi |0.0067 | 300 0.04 |0.035 |1.5 |0.0067 30 163.35/230.93
structure river ~0.05

Yeerqiang Yeer- | 0.0040 | 330 0.0660.035 |1.75/0.0033 | 35 208.69|302.31
structure qiang
river
Jiangka Jiangka| 0.0059 | 120 0.037/0.035 | 1.5 |0.0059 |18 115 128.50
structure river | ~0.0067 ~0.038

Table 5.5 Optimum results

Name of structure S b (m) R, (m) L, (m) h (m) U (m/s)
Kashi structure 0.0036 34.43 198.81 238.16 2.63 2.98
Yeergiang structure | 0.0042 26.91 221.12 265.15 3.01 341
Jiangka structure 0.0046 18.21 123.83 148.40 2.11 2.66

6.2 Optimum Design of Stable Channel [53, 54]

The concept of “stable channel” was proposed by Kennedy for unlined channel
design in India. The definition of stable channel is that a channel can maintain a
relative stable geometry in longitudinal and lateral directions. Longitudinally stable
channel is neither eroding nor silting, or erosion and deposition are basically in bal-
ance for a given period of time. The lateral stability of the channel is that the cross-
sectional shape of channel remains stable and satisfies certain hydraulic geometry
relationships.

Stable channel is divided into two categories: one is without erosion and silting
and the other one is an eroding—silting-equilibrium channel. The design methods of
the two kinds of channels are different. Stable channel geometry is closely related
to water discharge and sediment load variation and bed soil conditions of the chan-
nel. Different methods of regime channel design or the eroding—silting-equilibrium
channel design can be used for different field conditions.

When sediment concentration of a river is at its minimum, the velocity of flow
is the noneroding velocity. When sediment concentration of a river is at its maxi-
mum, the velocity of flow is the nonsilting velocity. Stable channel design should
make the mean sectional velocity of channel between the noneroding velocity and
the nonsilting velocity. In the northwest loess region of China, sediment concentra-
tion of rivers is extremely high in flood seasons but very low in drought seasons.
The yearly sediment concentration variation is large and the nonsilting velocity is
greater than the noneroding velocity. In this situation, the method of regime channel
design without erosion and silting cannot be applied. The method of the eroding—
silting-equilibrium channel design should be applied in this case. Channel materials
of silt may be deposited or scoured. However, there should be a balance between
scour and deposition in a certain period.
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6.2.1 Optimium Design of Regime Channel

The traditional method of optimization design for regime channel is a trial-and-
error method. Vertical and horizontal cross-sectional dimensions of the channels
and the corresponding velocity are obtained using hydraulic geometry relation-
ships, continuity equation, and Manning’s equation first. Design will then be judged
whether the velocity is between the noneroding velocity and the nonsilting velocity.
If not, velocity will be recalculated. The trial-and-error method has two drawbacks.
One is that emperical hydraulic geometry relationships may not be applicable to
all regions. There is a large difference among different regions. Once unreasonable
hydraulic geometry relationships are used, the velocity may lead to severe deforma-
tion of the channels. Another drawback is that different trial-and-error methods may
reach different calculated results.

Due to these shortcomings of the trial-and-error method, the minimum energy
dissipation rate principle should be used as the optimum design mathematical mod-
el for the design of regime channels. Optimum design mathematical model consists
of the use of objective function, design variables, and constraints.

(1) Optimum design mathematical model

a. Objective function

For stable channel design, the objective is to obtain the optimum channel geom-
etry under the given constraints. The objective function of stable channel design is
the minimum energy dissipation rate or the minimum stream power principle:

0OS = a minimum. (5.98)

For a specific channel discharge, the minimization of the rate of total energy dis-
sipation is equivalent to the minimization of slope S of channel, i.e.,

S = aminimum. (5.99)
The slope can be calculated by Manning’s equation for a traspzoid channel, i.e.,

2.2
U'n

Sha’s statistical analysis of stable channel shape of the loess areas in Northwest Chi-
na indicates that a disk-shaped channel can be approximated by a tropizdal channel
with a bankside slope m=1 [55] (see Fig. 5.18). Substituting continuity equation,
Manning’s equation, and trapezoidal cross-sectional geometry relationships into the
Eq. (5.99) yields:

O (b+2h1+m*)Y?

S
(bh+mh*)"*"

=a minimum, (5.101)
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Fig. 5.18 Illustration of
trapezoidal section

where

b is the channel bottom width (m)

h is the depth of flow (m)

m 1is the bankside slope (dimensionless), and

n is the roughness coefficient selected in the preliminary design (s/m'?)

b. Decision variables

Bankside slope m of the stable channel can be determined based on channel bed
soil conditions, depth of water, construction conditions, etc. In the channel design
process, water discharge, sediment concentration, sediment, and bed soil conditions
are given parameters. Bottom width of channel b, depth of water A, longitudinal
slope of channel S, and velocity of flow U are unknown parameters to be deter-
mined. Once b and / are determined, S and U can be expressed as functions of b and
h using Manning’s equation and flow continuity equation. b and / are considered as
decision variables which can be expressed in the following vector form:

X=[b h.

c. Constraint conditions
The regime channel should satisfy the condition of noneroding and nonsilting
velocity, i.e.,

Uu,<U<U,. (5.102)

Substituting flow continuity equation into Eq. (5.102) yields:

GI(X):ﬁ_Um>O’ (5103)

0
G,(X)=U, ——=——>0.
,(X)=U,, ot (5.104)

The nonsilting velocity of the channel U, depends on channel sediment transport
capacity. The noneroding velocity U,, depends on channel bed soil conditions, hy-
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draulic factors, sediment, etc. For a specific engineering design, the formula of
noneroding velocity and the nonsilting velocity can be selected based on field con-
ditions.

In summary, optimum design mathematical model for the regime channel can
be written as:

Solve X=[bhn]
make d(X) > min
subject to GI.(X):LZ—UM>O :
bh+mh
o
G,(X)=U,————>0
,(X)=U,, om0 (5.105)

Equation (5.105) can be solved as an inequality constrained nonlinear minimization
problem. Using inner point penalty function, Eq. (5.105) can be transformed into
unconstrained minimization problem as:

Min F(X,M,)=®(X)+M, )’ !

G (5.106)

where

F(X,M ) is the augmented objective function (dimensionless)
@(X) is the original objective function (dimensionless)
2

is the penalty term (dimensionless), and

1
¥

i=1
M, is the penalty factor (dimensionless)

K

When A approaches zero from a positive value, the minimum values of the
augmented objective function will approach the optimum solution of Eq. (5.105).
The Hooke—Jeeves pattern-search method is used to solve the unconstrained mini-
mum of Eq. (5.106). In order to avoid a local minimum value, different initial values
for the iterative calculation in the feasible region should be selected to obtain sever-
al minimum values. The final choice of minimum value should make the objective
function a minimum as the optimum solution of the objective function (i.e., slope).

The iterative steps of using the Hooke—Jeeves pattern-search methodto solve
Eq. (5.100) are as follows:

1. Assign initial penalty factor M, > 0, constant ¢ > 1, and accuracy £> 0.

ii. Select the initial point X'” in the feasible region and set k = 0.

iii. Taking X*’ as the initial point and using the Hooke—Jeeves pattern-search meth-
od to solve the unconstrained minimum of Eq. (5.106), and obtain the optimum
solution X *",
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I

Input basic data
v

Determine the intial points in the
feasible region »* and 1*

k=0

Compute the optimum solution X ®4D 6 the

Moo= Mi/e F(X,M,)using the Hooke-Jeeves pattern search method
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k= k+1
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Fig. 5.19 Flow diagram of major computation steps

2
. 1 . . . ' . .
iv. If Mk E m <E§&, the Optlrnum solution X = X(’url] and StOp the iterative
i-1 G;

2

calculation. If M ;m
then repeat step (iii) to continue the iteration. The calculated procedure is shown
in Fig. 5.19.

>¢g set M, , =M, /c, use k+1 to replace £k,

k+1

(2) Verification of optimum design model

Field data of regime channels of Jinghui, Luohui, and Weihui in Shaanxi Province
of China are used to calculate and verify optimum design model of the regime chan-
nel [56]. The following equations are used to compute the noneroding velocity and
the nonsilting velocity [39]:

U, = ar™, (5.107)
U, =272(C.w)"* R". (5.108)

where

a is coefficient=0.96 for medium dense silty loam in Jinghui channel and Weihui
channel
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a=0.86 for medium dense sandy loam in Luohui channel
C, is the sediment concentration (kg/m?)

o is the sediment particle fall velocity (m/s), and

R is the hydraulic radius (m)

The optimum results are shown in Table 5.6. It can be seen that calculated results
are in close agreement with the field data. It can be concluded that the optimum
design model is applicable to the design of regime channels.

6.2.2 Optimum Design of Dynamic Equilibrium Alluvial Channel
An eroding—silting-equilibrium channel design method was proposed by Sha in

1959 [55] using the following formulas:
Hydraulic geometry of the cross section:

x=k0". (5.109)
Continutity equation for flow:
0=A4U. (5.110)
Flow equation of motion:
S= };;—(/]32 (5.111)

Sediment-carrying capacity formula (nonsilting sediment-carrying capacity):

0.176 (U — 0.4d51(/)8 R"%)?
Cy = FE RS :
50

(5.112)

where

x 1s the wetted perimeter (m)

Q is the water discharge (m?/s)

k is the coefficient of wetted perimeter. Sha studied many channels around the
world, and concluded that the value of & should be between 2.3 and 7.5

A is the the area of the channel of cross section (m?)

U is the velocity (m/s), R is the hydraulic radius (m)

d,, sediment median diameter (mm)

n is the roughness (s/m'?)

S'is the slope (dimensionless), and

C,, is the nonsilting sediment concentration (kg/m?), which can be computed by the
following formula:

C
C, =—m, (5.113)
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where

I is the permissible ratio which is not a constant. The value can be determined by
the comparison of similarity channels (dimensionless)
C, . is the maximum permissible sediment concentration (kg/m?)

ma:

Sha assumed that muddy water has a silting rate greater than that of clear water. If
the reasonable choice of permissible ratio /7~ and the maximum permissible sedi-
ment concentration are made, the balance between siltation and erosion of channels
can be maintained.

There are several shortcomings in Sha’s design method. First, the value of co-
efficient of wetted perimeter £ and permissible ratio 7~ are uncertain. Therefore,
designers rely on their experiences. Second, when water discharge is given, as
sediment concentration increases, the cross-sectional shape becomes broader and
shallower. Field data show that the shape of regime channels is narrow and deep
[57, 58].

(1) Optimum design mathematical model

a. Objective function: The objective function of regime channel and the eroding—
silting-equilibrium channel is to minimize energy dissipation rate.

b. Decision variables:The decision variables of the regime channel and the erod-
ing—silting-equilibrium channel are bottom width b and depth /.

c. Constraint conditions: The concept of eroding-silting-equilibrium refers to in
a certain period (such as a design represents years or flood) both siltation and
erosion occurring, but the amount of sediment is almost equal to the amount of
erosion. The concept as constraint conditions can be written to noneroding and
nonsilting or eroding-silting equilibrium.

(i) The method of noneroding and nonsilting constraint conditions

The design velocity of flow U is greater than the noneroding velocity U, corre-
sponding to the minimum sediment concentration C, . , but less than the nonsilting
velocity U, corresponding to the maximum permissible sediment concentration
C,... (see Fig. 5.20), i.e.,

U,>U>U,. (5.114)

Equation (5.114) shows that channel may silt or erode, but silting and eroding are in
balance by choosing reasonable maximum permissible sediment concentration C, .
According to the field data and specific operating conditions of channels, the maxi-
mum permissible sediment concentration C,, can be determined from Fig. 5.20.
Substitution of flow continuity equation and trapezoidal cross-sectional area re-
lationship into Eq. (5.114) yields the following two constraint conditions:

Y

GO = =i

0, (5.115)
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Fig. 5.20 Relationship [
between maximum sediment
concentration (or minimum C
permissible sediment con-
centration) and noneroding
velocity (or the nonsilting Croax
velocity)
Ch
Ck
Crin
GZ(X)=L2—U,(>0. (5.116)
bh+mh

According to the Sha’s sediment-carrying capacity formula [59]:

Kd, (U-U,Y
c*zTgo( JEO)' (5.117)

1)
The following nonsilting velocity and noneroding velocity can be obtained:

2 2/3 pl/2
_Co®@ R

U, = +U, R"?, (5.118)
Ky
C1/_2 w2/3R1/2
Ug=—"— ——+U, R™. (5.119)
K K]l(/zd;(/)z K,
where U, =(0.011+0.39d5" )"

50

_ 4 1/2
U, = [1.1M+o.43d;g4 ]

where

K, and K are the nonsilting sediment-laden coefficient and noneroding sediment-
laden coefficient, respectively. For loess channel, K,,=3200, K, =1100 (dimen-
sionless)
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U, and U, are the average flow velocities of unit hydraulic radius at the end of
motion and incipient motion, respectively (m/s)

ds, is the median size of sediment (mm)

R is the hydraulic radius (m)

¢ is the porosity assumed to be 0.4 (dimensionless)

w is the sediment particle fall velocity (mm/s), which is influenced by sediment
concentration. The fall velocity of muddy water is calculated by the following
equation [60]:

w=w,1-C,)", (5.120)

where

@, is the fall velocity in clear water (mm/s)
C, is the sediment concentration by volume (dimensionless), and
m is the exponent=4.91 (dimensionless).

(i1) The method of eroding—silting equilibrium as constraint conditions

Water and sediment transportation mathematical model can be
used to calculate yearly cumulative erosion and deposition thickness
AH,(i=1,2,...,nn = thenumberof segment) in a segment of the channel. Accord-
ing to the concept of eroding—silting equilibrium, cumulative erosion, and deposi-
tion thickness of all the channel segments should be zero. In fact, cumulative ero-
sion is not equal to cumulative deposition accurately. Therefore, a permissible error
£, is set. If AH, is less than &,, the channel in eroding—silting equilibrium can be
expressed by

AH, <¢g, (i=12,...,n). (5.121)
Equation (5.121) is written to satisfy the constraint condition:
gX)=¢,—-AH, 20 (i=12,...,n). (5.122)

A one-dimentional water and sediment transportation mathematical model can be
used to calculate cumulative erosion and deposition thickness AH, of each segment
of channel based on the following equations:

Continuity equationfor flow:

a—Q+Ba—h—0

=0. 5.123
ox ot ( )

Flow equation of motion:

0 0(0 Aoz, th) O
—4+—| = A =0. 5.124
8t+8x(A)+g x  SCAR (5-124)
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Riverbed deformation equation:

’ aZb
P~

5 aw(C, -C,). (5.125)

Suspended load nonequilibrium sediment transport equation is

W9C) , g9 _ _oparic, -, (5.126)
ox ot

where

Q is the water discharge (m?/s)

B is the average sectional width (m)

h is the average water depth (m)

z, is the elevation at the bottom of cross section (m)

g is the acceleration of gravity (m/s?)

C is the Chezy coefficient (m'%/s)

R is the hydraulic radius (m)

A is the area of cross section (m?)

p. is the sediment dry density (kg/m®)

o is the sediment particle fall velocity (m/s)

C, is the sediment concentration (kg/m’)

C, sediment transport capacity (we can choose the appropriate sediment-carrying
capacity formula to calculate; kg/m?)

a is the coefficient of saturation recovery (dimensionless)

x is the distance (m), and

t is the time (s)

Using the above mathematical model for the calculation of AH,, the maximum de-
position thickness can be determined to avoid siltation affecting normal operation
of water transportation.

In summary, eroding—silting-equilibrium channel optimum design mathematical
model can be summarized as:

Slove X =[b 4]
make @(X)— min

: Y
bjectto G(X)=U, ——————>0
subject to G,(X) s
G.(X)=—2 U, >0
bh+mh*
or g(X)=¢,—-AH, 20,(i=12,...,n) (5.127)

Equation (5.127) can be used to solve inequality-constrained nonlinear minimiza-
tion problems. Using inner point penalty function, constraint conditions G,(X) >0
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or g(X) =0 in conjunction with the objective function in Eq. (5.127) can be trans-
formed to the following unconstrained minimization problem:

2
i = — 128
min F(X, M) @(X)+MK§Gi(X), (5.128)
or

The iterative method can be used to obtain the minimum value of the augmented
objective function F(X,M ).

(2) Optimum results and discussion

Jinghui channel, Luohui channel, and Weihui channel in Shaanxi Province were
designed based on nonsilting and noneroding balance principle. In order to avoid
siltation, when the sediment concentration exceeded 15 % by weight or 165kg/m?,
the gate would be closed and the diversion was stoped. During flood seasons, the
average sediment concentration of the three channels is more than 15 %. With the
irrigation district area gradually expanded, supply and demand of water conflicts
become increasingly prominent. In the 1960s, Luohui channel carried out hyper-
concentration flow diversion trial, with sediment concentration increasing to 25%
or 296 kg/m3. In the Luohui irrigation district, some channels have no limit on
sediment concentration. In the process of the hyper-concentration flow diversion,
silting may take place without interrupting normal water transportation. Silting and
eroding are basically in balance within a year. These successful experiences are
widely applied to Jinghui channel and Weihui channel. After several years of opera-
tion of hyper-concentrated flow diversion, the original regime channels had been
continuously adjusted by themselves to reach the eroding—silting-equilibrium con-
dition [57, 58].

The West Branch and Middle Branch Luohui channel irrigation district are used
as examples to verify the validity of eroding—silting-equilibrium channel optimum
design model. Channel bottom width and water depth of these channels were calcu-
lated using Eq. (5.128) to maintain eroding—silting-equilibrium within a year.

Tables 5.7 and 5.8 summarize the field data and computed results, respectively.
It can be seen that calculated results from the optimum design method are in good
agreement with the field data, but the results of Sha’s design method are not good.
Therefore, the optimum design method based on the minimum energy dissipation
rate principle can be used in the design of the eroding—silting-equilibrium channels
with confidence.

Table 5.8 also shows that the section of eroding—silting-equilibrium channel is
narrow and deep. This has been confirmed by field data of Jinghui Channel, Luohui
Channel, and Weihui Channel in Shaanxi Province.
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Table 5.7 Field data of middle branch and west branch of luohui channel irrigation district
Channel | Water Slope | Width of | Depth of | Bank | Suspended sand| Rough-| C,
discharge| (107%) channel |water (m) |slope median diam- |ness | (kg/m?)
(m?¥/s) bottom eter (mm)
(m)
Middle |10 4.0~5.0 |1.6~48 |1.75~2.0 |1.0 |0.0353~0.0420|0.025 |296
branch
channel
West 5 4.0~6.7 | 1.5~2.0 |1.58~1.64|1.0 |0.0353~0.0420|0.025 |296
branch
channel

Table 5.8 Calculated results of middle branch and West Branch of Luohui channel irrigation

district
Channel Optimum design method Sha’s design method
Slope Width of Depth of | Slope Width of Depth of
(1074 channel water (m) | (107%) channel water(m)
bottom(m) bottom(m)
Middle 5.15 1.92 2.34 37.1 8.81 0.63
branch
channel
West branch | 6.14 1.47 1.73 43.1 6.18 0.50
channel

6.3 Interim Summary

. Stable and strong transverse circulation is the key to guarantee normal operation
of diversion structure. The principle of minimum energy dissipation rate can be
used for the optimum design of stable diversion bend structure.

. Minimum energy dissipation rate of flow can be used as the objective func-
tion, and the noneroding and nonsilting velocity and eroding—silting-equilibrium
are the constraint conditions for the optimum design of stable channels. This
method can avoid design mistakes due to the limitations of the empirical hydrau-
lic geometry relationships, and enhance the quality of stable channel design.

Summary and Conclusions

. Minimum entropy production principle is one of the basic principles of non-
equilibrium thermodynamics applicable to all open systems. Minimum energy
dissipation rate principle is based on the minimum entropy production principle.
Minimum entropy production principle is equivalent to the minimum energy dis-
sipation rate principle. Minimum energy dissipation rate principle states that,
when an open system is at a steady nonequilibrium state, the energy dissipation
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rate is at the minimum value subject to the constraints applied to the system.
If the system deviates from the steady nonequilibrium state, it will go through
self-adjustments to minimize its energy dissipation rate subject to the constraints
applied to the system. Minimum energy dissipation rate principle or minimum
entropy production principle can be considered as a stability criterion of evolu-
tion for open system in the linear range. The evolution process of the open sys-
tem is complex. Not every moment of the evolution process of the open system
is at a steady state. The system may experience a series of nonequilibrium state
until it reestablishes a new steady state.

2. RNG k — ¢ turbulence model and GMO model are applied to simulate fluid mo-
tion in a straight rectangular flume. The results show that the energy dissipation
rate reaches a constant minimum value when the flow is steady. The energy
dissipation rate of unsteady flow may increase or decrease during the evolution
process before a minimum value is reached. When the external constraints of
the system vary greatly, the flow may deviate from the original state through
unsteady flow transition process to achieve a steady flow state. The new steady
state is compatible with the new external constraints. Because each steady flow
is subject to different external constraints, the minimum energy dissipation rate
value of each steady is different.

3. The relative equilibrium of a river is a dynamic equilibrium. Therefore, the en-
ergy dissipation rate fluctuates around its average when a river is at a relative
equilibrium state. By calculation and analysis of unit stream powers of 21 years
of field data for six reaches of three river patterns, unit stream power of the
wandering reach is the highest. The meandering reach has the lowest unit stream
power. Unit stream power of the transitional reach is between that of the mean-
dering reach and wandering reach. The stability of a river decreases with increas-
ing unit stream power.

4. Self-adjustments of alluvial rivers may reach a relative equilibrium state through
a long-term interaction between flow and alluvial river boundaries. Hydraulic
geometry relationships based on minimum energy dissipation rate principle are
theoretically sound. Theoretically derived channel geometry is in good agree-
ment with field data.

5. The principle of minimum energy dissipation rate and optimization techniques
can be used for stable channel design. This theoretically sound approach can
be used for engineering design to avoid design mistakes from using empirical
methods.
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Abstract The use of modeling has become widespread in water resources engineer-
ing and science to study rivers, lakes, estuaries, and coastal regions. For example,
computer models are commonly used to forecast anthropogenic effects on the envi-
ronment, and to help provide advanced mitigation measures against catastrophic
events such as natural and dam-break floods. Linking hydraulic models to vegeta-
tion and habitat models has expanded their use in multidisciplinary applications
to the riparian corridor. Implementation of these models in software packages on
personal desktop computers has made them accessible to the general engineering
community, and their use has been popularized by the need of minimal training due
to intuitive graphical user interface front ends. Models are, however, complex and
nontrivial, to the extent that even common terminology is sometimes ambiguous
and often applied incorrectly. In fact, many efforts are currently under way in order
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to standardize terminology and offer guidelines for good practice, but none has
yet reached unanimous acceptance. This chapter provides a view of the elements
involved in modeling surface flows for the application in environmental water
resources engineering. It presents the concepts and steps necessary for rational
model development and use by starting with the exploration of the ideas involved in
defining a model. Tangible form of those ideas is provided by the development of
a mathematical and corresponding numerical hydraulic model, which is given with
a substantial amount of detail. The issues of model deployment in a practical and
productive work environment are also addressed. The chapter ends by presenting
a few model applications highlighting the need for good quality control in model
validation.

Keywords Water resources - Hydraulics + Modeling - Shallow-water equations -
Numerical model - Graphical user interface

Nomenclature

Jacobian matrix (—)

Chezy’s roughness coefficient (L'*/T)

Wind drag coefficient (dimensionless)

Skin friction coefficient (dimensionless)

Diffusion coefficient in the ith Cartesian direction (i=1, 2) (L¥T)
Matrix containing the inviscid terms (—)

Coriolis parameter (1/T)

Froude number (dimensionless)

Components of the body forces in the Cartesian directions, same as F/,
(i=1, 2, 3) (L¥T?)

Acceleration due to gravity (L/T?)

Water depth (L)

Threshold for drying and wetting of computational cells (L)

Effective water depth (L)

Length of control volume edge (L)

Manning’s roughness coefficient (T/L'?)

Components of the unit normal vector to control volume edges
(dimensionless)

Pressure (M/(LT?))

Unit discharge in the Cartesian directions (L%/T)

Position vector (L)

Residual and its average, respectively (—)

Matrix containing the viscous terms (—)

Matrix containing source/sink terms (—)

Component of the bed gradient in the ith Cartesian direction (i=1, 2)
(dimensionless)

t Time (T)

u, v, w Components of the velocity vector in Cartesian coordinates, same as u,
(i=1,2,3)(L/T)
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uv Components of the depth-averaged velocity vector in Cartesian coordi-
nates (L/T)

Components of the wind vector in Cartesian coordinates (L/T)
. Magnitude of the shear velocity (L/T)

Orthogonal Cartesian coordinate directions (L)

Elevation of channel bed above datum (L)

Coefficients of the SSPRK scheme (dimensionless)

A very small number (L/T)

Kronecker delta (dimensionless)

Parameter used in dry computational cells (L)

Time step size (T)

Parameter in eddy viscosity formula (dimensionless)

Limiter in the MUSCL reconstruction (dimensionless)
Water-surface elevation above datum (L)

Eigenvalues of the Jacobian matrix (—)

Kinematic molecular viscosity (L*/T)

Turbulent eddy viscosity (L%T)

CFL coefficient (dimensionless)

Flume contraction angle (dimensionless)

Angle of the shock (dimensionless)

Density of water (M/L?)

Density of air (M/L?)

Area of control volume i (L?)

Components of the bed shear stress vector in the Cartesian directions (M/
(LT?)

Radiation stresses (L%/T?)

Components of the wind stress at the free surface (M/(LT?))

= = 22
\S: oA
N g<

N
o

>SS el > o R
=

= <

DT T

AS)
o

S ND?

bx? Tby

T.
i

T ,T
wx wy

1 Introduction

The study of natural river changes and the interference of man in natural water bod-
ies is a difficult but important activity, as increasing and shifting populations place
more demands on the natural sources of freshwater, and the impacts of a potential
climate change bring new unknowns and renewed urgencies. Although the basic
mechanical principles for these studies are well established, the complexity of the
fluvial system involves not only the river corridor proper but also the surrounding
geographic complex of hillslopes and floodplains, and their respective physiogra-
phy (e.g., soil composition and properties, vegetation cover, etc.). To understand
the fluvial system as a whole, therefore, one must understand not only how the in-
dividual parts of the system behave in isolation but also how they interact with each
other. These interactions and feedbacks, which may be deterministic or random, can
be very complex and extend over wide scales in time and space. Table 6.1 presents
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Table 6.1 Synopsis of the variables involved in modeling fluvial systems, showing the complex
dependencies between the different forcing phenomena and concomitant subsystem adjustments

Scale Variables Dependencies
Independent Global Climate
variables Geology
Basin Physiography
Vegetation Climate, geology
Soil type Climate, geology
Land use Vegetation, soil type, biophysical
agents
Channel Valley slope Basin physiography
Flow discharge Basin physiography, climate
Sediment load Basin physiography, climate, vegeta-
tion, basin soil type, land use, bank
material
Bank material composition | Geology, vegetation, soil, land use
Dependent | Basin Meander wavelength and | Bank material, discharge, sediment
variables sinuosity load, channel width and depth
Channel and | Bed slope Valley slope, flow discharge, sediment
subchannel load, sediment transport rate, bed
material size
Width and depth Flow discharge, flow velocity, sedi-

ment load, bed material size, bank
material composition

Flow velocity Discharge, channel width and depth,
frictional resistance

Frictional resistance Bedform geometry, channel width and
depth, bed material size

Bedform geometry Sediment transport rate, channel width
and depth

Sediment transport rate Sediment load, flow velocity and
turbulence, bed material size, channel
slope

Bed material size Sediment load, sediment transport rate

a synoptic view of scales, variables, and processes involved in fluvial hydrology,
which helps to paint a view of the dynamic dependencies of the morphology of
natural river channels. Modeling is one of the tools available to study the behav-
ior of environmental systems, and has become a crucial vehicle to represent and
understand—and even communicate—the effects of the interactions of real-world
variables in the fluvial corridor.

What is a model? A common definition is that a model is an abstraction of real-
ity [1]. In other words, it is the methodical organization of data and knowledge—as
well as assumptions—about the specific system of interest. Modeling is, therefore,
a creative process that allows a systematic analysis of a problem. It can be as simple
as a schematic diagram sketched in the back of an envelope, or as complex as those
used in large supercomputers for weather forecasting, containing millions of lines
of code and using detailed data at the planetary scale. Indeed, there are many types
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of models, of which computer models are a subset. Programmable computers offer
a powerful tool to implement physically and mathematically sophisticated models,
which nowadays are used routinely in aeronautics, acoustics, medicine, astrophys-
ics, etc.

In hydrology and fluvial hydraulics, the use of computer models has increased
significantly in the past couple of decades, due to the availability of affordable
computer power, and due to advancements in large-scale data collection techniques,
such as remote sensing using laser scanning. The availability of data to build, cali-
brate, and test a model has also become less of a limiting factor in the application
and development of hydrological models. These factors have led to the prolifera-
tion of numerous software packages that are increasingly used by the nonmodeling
community (i.e., by those that use models, but that do not develop them), which has
brought an increased potential for misuse and misunderstanding in the capabilities
of the models and in the interpretation of their results. Models are, after all, always
limited by the scales, purposes, and assumptions used in their development and,
consequently, always have limited application. This chapter illustrates the differ-
ence between modeling and software development by following the steps necessary
to go from conceptual modeling all the way to computer software implementation.
The next section presents a synoptic view of the steps involved in the development
of a hydraulic model, which is followed by the detailed description of the develop-
ment of a model to simulate free surface flows in rivers, reservoirs, and estuaries.
Finally, this chapter concludes with the examples of application of the model to
laboratory and to real-world problems.

2 Concepts and Development

The terms model, numerical model, and modeling software are often used inter-
changeably to mean the same thing. This, however, constitutes an imprecise, even
incorrect use of the terms. To understand the difference between these terms, we
must look at the whole discipline of modeling. A model is a representation of a por-
tion of the physical world, i.e., it is an abstraction of it. This is the top level in mod-
eling: It is the most general use of the term model which, in this sense, means the
knowledge we have of the physical phenomena of interest, as is represented by the
laws of physics and by data. Oftentimes, there are gaps in the knowledge of the sys-
tem, caused by lack of data or by incomplete understanding of its physical nature,
or both. These gaps must be sated with consistent simplifications, assumptions, and
hypothesis. In fluvial hydraulics, a model is often used to represent a segment of a
river, a lake, or an estuary, and the basic laws of Newtonian fluid dynamics are em-
ployed, which describe the behavior of fluids, flow turbulence, sediment transport
mechanisms, mixing processes, etc. The data consist of boundary conditions, such
as bathymetry, water discharges, sediment particle-size distributions, vegetation
types, sizes and locations, etc. Common assumptions used include flow resistance
laws, sediment transport capacity relations, linear dependency of turbulent diffusion
on bed shear, etc.
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The next level of modeling involves the conceptualization of the physical
phenomena into its mathematical formulation, which results in the mathematical
model. Stepping from the physical phenomena to the mathematical model involves
a simplification, whereby the complexity of natural environments is reduced to a
limited set of relations between the dependent and the independent variables'. This
is accomplished by a process of successive elimination, where the relative impor-
tance of the different phenomena is compared and those with the smallest influence
are eliminated—or alternatively by starting with an oversimplified view and adding
those with the largest influence. Examples of simplifying approximations are steady
versus unsteady and one- versus two- versus three-dimensional (3D) formulations;
simplifying descriptions of turbulence; etc. This process depends on the modeling
objectives, on our knowledge of the physical system, on the availability and quality
of data, and even on the perception of the modeler(s). The mathematical model is,
therefore, composed by a number of mathematical formulae (governing equations)
that must be solved under particular sets of initial and/or boundary conditions.

In fluvial hydraulics, one usually arrives to the setup of a boundary-value prob-
lem whose governing equations contain partial differential equations with nonlinear
terms. These are based on the 3D Navier—Stokes equations—for example, see [2]
for the derivation and presentation of the equations—or in a simplification thereof.
Useful and frequent simplifications of the governing equations are the assumption
of hydrostatic pressure and the reduction of the order of the governing equations,
whereby the 3D flow description is simplified to two-dimensional (2D) or one-
dimensional (1D) descriptions by the use of averaging operations. Some models,
however, do not use the flow equations. One alternative is provided by artificial
neural network techniques, a numerical modeling technique that attempts to repro-
duce relations between sets of input and output data by learning from observing
experimental and/or prototype tests—see [3], for example. Another alternative orig-
inated in artificial intelligence is the use of genetic programming, which is another
machine-learning technique based on a set of instructions and a fitness function to
measure how well a task is performed by a computer. In Ref. [4], this technique is
applied to predict flow discharge in compound channels.

The processes employed to solve the governing equations result in the numerical
model, which is the next level of modeling. This step is necessary because comput-
ers can only perform the most basic arithmetic operations, therefore, partial differ-
ential equations must be transformed into the simple algebraic equations that can be
programmed in a computer. Furthermore, computers can only execute computations
between finite numbers with a limited amount of correct digits and within a certain
range. This operation has two important consequences: First, it transforms continu-
ous equations into discrete ones and second, it transforms infinitesimal operators
into finite ones. Consequently, instead of solving the original differential equations,
computers only solve approximations thereof. The numerical model is, therefore, a
set of algebraic equations whose solutions (hopefully) mimic those of the original
differential equations.

! The independent variables are the inputs and the forcing quantities, such as boundary conditions
and spatial coordinates; the dependent variables are the outputs a