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Preface

Introduction

This volume contains the proceedings of the Sixth International Conference on
“Complex Systems Design & Management Paris” (CSD&M Paris 2015; see the
conference Web-site: http://www.csdm2015.csdm.fr for more details).

The CSD&M Paris 2015 conference was organized on November 23–25, 2015,
at the EDF Lab at Clamart (France) under the High Patronage of the French
Ministry of Economy, Industry and Digital. The two following founding partners
are given below:

1. The non-profit organization C.E.S.A.M.E.S. (Center of Excellence on Systems
Architecture, Management, Economy and Strategy),

2. The Ecole Polytechnique—ENSTA ParisTech—Télécom ParisTech—Dassault
Aviation—DCNS—DGA—Thales “Engineering of Complex Systems” chair.

The conference benefited of the permanent support of many academic organi-
zations such as Ecole Polytechnique, CentraleSupélec, ENSTA ParisTech and
Télécom ParisTech which were deeply involved in its organization.

We also would like to thank the conference partners: Airbus Group, CEA LIST,
Dassault Aviation, Dassault Systemes, DCNS, Digiteo Labs, Direction Générale de
l’Armement (DGA), Faurecia, l’IRT SystemX, MEGA International, Obeo, PPI,
and Thales which were the main industrial and institutional sponsors of the con-
ference. The generous specific support of Airbus Group and Dassault Systemes
shall be especially pointed out here.

We are also grateful to several non-profit organizations such as Association
Française d’Ingénierie Système (AFIS), International Council on Systems
Engineering (INCOSE) and Systematic Paris Region Systems & ICT Cluster which
strongly supported our communication effort.

Finally, our special thanks go to EDF which offers us to welcome the CSD&M
Paris 2015 conference at EDF Lab, in Clamart.
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Why a CSD&M Conference?

Mastering complex systems requires an integrated understanding of industrial
practices as well as sophisticated theoretical techniques and tools. This explains the
creation of an annual go-between forum at European level (which did not existed
yet) dedicated both to academic researchers and to industrial actors working on
complex industrial systems architecture and engineering. Facilitating their meeting
was actually for us a sine qua non condition in order to nurture and develop in
Europe the science of systems which is currently emerging.

The purpose of the “Complex Systems Design & Management” Paris (CSD&M
Paris) conference is exactly to be such a forum, in order to become, in time, the
European academic-industrial conference of reference in the field of complex
industrial systems architecture and engineering, which is a quite ambitious objec-
tive. The last five CSD&M Paris 2010, CSD&M Paris 2011, CSD&M Paris 2012,
CSD&M Paris 2013, and CSD&M Paris 2014 conferences—which were held in the
end of October 2010, December 2011, December 2012, December 2013, and
November 2014 in Paris—were the first steps in this direction. In 2014, there were
almost 300 participants who came from 20 different countries, which measures the
growing success of the CSD&M Paris conference.

Our Core Academic—Industrial Dimension

To make the CSD&M Paris conference this convergence point of the academic and
industrial communities in complex industrial systems, we based our organization on
a principle of complete parity between academics and industrialists (see the con-
ference organization sections in the next pages). This principle was first imple-
mented as follows:

• the Program Committee consisted of 50 % academics and 50 % industrialists,
• the Invited Speakers came in a balanced way from numerous professional

environments.

The set of activities of the conference followed the same principle. They indeed
consist of a mix of research seminars and experience sharing, academic articles and
industrial presentations, software and training offers presentations, etc. The con-
ference topics cover in the same way the most recent trends in the emerging field of
complex systems sciences and practices from an industrial and academic perspec-
tive, including the main industrial domains (aeronautic and aerospace, transporta-
tion and systems, defense and security, electronics and robotics, energy and
environment, healthcare and welfare services, media and communications, software
and e-services), scientific and technical topics (systems fundamentals, systems
architecture and engineering, systems metrics and quality, systemic tools), and
system types (transportation systems, embedded systems, software and information
systems, systems of systems, artificial ecosystems).
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The 2015 Edition

The CSD&M Paris 2015 Edition received 75 submitted papers, out of which the
Program Committee selected 20 regular papers to be published in the conference
proceedings. A 27 % acceptance ratio has been reached and guarantees the high
quality of the presentations. The Program Committee also selected 20 papers for a
collective presentation during the poster workshop of the conference.

Each submission was assigned to at least two Program Committee members,
who carefully reviewed the papers, in many cases with the help of external referees.
These reviews were discussed by the Program Committee during a physical
meeting held in C.E.S.A.M.E.S. office in Paris by the May 29, 2015, and via the
EasyChair conference management system.

We also chose 12 outstanding speakers with various industrial and scientific
expertises who gave a series of invited talks covering all the spectrum of the
conference, mainly during the two first days of CSD&M Paris 2015. The first and
second days of the conference were especially organized around a common topic—
Smart Cities: Systems Issues—that provided consistency to all invited talks. The
last day was finally dedicated to a special “thematic session,” followed by a “à la
carte” program: the presentations of the 20 accepted papers, the conference part-
ners’ workshops, an IBM workshop, and an IEEE Chapter workshop. Furthermore,
we had a poster workshop for encouraging presentations and discussions on
interesting but “not-yet-polished” ideas. CSDM Paris 2015 also offered a Systems
Architecture & Engineering Tools Session in order to provide each participant a
good vision of the last engineering and technological news.

Paris Gérard Auvray
November 2015 Jean-Claude Bocquet

Eric Bonjour
Daniel Krob

Preface vii



Conference Organization

Conference Chairs

• General Chair

– Daniel Krob, Incose Fellow, C.E.S.A.M.E.S. & Ecole Polytechnique, France

• Organizing Committee Chair

– Jean-Claude Bocquet, CentraleSupélec, France

• Program Committee Chairs

– Gérard Auvray, Airbus Defense and Space, France
– Eric Bonjour, Ensgsi Université De Lorraine, France

Program Committee

The Program Committee consists of 32 members (17 academic and 15 industrial) of
high international visibility. Their spectrum of expertise covers all of the conference
topics.

Academic Members

• Co-chair

– Eric Bonjour, Ensgsi Université De Lorraine, France

• Other Members

– Vincent Chapurlat, Ecole des Mines d’Alès, France
– Eric Coatanea, Aalto University, Finland
– Olivier De Weck, MIT, USA
– Timothy Ferris, Unisa, Australia
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– Alfredo Garro, University of Calabria, Italy
– Nil Handen Ergin, Penn State University, USA
– Michael Henshaw, Loughborough University Leicestershire, Great Britain
– Paulien Herder, University of Delft, Netherlands
– Claude Y. Laporte, École de Technologie Supérieure, Canada
– Jörg Lalk, University of Pretoria, South Africa
– Eric Levrat, Université de Lorraine/Cran, France
– Maik Mauer, Technische Universität München, Germany
– Patrick Millot, Université Valenciennes, France
– Chris Paredis, Georgia Institute of Technology, USA
– Brian Sauser, University of North Texas, USA
– Dinesh Verma, Stevens Institute of Technology, USA

Industrial Members

• Co-chair

– Gérard Auvray, Airbus Defense and Space, France

• Other Members

– Henrik Balslev, Systems Engineering Denmark Aps, Denmark
– Richard Beasley, Rolls Royce, United Kingdom
– Jean-Pierre Daniel, Areva, France
– Alain Dauron, Renault, France
– Gauthier Fanmuy, Dassault Systemes, France
– Sanford Friedenthal, Lockheed-Martin, USA
– Mike Johnson, Ruag, Switzerland
– Juan Llorens, The Reuse Company, Spain
– David Long, Vitech, Canada
– Clotilde Marchal, Airbus Group, France
– Garry Roedler, Lockheed-Martin, USA
– Jean-Claude Roussel, Airbus Group Innovation, France
– Sven-Olaf Schulze, LINITY AG, Germany
– Robert Swarz, MITRE, USA

Organizing Committee

The Organizing Committee consists of 18 members (academic and industrial) of
high international visibility. The Organizing Committee is in charge of defining the
agenda/program of the conference, identifying keynotes speakers and has to ensure
the functioning of the event (sponsoring, communication…). Its spectrum of
expertise covers all of the conference topics.
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Organizing Committee

• Chair

– Jean-Claude Bocquet, CentraleSupélec, France

• Other Members

– Marc Aiguier, Ecole Centrale de Paris, France
– Anas Alfaris, CCES & MIT, Saudi Arabia
– Emmanuel Arbaretier, APSYS, Airbus Group, France
– Frédéric Boulanger, CentraleSupélec, France
– Guy Boy, Florida Institute of Technology, USA
– Cihan Dagli, Missouri University of Science and Technology, USA
– John Fitzgerald, Newcastle University, United Kingdom
– Pascal Foix, Thales, France
– Eric Goubault, CEA LIST, France
– Chahinez Hamlaoui, Systematic Paris Region Systems & ICT Cluster,

France
– Paul Labrogere, IRT SystemX, France
– Frédéric Magoules, Ecole Centrale Paris, France
– Garry Roedler, Lockheed Martin Corporate Engineering, USA
– François Stephan, IRT SystemX, France
– Nicolas Trêves, CNAM, France
– Jon Wade, Stevens Institute of Technology, USA
– David Walden, Sysnovation & INCOSE, USA

Invited Speakers

Grand Challenges—Society

• Serge Salat, President, Urban Morphology and Complex Systems Institute,
Paris, France

• Daniel Kaplan, President, The Next-Generation Internet Foundation, Europe
• Carlos Moreno, COFELY INEO, Professor, President Scientific Advisor,

FSIM COFELY Department (INEO, AXIMA, ENDEL) the Energy Services
business line, GDF Suez, France

Grand Challenges—Industry

• Pascal Terrien, Director, Sustainable Cities Program, EDF R&D, France &
Singapore

• Pierre Guehenneux, Digital Transformation Director, Vinci Construction,
France
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Scientific State of the Art

• Eric Goubault, Institute Professor and Director of the “Complex Systems
Engineering” Chair, Ecole Polytechnique, France

• Joseph Sifakis, Professor, Ecole Polytechnique Fédérale de Lausanne,
Switzerland

• Sébastien Tremblay, Scientific Director of UMR in Urban Scholars of Laval
University, Canada

Methodological State of the Art

• Laurent Schmitt, Vice-President Innovation and Strategy, Alstom Grid, France
• Michel-Alexandre Cardin, Professor, National University of Singapore,

Singapore
• Jakob Puchinger, Head of the business unit dynamic transportation systems,

Austrian Institute of Technology, Austria
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Lessons Learnt in System Engineering
for the SESAR Programme

Alfredo Gomez, Benoit Fonck, André Ayoun and Gianni Inzerillo

Abstract The SESAR 1 programme, which aims at improving Air Traffic
Management in Europe, is entering into its seventh and last year of life. After two
years, it reached a cruise regime, with simplified System Engineering and
Management processes, to deliver each year a set of “SESAR Solutions”, ready for
industrialisation. Along with the management of the ongoing Program, the SESAR
Joint Undertaking (SJU) prepared a following programme SESAR 2020, to continue
the development and validation of next improvements organized to benefit from the
lessons learnt during SESAR 1:

• Coarser granularity,
• Better and more integrated “strategic information” management,
• More systematic management of System Engineering data, including

Requirements, Validation Objectives, Validation results and Architecture models,
• Strict monitoring of maturity progress of each SESAR Solution with predefined

maturity criteria,
• Focusing on annual Releases of mature Solutions.

These lessons learnt can be applied to any System of Systems Research and
Development programme, where coordinated System Engineering is a key issue.
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1 Introduction

1.1 SESAR Programme Objectives

The Single European Sky Air Traffic Management Research and Development
(SESAR) Programme aims to modernise the Air Traffic Management (ATM) in
Europe and represents the technological pillar of the Single European Sky. The
programme has been launched in 2009 for a 8 years duration, and is partly funded
by the European Commission. To manage the programme, the SESAR Joint
Undertaking (SJU) has been created to ensure the modernisation of the European
Air Traffic Management through the coordination and concentration of all relevant
research and development efforts. The SJU is a public-private partnership, estab-
lished by the European Union together with EUROCONTROL and involves the
active participation of European and non-European ATM industry stakeholders
(Fig. 1).

As a “System of Systems” (SoS), Air Traffic Management (ATM) in Europe will
be improved by simultaneous and coordinated evolutions of its constituting sys-
tems. The SESAR R&D Programme aims at reaching an ambitious performance
target by developing a large collection of “Operational Improvement Steps” (OIs).
This development is achieved by more than 200 projects, themselves involving a
number of partners working at their own site throughout Europe.

The current phase addresses the Research and Development (R&D) activities to
define the Operational concept and technical solutions to meet the challenging
performance targets for 2020:

– 27 % increase in Europe’s airspace capacity,
– 40 % reduction in accident risk per flight hour despite air traffic increase,

Fig. 1 SESAR actors
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– 2.8 % reduction per flight in environmental impact (e.g. CO2 emission),
– 6 % reduction in cost per flight.

The SESAR program deals with a collection of pre-identified Operational
Improvement steps (OIs) and corresponding Enablers (ENs) that need to be matured
in two ways:

– Refinement of their definition,
– Verification and validation (V&V) aiming at increasing the confidence in their

feasibility and ability to achieve the requirements, including allocated perfor-
mance requirements.

The R&D activities are achieved by a high number of entities (Air National or
International Service Providers and Industrials) that have their own methods,
interests, and programme of work but share the common goal to integrate the
validated improvements in their operational environment and products.

1.2 System Engineering Management in SESAR 1

The SESAR 1 programme addresses the R&D phases, up to the level V3 of the
E-OCVM maturity scale (see maturity scale in 9 and Table 2) of the ATM System
of Systems (SoS). A system of systems is “a set or arrangement of systems that
results when independent and useful systems are integrated into a larger system that
delivers unique capabilities […] SoS systems engineering deals with planning,
analysing, organizing and integrating the capabilities of a mix of existing and new
development systems into an SoS capability greater than the sum of the capabilities
of the constituent parts” [5]. According to the SoS categories as proposed in 6 and
7, see Table 1, the SESAR SoS could be considered as relevant of the so-called
“acknowledged” category, because the contributing systems have their own life-
cycles and independent Management and Technical Authorities.

During such a Research and Development phase, the various concepts and
corresponding solutions are at different stages of maturity and their development
and validation need to be at minimum coordinated, and, to some extent, managed.
In a previous paper (8), the authors presented the issues related to simultaneously
direct the programme in a top-down performance-driven approach, and build the
solutions in a bottom-up collaborative and concurrent fashion.

This situation led to adopt a customized System Engineering Management
approach, with the following main features:

– Integration of the System Engineering Management Plan (SEMP) in the
Programme Management Plan: the key System Engineering (SE) processes have
to be simple and applied by a variety of actors having heterogeneous SE
backgrounds,
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– Avoiding micro-management and focussing on main outcomes. Focus man-
agement effort on high level milestones and give particular visibility to the most
mature concepts and solutions, having reached the V3-maturity (see maturity
scale in 9 and Table 2), during the last year: an annual “Release” approach has
been adopted.

– Synchronizing the various cycles to ensure technical coherence of the overall
reference information. During the annual cycle, the Release Strategy, Integrated
Roadmap and Verification and Validation Roadmap are aligned at predefined
times during the year, and related information is configuration-managed.

2 Lessons Learnt from the SESAR 1 Programme

As, from 2015 onwards, the SESAR Programme is extended in the framework of
Horizon2020, to address further improvements and prepare to the deployment of
SESAR solutions, the full programme structure as well as the management and
system engineering principles have been reconsidered to deal more efficiently with
the difficulties met in SESAR 1. This Programme extension is called SESAR2020
(S2020).

Table 1 SoS categories

Type Definition

Virtual Virtual SoS lack a central management authority and a centrally
agreed-upon-purpose for the system-of-systems. Large-scale behaviour
emerges—and may be desirable—but this type of SoS must rely on
relatively invisible mechanisms to maintain it

Collaborative In collaborative SoS, the component systems interact more or less
voluntarily to fulfil agreed upon central purposes. The internet is a
collaborative system. The internet engineering task force works out
standards but has no power to enforce them. The central players collectively
decide how to provide or deny service, thereby providing some means of
enforcing and maintaining standards

Acknowledged Acknowledged SoS have recognized objectives, a designated manager, and
resources. However, the constituent systems retain their independent
ownership, objectives, funding, development, and sustainment approaches.
Changes in the systems are based on collaboration between the SoS and the
system

Directed Directed SoS are those in which the integrated system-of-systems is built
and managed to fulfil specific purposes. It is centrally managed during
long-term operation to continue to fulfil those purposes as well as any new
ones the system owners might wish to address. The component systems
maintain an ability to operate independently, but their normal operational
mode is subordinated to the central managed purpose
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Based on the lessons learnt in SESAR 1, the main changes in the management of
S2020 are:

– Granularity,
– Strategic information management,
– System Engineering data management,
– Maturity monitoring,
– Release approach for delivering SESAR Solutions.

Table 2 E-OCVM Maturity Scale

Phase Objective Activities

V0 ATM Needs Establish and quantify the need and drivers for change.
The current and potential future situation should be
analysed and the improvement areas and objectives
identified and performance targets established

V1 Scope Identify the operational/technical solutions for meeting the
target performance identified in phase V0. The proposed
operational concept(s) and associated technical solution(s)
should be defined in sufficient level of detail to enable the
establishment of an appropriate performance/assessment
framework, the identification of potential benefit
mechanisms, scope of potential applicability and initial
cost estimates (order of magnitude) to justify R&D. …

V2 Feasibility Develop and explore the individual concept elements and
supporting enablers until the retained concept(s) can be
considered operationally feasible or it can be established
that further development is no longer justified. … This
stage will mainly establish the feasibility from the
operational and transitional view point and provide initial
elements for technical feasibility

V3 Pre-industrial
development and
integration

– Further develop and refine operational concepts and
supporting enablers to prepare their transition from
research to an operational environment;

– Validate that all concurrently developed concepts and
supporting enablers (procedures, technology and human
performance aspects) can work coherently together and
are capable of delivering the required benefits;

– Establish that the concurrent packages can be integrated
into the target ATM system

V4 Industrialisation Applicable specifications are submitted, approved and
published as Standards by the ATM

V5 Deployment The supply industry builds, installs, integrates and
validates on-site systems/facilities/infrastructure

V6 Operations Users and service providers operate in accordance with the
deployed concepts and supporting enablers

V7 Decommissioning Plan and execute the termination of the use of concepts
and enablers by users and service providers. …

Lessons Learnt in System Engineering for the SESAR Programme 7



2.1 Granularity

Whilst the SJU had to manage more than 200 domain-oriented Projects in SESAR1,
resulting in a heavy coherence coordination workload, the new SESAR2020 pro-
gramme is composed of 19 (and bigger) Solution-oriented projects and 4 main
Transverse projects. This approach relies on the subsidiarity principle and avoids
“micro-management” overload.

The new Projects in S2020 address both Operational and System aspects: this
should alleviate the workload of coordinating Operational and Technical projects to
ensure that the Technical Requirements are derived (trace to) Operational
Requirements, to ensure that the prototypes and Validation Platforms are built to
implement the functionalities and features necessary to validate the corresponding
operational concepts. Now, these coordination tasks will stay internal to the project,
with less cumbersome coherence maintenance activity.

Each solution-oriented project is in charge of developing and validating a set of
SESAR Solutions, each one being built on one (or several) Operational Improvement
step(s) and on supporting Technical enablers. In addition to solution projects,
transverse projects are implemented to ensure overall coherence and to ensure the
alignment of the validation methods with the directions and guidance in transverse
areas: Master Planning, Content Integration, Support to Verification and Validation.

2.2 Strategic Information Management

The SESAR 1 programme shew the need for managing “strategic information”,
composed of:

– Scope and Initial Operational Capability (IOC) target date of Operational and
Technical Improvements: the corresponding data populate the ATMMaster Plan.
These data are regularly updated to take into account Change Request, mostly to
refine the definition and the scope of future Operational Improvements,

– Target dates for each Operational Improvement step (OIs) to reach the suc-
cessive maturity levels (V1, V2, V3): these data compose the Release Strategy.
The Release Strategy provides a planning view indicating the target Release for
a SESAR Solution’s V3 maturity. The Release Strategy also describes the
maturity currently achieved and the maturity expected to be reached at specific
points in time. The Release strategy is periodically updated to take into account
the progress of the development and validation.

– Organizational and Programmatic data: the OIs are grouped into Operational
Focus Areas (OFA). Projects are also associated to OFAs. The Projects also
prepare and run Validation Exercises to validate SESAR solutions.
Correspondence between projects, OIs and SESAR Solutions and Exercises
need to be maintained and configuration managed.
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During SESAR 1, the three above mentioned threads were managed separately in
configuration, with separate control boards. Change impact assessment was mostly
controlled at project level, rather than at programme level. So, there is a need to
better manage and structure strategic information, in a comprehensive and shared
data base strictly managed in configuration, to support alignment of the various
elements of each solution within projects and across interdependent projects.

2.3 System Engineering Data Management

System Engineering data are interrelated data consisting in:

– High level performance targets,
– Operational and System Requirements,
– Validation Objectives,
– Validation results,
– Architecture models.

In the SESAR 1 programme, Operational and Technical Requirements have been
captured from a significant amount of project deliverables to create a consolidated
and coherent Requirements data base, and to ensure the traceability from high level
requirements down to technical requirements for supporting systems. To auto-
matically capture these requirements, it has been necessary to define strict docu-
ment templates with appropriate fields. The “import”(in the DOORS™ data base)
procedure required that deliverables were compliant with a required format. In the
beginning of the SESAR programme, many documents did not comply with the
format, resulting in a lack of completeness of the requirements data base. The
situation has progressively improved but there are still documents delivered by
projects, which do not comply with the required format.

In the same way, Validation objectives, defined planning a validation roadmap
and then allocated to validation exercises, are captured in the Requirements data
base. Indeed, Validation objectives trace to Requirements. After Validation exercises
execution, validation results support marking validation objectives as fulfilled or not
met. Overall traceability analysis then permits to compute validation coverage.

In practice, the traceability chain was often broken, due to the insufficient
“importability” of SE data from some deliverables (and on the resulting overload
associated to quality check). The coverage analysis has been therefore restricted to
the coverage of the Validation Objectives by Validation Results for the SESAR
Solutions validated within the current release.

The situation for Architecture models was comparable: at the beginning, the
target was to ensure consistency between project deliverables content and archi-
tecture models in a central repository. Coherence between architecture models and
Requirements was also targeted, but quickly given up, due to difficulty to both
obtain the data, and ensuring that they refer to the same configuration.
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This experience reinforces the belief that there is a need to better collate and
manage all SE data in a controlled fashion, with centralised configuration and
change management. Centralised repositories will ensure the overall coherence of
the SE data elaborated by various projects. SE data should be formally considered
only when they achieve a sufficient quality.

To ensure the consistency, a driver is the minimization of translation operations:
one option is to allow the Project contributors to directly enter data in a centralized
data base. Such a data centric approach presents the advantage of ensuring
coherence between Operational concept documents with architecture models and
requirements within the scope of the Project. The reference is the central repository
and not the document. The document is generated from the repository. However, it
necessitates a coherence control during the import: the data need to be consistent
with the strategic reference information (overall configuration management): sev-
eral feedback loops may be necessary to align the models and data at high level
with all supporting contributions. Another difficulty is the need to have common
tools, or common access to a central tool, at all project sites and to ensure that
writing rules are known and applied.

For these reasons, variants for data centric approaches are still under study
(Fig. 2).

2.4 Maturity Monitoring

Maturity monitoring is one of the main positive lessons from SESAR 1: during the
programme performance, the Maturity criteria (for each maturity step V1, V2, V3)
have been refined and objectives metrics to assess them have been developed. This
resulted in a well-accepted tool to support both self-assessment (by project man-
agers) and assessment by SE reviewers during the 3 SE reviews performed in the
Release process. Maturity reports are produced twice a year, which give an overall
view of the programme solutions (more precisely OIs) maturity. This monitoring is
fundamental to prepare transition to Industrialisation and Deployment, but is also of
upmost utility to re-plan development and validation activities, when necessary.

So, the SE reviews will be replaced by Maturity gates, to monitor the maturity
progress of each SESAR Solution (operational or technological solution), for the
following transitions:

– Exploratory Research to Industrial Research
– V1 to V2, to assess if the solution is sufficiently clear to be further developed,
– V2 to V3, to assess its feasibility and expected benefits, based on performance

first results,
– V3 to V4, to assess its readiness for industrialisation and further deployment,
– V3+ to V4: Very Large Scale Demonstrations to de-risk the deployment.

The maturity of the SESAR Solutions is assessed along seven maturity threads:
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– Operations: accuracy and relevance of the Operational concept description,
– System: technical solution is suitable to support the operational concept,
– Performance: in all Key Performance Areas, the performance is assessed and

meets the target,
– Standards and Regulations: the standardisation and regulation processes are

addressed,
– Transition: transition between current and future methods is addressed and

satisfactory,
– Programme: programme aspects, in particular coherence and synchronization of

related developments are addressed,
– Validation: validation results demonstrate the maturity, with appropriate vali-

dation methods.

The Table 3 illustrates the criteria associated to the V3 maturity level:

Fig. 2 Two practices for SE data capture: data-centric (1) and document-centric (2)
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Table 3 V3 maturity criteria in the 7 threads

Thread Maturity criteria

Operations Is the operational concept (including roles, working methods, training
needs) refined and further detailed after V3 activities and documented?

Are the OI steps fully described and documented e.g. IOC-dates
estimated and confirmed, …

Are the operational and performance requirements stable and
updated after V3 validation activities?

Have all the related concepts been integrated and validated together,
and shown that they work coherently?

System Are the enablers fully described and documented e.g. IOC-dates
estimated and confirmed?

Are the system requirements verified on a verification platform, stable
and updated after V3? Verification of the integrated prototype, HMI,
system architecture, underlying algorithms and technology is successful

Are the interoperability requirements updated after V3 activities?

Are the requirements on underlying technology (e.g. communication,
navigation and surveillance) documented?

Performance Has a human performance assessment report been completed? Do
validation results confirm that the interactions between human and
technology are operationally feasible, and consistent with human
performance requirements?

Do validation results confirm the qualitative and quantitative evidence
obtained in previous V phases about impact on capacity, quality of
service KPAs (efficiency, predictability and flexibility) and
cost-effectiveness?
Has an environmental Assessment report been completed? Do
validation results confirm the qualitative and quantitative evidence
obtained in previous V phases about impact on environmental
sustainability?

Has a safety assessment report been completed? Do validation results
confirm the qualitative and quantitative evidence obtained in previous V
phases about impact on safety?

Has a security assessment report been completed? Do validation
results confirm the qualitative and quantitative evidence obtained in
previous V phases about impact on security?

Are the assessments results in line with what is targeted for that
concept? In case of deviation, has been the impact on the overall
strategic performance objectives/targets analysed?

Has the V2 cost estimation associated to the OI steps and associated
enablers been updated and refined per deployment scenario and
stakeholder after Validation activities in V3?

Standards and
Regulations

Is the material produced sufficiently developed and mature to support
the development or update of operational and technical standards in
V4?

Is the material produced sufficiently developed and mature to support
the regulation process in V4?

(continued)
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This assessment is based on the results of validation activities, the status of
standardisation and certification processes and an assessment of interoperability.
While E-OCVM will continue to be applied, the link with Technology Readiness
Levels (TRLs) will also be ensured. TRL is a well-known maturity scale (initially
proposed by the US Department of Defence and by NASA, now normalised by ISO
ref. 16290:2013), suited to communicate achievements. The Fig. 3 provides a
mapping between Technology Readiness Levels (TRLs) and E-OCVM maturity
levels and shows at when the maturity Gates take place.

2.5 Release Approach for Delivering SESAR Solutions

The Programme and Release Delivery lifecycle is an annual sequence of
Programme Milestones, associated to key outputs of Transversal activities which
have an impact on solution-oriented projects. In the SESAR 1 programme, par-
ticular management focus was given of solutions targeting their V3 maturity level
in the coming year “n”. So, the corresponding set of V3-validated solutions con-
stitutes the “Release n”. The release process has demonstrated to be a very
important and positive feature of the SESAR 1 Programme, to federate energies
around visible objectives (Fig. 4).

The annual Release Approach will be kept in SESAR 2020, to ensure that the
ATM Master Plan is followed and to coordinate efficiently with the authorities in

Table 3 (continued)

Thread Maturity criteria

Transition Has the transition analysis been refined by taking into account
evolution of the operational concept and supporting enablers during V3
phase?

Are there recommendations proposed for V4?

Programme Is there evidence that other related OI steps and enablers are at the
expected level of maturity?

Validation Do validation results confirm the quantitative and qualitative
evidence on the operability and technical feasibility obtained in
previous V phases?

Were the V3 validation exercises executed in an operational
environment representative of the target deployment scenario?
Were the V3 validation activities executed using a validation
technique suitable for that maturity level

Are reference, solution scenarios and most relevant non-nominal
situations considered in the validation?

Are the addressed validation objectives coherent with the validation
strategy and with the expectations in V3?

Has the industry based platform been successfully verified and
accepted prior to the validation activity?
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charge of deployment of the solutions, namely the “Deployment Manager” entity.
In essence, the selection criteria to enter a Release are:

– The solution has demonstrated to have already reached the V2 maturity level at
a preceding V2 maturity Gate,

Fig. 3 SESAR maturity phases (TRL vs. E-OCVM)

Fig. 4 Overlapping release life cycles and relationship with solution projects
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– The solution project has provided a validation plan giving confidence in its
ability to complete the V3 validation activities within the coming year n; the
validation plan should include the next V3 maturity gate and should show that
dependencies with all contributing projects have been agreed.

3 Applicability to Other Large Scale Systems

The lessons learnt, in both fields of Programme Management and System
Engineering methodologies, can be generalized to many categories of large scale
systems and in almost all systems of systems, but with variable importance,
depending on their specific features:

– Granularity: selecting the proper granularity for defining projects is, at first
glance, a management issue but is closely related to the system engineering
approach (lifecycle, interface management, V&V approach in relation with the
architecture, requirements management, etc.). It is related to the Work
Breakdown Structure (WBS) and to the Organizational Breakdown Structure
(OBS). On one hand the project size has to be small enough to ensure that
management and governance instances have visibility on tasks progress to
favour earned value management (EVM) and fine monitoring. On the other hand
the management overhead should be limited with respect to the need for tech-
nical competences to control the overall consistency. The lesson learnt from
SESAR is that an early-defined small granularity results not only in a high
management and monitoring workload, but also in a risk of missing the right
organisation. The best project definition and organisation is the result of a
trade-off between the need for self-consistent projects, with reduced
inter-programme interfaces, and the need for transparency on technical and
performance progress.

– Strategic information management focuses on essential elements that support the
programme baseline. This process is also relevant of both Programme
Management and SE management, for it addresses programmatic information
(IOC dates, even major maturity milestones/target dates) as well as the perfor-
mance targets and the high level content of the solutions that contribute to the
expected capabilities. In usual System Engineering management, this is
addressed within the high level programme management (key milestones) and
within SE management as high level requirements that can be derived and
allocated to subsystems. In the case of the R&D of a SoS, the need is more to
ensure that the independently conceived solutions contribute to the overall
targeted capability and performance (within Key Performance Areas) rather than
a top-down derivation. High visibility should be given to this strategic infor-
mation, which has to be shared by the partners. This allows better adherence to
the common goal, and better understanding of the priorities.
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– System Engineering data management is a standard (ISO IEC/IEEE 15288
norm) recommended for any system design. The concern in the design, inte-
gration and validation of relatively independent systems of systems is that each
authority has its own SE management approach and tooling, and moreover, has
often serious reasons not to disclose details that could hinder their position
(intellectual property, internal difficulties …). So, obtaining from the con-
tributing projects the detailed SE data, with sufficient content and quality is a
challenge. However, to justify the design and to monitor the validation cover-
age, it is highly important to capture the links from technical requirements to
operational ones and to assign validation objectives to them. The management to
a proper selection of SE data is key to monitor SoS developments: indeed,
sharing the proper level of requirements is an efficient way to share the mini-
mum needed SE information, without disclosing the technical details that need
to stay proprietary and undisclosed. So, the best trade-off between detailed SE
data management and only high level information data sharing depend on the
phase of the project and on the competitive situation.

– Maturity monitoring is usually performed at the main Design Reviews: in the
case of SoS, with many elementary solutions developments, the maturity
monitoring should be performed in a more continuous way and not wait for
overall design reviews. Maturity is generally well understood for technological
solutions (using the TRL scale), but other criteria are not always well formalized
(regulatory aspects, performance confidence, validation coverage, etc.). Based
on SESAR experience, generic maturity criteria could be applied to a large
variety of SoS. These criteria permit to quantitatively assess the maturity, based
on validation results (SE data) and other provided evidence.

– Release approach for delivering solutions: in a large SoS, where high level
capabilities are built by parallel and asynchronous development of many ele-
mentary improvements, the risk is to let the research drift. A good way to
motivate all actors to delivering visible validated solutions is to define every
year the content of the next year release and to obtain commitment of all implied
actors in the validation of the their respective solutions. Such a Release
approach helps to focus resources on identifying and monitoring the most
mature concepts, candidate to delivery. This good practice is not much
addressed in SE reference documentation.

4 Conclusion

The SESAR2020 organisation and processes will benefit from lessons learnt in
SESAR 1. Such lessons are more generally applicable to any large SoS develop-
ment, especially in the R&D phases. To summarize, the main recommendations are:

16 A. Gomez et al.



– Organize the programme in large size projects dealing with relatively inde-
pendent solutions. Coarse granularity and delegation of management are nec-
essary to ensure proper steering and control of the overall programme,

– Structure and manage integrated strategic information, which has to be shared
by all actors to build coherent and synchronized solutions,

– Centralize System Engineering data, including Requirements, Validation
Objectives, Validation results and Architecture models, to ensure overall
consistency,

– Monitor strictly Maturity progression at maturity gates, with predefined maturity
criteria,

– Give attention and visibility to solutions that are to be validated in the coming
year, by using an annual Release Approach.
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Cycle stage, necessary changes to be led, and finally, an illustration by typical
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1 Introduction

“Why Co-Engineering”? The genesis of this approach is linked to the main features
of Thales Group and to the new challenges that the group has to face to.

Co-Engineering addresses both Collaborative and Concurrent Engineering. It
impacts both organisation but also team mind-set sharing objective and system
vision, and so achieving Systems Engineering benefits.

Co-Engineering approach contributes to satisfy one main Customer expectation:
optimize the system Life Cycle Cost, a main concern for complex and adaptive
systems notably when life time extends over several decades.

Note: Any engineering artefact (product, service, piece of software or hardware)
is discussed in this document with a systemic approach and is called a “system”.

1.1 The Main Features of Thales Group

Thales Group is a “key player” in various domains (Aerospace, Space, Ground
transportation, Defence and Security) aiming to promulgate “A collective intelli-
gence for a safer word” (Fig. 1).

This collective intelligence is based on a word wide implementation of
employees, supported by recurrent investments.

Thales is precisely involved in following domains (Fig. 2).
Thales commits itself in various engineering activities all along the System Life

cycle stages with an increasing effort in after-development stages. The scope must
address all stakeholders so encompass both the System of Interest and the nec-
essary Enabling Systems that interoperate (Figs. 3 and 4).

20 A. Sigogne et al.



1.2 The Genesis of Co-Engineering Within Thales

To remain competitive whilst maintaining Customer satisfaction, focus has been
made on a necessary Engineering “Collective value”, aiming to carry an “effi-
ciency” mind-set within stakeholders beyond the Integrated Product and Process
Development initiative (see [DoD IPPD], [INCOSE SE HB], [CMMI]) which is
efficient for small teams with one scope of responsibility.

The objective is to reach the real challenge for both Systems providers,
Acquirers and Users: “Optimise the Life Cycle Cost” (as illustrated in Fig. 5, from
[INCOSE SE HB]) for an observable and compliant “operational performance”

The “Co-Engineering” approach is an answer to this challenge.

Fig. 1 The Thales Group positioning on markets

Fig. 2 The diversity of domains addressed by Thales Group
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As foreseeable, “Systems engineering” being basically an inter-disciplinary
approach that has to consider the complete problem (i.e. operations, cost and
schedule, performance, training and support, test, manufacturing and disposal) has
been delegated to define, implement and experiment this approach then secure its
large deployment, especially for “Concept” to “Support (including Services)”
stages.

But the drawback of this inter-disciplinary approach is that Systems Engineering
could be seen as an upper layer over disciplines and specialties working in silos to
deliver systems parts. In that case, each team concentrates his effort on his objec-
tives and may miss the global ones.

Fig. 3 The system of Interest and its typical stakeholders

Life cycle stages Purpose

Exploratory Research
Identify stakeholder’s needs
Explore ideas and Technologies

Concept
Refine stakeholder’s needs
Explore feasible concepts
Propose viable solutions

Development Refine system requirements
Create solution description
Build system
Verify and validate system

Production Product system
Inspect and verify

Utilization Operate system to satisfy user’s needs
Support Provide sustained system capability
Retirement Store, archive or dispose of the system

Fig. 4 Example of system life cycle stages ([INCOSE SE HB])
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2 Co-Engineering Definition and Principles

2.1 The Stakes

To face more and more tightened time constraints, engineering teams involved in a
project work in parallel, rather than in a sequential way (concurrent
Engineering). This is not sufficient to satisfy the requirements in terms of efficiency
and competitiveness: the Co-Engineering intends to improve and increase the
collaboration between these teams.

Today, Systems Engineering of complex systems follows various Engineering
development cycles: vee model, spiral model, incremental and iterative model, etc.
[see Das V-Modell, August 1992, Spiral model (Boehm 2000)]. As illustrated by
following Fig. 6, these models could generate a lack of “global vision” due to “too
focused” concerns (deliverables, cost, etc.) and so a lack of coherency between
disciplines.

Co-Engineering is based on a shared vision of the problem and project out-
comes, with common objectives clearly defined in order to get this coherency.

This shared vision should cover all the stages of the system life cycle, from
Concept up to the Retirement of the system, and involves all the stakeholders of
the system (e.g. customer, partners and suppliers, Bid and Project management,
purchases, product policy, engineering including production and service).

The global objective is to optimize the way of working between engineering
disciplines, specialties, manufacturing and services and avoid cascading of analysis
and loops with rework too often induced by “silos” effect.

Fig. 5 Early commitments against through life cycle stages costs
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2.2 Basic Definitions

Co-Engineering corresponds to “Concurrent engineering activities performed in a
collaborative and cooperative way. Based on a shared vision of the scope of the
solution, the actors jointly make analyses, decide and master risks for collective
value enhancement”.

Where followings terms must be understood as:

– Concurrent engineering:
The application of multiple engineering disciplines to perform allocated activ-
ities in several different but related areas at the same time so the activities are
coordinated and mutually supportive.

– Collaboration:
Collaboration means working together with shared dynamic goals to achieve
collective results that benefit to all parties involved. It implies a higher degree of
commitment, mutual trust, and sense of belonging and common interest than
cooperation.

Fig. 6 Typical engineering products development life cycles
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A critical feature of collaboration is vision sharing by all the stakeholders
involved in producing targeted results in complex contexts.

– Cooperation:
Mutual agreement to work on consolidated artefacts conformed to a set of
individual objectives

2.3 Main Principles

Multi-points of view approach
Following Fig. 7 aims at representing the typical System life cycle activities so as to
facilitate the identification of the essential points of view which must be captured,
understood, and confronted to ensure the efficiency of the Co-Engineering
approach.

Shared vision concept
The purpose of creating a shared vision is to achieve a unity of purpose regarding
the Systems Life activities with respect to the contract limitations and the scope of
responsibility.

The value of a shared vision is that people understand and can adopt its prin-
ciples to guide their actions and decisions. Shared visions tend to focus on an end
state while leaving room for personal and team innovation, creativity, and
enthusiasm.

Formalise Needs

System Requirements

Systems Design

Detail design/ Manufacture/
Procure/Code

Accept

Integrate

Verify

Validate

Operate
Support
Dispose

Concept Development
& Experimenta on

Architec ng and 
“early” valida on

Deliver & 
deploy

Lower engineering levels
towards implementation (recursivity)

Fig. 7 System life cycle activities concerned by Co-Engineering
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The activities of the individuals, teams, and project are aligned with the shared
vision (i.e. the activities contribute to the achievement of the objectives expressed in
the shared vision).

Initiated by the Bid team (or equivalent to launch a “system” development) and
consolidated all along project activities as relevant, the shared vision shall propose a
global answer to the following questions:

• What is the target in terms of context, contents, and constraints?
• Who is involved for which activity in terms of stakeholder representatives?
• When do activities require Co-Engineering approach to be optimally performed?
• Where does Co-Engineering take place?
• What is the level of collaboration necessary for what activity? What are the

adequate means required for the activity?

It is important to ensure that the shared vision is understood by all stake-
holders involved in the “System” life cycle in a comprehensive and homogeneous
way (typically, avoid the well-known divergence of points of view on “swing”
concept, illustrated humorously by the following Fig. 8).

Creating a shared vision requires that all involved people in the project have an
opportunity to speak and be heard about what really matters to them. The project’s
shared vision captures the project’s guiding principles, including mission, objec-
tives, expected behaviour, and values. Technics of team building may be used to
raise confidence.

The levels of Co-Engineering
4 imbricated levels have been defined to characterize the Co-Engineering in a bid or
a project, as illustrated by the following Fig. 9.

Earliest in Project, preferentially from and for Bid phase, the level of
Co-Engineering practices is defined for each concerned Life cycle activity, as an
element of an Integrated Development Strategy and plan.

“Integrated Development strategy” must be understood as a global strategy
ensuring the coherency of “System” development/production/Support/and
Retirement strategies.

According to this level, involved responsibilities, roles, engineering tasks are
defined (within a “team charter”), while identifying enabling means, facilities and
infrastructure.

Level 1 as “Organized Co-Engineering team work”
Its main goal is to define the shared vision and concerned stakeholders involvement.

This data, initialized during an “Orientation” step preferably from bid (aiming to
frame and justify the Engineering key drivers on technical as well on organizational
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aspects), will be updated only if changes occur in the context of the project. It
should be a basis for the elaboration of the “Integrated Development Strategy”.

The stakeholder involvement is detailed in the SEMP (System Engineering
Management Plan) and downward in other concerned engineering subordinate
plans then updated as necessary during the phases of the development cycle. The
period of Co-Engineering meetings is defined depending on the main activities to
perform. Extra meetings may be planned on demand.

It is important to introduce the workload due to these meetings in estimates for
each stakeholder and take care to avoid overloading due to meetings.

Level 2 as “Application of the Co-Engineering method” (including level 1)
The Co-Engineering method is based on field proven facilities to support the
expected efficiency of team work collaboration and cooperation.

During the Co-Engineering adoption phase, it is strongly recommended to take
advantage of using standard collaborative facilities (Visio conference, Live meet-
ing, etc.)

Then, all along effective Co-Engineering practice, this method shall be pro-
gressively based on identified best practices of entities (from capitalization
process).

A particular section of the System Engineering plan may describe the planed
usage of these facilities. It is fundamental to communicate as appropriate to ensure
their availability at the right time.

Fig. 8 Typical misunderstanding of stakeholders on “swing” vision

Co-Engineering: A Key-Lever of Efficiency for Complex … 27



Practice a Co-Engineering method implies, before application in Bid and Project:

• A Preparation phase, before starting of concerned engineering activities, ide-
ally earliest in bid:

– To scope Co-Engineering practices (phase, step, engineering level(s)…)
– To identify the stakeholders
– To define, according the level of shared vision, information to be shared

between the stake-holders
– To define the Co-Engineering meeting types and techniques, related infras-

tructure to be used along the bid and project phase
– To define the team organisation for the different working meetings
– If facilitation is required, to identify a facilitator among the organisation
– To adapt the organisational process as appropriate to consider the defined

Co-Engineering practices
– To put in place the management of shared Engineering data: a Model Based

System Engineering (MBSE) approach being recommended.

4
Level 4 – Usage of advanced tooling for integrated system model

• “Using dedicated facilities” +

• Advanced tooling providing integrated system model that ensure 

consistency and coherency of shared engineering data and Implement 

workflow for data engineering and project configuration management

Level 3 -Usage of dedicated facilities

o “Applying of the co-engineering method “+

o Using project dedicated facilities (dedicated rooms (full Obeya, 

Design Center, virtual facilities (e-Obeya, …)

Level 2 -Application of the co-engineering method

• “Organized co-engineering team work” +

• Using the co-engineering method based on best practices of 

entities

• Using standard collaborative facilities (Visio-conf.Live meeting,

Visual management (Obeya basics))

Level 1-Organized co-engineering team work

• Defined shared vision & stakeholder involvement

• with plan for periodic dedicated meetings

3

2

1

Fig. 9 The four levels of Co-Engineering defined in Thales
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• Then, a Kick-Off phase

Level 3 as “Usage of dedicated facilities” (including levels 1 and 2)
Some facilities can support and enhance the meeting efficiency. Meeting room
configuration, display, space can have a significant impact on the meeting dynamics
and in the participant involvement. Different types of facilities are recommended
depending of the project phase and meeting objectives.

• A creativity centre (“creativity corner”), room or space: will help early phases,
concepts and trade identification, but also problem solving. Creativity centre has
to provide:

– Room for a stand-up meeting
– White board wall, to provide a large surface to exchange information, draft

concept.
– Large free space for people to exchange, walk around the elements.
– Material to draft concepts (blocks, hard paper …)

• A concurrent design centre will provide extended engineering capabilities
enabling to perform work during the session. The meeting will be around a
table, the participant having to perform work on computers, to exchange data
and update models. The meeting room shall facilitate the sharing of information
between participants in a responsive way by ensuring to display different PCs
displays on different screens. All work stations or participant lap top should be
connected (multiplexer) to the different screens. This design enabling should
also provide white boards to facilitate rapid graphic communication among
participants or to display information, guidelines.

• An OBEYA room that is effective, to perform project coordination and manage
actions status, solves in a short term problems. The principle is to display the
key project information on the wall, to provide a global system vision, such as:
baseline, risks, planning, but in particular to display the short and mid-term
actions, check their progress and update or take new actions. OBEYA is based
on a stand-up meeting to keep people focus on the project and to avoid dis-
tractions. OBEYA can be also implemented in a virtual way e-OBEYA using
electronic boards, when the team is spread other different premises (Fig. 10).

Fig. 10 Co-Engineering dedicated facilities (creative/design center, Obeya room)
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Level 4 as “Usage of advanced tooling for integrated system model” (including
levels 1, 2 and 3)

As example, Capella provides means to ensure an engineering-wide collabo-
ration with all stakeholders sharing the same reference architecture, including
architects and engineers for system and subsystems, development teams, specialty
engineers (e.g. interfaces design, performance, security, RAMS—Reliability
Availability Maintainability and Safety—costs, mass, product line, etc.), integration
and validation, customer, etc.

Capella is the provided tool that implements Thales ARCADIA (MBSE) method
(related to CLARITY project): one of the main noticeable features of Arcadia is to
support enterprise-wide collaboration and Co-Engineering.

Collaboration with engineering specialities is supported by modelled engi-
neering viewpoints to formalise constraints and to evaluate architecture adequacy
with each of them.

Collaboration with customer and subsystems engineering relies on
co-engineered models (e.g. physical architecture), automatic initialisation of need
model for sub-systems, and impact analysis means between requirements and
models of different engineering levels (as illustrated by Fig. 11).

A dedicated Engineering environment, integrating as wider as possible a set of
tooled-up services addressing all concerned stakeholders, is recommended for
optimally enables the Co-Engineering practice at level 4, as illustrated (partially) by
the following Fig. 12.

Fig. 11 Capella, the Thales “multi-points of view” System modeler
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3 When and How to Practice Co-Engineering?

This chapter intends to illustrate through typical scenarios, how to assess the
opportunity to implement the practice based on predefined “Co-engineering
implementation criteria”.

Note: Concerning facilitation, the involvement of a facilitator is mainly relevant
for first experimentations of a given scenario (especially to enable exchange,
mutual understanding and collaboration for an effective decision-making).

3.1 The Co-Engineering Implementation Criteria

These criteria intend to justify (“fitted to relevant”) any Co-Engineering practice
before its implementation; they must be reviewed and agreed by concerned man-
agers whilst the strategy for system engineering (all activities included) is defined:

• Stake: “what is the objective?”; “what are the Business constraints to face to?”,
“what’s the shared vision?”

• Scope: “What are the concerned Trough Life Cycle engineering activities”
• Stakeholders (the Co-Engineering team)—“Who must be involved” for acting

and decision-making
• Added-value: “what is the observed value of the Co-Engineering practice?”
• Level(s): “what are the appropriate levels” so the resources (means, facilities,)

to be available (and so invested beforehand)

3.2 Typical Scenarios for Co-Engineering Implementation

Figure 13 illustrates four fruitful approaches applied within Thales

Fig. 12 Example of integrated engineering environment to support Co-Engineering
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Scenario 1 “Consolidate the Operational fit for purpose”

• Stake: Reinforce the competitiveness, in Bid phase, by mastering the
Operational fit for purpose. The contract includes Development, Deploy, Install,
Support the “system”. The offer must address the feasibility of a future transition
to capability to “Operate” while ensuring that disposal will be in compliance
with current regulations.

• Co-Engineering scope: “Architecting & Early validation” activities in coherence
with “Deliver, Deploy, Operate, Support, Dispose” activities. The shared goal is
to comply with Operational needs, usages and expected performances in an
adaptive way (required capabilities can question the current Technical Offer,
operational organisation being in full transformation).

• Co-Engineering team: Acquirer, Design authority, Operational expert/user,
System/Support/IVVQ Engineering managers.

• Co-Engineering added value: Facilitated the capture (and mutual agreement on)
of operational concepts (CONOPS, CONEMP, CONUSE) allowing to master
the required capabilities and performances towards the expected global perfor-
mance. Identified Architecture key drivers and highly critical non-functional
constraints. Developed mind set of “Design for Operation, for Deployment, for
Installation, for maintenance, for Disposal”.

Fig. 13 Four fruitful Co-Engineering scenarios for system engineering
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• Relevant levels: Level 4 recommended due to necessary operational simulations
to be performed, based on dedicated tools.

Scenario 2 “Early validate the certification”

• Stake: Optimise the Certification activity while minimizing “time to delivery”.
Certification is a main constraint to transition into Service (Operate). Related
Test campaigns are costly; optimisation is required.

• Co-Engineering scope: “Architecting & Early validation” activities, as source of
references for “Formalize Needs” activity, in coherence with “Validate” activity.
The shared goal is to comply with Certification constraints and reduce as far as
possible Integration, Verification, Validation, Qualification and Certification
[IVVQC] activities whilst providing with necessary evidences of conformity.

• Co-Engineering team (minimum): Acquirer, Design authority, Architect,
Operational expert, Certification authority, IVVQ manager.

• Co-Engineering added value: Facilitated the capture (and the mutual agreement
on) operational scenarios addressing the Certification and includes them in the
contract. These inputs contributed to de-risking via “early validation” (based on
simulation capabilities) the Certification process. Significant reduction of
IVVQC activities has been observed. Acquirer’s confidence increased.

• Relevant levels: Level 3 minimum; Level 4 may be useful to take benefit of
powerful Engineering tools (domain simulations notably), as appropriate.

Scenario 3 “Secure Integration and Verification”

• Stake: Enforce the integrability and the verifiability of the system and implicitly
secure Development delays and costs.

• Co-Engineering scope: “Systems Requirements” and “System Design” activities
in coherence with “Integrate” and “Verify” activities. The shared goal is to
establish while defining the system, a de-risked Integration and Verification
strategy.

• Co-Engineering team: System Architect, IVVQ manager, Systems Engineering
manager, necessary specialists (for non-functional criticalities).

• Co-Engineering added value: Secured the execution of “Integration &
Verification” activities from the “System requirements” phase (notably when
their validation) then during the “Systems Design” by considering integrability
and verifiability as “Key Design” drivers (“Design for Testability” approach).

• Relevant levels: Level 2 is sufficient; (as appropriate) level 3 optimizes
decision-making and level 4 enforces the decision via powerful Engineering
tools.
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Scenario 4 “Optimize cross-disciplines IVV strategy”

• Stake: Optimize whole IVV strategy so as to secure it at minimum cost; break
the potential “silo” between engineering levels and increases synergy.

• Co-Engineering scope: “IVV” activities (multi-levels): a global vision for
Systems IVV, Software and Hardware IV strategy (IVV Test campaigns, nec-
essary resources, multi-levels synchronization).

• Co-Engineering team: System IVV manager, Software IV manager,
Hardware IV manager, necessary specialists for critical specialties and certifi-
cation constraints.

• Co-Engineering added value: Reinforced confidence and efficiency (avoiding
recursive tasks on same scope) within the integrated IVV team. It facilitated the
elaboration of a collaborative strategy notably the allocation of System tests
campaigns to the relevant level (e.g. System [HMI]—“Agile development” to
Software IV team, being responsible of).

• Relevant levels: Level 2 is sufficient; level 3, as appropriate, notably in case of
decision-making in an initially conflicting context.
Note: This scenario is particularly efficient in case of “Product Policy” context.
By integrating the (Domain) Product IVV manager in the Co-Engineering team,
it optimizes IVV tasks—for the generic and reusable features and a given
variability—within teams concerned by:

• Engineering of “Product for Projects” (Domain investment, marketing and
competiveness value).

• Engineering of “Product of Projects” (Business and Project consequent value).

4 Conclusion

The benefit of Co-Engineering practice within Thales is indisputable, as illustrated
by previous scenarios. In a few words, it contributed to:

• Increase the efficiency and the maturity of engineering teams, securing lead
time and costs

• Improve the satisfaction and the confidence of the customer:

– by enforcing the Quality of engineering deliverables,
– by optimizing the product Life cycle Cost, that is a key discriminating factor

for both “Win Bid” and “keep one’s Customer”

• Stimulate the “value pulled” approach
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• And implicitly:

– reinforce competitiveness
– attract and keep “talents”

Nevertheless, the adoption and the massive deployment of this practice have to
face to basics breaks: as example, investment costs (when an effective ROI?), real
conviction (global value vs. own value?), human behaviour (Is this “shared” vision
really mine?).

To mitigate these breaks, Thales implemented a dedicated support aiming to
facilitate and reinforce the Co-Engineering deployment.

At Thales Group level, thanks to:

• Sponsoring (Head of Engineering communication to Engineering stakeholders
by valorisation of Co-Engineering as main lever for breaking the « silo » effect)

• Synergy with Lean Engineering deployment (notably on human behaviour
and facilities aspects)

• Dedicated Training within “Thales Université”: The training course has been
designed for improving skills in Co-Engineering for organisation & animation,
addressing:

– Collaborative Engineering across project phases (Bid and Project)
– Methods, Types of meetings
– Facilities and Infrastructure enhancing Co-Engineering approach
– (e.g.: CDF Room, Creativity centre, OBEYA Room)

25 sessions of this course have been delivered in 2014 to train about 300
engineers, and the same volume is planned in 2015

• Dedicated events (called “Co-Engineering” days)
• Capitalisation (“Good practices” and “pitfalls to avoid” based on RETEX,

community of Interest)

At “Entity” level:
Equivalent approach has been applied at “local” level [sponsoring, capitalisation,
events, mutualisation in necessary means and facilities, participation to Thales
Université training (as trainee and/or as co-designer, testimony provider)].

As example of testimony capture, the “TSA Co-Engineering day” (from
Edmond Tonnellier, organizer)

Thales Systems Aéroportés (TSA) has organized an Engineering Day concerning the
Co-Engineering to exchange experiences and points of view on Co-engineering with rep-
resentatives stemming from various jobs (businesses, engineering system, software,
material, specialties, production, support) with attendees coming from various sites of DMS
(Division Missions Systems, Thales Avionics, the Corporate, Global Thales Services and
Thales Université).

Indeed, to meet constraints of deadline, teams involved in a project lead their works in
parallel, rather than in a sequential way.
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Co-engineering has for ambition to improve the degree of collaboration between teams. It
encourages in particular a shared vision of the project, with common objectives clearly
definite. This shared vision covers the entirety of the life cycle of the system, the design in
the deployment, up to the operational support, and involves all the stakeholders of the
system, the customer to the suppliers, the purchases in the production and the service.

The human dimension was advanced, as one of the first success factors in the implemen-
tation of an approach of Co-engineering.

Today, Co-engineering is a necessity for all the new large-scale projects of Thales. There is
an imperative of deployment, in particular on the international projects, requiring the
implication of teams of engineering geographically taken away. Co-engineering increases
in importance.
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Simplification Principles in the Design
of Cyber-Physical System-of-Systems

Hermann Kopetz

Abstract Systems-of-systems are built by the integration of autonomous existing
systems, called constituent systems (CS), in order to provide new synergistic ser-
vices and improved economic processes. When integrating cyber-physical systems
(CPSs), the interactions among the constituent systems are not confined to the
exchange of messages in cyber space but are also realized by a stigmergic infor-
mation flow in the physical world. The size of the CPSs and the multitude of the
interactions among the CPSs lead to an enormous cognitive complexity of the
behavior of the CP-SoS and make it difficult to reason about the correct operation of
a cyber-physical system of systems (CP-SoS). It is the objective of this paper to
present some simplification principles that help to reduce this cognitive complexity
of a CP-SoS.

1 Introduction

The domain of Systems-of-Systems (SoS) is a relatively new field of computer
science that is concerned with the cross-organizational design, integration and
operation of large information processing systems that are composed of heteroge-
neous existing or new autonomous constituent systems (CS) [1]. In many cases a
CS is a cyber-physical system (CPS), i.e., it consists of interacting computer sys-
tems, physical machines and humans. It is assumed that the widespread integration
of existing CPSs and data bases that bring about cyber-physical systems-of-systems
(CP-SoSs) will make better use of available information, lead to new insights,
improve current economic processes and thus provide new synergistic services to
create greater wealth.

We take the definition of an SoS from the work of Jamshidi [2]: System of
Systems are large-scale integrated systems that are heterogeneous and indepen-
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dently operable on their own, but are networked together for a common goal. The
cyber space of a CP-SoS is formed by the interacting computer systems that are part
of the constituent systems (CS), while the controlled equipment and the human
users/operators/managers form the physical constituents of the CP-SoS. Table 1
characterizes a CP-SoS by listing some distinguishing properties of a CP-SoS
compared to those of a classic monolithic CPS [3, 4]. If we look at this table we see
that the listed characteristics of a CP-SoS violate many of the fundamental
assumptions that are taken for granted in the established system design process. For
example, there is no fixed specification, coordinated evolution, or final acceptance
test of a CP-SoS.

It is the objective of this paper to present some simplification principles in order
that the cognitive effort—and thus the elapsed time—needed to understand the
behavior of a CP-SoS can be reduced. The adherence to these simplification
principles should result in a more intelligible design.

We base our work on the assumption that an explanation of the behavior at the
CP-SoS level must be based solely on the observation of the relied-upon interface
behavior of the constituent CPSs that is specified in the service level agreements
(SLA). It is not advisable to refer to knowledge about the internals of a CPS, since
the internals of a CPS may be changed without changing the relied-upon interface
behavior.

This paper starts by elaborating on the concept of simplicity that we consider the
antonym of cognitive complexity. The introduction of a global notion of time that is
used as a control variable reduces the complexity of a design. We then look at the
properties of the relied-upon-interfaces of a CPS that form the backbone of the
CP-SoS architecture. The CSs of a CP-SoS interact by message-based information
items in cyberspace and by stigmergic information items transported in physical
space. The proper handling of the interface-state, the topic of Section four, can
decouple future behavior from past behavior and thus contribute to a simplification
of the reasoning about the behavior of a CP-SoS. Section five is devoted to cope
with the observation that faults are normal in a large CP-SoS. The final Section six
summarizes the contents of this paper by listing a number of concrete simplification
principles for the design of a CP-SoS.

Table 1 Comparison of CPS
and CP-SoS

Characteristic CPS CP-SoS

Scope of system Fixed (known) Not known

Requirements and spec. Fixed Changing

Evolution Version
control

Uncoordinated

Testing Test phases Continuous

Faults (physical,
design)

Exceptional Normal

Architectural style Single Multiple

Governance Central Uncoordinated

Emergence Insignificant Important
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2 Simplicity

The purpose of applying a simplification strategy to a design of a system is to make
the evolving system more intelligible, i.e., the cognitive effort—and consequently
the elapsed time—needed to understand the behavior of the system should be
reduced. Simplicity is thus of utmost economic significance, since the amount of
time—the dominant cost factor—needed to design, use, maintain and change a
system is cut down.

Simplicity is a relation between a scenario and an observer and not a property of
a scenario [5]. A novice to a field can consider the behavior of a scenario complex
even if an expert judges the same behavior as simple. Simplicity is the antonym of
cognitive complexity. The refinements of the notion of complexity, depicted in
Fig. 1, are not fully orthogonal. A scenario that has a high dynamic complexity will
also have an elevated cognitive complexity.

What does it mean that an observer understands the behavior of a system? In his
research on the nature of understanding Craik [6] posits that an observer has
confidence that he understands a system as soon as he has developed a mental
model commensurate with his cognitive capabilities that allows him to reason about
the cause-effect relationships of the observable events at the interfaces of the
system. Causal reasoning is a fundamental method of operation of the human mind
in order to survive in a dynamic environment. How can we support the conception
of such a mental model that supports causal reasoning?

Causal order presupposes temporal order. Event A can only be the cause of
event B if event A happened temporally before event B. Causal event analysis is
simplified if all events are timestamped with a global time. Based on these
timestamps it is possible to eliminate all those events of the set of events that cannot
be causally related. The time-stamping of all events with a global time of adequate

Fig. 1 Refinement of the notion of complexity
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granularity can simplify the understanding of the behavior of a large
system-of-system, as the following example demonstrates.

On August 14, 2003 a major power blackout occurred in parts of the US and
Canada. In the final report [7] about this blackout it is stated: A valuable lesson
from the August 14 blackout is the importance of having time-synchronized system
data recorders. The Task Force’s investigators labored over thousand of data items
to determine the sequence of events, much like putting together small pieces of a
very large puzzle. That process would have been significantly faster and easier if
there had been wider use of synchronized data recording devices.

A global time among the CPSs of a CP-SoS is also needed for the implemen-
tation of time-triggered communication protocols (TTCP) among the CPSs. The
understanding of the behavior of TTCPs is significantly simpler than the compre-
hension of the behavior of an event-triggered communication protocol, because the
instants for sending a message in a TTCP depend solely on the progression of the
global time and are independent of any change of value (an event) in the data
domain. This complete decoupling of the temporal behavior of the communication
system from the behavior in the data domain that is not realizable if event-triggered
communication protocols are in use, easies significantly the analysis of the temporal
behavior of time-triggered systems.

Real-time data, e.g., the state of a traffic light, is invalidated by the progression
of time. Using a real-time data element outside its temporal validity interval may be
the cause for an accident. It is therefore good practice to provide a global timestamp
that denotes the termination of the temporal validity interval as part of every
real-time information item.

The operation of the clocks in the nodes of a distributed CPS can never be fully
aligned. Due to the unavoidable digitalization and synchronization errors it is
possible that the true order of events that occur in close temporal proximity to each
other in the physical environment is not reflected in the recorded timestamps
generated by the use of synchronized clocks. An improved precision of the clock
synchronization will alleviate these effects, but will never fully resolve this
dilemma. The introduction of a sparse time base will establish the consistency of the
time-stamps in a CP-SoS at the expense of temporal fidelity. A detailed discussion
of the issues related to time measurement in a distributed system and the estab-
lishment of a sparse fault-tolerant global time is contained in [5].

3 Relied-Upon Interfaces

The services of a CP-SoS come about by the exchange of timely information items
across the shared interfaces of the constituent systems (CS). Since these CP-SoS
services are reliant on the proper functioning of this information transport we call
the interfaces among the CSs Relied-Upon Interfaces (RUI). The design and
placement of these Relied-Upon Interfaces has a huge effect on the comprehensi-
bility of the behavior of the CP-SoS.
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3.1 Information Versus Data

According to Ref. [8] An interface is a shared boundary across which two com-
ponents of a computer system exchange information. The information that is
transported across an interface consists of one or more information items or Itoms.

The semantic content of (or the information contained in) an Itom reports about a
proposition relating to some entities in the world [9]. An Itom consists of data and
an explanation of the data. In cyber space data is represented by a bit-pattern that
can be generated by some data acquisition process, e.g., by a sensor. In this case,
the design of the sensor determines how the acquired bit pattern has to be inter-
preted, i.e., provides for the explanation of the data.

The data representation of the semantic content of an Itom depends on the
context. For example, in the US temperature is represented by degrees Fahrenheit,
while in Europe temperature is represented by degrees Celsius. In a CP-SoS the
involved CSs can be operating in differing contexts, e.g., in the US and Europe. As
a consequence, the same semantic content (information) can be represented by
different bit-patterns (data) at the two sides of the interface, causing a property
mismatch. Such a property mismatch has been a cause of severe accidents.

Since an Itom is a higher-level concept than the data in an Itom, we propose to
use Itoms in the specification of the RUIs among the CSs. According to Kopetz [9]
the full specification of an Itom has to provide answers to the following questions:

• Identification: What entity is involved? The entity must be clearly identified in
the space-time reference frame.

• Purpose: Why is the data created? This answer establishes the link between the
raw data, the refined data and the purpose of the CP-SoS.

• Meaning: How has the data to be interpreted by a human or manipulated by a
machine? If the answer to this question is directed towards a human, then the
presentation of the answer must use symbols and refer to concepts that are
familiar to the human. If a computer acquires data, then the explanation must
specify how the data must be manipulated and stored by the computer.

• Time: What are the temporal properties of the data? Real-time data must
include the instant of observation in the entity. In control applications it is
helpful to include a second timestamp, a validity instant that delimits the validity
of the control data as part of the Itom.

3.2 Interface Types

In a CP-SoS the CSs can exchange information across interfaces to two different
types of channels, message based channels—we call them Relied upon Message
Interfaces (RUMI)—and stigmergic channels—we call them Relied upon Physical
Interfaces (RUPI) [10].
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A stigmergic channel is present if one CS acts on the physical environment and
changes the state of the environment and later on another CS observes the changed
state in the environment. Consider, for example, the coordination of cars on a busy
highway to realize a smooth flow of traffic. In addition to the direct communication
by signals among the drivers of the cars (e.g., the blinker or horn), the stigmergic
information flow based on the observation of the movement of the vehicles on the
road (caused by the actions of other drivers) is a primary source of information for
the assessment of a traffic scenario. Table 2 compares the characteristic of stigmergic
channels with those of message-based channels. An important characteristic of
stigmergic information is the consideration of up to date environmental dynamics,
i.e., processes in the environment that change the value of an information itom.

The biologist Grasse introduced the term stigmergy to describe the indirect infor-
mation flow among the members of a termite colony when the nest building activities
are coordinate.Grasse [11] showed that the coordination of the termites is not achieved
by direct communication among theworkers, but by indirect communication based on
stimuli from the emerging physical nest structure in the environment.

The identification of the Itoms that are transported via stigmergic channels of an
SoS is important, because these Itoms often form the missing link in a feedback or
feed-forward control loop. Unidentified control loops can be the reason for dis-
turbing emergent behavior.

3.3 Interface Placement

The placement of the Relied Upon Interfaces (RUI) requires special attention:

• Minimize the dependence of the CSs on each other and provide maximum
autonomy to the CSs.

• Hard real-time requirements should be serviced within a CS.
• Sensor specific data should be preprocessed within a CS to produce times-

tamped data in a standardized form at the RUI.

Table 2 Stigmergic versus message-base information flow [8]

Characteristic RUPI (stigmergic) RUMI (cyber message)

Information type Properties of entities No restriction

Inform. transfer Pull Push

Tense Present Past, present, future

Observation mode Direct Indirect

Observation delay None Existent

Comm. delay Unbounded Bounded

Source Unknown Known

E-dynamics Considered Not considered

Representation Single context Multiple contexts
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In order to increase the stability of RUIs, the RUIs should be placed at the
boundaries of subsystems that can absorb foreseeable changes in the environment
since changes are expected to occur in an evolving environment.

Take, for example, a sensor system that is designed to deliver the value of a
specific physical quantity. A change of the sensor system to another sensing method
that delivers the same physical quantity should not have any effect on the corre-
sponding RUPI.

3.4 Interface Model

The reasoning about the behavior of an SoS has to be based solely on the speci-
fication of the behavior at the relied upon interfaces (RUI) and must not require an
analysis of the internals of the interfacing CSs. For this purpose a fully specified
interface model must be contained in the Service Level Agreement (SLA) that
describes the meaning and constraints of the Itoms that pass the interface and
explains the services provided by the interfacing CS [12]. In addition to the syn-
tactic specification of the data elements, a sound interface model must provide a
complete explanation of the acceptable data domains, the meaning of the data and
their temporal properties, such as the permitted temporal validity interval of
real-time control data, from the point of view of an interface user. A functional
description of the provided data transformation, based on observable data, must also
be part of the interface model.

A service user should base its work only on the information contained in the
interface specification of the SLA and should not make any assumptions about the
internal operation of a CS. As long as a change in the internal operation of a CS
does not affect the RUI it is of no concern to a service user. This property is
important from the point of view of independent evolution of a CS.

Many interface specifications are deficient of a precise specification of the
temporal properties of the RUI. A modification within a CS that does not change the
function of the services but modifies the (unspecified but nevertheless assumed)
temporal properties can then give rise to unintelligible malfunctions at the SoS
level.

The precise interface model of the RUI, contained in the SLA, is essential for the
detection of CS-errors (see Sect. 5.2).

4 State Management

The proper management of the state information referred to in the interface model is
of particular concern for the understanding the behavior of a CP-SoS, since a clear
notion of state segments the time-line into past behavior and future behavior and
thus simplifies the causal reasoning about the behavior of an SoS.
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4.1 Definition of State

We take the definition of the state from [13]:

The state enables the determination of a future output solely on the basis of the future input
and the state the system is in. In other word, the state enables a “decoupling” of the past
from the present and future. The state embodies all past history of the given system.
Apparently, for this role to be meaningful, the notion of the past and future must be relevant
for the system considered.

Taking this definition, the concept of state is only meaningful if a precise notion
of time is available in the CP-SoS, since the state is a function of time and changes
as time progresses.

Many cyber-physical systems exhibit a periodic behavior, e.g., repeatedly
traversing a control loop. Finding a periodically recurring reintegration instant in a
control loop where the state data is minimal is an important design consideration for
the effective storage and recovery of state data.

4.2 Stateless Versus Statefull Services

We call a service-session that is executed by a service-providing CS across a RUI
state-agnostic if the input data and the required state data is taken as input and the
output data and the updated state data is provided as output of the service, given
that the time-stamp of the termination of a session is temporally before the
timestamp of the start of the next session.

In the time-interval “termination of a session, start of the next session” the
service-providing CS is then stateless. Otherwise, the service-session is called state-
full.

From the point of view of cognitive complexity, state-agnostic service sessions
are simpler to understand than statefull service sessions because no assumptions
have to be made about the value of some unobservable state variable hidden inside
a CS. It is therefore a good design practice to increase the size of the observable
input/output data of a service by the necessary state data in order to be able to
realize a state-agnostic service session.

The updated state data can be sent periodically to an independent monitoring
system for storage. The monitoring system must analyze the state and perform a
continuous update of the state to bring it into agreement with the state of the
evolving physical environment, observed by a sensor of the monitoring system (see
Sect. 5.2). A CS that is recovering after the occurrence of a transient failure can then
acquire the current state data from the monitoring system.
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5 Faults Are Normal

Looking at Table 1, the characteristic that we consider most relevant for the design
of a CP-SoS is the statement Faults are normal in a CP-SoS, since this charac-
teristic influences significantly the outlay of the structure of an SoS. In any large
system, like a CP-SoS, the occurrence of transient or permanent hardware faults and
undetected design errors is the norm, rather than the exception.

It is crucial to differentiate between easily reproducible software errors
(Bohrbugs) and difficult to reproduce software errors (Heisenbugs) [5]. From the
point of view of fault occurrence, transient faults, i.e. transient hardware faults or
Heisenbugs, are most probable. Transient faults do not damage the hardware per-
manently, but corrupt the state. If mechanisms are provided in the design such that
corrupted state can be detected and repaired quickly and autonomously, the con-
sequences of the occurrence of a transient fault can be mitigated without any
external repair action.

5.1 Fault-Containment and Error Detection

The first steps in the design of a fault-tolerant system concern the establishment of
proper fault-containment units (FCU) and the identification of the considered faults
of the FCUs. The physical and functional design must ensure that a single fault will
only affect a single FCU. In a fault-tolerant CP-SoS every constituent system should
be an FCU. The most likely failure mode of an FCU is fail silence—the FCU stops
to function. Fail-silence failures can be detected solely in the temporal domain.

A fault in a CS can propagate to another CS by the transport of erroneous
information items (Itoms) across an interface. In cyber-space, Itoms are transported
by messages. In order to detect an erroneous message, we need a second FCU that
is independent of the FCU where the fault occurred.

A message can be erroneous in the time domain or in the value domain. Message
errors in the time domain—the omission of an expected message or the untimely
production of a message—can be detected by placing a time-triggered communi-
cation system, such TT-Ethernet [14], between the CSs of a CP-SoS (Fig. 2).
A time-triggered communication system acts an independent FCU that contains
information about the correct temporal performance of the interfacing CSs. If a CS
violates its temporal specification the time-triggered communication system can
detect the error immediately.

The detection of errors in the value domain requires redundant application
specific information. Application specific information can be contained in an in-
dependent monitoring system (IMS) that is familiar with the Service Level
Agreements (SLA) of the constituent systems (Fig. 2). The SLA should specify the
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value domains of the Itoms that cross the RUMIs and should contain an executable
version of the interface model (see Sect. 3.4). Based on this information the IMS
can perform a gross value-check of the messages that cross the RUMI and can
detect blatant value violations.

5.2 Independent Monitoring System (IMS)

It is good practice to monitor and document all information flows across the
interfaces of a CS non-intrusively by an independent monitoring system.

Appropriate independent sensors of the IMS can observe the timely information
flow across the RUPI that is part of the interface model (Fig. 2). For example, if the
RUPI deals with the actions of a machine (e.g., a robot), a camera can capture the
actions in the physical environment and perform image processing to find out
whether the intended actions are happening in the physical environment at the
intended instant. If the images are time-stamped with the global time, than the
actions in the physical world can be aligned with the time-stamped message
exchanges in cyber-space in order to gain a better understanding of the behavior of
the whole CP-SoS as time unfolds.

In order to improve the error-detection capability of the IMS the IMS should also
contain models of the actuators at the physical interfaces that inform about the
time-delays between an actuator-command, originating in cyber space, and the
consequent physical action, observable by the IMS via its sensor system.

An independent monitoring system can simplify the causal analysis of the
behavior of a CP-SoS for the following reasons:

• The nonintrusive documentation of all input and output message and physical
actions of the interfacing CS, including their timestamps, forms the basis for the
later reconstruction and analysis of the input/output behavior of the interfacing
CS.

• Any violation of the SLA by a CS, either in cyber space or in the physical space,
is immediately detected and documented for future analysis.

Fig. 2 Independent
monitoring system
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• The IMS can store the current state of a CS and provide this state data, modified
by the current information captured from the observation of the physical envi-
ronment, to a recovering CS.

• It is possible to replay the documented input/output history of a CS to reproduce
an observed anomaly.

6 Simplification Principles

A number of principles for the simplification of embedded computer systems have
been published in the literature [5]. In addition to these general principles we
summarize our analysis of the cognitive complexity of CP-SoSs by providing a list
of specific simplification principles for the design of a CP-SoS:

• Global Time: The time-stamping of all observable events at the interfaces of the
CSs with a CP-SoS global time simplifies the reasoning about the causal order
of events, helps to get an understanding of the behavior of the CP-SoS and
supports an immediate detection of a violation of the temporal properties of the
service level agreement (SLA) by a CS.

• Relied upon Interface (RUI): The design and placement of the relied-upon
interfaces RUI that form the backbone of a CP-SoS architecture should be
contrived to maximize the autonomy and independence of the CSs and to
minimize necessary modifications in case of changes in the external environ-
ment. Relied-upon interfaces should be placed at the boundaries of subsystems
that can absorb foreseeable changes in the environment.

• Time-triggered Communication Protocols: The use of time-triggered proto-
cols for the data transport among the CPSs eliminates the dependence of the
temporal behavior of the communication system from the behavior in the data
domain.

• Information versus Data: Using information items (Itoms) instead of data
items to specify the information transport across the relied-upon interfaces
(RUI) of a CP-SoS puts the description at the higher level of abstraction that
simplifies understanding.

• Message-based versus Stigmergic Interfaces: The identification of all
message-based itoms that are transported across the relied-upon message
interfaces (RUMI) and all stigmergic information itoms that are transported
across the relied-upon physical interfaces (RUPI) helps to detect hidden feed-
back loops.

• Interface Model: The interface model contained in the Service Level Agreement
(SLA) must establish the meaning, the functional relationships, and the temporal
properties of the input/output Itoms that cross the interfaces of a CS.

• Identification of State: The identification of the state at planned reintegration
instants segments past behavior from future behavior and simplifies the rea-
soning about the behavior. Finding a periodically recurring reintegration instant
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in a control loop where the state data is minimal is an important design con-
sideration for the effective storage and recovery of state data.

• State-agnostic Service Sessions: From the point of view of cognitive com-
plexity, state-agnostic service sessions are simpler to understand than statefull
service sessions.

• Fault Containment: In a CP-SoS every constituent system should be designed
to be a fault-containment unit (FCU).

• Error Detection: The propagation of errors across RUIs must be hindered. The
most likely failure mode of an FCU is fail silence—the FCU stops to function.
Fail-silence failures can be detected solely in the temporal domain.

• Time-triggered RUMI: A time-triggered message switch that is placed in the
connections between RUMIs can detect errors in the temporal domain and can
route the interface Itoms to an independent monitoring system for the detection
of errors in the value domain.

• Independent Monitoring System (IMS): It is good practice to monitor and
document all information flows across the RUMIs of a CS non-intrusively by an
IMS and to equip the IMS with sensors to observe the information flow across
the RUPIs.

7 Conclusion

The main struggle in the design, operation and maintenance of a large
Cyber-physical Systems-of-Systems (CPSoS) is related to the cognitive effort
(measured in elapsed time) required to understand the behavior of the CP-SoS
under normal and fault conditions. In this paper we have discussed a number of
principles for the design of an SoS that should help to reduce this cognitive effort.
We propose to invest in additional hardware resources, such as a time-triggered
switch between the message interfaces of constituent systems and an independent
monitoring system with sensors to observe the physical environment, in order to
improve the error-detection capability of the system and to make the interface
behavior of the constituent systems visible and reproducible. We feel that in most
cases the cost of these additional hardware resources is small compared to the
savings in engineering time that results from the additional information produced
by these resources.

Acknowledgments This work has been supported, in part, by the European FP7 research project
AMADEOS Grant Agreement 610535 on Systems of Systems. Many discussions with members of
the AMADEOS Project are warmly acknowledged.

50 H. Kopetz



References

1. Gordod, A., et al.: System-of-system engineering management: a review of modern history
and a path forward. IEEE Syst. J. 2(4), 484–499 (2008)

2. Jamshidi, M.O.: Systems-of-Systems Engineering. Wiley, New York (2009)
3. Garro, A., Tundis.: System reliability analysis of systems and SoS: the RAMSA method and

related extensions. IEEE Syst. J. 9(1), 232–241 (2015)
4. Kopetz, H.: Systems-of-systems complexity. In Proceedings of the 1st Workshop on Advances

in Systems of Systems, AiSoS 2013, EPTCS 133, pp. 35–39
5. Kopetz, H.: Real-Time Systems—Design Principles for Distributed Embedded Applications.

Springer, Berlin (2011)
6. Craik, K.: The Nature of Explanation. Cambridge University Press, Cambridge (1967)
7. USC04.: US-Canada Power Outage Blackout Report. https://reports.energy.gov
8. Wikipedia on Interfaces
9. Kopetz, H.: A conceptual model for the information transfer in systems-of-systems. In

Proceedings of ISORC 2014, pp. 17–24. IEEE Press, New York
10. Kopetz, H., et al.: Direct versus stigmergic information flow in systems-of-systems. Accepted

for Publication in Proceedings of 10th Annual System-of-Systems Engineering Conference,
SOSE 2105. IEEE Press, New York

11. Grasse, P.P.: La reconstruction du nid et les coordinations interindiviuelles chez
Bellicositermes natalensis et Cubitermes sp. La theorie de la stigmergie. Insectes Sociaux.
6, 41–83 (1959)

12. Erl, T.: SOA Principles of Service Design. Prentice Hall, Englewood Cliffs (2008)
13. Mesarovic, M.D.: Abstract system theory. In Lecture Notes on Control and Information

Science, vol. 116. Springer, Berlin (1989)
14. SAE Standard AS6802 TT Ethernet. http://standards.sae.org/as6802

Simplification Principles in the Design … 51

https://reports.energy.gov
http://standards.sae.org/as6802


System Readiness Assessment
(SRA) a Vade Mecum

Marc F. Austin and Donald M. York

Abstract As the complexity of systems increases, it is critical to develop a more
comprehensive understanding of the development status, or readiness, of the system
to aid more informed system-level technical and management decisions throughout
the life cycle. Lack of comprehensive system thinking at the onset and failure at the
integration points are two of the primary causes for unsuccessful system develop-
ment. To measure system readiness, a greater emphasis must be placed on inte-
gration. This paper provides a vade mecum or handbook for System Readiness
Assessment (SRA). It provides system-level metrics that give visibility over the
development life cycle into the entire system and its interfaces. The SRA assess-
ment criteria are described and an example is provided. The intended users include
Program Managers, Systems Engineers, Independent Review Teams, and devel-
opers. The goal is to provide a fundamental understanding of how to conduct an
SRA, as well as assist experienced users in maximizing the benefits of SRAs.

1 Introduction

This paper invites the reader to walk with us as we describe in a handbook fashion
the details of a SRA process. SRAs help to improve performance management for
systems and aid decision makers in identifying programmatic and technical risks.
We describe the criteria and metrics used in an assessment, provide sample cal-
culations, and explain the application of the System Readiness Level (SRL). This
Handbook gives guidelines for effective implementation and use of the SRA pro-
cess. Intended users include Program Managers, Systems Engineers, Independent
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Review Teams (IRTs), and developers. As the reader walks with us, we provide a
fundamental guidance on conducting SRAs, as well as assist experienced users to
maximize the benefits derived from performing SRAs.

As systems increase in complexity with a growing number of interfaces and
integration and sustainment issues, it is critical to develop a comprehensive view of
the system development status, or “system readiness.” This will aid informed
system-level technical and managerial decisions throughout the life cycle, reducing
both programmatic and technical risk. To develop potential system-level metrics, a
greater emphasis must be put on the integration between and among individual
components since integration issues are one of the leading causes of system failure.
During large-scale developments, it is critical to measure system readiness at
multiple points along the life cycle to avoid the pitfalls when readiness is only
assessed once or twice. SRAs are an innovative methodology that provides the
system metrics that address the dramatically changing deployment and operational
environment of modern day systems. The SRA process provides visibility over the
entire development life cycle into the entire system and the system’s interfaces as
well as external entities.

The SRA process gives decision-makers awareness of a system’s holistic state of
maturity and quantifies the level of integration of a specific component with other
components during system development. It helps the Program Manager determine
the system’s ability to produce its intended capability. In effect, it’s like a System
Development Mall and the SRA is like the mall map which tells you that “You are
here!” (See Fig. 1) The assessment is a critical part of improving system perfor-
mance management and reducing risk. Both recent academic efforts and internal
expertise have been leveraged to develop this SRA process. Much of the

System Development Mall

Fig. 1 The SRA indicates “you are here!” in the system development process
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system-level readiness work has been adapted and enhanced from the research
conducted at Stevens Institute of Technology [3]. The SRA process has been
piloted on major development programs and can be applied to programs of any size
enabling more effective system development management and integration that can
ultimately lead to shortened delivery timelines. When applied to systems across the
enterprise, SRA provides insight not only into the readiness of individual system
components and functions but into capability readiness as well [4]. With a com-
prehensive systems view, the SRA enables developers and systems engineers to
perform design trade-offs and make sound design decisions. The SRA gives the
Program Manager a system perspective that allows resources to be effectively
applied in the most pertinent areas.

2 Metrics

When considering product development, the integration of systems, and the port-
folio management of systems, four critical questions must be answered:

1. What are we trying to accomplish? (Euphoria)
2. What can we do now? (Herding the Cats)
3. What is our plan to get there? (The Road to Euphoria)
4. How are we doing? (Product Development/Systems Acquisition/Metrics)

What we are trying to accomplish (ideal goal) can be referred to as “euphoria”
[4]. The existing systems, products, and capabilities, i.e. what we can do today, are
analogous to cats. The chore of the systems engineer and the program manager is to
“herd the cats” such that the system development process is successfully completed
deploying the required capability or function. Our plan to get there is described as
the “road to euphoria”. This road may take the form of an Integrated Master
Schedule (IMS) or a capabilities roadmap. Finally, the program needs to know how
they are doing on this road. The fourth and final question is concerned with
measurement: How are we doing; what metrics can we use?

The SRA process helps us to answer both Questions No. 1 and No. 4. The core
steps of the SRA process described in Sect. 3, i.e. understanding, bounding,
decomposing, and mapping the system, provide the framework and information that
answer Question No. 1. There are different approaches to answering the fourth
question. The strength of using the SRA methodology in this instance lies in the
capture of metrics that measure the vital aspects of a development effort and how
well the development process is proceeding. These metrics provide input to the
optimization and decision making process. Making decisions without proper sys-
tems understanding, although often done, is an inadequate approach to answering
Question No. 4. Many projects do not plan properly for integration, thus incurring
additional and unforeseen costs. Hugh investment decisions are made without a
proper system and integration understanding. The SRA methodology provides this
understanding.
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An example where complete system understanding is not taken into account is
current use of Technology Readiness Assessments (TRAs) by the Department of
Defense (DoD). TRAs evaluate the readiness of a system as it progresses through
development and the acquisition life cycle. TRAs do not assess the entire system
but identify and evaluate the TRLs of Critical Technology Elements (CTEs) that are
identified when performing a TRA. CTEs only capture a subjective set of “critical
elements”. CTEs do not cover the entire set of system and subsystem elements.
TRAs do not require a comprehensive understanding of component and subsystem
integration nor of other external dependencies and assessments are only performed
at major milestone decisions. In many cases, the TRLs reported by the TRA are
misused and misrepresented as a system level metric. While the TRA is a DoD
directive and will continue to be performed across the DoD [1], the SRA process
provides a “whole system” perspective that enables traceability across the entire
system. The SRA is a significant enhancement that provides additional benefits not
supplied by the current TRA process. The SRA:

• Measures the readiness of all system components (all elements equally critical).
• Focuses on the readiness of integration between components internal to the

system and requires readiness understanding of external dependencies.
• Performs multiple analyses during the system life cycle and not just at major

milestone decisions.

This section describes the five metrics used throughout the SRA process. Two of
these metrics, the Technology Readiness Level (TRL) and Integration Readiness
Level (IRL), are assigned. The three remaining metrics, Component SRL,
Composite SRL, and SRL, are computed. Sample calculations for determining
specific metrics are provided in Sect. 4.

2.1 Technology Readiness Level (TRL)

The TRL is a systematic metric/measurement to assess the maturity of a particular
technology and allow consistent comparison between different types of technolo-
gies. TRL values range from 1 to 9 (see Fig. 2). The TRL was initially pioneered by
Mankins [2] at the National Aeronautics and Space Administration (NASA)
Goddard Space Flight Center in the 1980s as a method to assess the readiness and
risk of space technology. Over time, NASA continued use readiness levels as part
of the overall risk assessment process and as a means for comparing maturity of
various technologies. NASA incorporated the TRL methodology into the NASA
Management Instruction 7100 as a systematic approach to the technology planning
process. The DoD, along with several other organizations including the
International Standards Organization (ISO), later adopted this metric and tailored its
definitions to meet their needs. A comparison of the NASA TRL definitions to the
DoD and ISO [6] TRL definitions is shown in Table 1 for TRL 6.
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Fig. 2 Original NASA technology readiness levels (TRLs)

Table 1 A comparison of the NASA, DoD TRA guidance [1], and ISO 16290 technology
readiness level (TRL) definitions for TRL 6 [6]

NASA/defense acquisition guidebook ISO 16290:2013(E)

TRL
6

System/subsystem model or prototyping
demonstration in a relevant end-to-end
environment (ground or space)
System/subsystem model or prototype
demonstration in a relevant environment

Model demonstrating the critical
functions of the element in a relevant
environment

Prototyping implementations on
full-scale realistic problems. Partially
integrated with existing systems.
Limited documentation available.
Engineering feasibility fully
demonstrated in actual system
application
Representative model or prototype
system, which is well beyond that of
TRL 5, is tested in a relevant
environment. Represents a major step up
in a technology’s demonstrated
readiness. Examples include testing a
prototype in a high-fidelity laboratory
environment or in simulated operational
environment

Critical functions of the element are
verified, performance is demonstrated in
the relevant environment and
representative model(s) in form, fit and
function

✓ Definition of performance
requirements and of the relevant
environment

✓ Identification and analysis of the
element critical functions

✓ Design of the element, supported by
appropriate models for the critical
functions verification

✓ Critical function test plan
✓ Model definition for the critical

function verifications
✓ Model test reports
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2.2 Integration Readiness Level (IRL)

The IRL is a metric to measure integration maturity between two or more com-
ponents. IRLs, in conjunction with TRLs, form the basis for the SRL. IRL scale
ranges from 0 to 9. The original IRL concept was developed at Stevens Institute of
Technology [5] and is shown in Fig. 3. Our Vade Mecum provides an enhanced set
of IRL decision criteria (Table 2) that is “evidence-based” and includes the detailed
evidence description used to assess interface readiness during the SRA. The original
IRL scale definitions have been modified to be consistent with the foundation of the
TRL scale and to more closely reflect the indigenous development model.

IRLs characterize the systematic analysis of the interactions between various
components and provide a consistent comparison of the maturity between inte-
gration points. IRLs assist the systems engineer in identifying development areas
that require additional engineering. IRLs also provide a means to reduce the risk
involved in maturing and integrating components into a system. Thus, IRLs supply
a common comparison measure for both new system development and technology
insertion.

2.3 System Readiness Metrics

System readiness incorporates a TRL and a metric of integration maturity, the IRL.
While the TRL provides the metric for describing component knowledge, the IRL is
a metric that provides a description of how well the components are integrated.
System readiness provides a snapshot in time of the readiness of the entire system.
There are three system readiness metrics that are computed in the SRA process.

A Component SRL is the System Readiness Level of an individual component of
the system and its integration links. Component SRLs are used to identify which

Fig. 3 Early integration readiness level (IRL) scale [5]
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Table 2 Enhanced decision criteria for assessing IRL

IRL Definition Depiction Evidence description

0 No integration No integration between specified components
has been planned or intended

1 A high-level
concept for
integration has
been identified

Principal integration technologies have been
identified

Top-level functional architecture and
interface points have been defined

High-level concept of operations and
principal use cased has been started

2 There is some
level of
specificity of
requirements to
characterize the
interaction
between
components

Inputs/outputs for principal integration
technologies/mediums are known,
characterized and documented

Principal interface requirements and/or
specifications for integration technologies
have been defined/drafted

3 The detailed
integration design
has been defined
to include all
interface details

Detailed interface design has been
documented

System interface diagrams have been
completed

Inventory of external interfaces is completed
and data engineering units are identified and
documented

4 Validation of
interrelated
functions
between
integrating
components in a
laboratory
environment

Functionality of integrating
technologies (modules/functions/assemblies)
has been successfully demonstrated in a
laboratory/synthetic environment

Data transport method(s) and specifications
have been defined

5 Validation of
interrelated
functions
between
integrating
components in a
relevant
environment

Individual modules tested to verify that the
module components (functions) work
together

External interfaces are well defined (e.g.,
source, data formats, structure, content,
method of support, etc.)

6 Validation of
interrelated
functions
between
integrating
components in a
relevant
end-to-end
environment

End-to-end functionality of systems
integration has been validated

Data transmission tests completed
successfully

(continued)
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system components may be lagging or are too far ahead in terms of their readiness
and thus require Program Management and/or engineering attention.

The Composite SRL measures the SRL of the whole system or all of the com-
ponents of the system integrated together. The SRA approach calculates the
Composite SRL by averaging the Component SRL values and rendering the result
in a decimal format. As with any calculation involving an average, the user needs to
be aware of the potential risk of failing to identify a Component SRL that may be
significantly lagging or leading the average.

The SRL is obtained by converting the Composite SRL to a 1–9 integer scale,
with 9 being the highest level of readiness. This conversion facilitates reporting and
interpreting the results, similar to the conversion of a numerical score to letter
grade. This process is described in Sect. 4.2.

3 The SRA Process

This section describes in detail the SRA process. The approach for conducting an
SRA is broken down into three core steps, as illustrated in Fig. 4.

The team performing the SRA gathers program information, which can include
capabilities statements, requirements documents, architecture products, context

Table 2 (continued)

IRL Definition Depiction Evidence description

7 System prototype
integration
demonstration in
an operational
high-fidelity
environment

Fully integrated prototype has been
successfully demonstrated in actual or
simulated operational environment

Each system/software interface tested
individually under stressed and anomalous
conditions

Interface, data, and functional verification
complete

8 System
integration
completed and
mission qualified
through test and
demonstration in
an operational
environment

Fully integrated system able to meet overall
mission requirements in an operational
environment

System interfaces qualified and functioning
correctly in an operational environment

9 System
Integration is
proven through
successful
mission-proven
operations
capabilities

Fully integrated system has demonstrated
operational effectiveness and suitability in its
intended or a representative operational
environment

Integration performance has been fully
characterized and is consistent with user
requirement

60 M.F. Austin and D.M. York



diagrams, test plans, and any other documents that support understanding the
system. Vendor product documentation and relevant published reports may provide
additional information to fill any gaps for a complete understanding of the system.
During this step, there is close interaction between the team, the program Lead
Systems Engineer (LSE), and Subject Matter Experts.

The SRA Team uses this program information to create a mapping of the system
that provides a relational understanding between the different layers of architecture.
At the highest level, this mapping originates with operational requirements and
activities. Functions which trace to these operational activities are then generated.
System components which perform these functions are identified. The individual
components are comprised of technologies. Figure 5 shows an example system
mapping diagram for the components of a ten component system. This example
traces from the system’s operational requirements to its individual components and
technologies. A component interface block diagram with ten components is then
generated (Fig. 6). The SRA method is scalable to much larger systems even though
the efforts to perform data gathering, assessments, and calculations increase. The
system mapping and component interface diagrams serve as the foundation on
which SRA analysis is performed. The system mappings identify the linkages and

Understand and Bound the 
System

• Obtain Project Information

Decompose & Map System

• Identify Components/System 
Change

• Develop/Update Mapping

Perform Iterative Evaluations

• Evaluate Components and Interfaces
• Determine/Update TRLs and IRLs
• Determine/Update SRL

Design or
Configuration

Change

Re-eval/
No System

Change

Fig. 4 System readiness assessment flow
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Fig. 5 An example mapping of a subset of a system with TRLs
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traceability between system components and allow consistent system assessments.
All hardware and software components that represent the system are identified.
Technologies are mapped to specific components when evaluating TRLs. Mappings
are based on what is currently known and evolve and are updated as the design,
architecture or other information changes. The same mapping process can be
implemented when doing design or system trade-offs, providing significant benefits
and insight into analysis of alternatives.

The third step in the process evaluates the system to determine its readiness. This
evaluation is conducted iteratively throughout the system development cycle.
The SRA process assesses readiness at three levels: Technology, Integration, and
System. All component and integration links must be evaluated for technology and
integration readiness. Figure 6 illustrates an example of component and integration
links. TRLs and IRLs are determined using detailed decision criteria and assigned
accordingly. The scales, definitions, and decision criteria of each TRL are those
developed by NASA and recommended by the DoD. As shown in Fig. 5, com-
ponents may be comprised of more than one technology, each with its own TRL.
The TRL of a component is determined by assigning it the minimum TRL of the
component’s system technologies. Hence, the TRL is assessed at the technology
level and the SRL is calculated at the component level. This approach for deter-
mining a component’s TRL is recommended not required. Assessment may be
performed at a different level as long as consistency is maintained. Figure 5
illustrates an example of a mapping and breakdown approach which carries through
the sections. The SRL is then computed mathematically (see Sect. 4.1).

Fig. 6 TRLs and IRLs for a 10-component system
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4 A Walk Through System Readiness Analysis

4.1 Sample Calculations

This section explains in detail and demonstrates by example the calculations and
matrix mathematics used in the SRA process to determine the SRL [3]. Calculating
the SRL is a function of the TRL and IRL matrices. The TRL matrix provides a
snapshot in time of the state of the system with respect to the technology readiness
of its components. The TRL is defined as a vector with n components where TRLi

is the TRL of component i. As discussed in Sect. 3, TRLs are mapped to specific
components for evaluation purposes. The IRL matrix represents the integration of
different components from a system perspective. The integration between compo-
nents i and j is represented by IRLij in the IRL matrix. The theoretical integration of
a component i to itself is denoted by IRLii and is assumed to be a maximum, i.e. 9,
in this SRA approach. Zeroes in the matrix indicate no planned integration. The
formation of the TRL and IRL matrices is shown in Eq. (2).

Figure 6 illustrates an example of TRLs and IRLs for a system architecture with
10 components. The components and interfaces shown have been identified using
the completion of the system mapping process described in Sect. 3.

In the matrices represented, the TRL levels correspond to values 1 through 9
while the IRL values range from 0 to 9. Before performing the matrix math, these
values are normalized by dividing by 9, the highest value. For example, an IRL of 9
has a normalized value of 1 for element IRLij and has the characteristics described
in Table 2 with respect to the ith and jth components. Similarly, an IRL of 5 has a
normalized value of 5

9 or 0.556.
At a minimum, each of the components in a system is connected to one other

component. This integration is bi-directional, and it is assumed that the IRL is the
same in each direction. Each component is integrated with other components in a
specific way and is used to formulate and calculate the SRL. A zero (0) is placed in
the matrix where no integration is planned.

In order to calculate a value of the SRL an SRL matrix is generated by obtaining
the product of the IRL and TRL matrices, as shown in Eq. (1):

SRL½ �nx1¼ IRL½ �nxnx TRL½ �nx1 ð1Þ

The SRL matrix consists of one element for each of the constituent components
and, from an integration perspective, quantifies the readiness level of a specific
component with respect to every other component in the system while also
accounting for the development state of each component.
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Mathematically, for a system with n = 10 components, the SRL is as shown in
Eq. (2), where TRLi represent the individual TRLs and the IRLij are the individual
IRLs between the components. SRLi represents the readiness level of Component i,
reflecting the readiness of all of its connections/interfaces. (Recall that IRLij rep-
resents the IRL only between Component i and Component j.)

The corresponding SRLi for each component i is then divided by mi, as shown in
Eq. (3), to obtain its normalized value. The mi term is the number of integrations of
component i with every other component as defined by the system architecture.
This includes integration of the component with itself. Dividing by mi also allows
each component to be neutrally weighted looking at the component in isolation with
its nearest neighbors, yielding well-behaved and consistent mathematical and sta-
tistical properties.

Component SRLi ¼ SRLi
mi

ð3Þ

The Composite SRL for the system is the average of the Component SRL values,
as shown in Eq. (4), where n is the number of components:

Composite SRL ¼
SRL1
m1

� �
þ SRL2

m2

� �
þ SRL3

m3

� �
þ . . .þ SRL10

m10

� �

n
ð4Þ

4.2 Results and Interpretation

Performing the Systems Readiness Assessment for the ten component system
shown in Fig. 6 and working through the matrix algebra yields the resultant ten
Component SRLs as shown in Table 3. The Component SRLs are important, as
they provide an indicator of the readiness of the individual components and their
associated integrations. Comparing individual Component SRL values relative to
each other identifies those components that are lagging or may be too far ahead in
their “readiness.” For example, from Table 3, Component 8s SRL is lagging the

Table 3 Component SRLs for 10 component system

1 2 3 4 5 6 7 8 9 10

0.247 0.241 0.296 0.300 0.235 0.163 0.185 0.127 0.176 0.253
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other system components as it has a much lower Component SRL value of 0.127.
This is brought to the attention of the decision makers for a risk assessment and
potential further analysis.

The Composite SRL is the average of the Component SRLs (Eq. 5). When
averaging, the user needs to take into account the potential risk of masking a
Component SRL that is significantly lagging or leading the average, reiterating the
importance of assessing and monitoring the individual Component SRLs.

Composite SRL ¼ [0.247 + 0.241 + 0.296 + 0.300 + 0.235 + 0.163 + 0.185

+ 0.127 + 0.176 + 0.253]/10

¼ 0.222

ð5Þ

Composite SRLs are defined on a scale from 0 to 1 with the value carried out to
three decimal places. For the calculations in the example above, the Composite SRL
is reported as 0.222 with the 10 Component SRLs shown. It could potentially be
difficult to understand the difference between system readiness values that are very
similar (e.g., 0.247 vs. 0.241 vs. 0.296). Composite SRL values are translated to
whole numbers consistent with TRL and IRL scaling for ease of interpretation. To
translate the 0 to 1 scale to a 1 to 9 scale, the SRL Translation Model shown in
Table 4 is used to map the decimal values to whole numbers. Because the SRA is
dependent on the system architecture, a SRL Translation Model is generated for
each architecture configuration when performing the SRA as shown in Table 4.

To generate the SRL Translation Model for this example architecture, a
Composite SRLi is calculated for nine system architecture configurations (each with
10 components and 10 integration links) where the TRLs for all of the components

Table 4 SRL translation model

TRL IRL Composite SRLi Midpoint between levels Composite SRLi SRL
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and the IRLs for all of the integration links are set equal to the same value, an
integer from 1 to 9. For example, the Composite SRL of 0.051 is calculated by
setting the TRL of each of the 10 components equal to 1 and the IRL of each of the
10 integration links equal to 1. The midpoints between each pair of adjacent
Composite SRLi are used as the boundaries for the corresponding Composite SRLi

Range values, as shown in Table 4.
The complete SRL scale and descriptions are given in Table 5. The SRA shown

in the example at the beginning of this section resulted in a Composite SRL of
0.222. Using the SRL Translation Model, this translates to a System Readiness
Level of 3. This indicates that immature and high-risk technologies have been
identified and prototyped. Potential concerns are documented, and reported.

The SRL calculated in this example represents a snapshot in time. It is critical to
measure the system readiness at multiple points along the life cycle to avoid pitfalls
that can occur when readiness is only assessed only once or twice. The SRA for this
example was conducted early in the life cycle. TRLs and IRLs of the components
progress with system development. The additional snapshots of the SRA provide
the decision maker with better risk assessment information.

SRAs can be performed on any size program and at any time during system
development. The potential technology and integration risks determine the fre-
quency at which SRAs should be performed. For larger programs, a quarterly SRA
is recommended while for small programs SRAs may be performed every month.
Once the system has been defined, the system mapping completed, and the initial
SRA done, subsequent SRAs can be performed in a reasonably short time.

Table 5 SRL descriptionsa

9 System has achieved initial operational capability and can satisfy mission objectives

8 System interoperability should have been demonstrated in an operational environment

7 System threshold capability should have been demonstrated at operational performance
level using operational interfaces

6 System component integrability should have been validated

5 System high-risk component technology development should have been complete;
low-risk system components identified

4 System performance specifications and constraints should have been defined and the
baseline has been allocated

3 System high-risk immature technologies should have been identified and prototyped

2 System materiel solution should have been identified

1 System alternative materiel solutions should have been considered
aDerived from the DoD integrated defense acquisition, technology and logistics life cycle
management system chart
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5 Guidelines for Successful Implementation of the SRA
Process

In order to properly and effectively use the SRA Process, we provide the following
set of guidelines.

When no integration is planned between two components the IRL value is set
equal to 0. If integration between components is planned but not yet established, set
the IRL value equal to 1. Avoid interim or nodal comparison of TRLs and/or IRLs
that result in setting an expectation for what the aggregate readiness/maturity should
be. Let the SRL approach “work for itself.” Do not solely use the SRL, a single
number, as the basis for decision making but rather take into consideration all the
lower level metrics, e.g., Component SRLs. Use these Component SRLs to identify
components or areas of systems development that are lagging or too far ahead in
their readiness progression.

The SRL should be used as an indicator of current system readiness rather than
for predictive analysis. The intent of the SRL approach is not to estimate “how
long” nor does it measure the level of effort it takes to increase system readiness.
Only compare SRLs of the same system throughout its life cycle. Compare “your
system” as it matures, not two different systems. The SRL is a comprehensive
snapshot in time of the readiness of the current architecture of the system and can be
used as a valid indicator of readiness for the system at that time. The calculation of
the SRL is dependent on the structure of the system. Adding components and/or
interfaces changes the structure of the system and a careful examination should be
performed to ensure that inconsistencies are not introduced.

6 Conclusion

SRAs are an innovative methodology that provides system level metrics to help
reduce integration issues, a leading cause of system development failures. The SRA
methodology provides decision-makers with a snapshot of a system’s holistic state
of maturity and quantifies the level of component-to-component integration during
system development, helping to improve system performance management.
Implementation of the SRA methodology aids decision makers in identifying both
programmatic and technical risk areas. A number of program pilots currently val-
idate the SRA methodology with further validation to be achieved through appli-
cation across multiple enterprises. Future research includes mathematically sound
weighting techniques and leveraging the principles of the SRA framework to model
system availability and for other Risk Management techniques.
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Designing and Integrating Complex
Systems: Be Agile Through Liveness
Verification and Abstraction

Thomas Lambolais, Anne-Lise Courbis, Hong-Viet Luong
and Thanh-Liem Phan

Abstract Model Driven Architecture (MDA) is recognised as a strong way to
develop high-quality systems, and specifically reactive systems. Within MDA,
models are in the center of a stepwise development based on extensions, refine-
ments and transformation. Systems Engineering addresses the problem of complex
system development in a holistic way, however, there is a lack of tools to verify
models from a behavioural point of view at the earlier stage of the development,
taking into account that the specifications are evolving during the system devel-
opment. We propose IDF, a framework for Incremental Development of Compliant
Models, which is constituted with a set of relations based on the verification of
liveness properties. It is computed on abstract models automatically set up from
behavioural specifications of the system or its component. These relations detect
non-conformance of models during their evolution (extension or refinement) such
as the non-interoperability of sub-components belonging to an architecture.

1 Introduction

Model Driven Architecture (MDA) [1] is recognised as a strong way to develop
high-quality systems, and specifically reactive systems which are event-driven
systems that must continuously react to external stimuli. Such systems include for
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instance embedded controllers for automotives, avionics, train, telephony, but also
communication network.

Within MDA, models are in the center of a stepwise development based on
model extensions, refinements and transformations, from an abstract incomplete
specification to a concrete complete model. By this way, models serve both as a
description of the problem domain, i.e. a requirement, and a specification for the
implementation, bridging the gap between problem and solution. Many methods
and tools have been proposed to support model development based on standard
modelling languages such as UML or SysML. Methodologies are also necessary in
order to deal with complex systems. Systems Engineering [2] addresses this chal-
lenge in a holistic way considering both business and technical aspects of a system
design, integrating all stakeholders at the early stage of the development, starting
from the user requirements and the definition of the environment of the system to be
designed in order to produce high-quality systems. Many methodologies and many
standards have been proposed to follow these recommendations as it is shown in the
survey proposed in [3]. Our area of interest focuses on the definition and the
analysis of the behavioural view of the system, expressed by a functional or organic
architecture whose components are defined by a behavioural view or an architec-
tural one. The target activities are therefore the functional analysis, the functional
verification and the synthesis in the IEEE 1220 Process model [4]. Our experience
in system modelling highlighted that architecture definition, behavioural abstraction
and refinement are the core activities of system design. Designing a system consists
not only in modelling its architecture, but also in evaluating its behavioural models
and that of its components at the beginning of the modelling process, although the
model is incomplete and non-deterministic. These features have to be considered as
a support for designers and architects. It means that such verifications have not to be
postponed at the end of the modelling process. They have to be integrated in the
incremental development of the system and its components.

For this propose, we have defined IDF, an Incremental Development
Framework. It is defined by a set of relations computed on an abstract formalism
(LTS for Labelled Transition System), allowing models to be evaluated during their
development. The environment of the system to be designed can be at its turn
modelled taking into account its uncertain or non-deterministic behaviour. By this
way, incompatibility or non-interoperability can be detected at early stages of the
design process. The framework is supported by a tool, named IDCM (Incremental
Development of Compliant Models). Experiments have been conducted on UML
models. Our work is inspired by techniques of model checking [5]. Such verifi-
cations aims at:

– supporting the stepwise realisation of systems by applying refinement and
extension operations

– analysing the interaction of the system with its environment, with respect to
non-deterministic scenarios

– insuring the interoperability of the system components
– insuring the evolution of the system by substituting a component by a new one
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This paper gives an overview of the concepts of IDF and tools we have
developed to support IDF. The following section presents modelling concepts of
architectures and behavioural components through an incremental development
process in order to point out topics being addressed. Section 2 introduces definition
of liveness and abstraction models allowing UML/SysML models to be analysed.
Section 3 gives an overview of relations we have implemented to support IDF.
Section 4 shows main functionalities of the tool IDCM for supporting IDF con-
cepts. A presentation of our future work will close this article.

2 The Architectural Paradigms

In this section, we present main useful concepts to understand our proposal for
incremental development of architectural models. We focus on the verification of
behavioural specifications of a system all along its design life cycle. Figure 1 gives
an overview of the useful operations for the development of a system based on a
MDA approach. We suppose that the first step starts by defining a behavioural
specification of the system (BEHAV1 in Fig. 1) at a high abstraction level. Such a
specification may evolve and be extended (BEHAV2 in Fig. 1) until an agreement is
reached between the various stakeholders of the system development (client,
end-users, designers). This agreement may however evolve during the system

B B

A2A

A

Fig. 1 Overview of an incremental development through refinement and extension operations
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design process and at every step, it will be necessary to be able to take into account
new specifications.

When the system is complex, its design is structured into components that may
represent functional components or physical components depending on the stage of
the design process. Components defined according to a structural view are called
architectures. For example, in Fig. 1, the first architecture is named ARCHI1; it is
extended into ARCHI2 whose components have to be refined. Architectures can be
seen as a hierarchical tree whose leaves are behavioural components. Architectures
may represent logical architectures or physical ones.

Extensions means that new behaviours are introduced into the design, for
whatever reasons: the system is too complex to be defined in one shot, the client
changes is mind, there is an already developed COTS whose specification is closed
of the required one that could be integrated with lower cost, a product line has
already be tested and its enhancement is expected by introducing new requirements,
and so on.

Refinements aim at adding details and reducing non-determinism in order to get
a concrete model closer to the final implantation of the system.

Developments of components may be processed by separate teams, by means of
a collaborative platform, that increase the complexity of the process. One main
concern of component designers is to develop components that meet their speci-
fication. Components are supposed to be defined for a given context, except that
this context is evolving since it is itself under development. One goal of the
architect is to verify the behavioural consistency of the models being developed.
This task is critical since sub-systems have their own development life cycle.
Nevertheless, the architect cannot wait until the final implantation model to check
the consistency analysis of the system. He/she has to maintain the functional
consistency of the system model under development whatever the abstractions of
sub-system models. We characterize consistency by the following properties:

– conformance: the behavioural specification of the architecture that is deduced
from the interaction of its components fulfils the mandatory parts of the spec-
ification [6].

– interoperability: the system is deadlock free; whatever point of interaction may
be reached, communication will not be blocked and each part will reach one of
its final states [7].

Architectures and behavioural components are defined from an external point of
view, by a set of ports useful for establishing connections and a set of interfaces
defining required and provided operations (or services). In order to illustrate con-
cepts of architecture modelling, we will take as example the V76 case study pro-
posed by [8], which is a simplified version of the protocol described in the
ITU V.76 recommendation, based on LAPM (Link Access Procedure for Modems).
Figure 2a represents an abstract external view of an architecture named V76-DL
which represents the communication between two components that implement the
protocol V76 and Fig. 2b is a more detailed external view.
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The internal view of an architecture is defined by its components and their
interconnections. For example, Fig. 3 illustrates the internal view of architecture
V76-DL: it is constituted with two components of type V76 whose external view is
given in Fig. 4. The architecture allows two users to communicate through the ports
U1 and U2.

Fig. 2 External view of two points of view of architecture V76-DL

Fig. 3 Internal view of architecture V76-DL

Fig. 4 External view of component V76
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The internal view of a behavioural component is defined by a behavioural
specification defined according to its ports, the operations of its external view and
private internal operations. Many formalisms may be used for behavioural speci-
fication depending on the system features and the progress of the development:
sequence diagrams, state machines, functional flow block diagrams. For example,
Fig. 5a shows a simplified specification of the architecture V76-DL from the
transmitting user point of view and Fig. 5b shows the state machine of component
V76 belonging to architecture V76-DL.

Analysing the consistency of an architecture during its development requires
specific mechanisms and tools that are usually not proposed by CASE
(Computer-Aided Software Engineering) tools. These mechanisms are divided into
two groups:

– model verifications: adequate relations have to be defined to capture confor-
mance, refinement, extension and interoperability

– model abstraction: adequate models have to be set up from the model under
construction in order to capture behavioural specification from an external point
of view and an appropriate abstraction in order to compare models defined at
different abstraction levels.

These mechanisms are defined according to liveness properties that have to be
preserved during development. This property is the liveness. Next section gives
definition of liveness and motivates this choice.

3 The Use of Liveness and Abstraction as a Design
Guideline

Liveness and safety properties allow systems to be analysed with respect to their
behavioural specification as observed by their environment. This behaviour is
observed by traces which are partial sequences of interactions (events or actions)

Fig. 5 Behavioural specifications: a sequence diagram associated with the abstract architecture
V76-DL, b state machine of component V76
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starting from the initial state of the system. There are several ways to define safety
and liveness, some of them being contradictory about the classification of deadlock
property. We have selected definitions proposed by [9]: a safety property asserts
that the system always stays within some allowed set of finite behaviours, in which
nothing “bad” happens. The violation of such properties occurs after a finite exe-
cution of the system. A liveness property asserts that the system eventually reaches
a good set of states, that means it will eventually react as it should after some given
traces. A liveness property represents what the system must do, while a safety
represents what the system has not to do. When reasoning on models, liveness
properties can only be established under some fairness assumption, stating that the
system is not allowed to continuously favour certain choices at the expense of
others [10]. The fairness assumption implies that the system will eventually accept
an event occurring infinitely often. Lastly, we consider that deadlock freedom is a
liveness property, as proposed in [11] since a deadlock means that the system
refuses any input event.

Many formal methods addressing complex system development advocate
refinement techniques [12, 13] such as B method [14] or Object-Z [15]. They focus
on the preservation of safety properties all along the process of development. Such
methods are adequate when the specification of the component or the complete
system is definitive and not being defined or evolved. Another way to support
designers during model development is to preserve the liveness properties as men-
tioned in [16]: liveness properties act as a design guideline for developing systems.

Liveness is crucial for reactive systems and is complementary to safety to
support designers during an incremental development: observing liveness allows
specification to be enriched, starting from a “draft” model that is completed by a
stepwise approach in a non-regressive way.

It is therefore necessary to provide designers with tools to compare models
according to their liveness properties, taking into account that they sub-components
can be defined at different abstraction levels. For example, how ensuring that
architecture V76-DL fulfils the behavioural specification expressed by the sequence
diagram? Are components of architecture V76-DL interoperable?

To answer these questions, we have defined two mechanisms: model abstraction
and model analysis based on a liveness analysis.

3.1 Model Abstraction

With model abstraction, a simplified behaviour is extracted from models to be
analysed. This extraction takes into account several criteria: the abstraction levels of
models to be compared, the type of relation to be analysed (extension, refinement or
interoperability), and of course, the goal of the analysis that is based on the analysis
of the interaction of system (or one of its sub-system) and its environment. Abstract
models are formalised by LTS (Labelled Transition System) [17]. Reasoning on
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such a formalism has many advantages: the system analysis is independent from the
modelling formalism chosen by the designer; models can thus be compared even if
their application domain is different, that is usual in System Engineering; existing
relations already defined on LTS can be used for our purpose.

We do not formally introduce LTS and the process to abstract state machines
into LTS. You can refer to [18] and [19] to get details about the transformation.
Figure 6a illustrates the LTS generated from the state machine of component V76,
and Fig. 6b the LTS associated with the sequence diagram of the architecture
V76-DL. The transformation does not handle data; it only focuses on provided and
required events (or services) offered by the component under analysis. When the
component is an architecture, we have defined a transformation [20] which com-
putes all combinations of internal events between components and reduces the LTS
to observable events by hiding internal synchronisations and internal operations.
Hidden actions are noted i in the LTS. For example, the LTS associated with the
architecture of Fig. 3 handles operations defined on its interfaces given in Fig. 2b.
Operations defined on interfaces of internal components, that is interfaces
DataLinkIN and DataLinkOUT, are hidden. The LTS is built by synchronising the
two LTS of Fig. 6 on their internal connector. It contains 84 transitions and 54
states.

When models to be compared do not belong to the same abstraction level, their
interfaces may be different. For example, there are more operations in interfaces of

Fig. 6 a LTS associated with the state machine of component V76, b LTS associated with the
sequence diagram of the simplified specification of architecture V76-DL
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component V76-DL than those of the specification of V76 protocol given by the
sequence diagram. Comparison needs to align the abstraction levels. For this pur-
pose, we use a hiding mechanism and a renaming mechanism, when operations are
refined. For example, to compare V76-DL and the sequence diagram, internal
operations of the architecture (ua, i, sabme, and disc) are hidden such as the
operations belonging to the port u2, which correspond with the user receiving the
data. By this mechanism, the LTS associated with V76-DL architecture will be
comparable to the abstract specification.

The main feature of this abstract model is that it captures what the system must
do and what the system may do. That is crucial for liveness properties as we point
out below.

3.2 Liveness Analysis

There exists a specific relation, which lonely goal is to preserve liveness. This
relation is conformance relation conf [21, 22]. Conformance testing methodolo-
gies proposed by ISO and ETSI [6] are designed to compare an implementation
model with a standard specification. Standard specifications or recommendations
serve to define both the mandatory and optional parts. The main idea behind
conformance is to verify agreement between an implementation and its specification
on required parts; informally speaking, an implementation conforms to a standard if
it has properly implemented all mandatory parts of the standard [23].

For instance, in Fig. 7, we can deduce the following properties:

– spec1, spec2 and spec4 may accept releaseREQ or connectREQ after a
sequence of connectREQ. As they may also refuse them, operations
releaseREQ or connectREQ are optional.

– spec3 must accept releaseREQ after connectREQ. releaseREQ is thus
mandatory after the trace connectREQ.

We can verify: spec1 conf spec2, spec2 conf spec1, spec1 conf spec4.
However, spec1 =conf spec3: from an observational standpoint, nothing distin-
guishes spec1 from spec3 but conf relation detects non-determinism of spec3. In
this example, spec1 may refuse releaseREQ after a non-empty unbounded
occurrences of connectREQ, whereas spec3, which is deterministic, cannot. spec1
and spec3 are trace equivalent, yet not in conformance. Lastly, even if spec1 conf
spec4 and spec4 conf spec1, we can verify that spec4 cannot substitute spec1.

Even though the conformance relation has been defined by [22], we are still not
aware of any published method to compute it. We have thus proposed an
implantation of this relation and pointed out how extension and refinement relations
can be defined from the conformance relation [19, 24]. In the same way, we have
implemented the procedure allowing to check if a component can substitute another
one, whatever its environment may be [20].
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Next section gives an overview of the tool IDCM we have defined and imple-
mented to provide designers with a tool box to analyse models.

4 IDCM: Incremental Development of Compliant Models

IDCM is a tool box allowing models to be compared with respect to refinement,
extension and substitution relations. It is based on concepts of IDF focusing on the
analysis of liveness properties and abstraction of behavioural/functional models. It
is developed in Java. Its first release is integrated into TopCased environment [25]
and focus on UML state machines and composite component analysis. When a
model is loaded for verification, the set of its components is proposed to be
abstracted into LTS (see Fig. 8).

Behavioural component transformation is performed by an ad hoc algorithm
we have developed by parsing state machine xmi models. Composite components
transformation is done with two stages: the first one produces an intermediate file
in EXP.OPEN format [26] that is obtained by parsing composite component xmi
models; the second stage, consisting in transforming the intermediate file into
LTS, is performed by the CADP toolbox [27]. LTS associated with state
machines and composite components are generated into CADP textual and binary
formats [27].

IDCM proposes a set of relations for model comparison. They are classified in
several families: relations for incremental development (extension or refinement),
relation for liveness verification to check the conformance between an implantation
and its specification, relations for assembling sub-components (compatibility) and
lastly, relations to check if a component can substitute another one. When a relation
between two models does not hold, a verdict is given as a sequence of observable

Fig. 7 Example of conf relation
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events leading to a failure. Designers are in charge to analyse the trace, to execute it
on the state machine, or in the architecture in order to find the mistake and correct it.
For example, we have found a mistake (Fig. 9) in the state machine of component
V76 by comparing the architecture with its abstract specification. There exists a
deadlock after the action connectREQ when the two users send together a
connectREQ. We have corrected this mistake by adding a state and transitions
between wait–eu and wait–establish states in the state machine of Fig. 5b.

Fig. 8 Interface to transform behavioural and architectural components into LTS

Fig. 9 Verdict of the conformance between the architecture V76-DL and its abstract specification
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5 Conclusion

Developing complex systems requires methodologies such as MDA and System
Engineering. Nevertheless, there is an actual difficulty for designers and architects
for evaluating the behaviour of a system being designed during its development.
We have thus proposed a framework supported by a tool allowing models to be
developed through a stepwise methodology using extensions, refinements and
substitutions. The development guarantees the liveness properties of the system.
Our proposal is thus complementary to approaches of safety analysis that must also
be performed during the development of critical systems.

Our future work plans to extend the model transformation to other functional
formalisms than state machines such as sequence diagrams and eFFBD (enhanced
functional block diagram). We are also defining a UML profile for incremental
development.
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Model-Driven IVV Management
with Arcadia and Capella

Jean-Luc Voirin, Stéphane Bonnet, Véronique Normand
and Daniel Exertier

Abstract In the field of Model-Based System Engineering (MBSE), this paper
describes the use of engineering models to drive and secure Integration Verification
Validation (IVV) phases of an engineering lifecycle. The illustration uses the
Arcadia engineering method and its supporting modelling workbench Capella. The
methodological, tool-agnostic concepts are presented, alongside with tool features
easing the application of the approach.

1 Introduction

In the last decade, Model-Based System Engineering (MBSE) has begun taking an
increasing place in systems engineering practices, besides a more traditional use of
textual requirements. Modeling languages are more and more used today, either for
need description (e.g. Architecture Frameworks such as NAF [1]) or for solution
description and design (such as SysML language [2]). Many tools exist to support
these modeling activities and a few methods are also available (see [3]).
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However, while most of these methods provide guidance to describe engineering
artifacts, very few address the full scope required in real life, large and complex
projects: aiding to define and evaluate the architecture; embracing several levels of
engineering (system, subsystems, software and hardware engineering); dealing with
co-engineering for engineering specialties and analyses such as performance,
safety, security, product line, reuse…; aiding and securing Integration Verification
Validation (IVV) phases.

This lack of overall methodology led Thales to develop both Arcadia, its own
methodological framework addressing all these needs in a comprehensive manner,
and Capella, a supporting modeling workbench easing the implementation of the
Arcadia method in systems engineering teams.

This paper focuses on one specific engineering concern: how MBSE can ease
and secure IVV.

The traditional use of textual requirements is first quickly introduced, along with
its perceived limitations in our experience. Then, after a short introduction to
Arcadia and Capella, different uses of engineering models in IVV contexts are
described: capturing need and solution, building traceability and justification links,
aiding in building the IVV strategy, dealing with day-to-day ups and downs.
Finally, some ideas for future work or complements in progress are highlighted.

2 Limits of a Sole Requirement-Based Integration,
Verification, Validation

One of the major practices today in Systems Engineering consists in relying on
textual requirements (often shortened hereafter to ‘requirements’) as the main
vehicle for technical management of the contract with the customer, but also as a
mean to support need analysis, to define expectations on subsystems, and to drive
the Integration Verification Validation (IVV) of the system.

Focusing on the latter, an IVV strategy is usually built during the definition and
design phases, in order to define a stepwise integration; the contents of each
increment (hereafter called ‘delivery’) is selected, then test scenarios/cases are
defined and grouped in test campaigns, as expected to verify requirements for this
particular delivery. The verification process mainly relies on the use of traceability
links between need definition, solution description and test campaigns/cases.

In the traditional textual requirements-based approach, traceability links are
manually created between each requirement and covering test cases. Each delivery
is defined as a set of requirements. Then, when all test cases traced towards a
requirement are successfully run, this requirement is considered as verified (Fig. 1).

Similarly, other traceability links are built between each requirement and
Configuration Items (CI) of the Product Breakdown Structure (PBS)—typically
components or subsystems to be integrated—according to the expected contribu-
tions of these CI to fulfill the requirement. By this way, the list of CI to be supplied
for this IVV phase can then be established.
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Experience shows that when the complexity increases, the textual requirements-
based approach reaches its limits.

There are many reasons for that:

– Requirements are not able to formally describe the solution and justify it, which
means links with PBS are difficult to build and check. The contribution of each
CI to a requirement is difficult to identify.

– Traceability links are unreliable and difficult to verify/justify, because their
manual building is not formalized.

– The way test campaigns are built remains informal and subject to interpretation
or errors.

– In the absence of a precise and detailed vision of architecture and system behavior,
it is difficult to clearly identify and localize problems and required changes, and to
optimize the testing strategy and non-regression testing accordingly.

The problemmainly lies in trying to create engineering artifacts in a non-formalized
manner, with little methodological guidance. This unavoidably generates losses and
misunderstandings in the successive transformations/productions of artifacts, as
illustrated in Fig. 2.

Consequences on engineering are of particular importance for IVV:

• Requirements are allocated but the solution architecture is often insufficiently
described

• Definition of suppliers delivery is weak and not sufficient
• Justification of definition is poor and unreliable
• Checking quality of the definition is not possible before IVV
• Integration verification validation is too expensive due to

– Wrong estimates and unbalanced incremental IVV
– Missing components when running planned tests
– Difficulty to precisely localize/analyze defects
– Costly and complex non regression testing
– Poor mastering of changes impact and IVV configurations.

Fig. 1 Traceability links between requirements and tests cases
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These problems increase along with system or project complexity, sometimes
making IVV become the most costly part of engineering, with a hardly predictable
duration.

3 Introducing Arcadia and Capella

Arcadia [4, 5] is a model-based method devoted to systems, software, hardware
architecture engineering. It describes the detailed reasoning to understand the real
customer need, define and share the product architecture among all engineering
stakeholders, early validate its design and justify it, ease and master Integration,
Validation, Verification (IVV).

It can be applied to complex systems, equipment, software or hardware archi-
tecture definition, especially those dealing with strong constraints to be reconciled
(cost, performance, safety, security, reuse, consumption, weight…).

Arcadia is intended to be embraced by most stakeholders in system/product/
software/hardware definition, and by IVV actors, as their common engineering
reference.

Arcadia has been experimented and validated in many real life contexts for
several years now, in most Thales operational units. Its large adoption in many
different engineering contexts witnesses of an industry-proven comprehensive
method for system engineering, adapting to each context in a dedicated manner, and
yet being tooled by the same powerful tools capitalizing know-how.

Fig. 2 Non-formalized, thus
error-prone, building of
engineering artifacts
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Some noticeable features of Arcadia are:

– Model-based and tool-supported
– Supporting collaboration and co-engineering
– Open to domain-specific added value
– Adapted to several lifecycles, workshares, etc.
– Dealing with complexity and size
– Field-proven in real industrial situations

As mentioned previously, the field-proven modelling workbench Capella (see [6,
7]) has been developed, both to drive users in applying the Arcadia method and to
help them manage complexity with automated simplification mechanisms. A model
is built for each Arcadia engineering step. All of these models are related by
justification links and are processed as a whole for impact analysis. Arcadia is now
partially published and a full publication is on its way. Capella is available as an
open source software.

A specific feature of Capella is its ability to support viewpoint-based analysis:
the workbench can easily be extended in order to add new specific concepts, link
them to the Arcadia concepts, define model analysis rules and display in any regular
model diagrams, the effect and results of this analysis.

This approach has been followed in Thales to specify and develop a viewpoint
dedicated to IVV management. Screen dumps presented hereafter are extracted
from Capella enriched by this proprietary IVV viewpoint. They are not supposed to
be readable in details, but rather to be evocative of a high level overview of tool
capabilities.

4 Model-Based Traceability/Justification Links Definition

Among other goals, new model-based engineering approaches such as Arcadia aim
at overcoming textual requirements limitations.

The need, originally expressed as textual requirements, is formalized in a
shareable form that can easily be analyzed and validated:

– An operational analysis describes the operational expectations, goals, activities
of the system end-users

– A functional/non-functional analysis, consistent with operational analysis,
translates requirements into model elements such as functions, data flows, etc.

– Traceability links are created between these model elements and originating
textual requirements.

Textual requirements are thus complemented and validated, and not replaced, by
models. The need model becomes the major reference for need understanding and
impact analysis.
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The solution architecture is formalized, traced, justified and partially validated
by an architecture model:

– A functional and non-functional analysis describes the solution expected
behavior. This functional analysis results from confronting functional need,
non-functional constraints and architecture/design drivers,

– Grouping or segregating the functions into components (subsystems, software,
hardware), under well-defined architectural constraints, leads to the definition
and justification, through data flows between respective functions, of the
interfaces between architecture components.

Internally, models carry most of the description of need and solution:

– Anything that can be efficiently expressed in the model is formalized that way.
One could talk about “modeled requirements”. As a consequence, it is unnec-
essary in that case to create or refine textual requirements, as it would be
redundant.

– Internal, textual requirements are added where necessary:

• To express a constraint or an expectation more precisely than the model,
• When it is too difficult to represent and capture an expectation in the model

– The customer requirements (UR) remain traced in the model and towards
engineering artifacts, for justification purposes.

A significant improvement of engineering becomes possible, as traceability links
can now be based on a unifying model. An explicit and verifiable process ensures
the quality of those links and therefore, globally secures the engineering (Fig. 3):

– Justification links between requirements and functions are created when trans-
lating textual requirements into model elements,

– Realization and allocation links between functions and components result in
PBS definition/justification/traceability links,

– IVV tests are based on model elements and not anymore on possibly ambiguous
textual requirements,

– Impact analysis can be performed across system to subsystems models.

Links between requirements and IVV tests are derived from
requirement-to-model and model-to-tests links, which makes them more reliable
and easier to review and check.

Verification of textual requirements is ensured through the model, exploiting the
tests-to-model elements links, and the model-to-requirements links:

– A model element is considered as verified when all linked tests are passed
– A requirement is verified when all linked model elements are verified.

Note that one additional benefit of the model is also the enrichment and rein-
forcement of the definition/technical contracts of subsystems and components.
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5 Building an IVV Strategy

Building IVV strategy mainly deals with defining test and integration increments, in
order to progressively verify the system solution and its adequacy to the need.

In the Arcadia method, a ‘requested version’ (RV) of the system is defined for
each IVV milestone. The content of a RV is not described by a set of textual
requirements, but rather by a set of model artifacts such as capabilities (use cases),
scenarios (sequence diagrams) and functional chains (ordered set of functions and
data flows), expressing the dynamic use of the system, as specified in operational
and system need analysis, and as designed in solution architecture model. A first
benefit comes from defining versions contents, not as abstract requirement sets, but
as customer-friendly capabilities and use cases.

These artifacts are by nature related to other model elements such as functions,
data flows, components, data, interfaces, non-functional properties, etc. They also
are directly used to define test campaigns, test suites and test cases, to which they
are linked by traceability/justification links (Fig. 4).

Test campaigns are constructed from model scenarios and functional chains,
refining and detailing them (limits and nominal testing, non-nominal cases…).

Fig. 3 Model-driven engineering and traceability
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Traceability links are built between test campaigns and Requested Versions (RV) on
one side, and between test cases and scenarios/functional chains on another side.

Based on the analysis of the model, a dedicated tooled viewpoint (Fig. 5) is then
able to automatically:

– Determine the list of components to integrate in order to feed this delivery,
– Summarize the functional content that each component needs to provide,
– Specify the expected testing means functional content. This allows an incre-

mental development and delivery of test means, which significantly de-stresses
their engineering.

Fig. 4 Model-driven IVV strategy building (DV notion described later)

Fig. 5 Tooled process to create versions contents
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6 Day to Day IVV Activities Model-Based Support

In the daily life of the IVV manager, the first benefits of a model-driven IVV come
from a much better mastering of the system architecture, a better understanding of
its behavior and greater fault localization accuracy.

But management of unavoidable ups, downs and hazards occurring during IVV
is also greatly facilitated. For this purpose, the notion of actually ‘Developed
Version’ (DV) has been introduced, so as to capture the real structural and func-
tional contents of each built version, according to the real state of components
delivered at this moment. This allows analyzing what is really available due to
components actual contents, and evaluating how the initial integration strategy has
to be adapted accordingly (Fig. 6).

For example, if a component or subsystem is delivered late, or if its functional
content does not conform to what was planned in the requested version, the use of
the model and associated viewpoint tooling allows to identify the operational
capabilities or features that are consequently not available.

Fig. 6 Decoration of any diagram with delivered versions contents and impact analysis results: in
grey, what was expected and is available at integration time; in cyan, what was expected and not
available; colored paths are functional chains to be run for testing this version—if possible
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Similarly, the tool can identify the tests, or functional chains, which are not to be
run because of missing or incomplete components. The regression tests can also be
optimized based on the functional content that has changed between two versions or
after corrections of defects (Fig. 7).

Finally, optimization of IVV spread among several engineering levels and teams
(e.g. system/subsystems/software/hardware) becomes actually possible, based on
the organization and the links between models of different levels.

On the one hand, it is possible to specify the IVV campaigns expected from
subsystems in the same way and at the same time as the specification laid by model:
expected versioning, desired validation scenarios, allocated functional chains, etc.

On the other hand, when the strategies and test campaigns were defined at each
level of engineering, it is possible to optimize their articulation by detecting
complementary or redundant tests, defining system-level grouping of test coher-
ently with subsystem-level tests, etc.

As a summary, Fig. 8 gives a view of the use of Arcadia model contents for IVV.

7 Future Work

Several subjects are currently ongoing to extend these capacities, and get further
benefits from the model-based IVV management:

• Enhanced cooperation between multiple engineering levels, from versioning to
tests results

• Test means automatic specification and versioning from system model
• Full, multi-level non regression tests definition and optimization
• Full integration with change management process
• Assisted test scenarios definition
• …

Fig. 7 Impact analysis rules (here scenarios and functional chains that cannot be run due to
incomplete components contents)
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8 Conclusion

This paper has introduced an innovative model-based management of Integration
Verification Validation (IVV) processes, based on some major orientations:

• Moving from requirement-driven integration
• towards model-based, scenarios and functional chains-driven IVV
• Anticipating the functional impact of delayed or missing functions/components

at integration time
• Analyzing the impact of component change or lack of maturity, and adjusting

the testing strategy accordingly.

The objective of this paper was to provide a first sight on the major principles of
this model-driven IVV approach. As a result of first operational uses of the
approach, models appear to be a powerful lever to improve IVV practices:

• Build, validate, optimize and master IVV strategy
• Understand and check system behavior and architecture
• Build balanced IVV versions, securing operational contents
• Describe and plan tests, securing the ability to run them
• Specify test means, securing their adequacy to each IVV version
• Manage impact of Change Requests (CR)
• Manage unexpected events (late component delivery, CR pending, etc.)
• Use shareable, formalized models for that purpose,
• Ensure automatic impact analysis and check capabilities.

Fig. 8 Summary of model uses for IVV (arrows show which part of the model contributes to each
IVV task)
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How to Make Sure the System Level
Conformity Assessment: Case of Japanese
Consortia in Automotive Communication
Protocol

Akio Tokuda

Abstract Standards developing organizations (SDOs) have recently emphasized
the importance of the system level conformity assessment (SLCA) which is free
from the interoperability problems of complex product systems. The objective of
this paper is to show how to establish the dependable SLCA and what kind of
co-operation among the actors is needed to the establishment of the SLCA. For this
purpose, I am dealing with, as the case study, the standard setting process of the
conformance test specifications of the automotive network system in Japanese
industrial consortium. The case reveals that if a society demands a highly
dependable SLCA, vertical co-operation among actors should be designed for
drafting the conformance test specifications while horizontal co-operation should be
oriented for restricting the universality of the specifications among actors.

Keywords System level conformity assessment � Standard � Interoperability
problem � Conformance test � Consortium

1 Introduction

SDOs have recently emphasized the importance of the system level conformity
assessment (SLCA) which is free from the system level interoperability problems of
complex product systems. As the multiplicity of technologies and their convergence
demand a top-down approach to standardization, SDO, such as IEC, has tried to
make an improvement of its standardized conformity assessment system from
product-oriented to system-oriented one by means of increasing co-operation with
many other SDOs (e.g. ISO, ITU) and industrial consortia [1]. However, they have
not gained the clear picture on how to cope with the system level interoperability
problems.
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The objective of this paper is to show how to establish the dependable SLCA,
which is free from the system level interoperability problems, and what kind of
co-operation is needed to the SLCA. For this purpose, I am dealing with, as the case
study, the standard setting process of the conformance test specifications of the
automotive network system at Japanese industrial consortium.

This paper proceeds as follows. The history of standardization of automotive
network protocols will be briefly traced and then overview the standardization
process of FlexRay, one of the de facto standards of the next generation network
protocol in Sect. 2. In Sect. 3, a comparative analysis of the drafting process of
FlexRay’s conformance test specifications between European and Japanese con-
sortiums will be made. In Sect. 4, the standardization process of Japanese con-
sortium is described more in detail by focusing on the co-operation mechanisms
inside it. Finally, I will draw some conclusions from the case study.

2 Standardization of Protocols

2.1 The Distributed Cooperative Control

With the aim of creating new applications such as environment-friendliness and
advanced safety, car manufactures are confronted by the need to integrate an
increasing number of Electronic Control Units (ECUs) into a single network. For
instance, development of the environment-friendly automobile, integration of the
engine control unit with the braking control unit and the motor control unit are
essential. We are moving to the phase of distributed cooperative control of multiple
ECUs to realize such new applications [2, 3].

In order to realize the distributed cooperative control of ECUs, it has been
important for car manufactures to standardize network protocols. Today, there are a
number of sets of protocols, which serve as international de facto standards in the
automotive sector. Figure 1 shows the recent development of standardized protocols
by the domains.

In each domain, electronic devices (e.g. sensors, ECUs, and actuators) are
connected by standardized protocol. After much conflict between local protocols,
several consortiums worked to set standardized domains: a body control domain by
Local Interconnect Network (LIN) Consortium, a multimedia control domain by
Media Oriented Systems Transport (MOST) Cooperation, a safety control domain
by Safe-by-Wire Plus Consortium and a powertrain and a chassis control domain by
FlexRay Consortium.

Amazingly, every standardized protocol except Safe-by-Wire was developed via
European-origin consortiums. Also these domains are mainly networked via core
protocol Controller Area Network (CAN), which was developed by the German
system supplier Bosch allied with Daimler. The CAN was the first protocol to gain
the de facto standard status in the automotive industry [4].
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2.2 Standardization of FlexRay

As a successor protocol to CAN, FlexRay has attracted attention in the automotive
sector. In recent years, the volume of data carried by networks has grown hugely, so
a protocol with higher communication speed than CAN has become necessary.

In the development and standardization of FlexRay, a standard consortium of
European origin, fulfills the leadership role. In 2000, a group of four companies:
BMW, Daimler-Chrysler (now Daimler), the semiconductor vendor Motorola (now
Freescale) and Phillips (now NXP) formed the FlexRay Consortium (hereafter
FRC). Subsequently, Bosch, GM, and Volkswagen joined FRC, and were followed
by the Japanese companies Toyota, Nissan, Honda, and Denso [3].

The aim of FRC was to establish a de facto standard by jointly developing a
protocol and corresponding systems. While promoting FlexRay with the Society of
Automotive Engineers (SAE) and marketing it to US car manufactures, FRC built
up a collaborative framework with a corresponding standard setting consortiums
such as the Japanese embedded system standardization consortium Japan
Automotive Software Platform and Architecture (JasPar), for promoting the diffu-
sion of FlexRay. JasPar is a consortium of Japanese origin established in 2004. Its
main objective is to change the product architecture of automotive embedded
systems from a vertically integrated architecture to an open disintegrated one by
means of modularization of systems with standardized interfaces via collaboration

Fig. 1 Standardized protocol by domains (Source Renesas Electronics Co., Ltd.)
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with European corresponding consortiums including FRC. While validating the
standardized specifications drafted by FRC, JasPar carried out practical experiments
to set concrete parameters and propose them to FRC.

3 Conformance Test Specifications of FlexRay

JasPar established the FlexRay Conformance Working Group (hereafter WG) with
the objective of standardizing conformance test specifications (hereafter CTSpec) of
its network protocol. Why did JasPar need to conduct similar activities despite the
fact that FRC was already doing the same standardization work on the CTSpec? In
this section, I will focus on the activities of the Conformance WG of JasPar while
making a comparative analysis with those of FRC.

3.1 The Experience of CAN

A conformance test basically means looking to see whether the product has been
turned out in accordance with the standardized specifications. The CTSpec of
FlexRay is a guideline available to any of FRC’s semiconductor vendors when they
want to assess whether their microcomputers (hardware) and device drivers (soft-
ware) conform to the standardized protocol specifications.

Figure 2 shows the flow of the conformance procedure. Based on the CTSpec set
by FRC, Conformity Assessment Body (CAB), which is certified by the
Accreditation Body (AB: e.g. FRC), assesses devices of semiconductor vendors for
certification. Then, system suppliers procure the certified devices from the semi-
conductor vendors. Finally these certified devices are embedded into ECUs and
delivered to car manufactures.

The CTSpec is no more than a test for assessing whether the vendor’s devices
conform to the specifications on a “stand-alone basis”. For Japanese car manu-
factures, however, it gives the priority to create more system-oriented test specifi-
cations which ensure the “system-level interoperability”1 of these devices.
When CAN was introduced to the Japanese market, interoperability problems

1In the first instance, two complementary technical components Y and Z are compatible, it is said
those components are compatible complements or “vertically compatible”. In the second instance
not only component Y but also another functionally equivalent component X is compatible with
component Z, we can say that with respect to interoperability with component Z, both components
are compatible substitute or “horizontally compatible” [5]. In this paper, if the vertically incom-
patibility happens, it means the situation that there is “component-level interoperability problem
(between Y and Z)” while if horizontally incompatibility happens, it means the situation that there
is “system-level interoperability problem (between X, Y and Z)”. Later type of relationship
between components represents more general form of compatibility than that of former.

98 A. Tokuda



frequently occurred even though CAN was supposed to be used as the standardized
protocol. Car manufactures were able to connect different ECUs procured from the
same supplier, but ECUs from different suppliers weren’t interoperable (see Fig. 2
dotted oval).

The reason behind the interoperability problems was, in part, the “abstract”
nature of the description of the protocol specifications. This “abstract” nature meant
exact parameter values and ranges were not clearly fixed in the specifications, so
that the semiconductor vendors had been, to a certain extent, able to interpret them
freely. This resulted in discrepancies of devices among vendors despite the fact that
they conformed to the standardized specifications.

The second reason the interoperability problem arose was the “imperfect” test
coverage of CTSpec against protocol specifications. The semiconductor vendors
had utilized CTSpec to interpolate the “abstract” nature of the protocol specifica-
tions. However, the CTSpec of CAN does not cover all the tests against its protocol
specifications. The validity is determined on the basis of some sampling repre-
sentative values. If a certain number of sampling values are acceptable, it assumes
all values to be acceptable. Thus the vendors had no choice but to add their own test
specifications in order to make sure all the values are right. As we will see in the
next section, similar concerns regarding system-level interoperability have been
raised in the case of FlexRay.

3.2 The Feature of CTSpec of FlexRay

The setting process of the CTSpec at FRC marks a sharp contrast with that of
JasPar. Despite FRC starting the Conformance WG, the actual development has not
been made at the WG, but outsourced to one of the members of FRC, C&S. The
only work to be done at the WG was to review the draft developed by C&S, and
then nominate conformity assessment bodies who conduct conformance test
according to that draft.

The reason why C&S was selected at FRC was largely due to the influence of the
head of the WG at that time over the selection process. Other firms such as
TTAutomotive and TÜV NORD, which represented a developer and company

Fig. 2 Procedure of conformance test
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other than C&S, had almost been selected by a vote at the WG. However, the
decision was reversed and C&S was selected for the post.

After the selection, on the one hand, C&S drafted a CTSpec with which a wide
range of use cases could be tested (thus the universality if the specification supposes
to be high). Because it would give FRC an advantage to win the protocol stan-
dardization competition against other protocols such as TTP/C by positively
incorporating the use cases of many car manufactures into the protocol specifica-
tions. On the other hand, the development and experiment of test cases against a
wide range of use cases would incur a large expense. Therefore, C&S made the
decision to develop an economy-oriented CTSpec by means of loosening the test
coverage. With European conformance test specifications, validity is determined on
the basis of a sampling of values. The approach is to test a certain number of a
sampling of values and if they are acceptable to assume all values to be acceptable.
However, this approach means that no one knows whether all the values are correct.

The method of drafting the CTSpec at FRC reminded Japanese car manufactures
of the system-level interoperability problems, which happened during the intro-
duction stage of CAN that caused them to decide to develop the improved version
of a FlexRay CTSpec by themselves.

3.3 The CTSpec Setting Process at JasPar

In order to develop a more dependable CTSpec, the horizontal and the vertical
co-operation between working groups have been enhanced at JasPar. Firstly, the
horizontal co-operation among car manufacturers attempts to narrow down their use
cases at the cost of universality of the CTSpec. Then, vertical co-operation
enhances the use cases to identify vertical interoperability problems between
complementary components. Finally horizontal co-operation is made via collabo-
rative experiment and assessment among semiconductor vendors for securing
horizontal compatibility of each alternative device. Based on this co-operation, test
items with 100 % coverage against narrow use cases were created at JasPar.

To give a specific instance, paying attention to 97 pieces of Service Description
Language (SDL) charts in which all of behaviors of microcontrollers are described,
JasPar tested path checks against all the charts and then drafted specifications that
give 100 % path coverage. JasPar has likewise added test items to their CTSpec,
which are not covered by those of FRC. After verifying the FRC’s physical layer
specifications relevant to the bus driver, JasPar identified FRC covered only 140
test items against the FRC’s physical layer specifications. As a result, they added 66
test items to it, so that the test coverage reached 100 % (Table 1).

Figure 3 describes the conceptualized characteristics of the CTSpec of each
consortium. FRC standardized their CTSpec, which covers the full range of use
cases, while it does not cover the full range of test items against its standardized
specifications. By contrast with FRC, JasPar narrowed down the use cases keeping
its test coverage at 100 %.
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We could paraphrase this relationship as saying that FRC tried to standardize a
relatively “wide and loose” CTSpec while JasPar tried to develop a “narrow and
tight” one. Both types of CTSpec have their pros and cons, but my research is to
clarify what brought them to this difference in drafting their CTSpec, by focusing
on the co-operation mechanism of JasPar in the following section.

4 The Co-operation Mechanism at JasPar

When it comes to the setting of a standardized interface, which is useful for ensuring
the system-level interoperability, there may be a limit to what individual suppliers
can achieve alone. In order to make sure of system-level interoperability, vertical and
horizontal co-operation is called for among the concerned car manufacturers and
suppliers. How has such co-operation been conducted at JasPar? I will briefly
introduce the co-operation mechanism of the Automotive LAN WG at JasPar.

Figure 4 shows the organization chart of JasPar in 2008. Since its foundation,
JasPar has devoted energies mainly to the activity of the Automotive LAN WG.
The ultimate mission of the WG, together with its subsidiary WGs and task forces,
is to draft the “narrow and tight” CTSpec of FlexRay.

Table 1 The number of test items of each consortium

FRC’s physical layer
specifications

FRC’s CTSpec
against its PLSpec

JasPar’s addition for
FRC’s CTSpec

The number of
test items

206 140 66

Source JasPar

Fig. 3 Relationship of
CTSpec
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The Automotive LAN WG itself has been operated by car manufactures. One of
the most important tasks of the WG was, via horizontal co-operation among car
manufactures, to narrow down the use cases in order to reduce the workload of the
relevant subsidiary WGs while making the setting of standardized default values of
parameters quite easy. In addition, the two following types of co-operation were
carried out under the WG.

4.1 The Vertical Co-operation for Component-Level
Interoperability

With recent high-speed networks, wiring has to be designed with a deep under-
standing of physical conditions on the circuit side, due to interference interde-
pendence across components which cause component-level interoperability
problems (e.g. physical, electrical and electro-magnetic noise interfere sampling at

Fig. 4 Organization chart in 2008 (Source JasPar)

102 A. Tokuda



bus drivers). The Circuit WG at JasPar carried out a series of experiments to gather
information regarding the cause of the interoperability problems and used them as
the basis for developing the recommended circuit. The Wiring WG works alongside
this activity, identifying the characteristics required in the bus driver from the
wiring simulation data and presenting this data to the Circuit WG. It is after this
continuous circulation of information that the Circuit WG finally completes the
recommended circuit (Fig. 5). The Wiring WG uses the circuit as the basis to carry
out the final wiring simulation. In this way, the collaboration between the circuit
side and the wiring side is maintained.

To put it another way, JasPar shares information via vertical collaboration
between WGs, then tries to find latent component-level interoperability problems
across the WGs, and finally finds solutions to them for setting an interface, which is
free from any intervention between complementary components.

4.2 The Horizontal Co-operation for System-Level
Interoperability

Through vertical collaboration with the Wiring WG, the Circuit WG carries out
experiments repeatedly in connection with different ECUs in order to make sure of
their horizontal compatibility (Fig. 6).

Fig. 5 Co-operation between the WGs
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With this experiment, the Circuit WG can identify system-level interoperability
problems between standardized bus drivers and alternative semiconductors’ ICs,
which could be the cause of the horizontal incompatibility between them. Then
information relevant to system-level interoperability problems accumulated at the
WG will be utilized at the Conformance WG for drafting the tight CTSpec.

It is appropriate to draw conclusions that such vertical and horizontal
co-operation among WGs may be unique to JasPar and allowed them to produce the
essential input into the Conformance WG for drafting the “narrow and tight”
CTSpec. It is one of the contributions by Japanese consortium to Europe-centered
standardization activity.

5 Conclusion

After making the comparative analysis, we could find that the horizontal
co-operation among the car manufacturers at FRC made the protocol specifications
all-inclusive. As a result, it is impossible to set and experiment all parameters
conclusively, so that the characteristics of the standardized interface cannot help
being “abstract”. From the viewpoint of the diffusion of the standard in the market,
the universality of it is so high that it was able to exercise a competitive advantage
during the standardization battle against its rival protocols [5, 6]. In contrast, the
characteristics of its CTSpec results in “imperfect” from the viewpoint of the
dependability of product systems. Because the development of a “wide and tight”
CTSpec will incur large expenses, FRC decided to draft a “wide and loose”
CTSpec, which left a factor of uncertainty in the system-level interoperability. In
other words, premium quality with regard to the system-level interoperability is left
to automotive manufactures (or final system integrators). After all, the system

Fig. 6 The horizontal interoperability test

104 A. Tokuda



integration capability of the firms still ought to be counted even in the world of
modularization with standardized interfaces.

On the other hand, JasPar attempted to narrow down use cases through hori-
zontal co-operation among car manufacturers. Also, vertical co-operation has been
enhanced to identify both logical and physical vertical incompatibility between
complementary components. Lastly, horizontal co-operation has been made among
semiconductor vendors for securing system-level interoperability. Based on these
co-operations, a “wide and tight” CTSpec, which is expected to be useful for
securing system-level interoperability of the product system, is created at JasPar. To
see it from another angle, the quality premium of system-level interoperability is
embedded into the standardized interface ex ante.

Under a clear strategy not to make the same mistake as CAN did, JasPar tried to
develop the CTSpec free from system level interoperability problems via both
vertical and horizontal co-operations inside the consortium. We can enjoy a variety
of benefits that come from the world of modularization with standardized interfaces
only if we can successfully set the standards dependably through adequate ex ante
co-operation among firms.

I hope any SDOs which emphasize the importance of the system level confor-
mity assessment of complex product systems (e.g. Cyber Physical System) would
learn some lessons from the case study, and I suppose one of the important roles of
official SDOs is, as socio-technological entities, to keep a balance between the
dependability and the universality of the standardized interface of the systems by
designing the necessary forms of co-operations among the actors, those are sug-
gested in this paper.
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Analysis of Implementation of Care
Coordination in a Multi-level Care
Provider Organization: A Need
for Systems Approaches

Guillaume Lamé, Tu-Anh Duong, Marija Jankovic,
Julie Stal-Le Cardinal and Oualid Jouini

Abstract Better care coordination is a crucial objective to answer to the rising
complexity of healthcare and the associated increase in costs. Process-based
organizations is a widely recommended method for achieving this goal. In this
article an initiative of implementing a care process in a French public hospital group
is analyzed. The procedure to design the care process is documented and the official
care process is compared to the current situation in a hospital. This analysis shows
how important local parameters are in such projects. The shortcomings of the
approach are identified and propositions to overcome these issues are made.

1 Introduction

Health care systems around the world are under pressure. As life expectancy is
increasing and chronic diseases are getting more frequent, demand is rising but
national expenditure is not rising as fast [1]. Therefore there is a clear need for
productivity increase. In France, hospitals have been identified as one of the sources
of increase of global efficiency [2].

However, in the same time, care complexity is continuously increasing [3], and
hospitals have long-since been identified as complex organizations [4]. In this
ever-increasing complexity, sources of productivity need to be identified and effi-
ciency losses need to be addressed.

To deal with this situation, organ-based silo organizations are no longer adequate
and better care coordination should be attained [5]. Systems engineering approaches
have been identified as a way forward [6], and as a part of this process-based
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organizations have been promoted to achieve better coordination. Consequently,
hospitals have started to shift towards more process-oriented organizations by
designing care processes. However, social scientists have shown that theoretical
organizations and real-life events are not the same thing [7]. More particularly
Nyssen [8] shows that real-time care coordination can be an “emergence-through-
use” phenomenon. The intent of the designer of the management procedures and the
behavior of the real system can be two very different things.

In this context, the objective is to achieve coordination by design in order to
have more robust and predictable coordination mechanisms. How can this be
achieved? To answer this question, an initiative from a French care provider is
studied in this article. It is a top-down project aiming at the implementation of an
integrated care process for cancer care. The coordination mechanism “as designed”
is compared to the situation “as happening”. Dates of main events are gathered from
medical records to build a picture of the real current situation. This situation is
confronted with the desired model.

Conclusions are drawn for the design of coordination-enabling systems and
processes and the management of large complex organizational systems.
Centralized and non-differentiated initiatives have poor chances of success. In this
case, taking into account the diversity of cancer types and organizations is crucial.

2 Context and Literature Review: Care Coordination

2.1 Care Coordination

Care coordination has been defined as “the deliberate organization of patient care
activities between two or more participants (including the patient) involved in a
patient’s care to facilitate the appropriate delivery of health care services.” [9] It
includes resource management and is often achieved through information
exchanges. To achieve this, process-oriented care organizations have been proposed
as a solution [10]. Different approaches exist to implement process-based care
organizations, which can be classified in two broad categories [11]: an “industrial”
approach based on methods such as lean management, total quality management
and business process reengineering [12]; and the “integrated care” stream, coming
from the medical world, with a strong emphasis on evidence-based medicine [11,
13]. The organization studied here applied the “integrated care” approach, although
evidence is limited on the efficiency of such a method (Vanhaecht shows that
integrated care pathways improve some aspects of care coordination [13], but other
researchers exhibit mixed results for clinical pathways initiatives [14, 15]).
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2.2 French Context for Cancer Care Coordination

In France, cancer care coordination is organized as a multi-level system. Table 1
shows the different levels of care coordination at the national and regional levels
and for the case of the care provider and the hospital at study.

This provider is a public grouping of university hospitals, hospitals and clinics. It
has elaborated a cancer strategy to comply with national and regional directives and
to maintain its leadership on cancer care and research. This strategy is informed by
a cancer working group at the head of the organization. Expert centers are certified
in the member-hospitals of the provider. This certification is an acknowledgement
of their excellence for care and research.

As part of its cancer strategy, the provider has launched an initiative to improve
its organization for providing cancer care. This initiative is related to the “integrated
care pathways” concept. A care process has been designed for implementation in all
member hospitals, and indicators have been defined to manage this process.

In this study the objective is to analyze this project and contrast it with systems
engineering perspectives. Indeed, previous studies have shown limited adherence to
clinical pathways [16] and mixed results when comparing theoretical processes with
real-life events [7, 8], which raises questions on the approach used.

Usually, systems engineering starts with the analysis of context, environment,
shareholders and objectives. Then specifications are established for the system.
Finally processes are designed [17]. This phase is top-down, from the system
towards its elements. The design of the care process is documented and situation at
the operational level, i.e. the “down” part of this top-down initiative, is analyzed to
draw conclusions on the approach used.

Table 1 Levels of cancer care coordination in France

Level Actions and responsibilities Figures

France Plan Cancer 2014–19: strategy and objectives
National Cancer Institute (INCa): recommendations
and certification

3 million patients
355.000 new
cases/year
148.000
deaths/year

Regional health
agency

Transcription of national directives into regional
policy
Audit

Provider Cancer working group
37 Expert Centers

30 % of region’s
cases
83.500
patients/year

Hospital 3 Expert Centers
1 Cancer Coordination Center
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3 Methods

First, a qualitative study is conducted to understand how the process for cancer care
was designed. This analysis is performed by document analysis and a 45 min
semi-directed interview with the head of the oncology department at the studied
hospital, who was also a member of the process design project team.

Then data is analyzed for some patients in the hospital. Two cancer types are
targeted: prostate cancer and pancreas cancer. This choice is made based on
data-availability and number of patients treated at the hospital. For these two types
of cancer, patient records are analyzed based on the following criteria:

– All patients treated for the first time between January and June 2014 and coded
in a Diagnosis-Related Group of prostate cancer or pancreas cancer

– Both inpatient and outpatient treatment were considered
– Patients who have been treated for cancer in the 3 previous years are excluded

Data comes from three sources: the medical records management system, the
appointment scheduling system, and the Diagnosis-Related-Group payment man-
agement system. Following information is gathered:

– Age, ID, cancer code
– Date and department of the first appointment, date of announcement consult
– Cancer characteristics: metastatic or not, diagnosis (with biopsy results) avail-

able at first consult or not, additional exams needed or not, first Gleason score
measured for prostate cancer (Gleason score measures the aggressiveness of a
tumor. The higher the Gleason score, the worse the prognosis.)

– Date of the first multidisciplinary meeting where the case was discussed
– Date of the biopsy and date of the biopsy report, dates and types of treatments
– Date of apparition of metastasis if relevant, date of decease if relevant
– Number of consults, number of hospital stays, departments involved in the care

As this was the first study of this type, information is extracted manually.

4 Materials and Results

4.1 Qualitative Study: Process Design and Implementation

The analysis of the documents produced by the process design team and the
interview with the oncology professor provide a good understanding of the care
process that was designed and the way it was designed. The cancer care process
itself is pictured in Fig. 1. It is structured in four phases: entrance in the system,
diagnosis, treatment and “after-care”. It specifies a set of guiding principles:

– Cancer announcement should be done in two steps: one for diagnosis
announcement, and one for treatment announcement
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– These two announcement steps should be two different consults
– Between these two consults, treatment should be discussed in a multidisci-

plinary meeting, with at least three different medical specialties (e.g. urologist,
oncologist and radiotherapist)

Six delay indicators are defined on this process. They are described in Table 2.
This process is at a very high level. Figure 2 shows how it was designed.
First, all expert centers were asked to draw a model of the care process for their

specialty (e.g. urology cancers or blood cancers). No common formalism was
provided, so various level of details were obtained. All the processes modelled by

Fig. 1 Cancer care process

Table 2 KPIs for the cancer care process

# From To

D1 Scheduling of first appointment First appointment

D2 First appointment Multidisciplinary meeting (MDM)

D3 First appointment First treatment

D4 Date of biopsy Biopsy report

D5 Date of biopsy Molecular biology report

D6 First treatment Second treatment

Fig. 2 Process design project
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the expert centers were synthesized at the top-level of the provider in a mixed
descriptive-prescriptive way which created the final care process of Fig. 1. KPIs
were also defined at this stage. Then this process and its indicators were transmitted
down to hospitals. A first KPI measurement was performed, where not all hospitals
were able to measure all KPIs. The results were transmitted to the top level. Current
thinking in the project group is on whether six KPIs is not too much and which
KPIs could be deleted from the list.

Concerning the implementation of this process, in our hospital no resources have
been allocated to this project. KPIs are not routinely computed. This will allow us to
study the “real system” before implementation of this new procedure.

4.2 Quantitative Study: Current Situation in the Hospital

Two cancer types are studied: prostate and pancreas. For prostate cancer, 120
candidates are identified for inclusion. However, after the medical records have
been analyzed, only 70 are included. For pancreas cancer, from 39 candidates 21
patients are included. Details are provided in Table 3.

These two populations are very different. They don’t use the same resources: on
average, pancreas cancer patients transit through 3.3 departments, which is more
than twice the number of departments for prostate cancer patients.

The types of treatment are also very different: mostly surgery for prostate cancer
patients, chemotherapy and palliative care for pancreas cancer patients. Survival
rates are completely different.

Table 3 Type of treatment received for prostate cancer care

Prostate Pancreas

Inclusion % of cand. # % of cand. #
Candidates for inclusion 100 120 100 39

Patients included 58 70 54 21

Wrong coding 23 27 28 11

Cancer in the previous 3 years 26 31 38 15

Type of treatment received % of incl. # % of incl. #
Surgery 91 64 10 2

Chemotherapy 3 2 52 11

Radiotherapy 4 3 0

Hormonotherapy 10 7 0

2 treatments 9 6 10 2

Palliative care 1 1 43 9

Average number of services # #
1.5 3.3
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Finally, ways of entrance in the hospital also differ: most prostate cancer patients
are detected through a prevention scheme, whereas there is no such protocol for
pancreas cancer and most patients come for abdominal pains or other symptoms
that need to be related to pancreas cancer.

As the number of included patients is low for pancreas cancer, only prostate
cancer will be analyzed further. Two interesting comparisons can be made: with the
provider-level process, and with national data. Table 4 shows delays computed for
prostate cancer patients in the hospital (hosp.) and corresponding delays from a
national investigation undertaken by the national cancer institute, INCa [18]. This
investigation included both general hospitals and university hospitals, from the
public and private sector, in 17 French regions (which cover almost 50 % of the
French population).

For mean and median computation, only positive values are included. They
show that time from biopsy report to MDM is shorter in this hospital than
nationwide. However, delays from MDM to surgery are longer in this hospital.

But the main comment that can be made on these results is on the ratio of
negative results (the proportion of negative delays for all included patients). For the
delay from MDM to surgery, this ratio is of 55 % in this hospital, and 25 %
nationwide. It means that most patient get their surgery, and their case is discussed
in the MDM only after that, when treatment has already been performed. This goes
against the recommendations of the provider-level process. It also appears that
surgery rates are much higher in this hospital (91 % of patients) than nationwide
(49 % of cases in the INCa study).

Some additional treatment can be performed. For patients who had surgery, if no
biopsy is performed at the hospital (which means that they already had biopsy
results when they arrived), the delay between the first appointment and the treat-
ment is significantly shorter (Student’s t-test, unilateral, p < 0.001, 38 observations
with biopsy at the hospital, 32 without). Also the relation between Gleason score

Table 4 Delays for prostate cancer care (MDM: multidisciplinary meeting)

For all patients If surgery is performed

Biopsy report to
MDM (days)

MDM to
surgery (days)

Biopsy report to
surgery (days)

Number Hosp. 70 63 63

INCa 3050 1353 1350

Data availability
(%)

Hosp. 96 44 45

INCa 73 66 66

Mean (SD) Hosp. 10 (49) 109 (92) 122 (102)

INCa 37 (34) 45 (30) 81 (37)

Median
(interquartile)

Hosp. 7 (5–9) 77 (38–143) 89 (50–155)

INCa 29 (14–53) 39 (23–61) 77 (56–103)

Ratio of negative
results (%)

Hosp. 0 55 55

INCa 3 25 9
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and time to treatment can be analyzed. It shows that for Gleason scores 8, 9 and 10
(the most aggressive tumors), the delay between first appointment and treatment is
significantly shorter than for Gleason scores 7 (Students t-test, unilateral, p < 0.01,
51 observations with Gleason 7, 12 with Gleason above 7). Therefore, if the
diagnosis is clear from the beginning, time to treatment is faster, and the more
serious the tumor the shorter the time to treatment. This is what would be expected.

5 Discussion

5.1 Global Project and Local Specificities

Although patient record analysis is a long process (about a full week of work for
one person to analyze the 159 records), a lot of data can be extracted. However, it is
not clear how to make sense of this data.

A first point is surgery rates for prostate cancer. It is much higher in this hospital
than nationwide. Nevertheless, the national study includes patients who were in the
first steps of cancer and were put under surveillance. These “early” patients don’t
get hospitalized.

A second point is the rate of negative delays between MDM and treatment. One
reaction could be to blame the hospital studied here: it is not following recom-
mendations. However, this hospital has a well-known expertise for prostate surgery.
It has some very specific equipment that make it a reference center for this type of
intervention. Probably people come to this hospital for this reason: they choose
surgery as a treatment with their private practitioner, and then go to this famous
reference center. The surgeon only follows the patient’s decision, for a surgery that
has become almost a routine operation. These cases may also have been discussed
in a MDM in another organization, after which the patient chose to be treated in this
reference center.

Delays are another element to look at. Time to surgery can be longer or shorter
(here it is difficult to say due to the high rate of negative delays), but it will depend
on the population addressed by the hospital. The performed analysis shows that the
more aggressive the tumor, the shorter the time to treatment. Delays depend on the
severity of the patient’s condition, which is understandable. Hospitals should
therefore not be compared on this indicator. But even for one hospital, is this
indicator supposed to rise or decrease? Actually, setting an objective could lead to
counter-productive measures where the time from MDM to surgery is reduced on
average but increased for more urgent patients.

All these elements (negative delays from MDM to surgery and high surgery rates
due to hospital specialization and reputation, delays whose interpretation is
uncertain) point to the specificity of each situation. Local contexts need to be taken
into account to create relevant processes and indicators. Characteristics of this local
context that need to be paid attention to include:
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– Hospital specialization in one technique or another
– Hospital or physician reputation
– Population addressed
– Type of organization

Here, indicators could be associated to objectives, but these objectives would not
reflect the complexity of the situation.

The comparison of prostate cancer and pancreas cancer is also instructive. It
shows that treatments are very different for these two types of cancer, in the same
organization: surgery is the main treatment for prostate cancer in the studied hos-
pital, chemotherapy or palliative care for pancreas cancer.

The analysis performed and a discussion with practitioners showed that the
uncertainty of the diagnosis is very different in these two cases. Pancreas cancer can
go unnoticed for a while, and patients often come to the hospital with an advanced
cancer. On the other hand, prostate cancer evolves more slowly, it has a nationwide
detection scheme, and prostate surgery seems to have become a more routine
operation in this hospital due to the large number of cases treated.

Therefore disease complexity should also be considered when establishing
processes or indicators. Procedures can be more or less complex: standard, routine
or non-routine [19]. Van der Geer et al. [20] have shown that when they are given
the opportunity to develop their own performance indicators, medical teams obtain
different results depending on the uncertainty of the tasks and diseases. Therefore
defining common indicators for these two types of cancer appears very challenging
as the activities measured should not be the same: problem-solving for
pancreas-cancer, treatment and outcomes for prostate cancer.

Vertical (across hierarchies), horizontal (across domain specialties) and longi-
tudinal (along time) integration are needed [8] and should always take into con-
sideration the complexity of local operations. Complexity can be described in three
dimensions: diversity, multiplicity and interconnectedness [21]. In this case mul-
tiplicity has been considered but the importance of the diversity of patients, disease
characteristics and organizations has been underestimated. Besides, interconnect-
edness between organizations characteristics and patient profiles has also been
forgotten.

These considerations are at the heart of complex systems engineering. One of the
conclusions is that systems engineering could help as it starts with the analysis of
goals and context, then specifies the system before actually designing it. Here
context analysis and goals of different shareholder have not been given enough
attention which is why results are not as useful as hoped. When gathering infor-
mation on current practices, specifications on process models were not given to
expert centers, which is one of the reasons why the final unified process model was
hard to design.

Figure 3 shows a proposition of integration scheme for cancer care in the pro-
vider studied here. It differs from the current architecture:
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– Cancer types are differentiated at the top level, as they constitute different
diseases with different care strategies and challenges. Horizontal integration
must be achieved types if a generic metric for cancer care is desired.

– Comparisons between lower-level elements are possible at each level, but the
metrics are not necessarily the same at each level.

This is related to the difference between tall organizational complexity and
symmetric organizational complexity defined by Burton et al. [22]. Tall organiza-
tional complexities are fit for functional configurations in varied but predictable
environments. Symmetric complexity is needed for turbulent (varied and hardly
predictable) environments with matrix organizations: here, medical departments
and care process across these departments.

5.2 Strengths and Limitations

In this study, medical records for a 6-months period are analyzed. This analysis
provides insights on how operations are currently performed, and how they are
thought of at the top-level: the “bottom-up view” of a “top-down” initiative.

However, the low number of patients for pancreas cancer did not allow much
analysis on this population. Almost half of the candidate pancreas cancer patients
could not be included. This relates to the more global issue of data access. This
problem has already been identified in France [18] and other countries [23]. Data is

Fig. 3 Vertical and horizontal integration for cancer care in France: proposed framework
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hard to access as it is available in the form of free-text in medical records rather than
in a database. It is also scattered between different information systems, and the
reliability of data in these systems is not optimal as wrong coding is common.

5.3 Future Developments

This study underlines the shortcomings of centralized, top-down approaches to the
management and coordination of a complex system such as a group of hospitals. In
this multi-level complex system, local situations are different and require differ-
entiated approaches. Complex organizational systems theory and network analysis
can be of great help.

The analysis of patient journeys for prostate cancer care and pancreas cancer
care has shown that inside each cancer type different trajectories coexist. However,
these trajectories are not readily available: patient data needs to be analyzed so that
relevant patient groups can be identified. Data analysis methods such as
Classification And Regression Tree analysis have already been used for operations
research in healthcare [24]. They could be used to cluster patients for care coor-
dination. For each of these groups of patients, an assessment of the coordination
needs of the patients and the organization needs to be performed, so that appropriate
resources can be allocated and other actions can be taken (reshape multidisciplinary
teams, work on information systems…).

Finally, for such large systems as this health provider, “handmade” process
mining is not enough and automated methods must be developed. However, hos-
pital information systems are particularly divided and make this quite difficult.
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Computational Intelligence Based
Complex Adaptive System-of-System
Architecture Evolution Strategy

Siddhartha Agarwal, Cihan H. Dagli and Louis E. Pape II

Abstract There is a constant challenge to incorporate new systems and upgrade
existing systems under threats, constrained budget and uncertainty into systems of
systems (SoS). It is necessary for program managers to be able to assess the impacts
of future technology and stakeholder changes. This research helps analyze
sequential decisions in an evolving SoS architecture through three key features: SoS
architecture generation, assessment and implementation through negotiation.
Architectures are generated using evolutionary algorithms and assessed using type
II fuzzy nets. The approach accommodates diverse stakeholder views, converting
them to key performance parameters (KPPs) for architecture assessment. It is not
possible to implement an acknowledged SoS architecture without persuading the
systems to participate. A negotiation model is proposed to help the SoS manger
adapt his strategy based on system owners’ behavior. Viewpoints of multiple
stakeholders are aggregated to assess the overall mission effectiveness of an
architecture against the overarching objectives. A search and rescue (SAR) example
illustrates application of the method. Future research might include group decision
making for evaluating architectures.
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1 Introduction

In the real world, systems are complex, non-deterministic, evolving, and have
human centric behaviors. The connections between complex systems are
non-linear, globally distributed, and evolve both in space and in time. Because of
non-linear properties, system connections create an emergent behavior. It is
imperative to develop an approach to deal with such complex large-scale systems.
Complex entities include both socioeconomic and physical systems, which undergo
dynamic, rapid changes. Some examples of complex systems include transportation
systems [1], health systems [2], internet of things [3], defense frameworks [4], and
manufacturing infrastructures [5], among others.

Another recently emerged concept is Cyber Physical Systems (CPS) [6]. A CPS
is a SoS which integrates physical system with cyber capability to improve the
performance [7]. Cyber capability includes models of the process that can be used
to make decisions over the system.

Classical system architecting deals with static systems, but the process of System
of Systems (SoS) architecting should be started at a meta-level. The
meta-architecture sets the tone of the architectural focus [8] and drives the process
of architecting further. A meta-architecture provides multiple alternatives for the
final architecture. SoS architecting integrates multiple systems’ architectures to
produce an overall, large scale system meta-architecture for a specifically desig-
nated mission [9].

Architecture simulation and modeling techniques for Acknowledged SoS are
still in their early stages. Recent works in this area include: DANSE, standing for
Designing for Adaptation and Evolution in System of Systems [10]. That project
addresses the challenging technical, management, and political problems within
organizations. The DYMASOS (Dynamic Management of Physically Coupled
Systems of Systems) Project explores methods for the distributed management of
large, physically connected systems along with distributed autonomous manage-
ment and global coordination [11]. COMPASS is the Comprehensive Modeling for
Advanced Systems of Systems. It aims to develop collaborative research on
model-based techniques for developing and maintaining SoS [12].

This research is the first attempt to combine multiple behaviors of systems
participating in a complex adaptive SoS operational scenario. It proposes the use of
neural networks [13] to help the SoS manager adapt his negotiation strategy while
dealing with multiple constituent systems on multiple issues such as deadline,
funding or performance. Our attempt here is to present an integrated acknowledged
SoS architecting model whose capabilities include SoS meta-architecture generation
covering the entire design space, flexible and robust architecture assessment, and
final architecture implementation through simulated negotiations.

Flexible and Intelligent Learning Architectures for SoS (FILA-SoS) is the name
of this process. The FILA-SoS has several independent modules that may be used
together for meta-architecture generation, architecture assessment, meta-architecture
executable modeling, and architecture implementation through negotiation.
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Architecture generation methods include fuzzy-genetic [14], multi-level [15], par-
ticle swarm [16] and cuckoo search optimization [16]. The initial architecture
assessment method was based on type-1 fuzzy logic systems (FLS) [17].

Implementing an acknowledged SoS architecture requires persuading the sys-
tems to participate. To address this issue, a negotiation protocol is based on game
theory [18]. Individual systems may use three kinds of negotiation models based on
their negotiation strategies: a non-cooperative Linear Optimization model, a
cooperative fuzzy negotiation model, and a semi-cooperative Markov chain model.
Executable architectures are generated using a hybrid of Object Process
Methodology (OPM) and Colored Petri Nets (CPN) [16, 19, 20]. The evolution of
the SoS should take into account availability of legacy systems and new systems
willing to join, adaptation to changes in mission, and sustainability of the overall
operation [21, 22].

In this paper three new modules are introduced for FILA-SoS: an alternative
meta-architecture generation model based on swarm intelligence, a new architecture
assessment technique based on type-II fuzzy logic, and a bilateral negotiation
mechanism for one SoS manager with many individual systems based on clustering
and machine learning techniques. These modules can help in designing an overall
evolution strategy for complex adaptive SoS (CASoS). The proposed approach is
implemented through a notional Coast Guard Search and Rescue (SAR) problem
serving the Alaskan Coast Region shown in Fig. 1.

Fig. 1 Operational view (OV-1) for search and rescue scenario
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2 FILA-SoS Integrated Model Variables and Parameters

C The overall capability (the overall SoS goal to be
achieved by combining sub-capabilities from
systems)

cj : j 2 J; J ¼ 1; 2; . . .;Mf g Constituent system capabilities j required to achieve C
Si : i 2 I; I ¼ 1; 2; . . .;Nf g Candidate system i for the SoS
N Total number of systems candidates
M Total number of capabilities required

Let A be a NxM � matrixofaijwhere
aij ¼ 1 if capability j is possessed by system i
aij ¼ 0 otherwise
Pi Performance of system i for delivering all its capabilities
Fi Funding of system i for delivering all its capabilities
Di Deadline to participate in this round of mission development for system i

IFik is the interface between systems i and k s.t. i 6¼ k; k 2 I
ICi The cost for development of interface for system i
OCi The cost of operations for system i
KPr : r 2 R;R ¼ 1; 2; . . .; Zf g The key performance attribute r of the SoS
FA Funding allocated to SoS Manager
p = {1, 2,…, P} Number of negotiation parameters for bilateral

negotiation
tmax Total round of negotiations possible
t Current round of negotiation (epochs)
VSoS
pi ðtÞ The value of the attribute p for SoS manager at

time t for system i
VS
piðtÞ The value of the attribute p for system i owner at

time t
TQ Threshold architecture quality

The overarching purpose of this SoS is a Coast Guard SAR capability within the
Sea of Alaska. The Coast Guard SoS has numerous systems with many capabilities,
such as cutters, aircraft, helicopters, communication systems, and control centers. In
addition, the SoS may contain commercial systems such as fishing vessels,
unmanned air vehicles (UAV’s), and civil craft.

The data and contextual information was collected from various Coast Guard
documents and news stories about maritime rescues. A sample SAR SoS with 22
systems, with 5 capabilities is formed as shown in Table 1 and Fig. 1.
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3 Meta-Architecture Generation

In a SoS architecting problem, component systems have multiple intra and inter
system trade-offs that cannot be fit into the mold of a single objective. Secondly, the
number of solutions required for approximation increases exponentially with the
dimensionality of the objective space [23]. The SoS architect’s aim is to optimize
objective functions KPr, as the case may be.

The SoS optimization problem can be formulated as follows:
Optimize F ¼ fKP1ðs; IFÞ; . . .; fKPrðs; IFÞ; . . .; fKPZ ðs; IFÞf g 8r ¼ f1; 2; . . .; Zg

Where fKPrðs; IFÞ is the value of the key performance attribute r for decision
variables s and IF Subject to

X

i

siaij � 1 8j 2 J ð1Þ

IFik ¼ 1f g $ fsi ¼ 1 ^ sk ¼ 1g 8i; k 2 I ð2Þ

aij 2 0; 1f g 8i 2 I ð3Þ

si 2 f0; 1g 8i 2 I ð4Þ

IFik 2 f0; 1g 8i; k 2 I ð5Þ

This is a Z dimensional multi-objective optimization problem. Constraint (1)
guarantees that at least one system for each capability is selected. Constraint (2)
insures that an interface between two systems is selected if and only if the two
systems are selected in the meta-architecture. Constraints (3, 4) give the binary
decision variables. A similar problem was solved earlier as a multi-level
bi-objective optimization [15] using gradient based methods. The bi-objective
model cannot handle as many objectives as the general model described here.

There are three basic issues to be addressed: ambiguity in the definition of the key
performance attributes (KPA), the number of objectives, and NP completeness of the
mathematical model formulated. In this research, evolutionary algorithms
(EA) using non-gradient descent optimization are selected to deal with the NP

Table 1 Types of the systems and capabilities present in the SoS

Sys. No. Type Cap. Cap. No. Capability name

s1 and s2 Cutter 2,5 c2 High speed

s3 and s4 Helicopter 2,5 c2 High speed

s5 and s6 Aircraft 2,5 c2 High speed

s7 to s12 UAV 1,5 c1 IR and night vision

s13 to s16 Ship or Vessel 3,5 c3 Deliver medical aid

s17 and s18 Coordination/Control 4,5 c4 RF direction finding

s19 to s22 Communication 5 c5 Communication systems
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completeness issues; fuzzy logic is used to represent the ambiguity in KPA; and
fuzzy inference is used to accommodate many objectives in formulating the fitness
function. Fuzzy logic also helps in the search ability of the EA, since search ability
decreases with increasing objectives [24]. The model is converted to a form where
any EA can be used. Each chromosome is coded as a finite length vector of variables.
The possible values of the variables equal the size of the alphabet. In this case the
size of the alphabet is two because si and IFik are the binary decision variables.

The information for variables such as performance of each system Pi, funding
allocated to each system Fi, deadline for preparation Di, interface cost ICi, and
operations cost OCi can be found from Table 2. There are five key performance
attributes selected for this SoS:

KP1 ¼ PSoS: Performance of SoS
KP2 ¼ ASoS: Affordability of SoS
KP3 ¼ RSoS: Robustness of SoS
KP4 ¼ MSoS: Modularity of SoS
KP5 ¼ NCSoS: Net-Centricity of SoS

Table 2 Domain data inputs for modeling the meta-architecture

Sys. No. Type Capability ICi OCi Pi Di LYi SPi

1 Cutter 2 0.03 0.2 12 1 8.3 6

2 Cutter 2 0.03 0.2 12 1 8.3 6

3 Helicopter 2 0.1 0.2 20 1 10.0 8

4 Helicopter 2 0.1 0.2 20 1 10.0 8

5 Aircraft 2 0.1 0.5 10 1 10.0 10

6 Aircraft 2 0.1 0.5 10 1 10.0 10

7 UAV 1 0.1 0.1 7 1 1.7 2

8 UAV 1 0.1 0.1 7 1 1.7 2

9 UAV 1 0.1 0.1 7 1 1.7 2

10 UAV 1 0.1 0.1 7 1 1.7 2

11 UAV 1 0.1 0.1 7 1 1.7 2

12 UAV 1 0.1 0.1 7 1 1.7 2

13 Fish Vessel 3 0.03 0.5 10 1 5.0 4

14 Fish Vessel 3 0.03 0.5 10 1 5.0 4

15 Fish Vessel 3 0.03 0.5 10 1 5.0 4

16 Civ Ship 3 0.05 2 8 1 6.7 4

17 Coord. Ctr. 4 0.05 0.5 5 1 0.5 0

18 Coord. Ctr. 4 0.05 0.5 5 1 0.5 0

19 Comm. 5 0.02 0.03 1 0 0.5 0

20 Comm. 5 0.02 0.03 1 0 0.5 0

21 Comm. 5 0.02 0.03 1 0 0.5 0

22 Comm. 5 0.02 0.03 1 0 0.5 0
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Related information required for SoS architecture generation is LVi: the systems
performance among participating systems based on ability to search and provide
assistance and SPi: the systems’ speeds (Table 2). Three negotiation attributes for
bilateral negotiation are Funding, Deadline, and Performance.

Modular fuzzy net process is used for to assessing the fitness of the of individual
architecture instances (chromosomes). First, we calculate the values of inputs which
depend on the architecture instance required for each KPA (e.g., affordability,
performance, net-centricity, etc.). Crisp values for the KPAs are calculated using
Type I fuzzy rules based on the stakeholder’s views. For example, a rule can be
written stating “If operations cost is high and the interfacing cost is high, then
affordability is low.” These fuzzy rules are used to assign a crisp number to the
affordability of the overall architecture. Each of the KPAs are then modeled as
interval type II fuzzy sets (IT2FS) so that a crisp value can be obtained for the
architectures’ overall quality.

A modular fuzzy net process is used for assessing the fitness of the of individual
architecture instances (chromosomes). First, we calculate the values of inputs that
are required for each KPA (e.g., affordability, performance, and net-centricity).
Crisp values for the KPAs are then calculated using Type I fuzzy rules. These rules
are based on the stakeholder’s views. For example, a rule can be written that states
the following: “If operations cost is high and the interfacing cost is high, then
affordability is low”. Each of the KPAs are then modeled as interval type II fuzzy
sets (IT2FS) so that a crisp value can be obtained for the architectures overall
quality.

IT2FSs have been shown to be more capable of modeling uncertainties than are
Type 1 FSs. Each KPA with its inputs is referred to as a module. Type I FSs are
used within modules to reduce computational time. The rules of the fuzzy evaluator
are adjustable to allow for differences between the stakeholders’ views. This
adjustability makes fuzzy nets usable for a larger set of similar domain problems, as
well as being applied to other domains. The fuzzy network helps control uncer-
tainties at lower levels of the KPA. KPAs of the SoS can be provided with different
levels of linguistic granularization such as:

Affordability: very costly, costly, cheap
Modularity: little, average, good
Performance: very low, mediocre, great
Robustness: less, ordinary, excellent
Net Centricity: low, medium, high

Triangular type-2 membership functions were used for all attributes. Twenty-five
rules were created to link these five objectives to four fuzzy attributes. These
statements help clarify stakeholders’ perspectives (Fig. 2).

Particle swarm optimization, inspired by the behavior of bird flocks or fish
schools [25], is used with a fuzzy evaluator. Figure 3 shows the results.
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4 SoS Meta-Architecture Negotiation

The Acknowledged SoS manager negotiates with systems that are selected as part
of a desirable architecture during the meta-architecture generation process.
A negotiation procedure is necessary for the realization or implementation of the
meta-architecture generated. Since a SoS manager cannot force his demands on
participating systems, negotiation helps in achieving an architecture that is imple-
mentable. The SoS manager negotiation mechanism consist of three phases:

(i) Modelling the opponent
(ii) Making a decision based on the previous offer
(iii) Generating a counteroffer.

A bilateral counteroffer based negotiation mechanism under multiple attributes as
depicted in Fig. 4 is chosen. The attributes are assumed to be independent and are

Fig. 2 The fuzzy nets to evaluate architecture’s quality
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Fig. 3 Systems selected in the SAR-22 SoS architecture through BPSO
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bargained simultaneously. Modeling the opponent characterizes their negotiation
behaviors, selected from among: cooperative, semi-cooperative or non-cooperative.
A decision mechanism rejects the offer for no further negotiation, or accepts the offer
as it is currently, or negotiates for another round. In case of further negotiations, a
counter-offer generation mechanism is used. Counter-offers in automated negotia-
tion are classified on the basis of bargaining constraints, such as remaining time to
negotiate, value of the overall utility achieved by a party, or constraints based on
available resources. Figure 4 gives an overview of the three salient features of
automated negotiation used [26]. The strategy is designed for a one-to-many
negotiation problem. It is not mediated by a coordinator. The structure consists of a
SoS manager and multiple selected systems from the meta-architecture. Defining:
Vp: p = {1, 2,…, P}: Then attributes for bilateral negotiation are

tmax: Total round of negotiations possible t ¼ f0; 1; . . .; tmaxg
VSoS
p ðtÞ: The value of the attribute Vp for SoS manager at time t

VS
p ðtÞ: The value of the attribute Vp for system owner at time t.

A number of negotiation rounds with different system types and SoS coordinator
are conducted. Negotiation offers made by systems reveal incomplete information
about their preference of issues and their strategy.

Fig. 4 Three salient features of automated negotiation
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Figure 4 describes the methodology for modeling the opponents’ behavior
through clustering, making a decision on the negotiation offer based on fuzzy
2-tuple linguistic multi-criteria decision making, and generating a counteroffer
based on utility concession curves. The figure explains the processes involved in
succession such as the hierarchical clustering followed by the k-means clustering.
The labeled data obtained after clustering is then trained using a supervised learning
algorithm. Two techniques were tried: learning vector quantization (LVQ) and
radial basis function network (RBFN). The trained network is able to predict the
class of the incoming new offer. The SoS can make a final decision on the offer
using linguistic fuzzy terms. This method is also known as the computing with
words [27]. If the SoS feels that it needs to continue to negotiate, it can use time
dependent equations to make a counteroffer to the individual systems.

This automated negotiation model was implemented on the SAR problem.
Figure 5 depicts the confusion matrix for neural networks training based on four
classes created through two clustering algorithms.

The modified FILA-SoS integrated model was run for three waves to understand
how the SAR SoS can evolve in time based on different scenarios imposed by the
environment to demonstrate a decision making tool for an Acknowledge SoS
manager. The results are given in Tables 3, 4, 5, 6, 7 and 8.

1
41 0 0 0 100%

1 
41 0 0 0 100%

36.9% 0.0% 0.0% 0.0% 0.0% 36.9% 0.0% 0.0% 0.0% 0.0%

2 
0 19 0 0 100%

2 
0 19 0 0 100%

0.0% 17.1% 0.0% 0.0% 0.0% 0.0% 17.1% 0.0% 0.0% 0.0%

3 
0 5 35 0 88%

3 
0 0 40 0 100%

0.0% 4.5% 31.5% 0.0% 12.5% 0.0% 0.0% 36.0% 0.0% 0.0%

4 
0 1 0 10 91%

4 
0 0 0 11 100%

0.00% 0.9% 0.0% 9.0% 9.1% 0.0% 0.0% 0.0% 9.9% 0.0%

100% 76% 100% 100% 95% 100% 100% 100% 100% 100%

0.0% 24.0% 0.0% 0.0% 5.4% 0.0% 0.0% 0.0% 0.0% 0.0%

1 2 3 4 RBFN 1 2 3 4 LVQ

Fig. 5 Confusion matrices for training and testing by both RBFN and LVQ

Table 3 Meta-Architecture
wave 1

Quality 3.11

Performance 3.36

Affordability 3.01

Net-Centricity 2.55

Robustness 2.74
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Table 4 Negotiated-Architecture wave 1

Quality 1.75

Performance 2.8

Affordability 3.7

Net-Centricity 1.55

Robustness 1.74

Table 5 Meta-Architecture wave 2

Quality 3.29

Performance 3.21

Affordability 2.98

Net-Centricity 3.64

Robustness 3.74

Table 6 Negotiated-Architecture wave 2

Quality 2.12

Performance 1.8

Affordability 2.58

Net-Centricity 2.07

Robustness 1.33

Table 7 Meta-Architecture wave 3

Quality 3.21

Performance 3.09

Affordability 3.78

Net-Centricity 3

Robustness 2.79

Table 8 Negotiated-Arch wave 3

Quality 1.82

Performance 2.8

Affordability 3.7

Net-Centricity 1.55

Robustness 1.74
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5 Concluding Remarks

The goal of this research is to model the evolution of the architecture of an
acknowledged SoS, accounting for the ability and willingness of constituent sys-
tems to support the SoS capability development. The Wave Process Model provides
a framework for modeling methodology, and this research provides different sets of
modules to be integrated with the existing FILA-SoS. The research achieved the
objectives to develop a simulation for acknowledged SoS architecture selection and
evolution, with a structured, repeatable approach for planning, modeling, studying
and evaluating the impact of individual system behavior on SoS capability and
architecture evolution process. Results have been satisfactory and proved the model
as a prototype.
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How Do Architects Think? A Game Based
Microworld for Elucidating Dynamic
Decision-Making

Johan de Heer

Abstract How do we think? A puzzling question given that humans may employ
various actions, tactics and strategies during complex decision making tasks. Not to
mention the influence of personality, style and intentions on judgment and
decision-making. In this paper we focus on modeling Dynamic Decision Making
(DDM) by utilizing actual in-game observations. We developed a ‘game based
microworld’ through which we can capture and analyze players’ reasoning
behaviors. The use case is a bid for a complex system, in which we are interested in
the contractor architects’ DDM. Further, we explore various methods for game
analytics that can be used to understand human reasoning. We conclude with
several applications where game analytics may be utilized such as knowledge
engineering, business intelligence, and training.

1 Introduction

Dynamic decision-making (DDM) is interdependent decision-making that takes place
in an environment that changes over time either due to the previous actions of the
decisionmaker or due to events that are outside of the control of the decisionmaker [1].
Dynamicdecisions, unlike single choicedecisions, are typicallymoremultifacetedand
occur in a certain time frame. Note, that even relatively simple choice behaviors are
prone to several cognitive biases but are considered equally important regarding
understanding judgment and decision-making [2]. DDM is daily practice for lots of
people, such as complex systems’ architects, working in professional industrial
environments. Take, for example, a bid or tender, in which often a limited number of
pre-selected contractors are asked to bid. Several challenges may happen during bid
period, and the architect from the contractor side will normally deal with clarifications
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or corrections with the bid team concerning the offering. A bid team may consist of
several expertswith various roles viz, salesmanager, systemengineer, proposalwriter,
capture team leader, subcontractor, portfolio manager, pricing coordinator, etc.
Typically, the architect needs tomake judgment anddecisionsover timewith respect to
multiple criteria orientations such as, customer satisfaction, technology utilization and
product portfolio enhancement. At the end of the bid period, the contractor compiles a
bid for tender by a closing date and time: thus, time pressure plays an important role as
well. Elucidating the dynamics of human reasoning and behaviors in these types of use
cases, however, is an enigma and requires a theory of mind, appropriate theoretical
concepts, methods and techniques for studying DDM.

This paper sketches a ‘game-based-micro-world’ for studying Dynamic
Decision Making. We illustrate this microworld with an example that enables us to
study how architects make decisions during bid period. Further, we outline certain
type of behavioral models that can be provided by game analytic services. Next, we
hypothesize how these methods of ‘stealth assessment’ [3] can be applied for areas
such as knowledge engineering, business intelligence and training.

2 Microworlds to Study DDM

Computer simulations are used to study Dynamic Decision-Making (DDM). These
computer simulations are also named “microworlds” [4] and are used to observe and
study how people make decisions over time. DDM differentiates from more classical
forms of decision making by taken into account [2]: sequences of decisions to reach
a goal, interdependence of decisions on previous decisions, dynamics of a changing
environment, and that decisions are made in real time (time pressured situations).
Microworlds become the laboratory analogues for real-life situations and aid DDM
investigators to study decision-making by compressing time and space while
maintaining experimental control [2]. This is important since empirical studies with
a high degree of experimental control have the advantage of high levels of validity
(‘measure what we think we are measuring’) and causality (‘changing a variable here
causes an hypothesized effect there’), however, at the expense of generalizability
(‘results found here count for lots of other situations as well’). Note however that
even though microworlds aim to characterize the important elements of the real
world, they differ in many respects from naturalistic decision-making (NDM)—low
validity, low causality, high generalizability. Microworlds and DDM are somewhere
in between highly controlled laboratory settings and real world situations.

3 Game Based Micro World

We designed and developed a game based microworld (see Fig. 1) that represents
the essential real world elements during bid period from the architects’ point of
view. Note, that it is beyond the scope of this paper to discuss how we designed and
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developed this model-based and configurable game based microworld. It needs
understanding of designing game based systems [5], and a thorough understanding
of the components that game systems are made of [6].

The game flow of this single player turn-taking narrative game based microworld
is as follows. First, the architect—the player—is presented a context scenario, in
which a bid context is briefly explained (Fig. 2).

Fig. 1 Single player turn taking 2D narrative game

Fig. 2 Context scenario
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Related to this context scenario, a series of dilemmas are introduced that end
with a question where the player has to make a ‘yes’ or ‘no’ decision. The dilemmas
—depicted in bottom left corner in the form of envelopes that can be opened with a
simple mouse click—appear over the course of (playing) time. A typical scenario is
the upgrade of several systems on a ship. An example of a dilemma in this scenario
is: ‘While you are exploring technical possibilities, a colleague points out the option
of including a newly developed system type in the Bid. This holds the potential to
improve the performance of the ships’ upgrade. Question: Will you include the new
sensor in the Bid? Note, that this game based microworld embeds dilemmas where

Fig. 3 Asking information and/or advice
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there is no right or wrong answer. In the game (virtual) bid team members are
gathered around a table and may let the player know that they have potential
relevant information (depicted by a text balloon above their heads) that may pos-
sibly alter the decision if taken into account by the player. The player is free to
select and read information from his team advisors, and may even ask them for
advice what they would decide (Fig. 3).

Once, the dilemma has been answered, the game pauses and the player is firstly
asked to indicate, which information provided by a virtual team member was taken
into account and considered relevant regarding the decision he took. Virtual

Fig. 4 In-situ feedback
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characters start to smile if the player ‘listens’ to them, but will look sad if players
just ‘hear’ what they have to say. Secondly, he needs to indicate his perception with
respect to the effect of his decision on the customer (see Fig. 4). After he provides
this in situ feedback, the player returns to the game.

The game ends when all dilemmas have been answered or the time limit has
been reached (15 min). The player may read all dilemmas first before answering any
of them. The player is free to choose which dilemma he will answer first. The player
may even delegate the dilemma if he thinks that it is not his responsibility to answer
—of course, he will loose playing time if it is his responsibility. Besides that, extra
information and even advice what to decide from team members is available per
dilemma, but again, it is up to the player to decide if and when he uses this
information. In other words, the player has several degrees of freedom in a rather
constrained environment. A typical experiment with this game based microworld
takes about 60 min. It starts with a 5 min introduction on the goals of the exper-
iment. Then several game scenarios are played, which will take about 15 min for
each scenario. The remaining time is spent on discussing in hindsight their thoughts
and considerations while reaching their decision.

4 Game Analytics

Player behavioral modeling deals with the generation of models of player behavior.
In general, a player model is an abstracted description of a (human) player’s
behavior in a game environment. Currently, we focus on player behavior modeling
established via indirect measures of human players, by utilizing actual in-game
observations. In future experiments we will also use direct-measurement approa-
ches that make use of biometric data such as heart rate, galvanic skin response,
EEG, etc.

The current version of the game based microworld generates the following
player models via game analytic services. First, we generate simple descriptive
statistics about the time needed to answer dilemmas, the number of dilemmas
answered, the number of times advices of various team members were indicated as
important (Fig. 5).

Second, we generate a newspaper article where the narrative (basically, the story
the player tells) is based on the choices made during gameplay (Fig. 6).

Third (see Fig. 7), player’ decisions are related to three different leadership
dimensions, (1) ‘Technology utilization’, (2) ‘Customer satisfaction’, and
(3) ‘Product portfolio enhancement’. A graph shows how their answers (in %) are
related to each of three dimensions.

Informally interviewing players after game play revealed that each of them
inclined to have a preferred playing style during game flow, which suggested stable
actions, tactics, and maybe even strategies for managing the uncertainty and
dynamics in the game. The emergence of these stable behaviors could provide an
opportunity for learning about human action, tactics and strategies vis à vis DDM
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Fig. 5 Game statistics

Fig. 6 Newspaper article
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tasks. The collection of data about actions, tactics and strategies employed by
players of varying experience has the potential to be utilized to reveal (un)pro-
ductive patters of human decision-making [7].

Therefore, our future work will focus on defining an analytical framework based
on these models, including the taxonomy on player behavior modeling that we
borrowed from [8], namely:

• Action models concerning game actions that can be observed directly in-game or
that can be inferred from other observations.

• Tactical models concerning short-term/local game behavior as composed of
series of game actions.

• Strategic models concerning long-term/global game behavior as composed of
series of game tactics, of which behavior may span the entire game, several
game iterations, and across distinct games.

• Player profiling models concerning the (psychological/sociological) profile of a
player; this is important since distinct motivations and affect may result in
distinct strategies, tactics and actions.

A method to implement player modeling is by modeling the actions that a player
performs. A technique that has been proposed for building action models is
sequential prediction, specifically by the use of N-grams [8]. N-grams are sequences
of actions, e.g., selecting a dilemma, asking information from person y, asking
advice from person z, making a choice, etc. If there are many actions to choose
from then it might be hard to predict actions based on N-grams. In this case player
models can be generated by probabilistic A* path analysis and consist of a prob-
ability distribution over all possible actions that the player might perform [8]. In
addition, tactics are one to several orchestrated actions to realize a certain local
goal. Tactics can be understood as the underlying drivers for player actions.
Furthermore, strategies are concerned with the overall plan for reaching a long-term
outcome. Likewise, modeling player strategies builds upon models of player tactics.
As [8] points out: determining a player’s local goal (tactics) generally requires

Fig. 7 Leadership style
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fewer observations than determining a player’s higher-order goal (strategy). Finally,
player profile models tries to model internal traits of the player (e.g. personality and
preferences) [8].

In order to facilitate more data collection on player behaviors, our game based
microworlds are able to transform game data loggings on-the-fly to statistical
packages that will further analyze these data streams into meaningful information to
elucidate human reasoning. Not only individual behaviors but examination of team
and group behaviors across a number of other parameters as well e.g. level of
expertise, gender, country, culture, business line, etc. That activity is still underway
and experiments conducted and data gathered will be addressed in future papers.

5 Conclusion

Following a focus on player behavioral modeling for Dynamic Decision Making
(DDM) established via game based microworlds, in this article we distinguished
several types of player models that we currently generate, and briefly discussed
(1) action models, (2), tactical models, (3) strategic models, and (4) player profiles
models. When considering the predictive capabilities of these types of models, most
game developers would utilize these models to optimize the game experience. The
general goal of player behavioral modeling often is to steer the game towards a
predictable higher player satisfaction on the basis of modeled behavior of the
human player [8]. Next to adaptive game systems, here we argue that these models
have a lot of potential ‘outside’ the game based microworld. Inherently, behavioral
models such as the ones we currently capture, further enhanced with action, tactical,
strategic and player profiler models may help us to understand human reasoning in
a more profound way.

We foresee various types of applications, for example, game based learning and
assessments, game based business intelligence, and game based knowledge engi-
neering. In game based learning these behavioral models can be used for in- and
after-game feedback towards players for educational and training purposes.
Configuring the game (in design- or run-time) to a player’s behavioral model for
reaching a particular learning objective. Through, for example, inquiry learning [9]
players are encouraged trying out different playing styles in terms of actions, tactics
and strategies. One of the game based training examples we developed is the
so-called Mayor Game [10]. Dutch mayors are trained via this game regarding their
leadership style during crises management. In this case—given the implemented
didactical and instruction philosophy—trainees are stimulated to reflect and share
their elucidated behavioral models. An example of game based business intelli-
gence is the Cyber Security awareness game that we developed with a petro
chemical game scenario. This game is facilitated by an organization that builds up
customer intelligence models, and, therefore, let security managers from critical
infrastructure organizations (their customers) play these games to understand their
thinking in terms of their risk taking and—avoidance behaviors. Yet, another
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example is game based knowledge engineering. The idea here is that we let domain
experts play a game to understand their reasoning strategies: how they make sense
out of various forms of (un)structured data/information elements that pop-up during
game play. The focus here is to elucidate how domain experts fuse data and
information and reason with those information elements. For example, we devel-
oped a game that that shed light on the differences between experts and novices in
terms of several cognitive biases and heuristics in forensics. This type of human
reasoning is important for developing probabilistic reasoning—or decision support
techniques for decision support systems. Therefore, we conclude that game based
microworlds will bring us analytics in understanding how we think, reason, and
decide that can be used for several purposes outside the game.

Acknowledgments Thales’ Key Technology Domain Systems group for supporting this research
& technology activity, Thales Netherlands Top Class Architecting for providing the trainees for
this experiment, Thales Netherlands Naval Systems for development of the game content for the
Bid scenario. T-Xchange, a research collaboration on serious gaming between Thales Research &
Technology and Twente University that developed the game based microworld. COMMIT/who
provided us the means and opportunity to set up a use case for game based knowledge engineering.

References

1. Gonzalez, C., Lerch, J.F., Lebiere, C.: Instance-based learning in dynamic decision making.
Cogn. Sci. 27, 591–635 (2003)

2. Kahneman, D.: Thinking, Fast and Slow. Farrar, Straus and Giroux, New York (2011)
3. Mayer, I.S., van Dierendonck, D., van Ruijven, T. et al.: Stealth assessment of teams in a

digital game environment. In: GALA 2013 Conference, Paris, 23–25 October, pp. 1–13 (2013)
4. Brehmer, B., Dorner, D.: Experiments with computer simulated microworlds: escaping both

the narrow straits of the laboratory and the deep blue sea of the fields study. Comput. Hum.
Behav. 9, 171–184 (2003)

5. Klabbers, H.G.: The Magic Circle: Principles of Gaming and Simulation, 3rd & rev. edn.
SensePublishers, Dordrecht (2009)

6. Schell, J.: In Peters, A.K. (ed.) The art of game design: a book of lenses, 2nd edn. CRC Press,
Boca Raton (2014)

7. Ross, A.M., Fitzgerald, M.E., Rhodes, D.H.: Game-based learning for system engineering
concepts. In: Conference on Systems Engineering Research (CSER), pp. 1–11 (2014)

8. Bakkes, S.C.J., Spronck, P.H.M., van Lankveld, G.: Player behavioural modelling for video
games. Entertainment Comput. 3(3), 71–79 (2012)

9. de Jong, T., Linn, M.C., Zacharia, Z.C.: Physical and virtual laboratories in science and
engineering education. Science 340, 305–308 (2013)

10. van den Ven, J.G.M., Stubbé, H., Hrehovcsik, M.: Gaming for policy makers: it’s serious! In:
GALA2013, LNCS 8605, pp. 376–382 (2014)

142 J. de Heer



EMI: Engineering and Management
Integrator

Michael Masin, Yael Dubinsky, Michal Iluz, Evgeny Shindin
and Abraham Shtub

Abstract The impact of systems engineering on program cost has been recognized
for over a decade. From the very early stages, careful management of the rela-
tionships between the product design and the project plan is crucial to the success of
any project that aims to deliver a defined product. Failure to closely manage the
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scope and the product scope may lead to inadequate product performance or
overruns in project schedule and budget. Identifying and managing the relationship
between these two domains are at the heart of our challenge to combine project
management (PM) and systems engineering (SE). We present a new approach,
called EMI, which integrates SE and PM methodologies. These include the EMI
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1 Introduction

“All programs…shall apply a robust Systems Engineering approach that balances
total system performance and total ownership costs…” [1]. Meeting the required
system specifications is one of the main challenges for systems engineers, whether
chief system engineers or system engineers of a specific discipline. One of their
objectives is to meet budget and schedule goals for the development and manu-
facture of the system and its subsystems. The ultimate goal is to provide a high
quality product on time and within budget. Systems engineering (SE) and project
management (PM) are two tightly intertwined domains, as stated in the Handbook
of Systems Engineering and Management [2]. In contemporary practice, system
engineers relate to the development and manufacturing costs that can be measured
in work hours. However, when considering technological approaches, system
engineers may choose state-of-the-art solutions without fully considering schedule
and budget implications and constraints. In other words, they sometimes focus more
on the product scope and neglect the project scope. System engineers make
product-domain decisions that directly influence the project-domain, in which the
project manager is responsible for multi-criteria decision-making (MCDM) on a
daily basis. Analytic and simulation decision support tools can be of great value in
such an environment.

Starting with the pivotal work of Forsberg and Mooz [3], many papers describe
the need or conceptual framework for integrating SE and PM (see, e.g., [4–8]). Our
work shows how this integration can be accomplished. This paper presents EMI,
short for Engineering and Management Integrator, which combines SE and PM
methodologies. Our contribution is in developing a practical mathematical model
that combines SE architectural optimization and PM planning tasks. As part of our
work, we implement this method using decision support tools, define a holistic
engineering and management methodology, and demonstrate it for a typical product
development.

The paper is organized as follows. We first describe the EMI mathematical
foundation and methodology. We then demonstrate the methodology in a typical
industrial use case involving the development of the Doors Management System
(DMS) in a commercial aircraft using two state-of-the-art tools. The first tool is the
Architectural Optimization Workbench (AOW), which deals with the architectural
optimization (AO) aspects. The second is the Project Team Builder (PTB), which
deals with the PM aspects. We show the limitations that arise when each tool is
used on its own and how using EMI to integrate these tools can overcome the
limitations and improve the results for finding an efficient DMS architecture.
Finally, we summarize and provide directions for future research.
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2 EMI Mathematical Foundation and Methodology

2.1 Project Time Management for Architectural
Optimization

While PM has many aspects [9], in developing EMI we focus on the integration of
time management and selection of the best system architecture. The mathematical
model closest to the settings of AO is the Multi-mode Resource Constrained Project
Scheduling Problem (MRCPSP) [10, 11]. In MRCPSP, project activities have
several operational modes, each with its own duration and required set of resources.
The activities have precedence constraints, and resources have a final capacity.
An MRCPSP solution defines the mode in which each activity is executed and
schedules the activities according to precedence and resource constraints. Solution
procedures for MRCPSP include both heuristic and exact methods. In off the shelf
MILP solvers, such as Cplex [12], the exact methods based on MILP formulation are
capable of solving industrial size problems [13]. It is interesting to note, that the
classical time-indexed formulation or its slight modification are usually the prefer-
able options for solving real size problems with a few hundreds of periods [11].

We begin our methodology by adjusting MRCPSP to our AO needs. First and
foremost, we synchronize the mode selection with the selected architectural com-
ponents. Development projects are usually performed with preemptive schedules
and part-time job intensity. This is especially true in matrix organizations, where
technical units with domain expertise provide services to all running projects. Our
model also supports variable period lengths. The total number of periods and
consequently, model size, could be significantly reduced using longer period
lengths for later periods, where having a detailed plan makes less sense. The model
we developed, called AO-MRCPSP, is described below.

Sets: A—activities, IPi—immediate predecessors of activity i 2 A, Mi—modes
of activity i 2 A, R—resources, P ¼ 1. . .T—periods, G—subsystem/components
types. Parameters: w—the minimum work intensity if an activity is performed in a
part-time, e—maximal extension of activity duration caused by preemption, pt—
duration of period t 2 P, Tmax ¼

P
t2P pt—time horizon, dj—duration of mode j,

rjk—requirement of mode j for resource k, aj—resource independent cost of mode j,
hi—subsystem/component type of activity i, nj—subsystem/component type id of
mode j, vk—capacity of resource k, bk—cost of resource k per time horizon.
Decision variables: xij—binary variable for mapping activity i 2 A to mode j 2 Mi,
yjt—continous variable for mapping mode j to period t 2 P, ~yit—binary indicator
that activity i 2 A is performed at period t 2 P, sit—binary wave variable that
activity i 2 A started at period t 2 P or earlier, f it—binary wave variable that
activity i 2 A finished before period t 2 P or earlier, Ci—completion time of
activity i 2 A, Cmax—completion time of the whole project, ukt—utilization of
resource k at period t, uk—average utilization of resource k, A—total cost of
activities, B—total cost of resources, D—total cost of project, qo—type id of
subsystem/component type o 2 G.
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AO�MRCPSP Minimize Cmax;Df g
Subject to

ð1Þ
X

j2Mi

xij ¼ 1 8i 2 A ð2Þ

yjt � xij 8i 2 A; j 2 Mi; t 2 P ð3Þ

w � ~yit �
X

j2Mi

yjt 8i 2 A; t 2 P ð4Þ

~yit �
X

j2Mi

yjt 8i 2 A; t 2 P ð5Þ

sit � si;tþ 1 8i 2 A; t 2 Pjt\T ð6Þ

fit � fi;tþ 1 8i 2 A; t 2 Pjt\T ð7Þ

sit �~yit 8i 2 A; t 2 P ð8Þ

fit � 1� ~yit 8i 2 A; t 2 P ð9Þ

~yit � fi0t 8i 2 A; i0 2 IPi; t 2 P ð10Þ
X

j2Mi

X

t2P
yjtpt �

X

j2Mi

xijdj 8i 2 A ð11Þ

X

t2P
sit � fitð Þpt � e

X

j2Mi

xijdj 8i 2 A ð12Þ

Ci ¼ Tmax �
X

t2P
ftpt 8i 2 A ð13Þ

Cmax �Ci 8i 2 A ð14Þ

ukt ¼ 1
vk

X

i2A

X

j2Mi

yjtrjk 8k 2 R; t 2 P ð15Þ

ukt � 1 8k 2 R; t 2 P ð16Þ

uk ¼
P

t2P uktptP
t2P pt

ð17Þ

B ¼
X

k2R
ukvkbk ð18Þ
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A ¼
X

i2A

X

j2Mi

xijaj ð19Þ

D ¼ AþB ð20Þ
X

j2Mi

xijnj ¼ qhi 8i 2 A ð21Þ

xij;~yit; sit; fit 2 0; 1f g 0� yjt; ukt; uk � 1 Ci;Cmax;A;B;D� 0 ð22Þ

The total project duration and cost are common objective functions in Eq. (1).
Moreover, any piecewise linear function of decision variables could be added to the
set, for example, the utilization range of critical resources to smooth their usage.
Constraints (2)–(3) ensure exactly one mode for each activity. Constraints (4) define
minimal part-time intensity w if activity i is performed during period t, for example,
50 % to allow working on two activities at most. Note, only one yjt can be positive.
Constraints (5) connect mode continuous performance to an activity binary indi-
cator at period t. Constraints (6)–(9) ensure correct behavior of wave functions
when activity i starts and finishes (because of objectives and other constraints, sit
and fit try to become 1 as late and as early as possible, respectively). Constraints
(10) ensure precedence relation, allowing activity i to start only after all its pre-
decessors have finished. This constraint could be relaxed to ~yit � fi0; tþ 1 to allow
simultaneous execution of an activity with its predecessors for rough resource
allocation (e.g., in later long periods). Constraints (11) ensure activity i is performed
long enough to be completed. Effectively, these constraints imply that the project
should be completed before Tmax. Constraints (12) restrict the total time activity
i has started but not finished yet to e times its nominal duration dj. Constraints
(13)–(14) calculate activity and project completion time, respectively. Activity start
time could be calculated similarly using sit instead of fit. Additional constraints
could be added to the earliest and latest start and completion times. Constraints
(15)–(17) calculate resource unitization and constrain it according to the available
capacity. We allow variable resource capacity over periods in our implementation.
Constraints (18)–(20) calculate the cost of resources, B, the cost of activities, A, and
the total project cost, D, respectively. Constraints (21) relate the PM model with
AO, ensuring that activities connected to some subsystem/component choose the
same subsystem/component type as AO. Constraints (21) define domain of decision
variables. AO-MRCPSP can incorporate time and resource buffers. Dummy
activities without required resources (i.e., rik ¼ 0 for all k) before integrating
activities and before activities that request critical resources represent time and
resource buffers, respectively.

The AO-MRCPSP formulation above has several beneficial properties. Allowing
preemption and part-time intensity help relax regular MRCPSP constraints and
remove the need for binary indicators per mode per period. In this setting,
event-based formulations [14], usually most applicable for large projects, are less
attractive since preemptions require more events. In addition, the model is not very
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sensitive to the number of modes—most variables and constraint sets are per
activity, not per mode. Probably the most important property of AO-MRCPSP is
that it requires a relatively small number of periods, which is the most sensitive and
problematic parameter of time-indexed formulation. Currently, standard optimiza-
tion packages, such as Cplex [12] can handle up to a few hundreds of periods. If
each period represents a week, our model optimizes a multi-year plan. During AO,
a rough estimation is required with a lot of uncertainty regarding later stages of the
project. The period lengths could be adjusted accordingly, further reducing the
model size. For example, in our use case we apply bi-weekly periods.

2.2 AO-MRCPSP in Architectural Optimization

To incorporate the aspect of architectural optimization into EMI, we relied on two
preliminary works. The first is the concise modeling [15] extension of SysML [16]
to specify architectural alternatives and system constraints. Concise modeling
combines regular SysML diagrams that define architectural topology (e.g., com-
ponents multiplicity and connections rules), with associated data tables called
catalogs for block subclasses and inventories for part multiplicities. Using concise
modeling, AO assumes that all parts are a priori optional, and divides all attributes
into either parameters determined by data tables or SysML model values, or
variables optimized during AO. For example, when outlined by catalog stereotype,
the RDC block has an associated catalog table listing several RDC options and their
relevant parameters (weight, power, etc.). These options could include different
technologies, such as optical or copper cables, that should be synchronized with the
PM choices of appropriate activities in their modes. The optimization process is
responsible for finding concrete architecture alternatives that conform to the
topology, driven also by a predefined set of system or subsystem attributes called
design objectives, and constraints grouped by different types of analysis, called
analysis viewpoints. Analysis viewpoints help calculate the system variables or
define their feasible region for architectural optimization, considering concerns such
as cost, weight, reliability, timing, resource allocation, and power and data distri-
bution. The second preliminary work [17] defines the concept of pluggable analysis
viewpoints, demonstrating its ability to specify design objectives as a library of
reusable assets. The pluggable viewpoints are based on the concept of classifica-
tion-by-property [18], in which the computational semantics for the sets appearing
in constraints is specified according to different properties of the domain elements.
Masin et al. [17] demonstrate that applying classification-by-property principles
creates robust analysis libraries that remain resilient to system evolution during
product design, and enables Lego type interoperability between different system
analyses. An adaptation of AO to PM is straightforward using the methodology for
pluggable analysis viewpoints: the AO-PM formulation below just adds “analysis
viewpoint” AO-MRCPSP to other viewpoints, where constraints (25) are similar to
(21) applied to subsystem/component catalogs.
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AO� PM MinimizeOriginal objectives; Objectives 1ð Þ
Subject to

ð23Þ

Original architectural constraints
Constraints 2ð Þ� 22ð Þ ð24Þ

Subsystem=component type synchronization constraints ð25Þ

2.3 EMI Methodology

EMI methodology focuses on the integration of System Architecture Synthesis with
Project Time Management. In most MBSE and PM methodologies, both tasks are
relatively independent, performed by different people using different tools. EMI
defines what information is transferred between the tools to implement the AO-PM
model and obtain a holistic system architecture and project plan.

The initial information comes from the SE team to define system-related data
such as subsystems, subsystem options, and performance goals. Then, the PM team
defines project activities including precedence between activities, alternative
modes, and required resources. The PM data is incorporated with other viewpoints
considered during the design space exploration (DSE) for MCDM. The selected
Pareto optimal solutions are transferred to the PM team for detailed analysis. If the
results are satisfactory, the project can start. Otherwise, the PM team should update
project parameters, especially the adjusted resources capacities, activity and
resource buffers, and mode durations. New architectures are then found by the
AO-PM model. The whole process is shown in Fig. 1. EMI can be used as a
pre-project fuzzy front-end stage [19] in the early planning stages of the project or
during the project. Each usage requires slight modifications in the suggested

Fig. 1 EMI process
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process, for example, customer interaction in fuzzy front-end or re-iteration to
address system and environment changes during the project. Although we distin-
guish between SE and PM, in practice, the teams could be interdisciplinary.

3 Demonstration of EMI Methodology

3.1 SE and PM Tools

In this section we briefly describe two state-of-the-art tools for SE and PM that we
use to demonstrate the EMI methodology. System engineers are typically respon-
sible for creating alternative architectural solutions according to all requirements
and goals, and for choosing the best one. However, the ever-increasing complexity
of systems, strict design constraints, conflicting goals, and many other factors make
the process of finding optimal designs extremely difficult. The common means to
achieve system goals is to build optimization models for the set of specified
architectures and find the best one using suitable optimization software tools.
Unfortunately, this approach is highly labor-intensive because each architecture
solution created by the engineer requires a separate optimization model created by
an expert. This issue is resolved by the Architectural Optimization Workbench
(AOW) described in [15, 17], and [20]. In the AOW, the system engineer can
rapidly create the necessary system architecture, satisfying all functional and
technical constraints needed to achieve the specified goals. Using standard SysML
with the concise profile described above, the system engineer can model the
composition rules (also known as architectural patterns, or templates) of the
required functional and physical system structures and relations inside (data flow,
energy flow, etc.) and between them (potential mapping between functions and
physical components). In Rational Rhapsody [21] this approach immediately allows
linking the functional models to the requirements in DOORS. The potential
physical components are imported from a library, along with geometrical data, if
relevant for the use case. Currently, AOW is integrated with MS Excel [22] and
Pacelab Suite [23]. The optimization goals are specified as SysML constraints or
Parametric Diagrams [20]. The tool uses all the inputs above to automatically
generate a mathematical optimization program in OPL language [24] and the IBM
Cplex solver. The AOW can be extended to produce optimization models in other
languages, such as AMPL [25], to use with other solvers. Since there are multiple
and usually conflicting goals, the optimization finds diverse Pareto optimal solu-
tions (solutions where no goal can be improved without adversely affecting
another). This is the maximum that can be done automatically before the final
human decision. The results of the optimization are back-annotated into the SysML
tool for the engineer to review. The AOW interface enables: importing and editing
of the data, adding constraints and objectives, and managing the optimization runs,
including viewing the results, and exporting them to the follow-on processes.
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Our second tool, the Project Team Builder (PTB) is an integrated decision
support system designed to support new product development teams during the
project [26–32]. PTB combines simulation and case study approaches. Each case
study is a new product development project performed under schedule, budget, and
resource constraints, in a dynamic stochastic environment. The details of these case
studies are built into the simulation, and all the data required for analysis and
decision-making is easily accessed by the user interface. Random effects simulate
the uncertainty in the environment, and decisions made by the user cause changes in
the state of the simulated system. PTB supports a model-based approach for
translating the voice of the customer into the project scope. A database is built into
the PTB to support decision-making, post factum analysis, and backtracking.
A friendly GUI enables a typical user to learn how to use the PTB within an hour.
The PTB combines classical PM domains such as scheduling of activities with
management of requirements. It offers a module for managing system requirements
that supports the process of selecting alternative designs to determine system per-
formance. The simulator allows the generation of project scenarios that include
stochastic activity duration, resource capacity, and costs. Based on the input, the
simulator offers a forecast for the project cost, schedule, and the product quality.

3.2 EMI Use Case with Doors Management System

To evaluate the benefits of our EMI methodology, we applied it to a use case
involving the Doors Management System (DMS) for an aircraft. The DMS controls
the latching and locking of doors in an aircraft. It communicates with the aircraft’s
pressurized system and consists of sensors, actuators, controllers, data collectors,
and an Avionics Full-Duplex Switched Ethernet (AFDX) network. Functional
requirements define the system functions, such as sensing, latching, locking and
controlling, and the data flow between them. The structure describes potential DMS
topologies, and the geometry gives potential physical locations. Figure 2 shows the
transition of a customer story to a concise model in which all requirements and
design alternatives are formally defined. The system optimization criteria include
system weight, cost, and power consumption. Marketing requires project comple-
tion within one year (48 weeks).

As a comparison to EMI, we applied the SE methodology to the design of DMS
for commercial aircraft. The AOW takes into account the system design for the
aircraft door sensors, remote data concentrators, controllers, actuators and related
power cables, power and data distribution flow, and safety requirements while
optimizing the results for weight, cost, and power consumption. The AOW found
four Pareto optimal solutions, shown in Fig. 3a. Systems engineers prefer to focus
on two solutions with weight less than 200 kg, and power less than 305 W.

We also applied the PM methodology to the use case using PTB. The project
activity network for the DMS use case is shown in Fig. 3b. Project simulations run
in PTB showed that none of the two architectures coming from the SE team could
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be developed in 48 weeks. By defining the benefit as a weighted sum of the weight,
material cost, and power (with 25, 50, and 25 %, respectively), the PM team could
approximate their values based on the available activity modes, and they found a
completely different Pareto frontier, shown in Fig. 3c. Unfortunately, all the chosen
architectures resulted in weight and power above the required threshold set by the
SE team. In the next section, we applied EMI methodology, integrating both tools,
AOW and PTB, for the DMS use case.

Using the EMI methodology for the same use case, we implemented AO-PM in
AOW and provided data communication between AOW and PTB. The resulting
Pareto frontier from AOW contains two solutions, as shown in Fig. 4a. Both were
not on the original Pareto frontiers obtained by AOW and PTB. The first archi-
tecture transferred to PTB and passed all simulation tests (Fig. 4b) and was chosen
for DMS development. Compared with architectures shown in Fig. 3, the chosen
system has better chances for success since both the SE and PM teams have not
compromised their objectives and constraints, and together found a well-balanced
design architecture with a manageable design process.

Fig. 2 From customer’s story to concise modeling
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Fig. 3 a AOW only Pareto frontier. b DMS development activity precedence diagram and Gantt
chart. c PTB only Pareto frontier

EMI: Engineering and Management Integrator 153



4 Summary

The impact of systems engineering on program cost was recognized over a decade
ago [33], suggesting that from the very early stages, careful management of the
relationships between the product and the project is crucial to the success of any
project that aims to deliver a defined product. Systems engineers are required,
therefore, to apply science and technology, as well as technical planning, man-
agement, and leadership activities [34]. While the technical issues are related to the
product domain, the managerial aspects reside in the project domain.

In this paper, we presented a new approach, called EMI, to integrate SE and PM
methodologies. EMI defines what information is transferred between the tools to
implement the AO-PM model and obtain a holistic system architecture and project
plan. Our work includes the mathematical foundation for EMI, implementation in
AOW and PTB tools, and a detailed use case of DMS development for commercial
aircraft. EMI can be used in pre-project fuzzy front-end stage [19], in early planning
stages of the project, or during the project.

For future research we suggest handling project uncertainty in activity durations
and resource availability by robust optimization, to reduce the number of iterations
between AO and PM tools.
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Property Model Methodology: A First
Application to an Operational Project
in the Space Domain

Erwann Poupart, Jean-Marie Wallut and Patrice Micouin

Abstract The purpose of this paper is to provide a feedback on a Model Based
Systems Engineering application to a space domain project. In the core of the paper,
and after a synthetic presentation of the systems engineering methodology called
Property Model Methodology (PMM), the case study, coming from the space
domain, is described. In this context, PMM has been used in order to validate a
top-level textual specification and to define the verification scenarios and verifi-
cation cases aiming at establishing the correctness and the completeness of the
physical system developed according to this top-level textual specification. The
paper provides first feedbacks about PMM utilization. The conclusion summarizes
the benefits and also the limitations that are identified today, and includes a pre-
sentation of the future works.

1 Introduction

There is a general agreement on the idea that there is a crisis of the classical systems
engineering [1], as well as there was a software engineering crisis starting from the
ninety’s. Whether we consider the domains of energy production, of transport
vehicle industry (road, rail or air) and even in space industry, the manifestations of
this crisis are still the same: delivery delays, objective cost overruns and lack of
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maturity of the systems put into service. If the causes are certainly many, one of
them is the growing gap between the means used (a widely document-centric
engineering) and, on the one hand, growing objectives assigned to systems under
development and, on the other hand, the conditions in which these systems are
developed (large teams, from various geographical, linguistic and, cultural areas).
From this generally shared understanding, the proposals for resolving this crisis
diverge. For pragmatists, it consists of detecting the minimum corrective actions to
obtain the greatest improvements, such as the establishment of good practice
guides. Others will look into more agile methods in order to reduce misunder-
standings that abound in development teams. We could designate them as
inter-subjectivists (“people rather than processes1”). Finally, the last one, see a
solution in a strengthening of formality and rigor of the implemented processes and
exchanged products. If, in our opinion, each of the above approaches has a grain of
truth and deserves to be explored, we side clearly with the last one: we assume that
the crisis of the classical systems engineering, of which principles were designed
decades ago, can find a solution thanks to formality in the development processes,
and the exchange, between stakeholders, of engineering products as little inter-
pretable as possible and as accurate as possible, starting with validated specification
models and verified design models. In what follows, we present PMM method, we
provide a report of its use in the context of a space project and we make a feedback
on lessons learnt.

2 PMM: Goals, Processes and Concepts

PMM is a recently developed Model-Based Systems Engineering methodology [2].
Its compound name comes from two of its main characteristics, (1) the formulation
of requirements based on the concept of property (property-based requirements or
PBR) and (2) the adoption of a model-based systems engineering (MBSE)
approach. This is a very classical descending development approach; however it
authorizes the reuse of preexisting blocks. This development approach is compat-
ible with current industrial development standards, specifically ARP4754A,
EIA632 or Space Engineering Standards. It is also built on a third pillar, namely
simulation, which is the primary means for validating specification models and
verifying design models, while the verification of physical products, their integra-
tion and installation are maintained (Fig. 1).

Roughly described, PMM may start just after the validation of a Concept of
Operations (CONOPS) [3] and is made up of the following activities (obviously, it
includes a lot of recovery points to reengineer the system, when goals are not the
right ones or are not reached):

1Agile Manifesto: http://www.agilemanifesto.org/sign/display.cgi?ms=000000309.
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(1) The initial step includes the establishment of the top level system specification
model and the elaboration of simulation scenarios built in order to validate the
top level system specification model. The system model is ready for validation.
When this goal is reached, the top level system specification model may be
considered as exact (as exact as possible).

(2) Subsequent steps are a finite repetition of a building block design step
including the establishment of a system design model providing us with an
architecture of the building block (alternate architectures may be considered
and a preferred one may be selected). When this architecture introduces sub-
systems, equipment, items or parts, a specification model for each of these
components is established, while the connections among these components are
stated. Simulation scenarios are built of each of these component specification
models. When this goal is reached, the low level subsystem specification
models are validated step by step against the system specification model. The
design model of a building block is not further decomposed when its behavior
may be directly formalized as equations or when it may be picked up from a
building blocks catalogue.

(3) The design process ends when all the elementary building blocks are designed
or acquired. Then, step by step, elementary building block design models, and
integrated building block design models are verified against their own speci-
fication models.

(4) Production and verification processes of elementary physical building blocks,
their physical integration into intermediary building blocks and the associated
verifications are described in [2, Chap. 11].

Fig. 1 PMM process model
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(5) When the top level system which is fully verified against its specification, it is
installed in its environment and its operation is verified in accordance the
various operation scenarios resulting from the CONOPS and partially or totally
included in top level simulation scenarios.

2.1 PMM Specification Process and Specification Models

The first system development activity consists of establishing a top level system
specification. According to PMM, a system specification process starts with the
definition of the system goals (i.e., its intended effects or its functions) identified
and modeled as outputs of the top level system specification model. PMM
requirement determination approach is goal oriented, similar to those supported by
Goal Oriented Requirement Engineering approaches such as KAOS [4].

Based on this goal identification, the occurrence conditions of these goals are
elicited. During this process, expected inputs are identified while other outputs may
be also identified and modeled, such as observable states, undesired effects and
system failures. Undesired inputs may be also considered.

Then, we formalize the result of this elicitation in the form of PBRs [2, chap 6].
These PBRs are predicates linking together goals, secondary outputs, observable
states and inputs. They specify system properties and their conditions of actual-
ization. In particular, assumptions are specific PBRs related to input properties since
they are always out of the system’s developer control and only presumed (Fig. 2).

The basic form of a PBR is as follows:

PBR: ½whenCondition ¼ [ � val System:Propertyð Þ 2 Domain;

A conjunction operator “∧” of PBRs is defined allowing the combination of
several PBRs while a partial order relationship “≤” allows to compare two PBRs.
PBR1 ∧ PBR2 is the conjunction of two PBRs and is also a PBR while PBR1 ≤
PBR2 means PBR1 is less constraining than PBR2.

Fig. 2 Specification model
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A specification model is a formal model dealing with (1) system requirements,
(2) system interface requirements and (3) system assumptions. Translated in sim-
ulation models based on languages such as VHDL-AMS [5] or Modelica [6], a
system model is syntactically coherent and complete. Simulation provides assis-
tance for establishing the exactness of a system model for a defined set of validation
scenarios.

2.2 PMM Design Process, Design Models and System
Verification

When the exactness of a system model is established, the second system devel-
opment activity is to conceive a system design model. This activity is based on the
designer’s knowledge of business rules, experience on the system domain and
innovations. Several candidate architectures may be considered. Since the focus of
this paper in not on design activities, they are not described here (they are detailed
in [2, Chap. 7]).

For candidate architectures, the third activity is to derive the system require-
ments (PBR) into subsystem requirements {PBR1, …, PBRn}. To be valid, such
derivations shall be such that, when the architecture A is selected, then the con-
junction of {PBR1, …, PBRn} shall be more constraining than the system
requirement PBR:

Derivation:whenA ¼ [PBR � PBR1 ^ . . . ^ PBRn;

This validity condition entails the following theorem (called “the prime con-
tractor theorem”): “A sufficient condition for a system to comply with its PBRs is
that its subsystems comply with the PBRs validly derived from the system PBRs,
provided the design choices and assumptions made about the environment driving
the derivation remain valid”.

Simulation provides, firstly, a means for establishing the validity of system
PBRs derivation into a set of subsystem derived PBRs for a given level of rigor
(related to the richness of validation scenarios). Secondly, simulation provides a
means for verifying building block design models regarding their specification
models.

During simulation sessions, the specification models monitor the corresponding
design models, checking that for all submitted simulation scenario whether
requirements are violated or not. When no requirement violation is detected for the
complete verification of a building block design model, the building block design
model may be considered as free of error regarding its specification model and for
the considered effort of verification. And so on, up to the system level.
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3 The Application: PEPS System Modeling

3.1 Description of the PEPS System

PEPS stands for Environmental Politics & Space Politics. It aims at developing
usage of space images. This new CNES project, that has started its operational
phase the 18th of June this year, is also part of Copernicus project (2014–2020)
which is the most ambitious Earth observation program to date.

Copernicus is the new name for the Global Monitoring for Environment and
Security program (GMES). This initiative is headed by the European Commission
(EC) in partnership with the European Space Agency (ESA). ESA is developing a
new family of satellites called sentinels that will provide a unique set of observa-
tions, starting with the all-weather, day and night radar images from Sentinel-1A,
launched in April 2014. Sentinel-2 will deliver high-resolution optical images for
land services and Sentinel-3 will provide data for services relevant to the ocean and
land. Sentinel-4 and -5 will provide data for atmospheric composition monitoring
from geostationary and polar orbits, respectively. Sentinel-6 will carry a radar
altimeter to measure global sea-surface height, primarily for operational oceanog-
raphy and for climate studies.

PEPS is the French ground system that will provide a public access to sentinels
image products.

For the first time, multi-sensor, multi-scale and multi-temporal data over the
Earth will be available for free which should help to create and develop environ-
ment services.

Users will be able to analyze data over a long period up to the beginning of the
mission (climatic change: glacier footprint, ice field surface, lakes surface, deser-
tification, vegetation indication), deforestation, urban expansion, road network,
hydrology, volcanology, etc.

In 2017, PEPS system shall be able to store and provide access to 6.1 petabytes
of data and 8 millions of products (image products, metadata and quick look). It
shall also be extensible and able to store and provide access to 17 petabytes of data
and 20 million of products in 2020.

After the end of 2017, PEPS system shall also provide, close to image products,
high performance computing capability so that scientists or other external partners
interested in developing geographic added-value services can run efficiently dedi-
cated algorithms.

3.2 PMM Application Context and Goals

It is well known that requirements are the corner stone between specification/design,
effective system (or implementation), and tests (verification that the system meets its
requirements).
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Previous R&T study at CNES (Limbes R&T project in 2008) has shown benefits
to build a property centered design to ease system verification.

More than that, much more benefits can be obtained with higher quality of
requirements in terms of semantic due to the many human actors involved in
engineering requirement processes.

When system specification has been produced, reviewers will have to share a
common understanding of requirements and produce RID’s (Review Item
Discrepancy) and this for each phase of the system engineering process:

• Phase A (Mission/operational analysis and feasibility):

– Customer requirement review

• Phase B (Ground Segment Preliminary Design):

– System requirements review
– Preliminary design review

• Phase C (Ground Segment detailed design generally done by a sub-contractor):

– Critical design review

• Phase D (Ground Segment production and verification):

– Technical qualification review
– Operational qualification review

Just after phase B and just before phase C, subcontractors involved in tender
responses will also have to share a common understanding of requirements to
design the most competitive solution.

In the same time, operational teams involved in the system as a part of it, will
also have to design their tasks using the system to achieve mission goals.

Finally, requirements semantic will be checked once more during critical design
review of phase C, and again to verify that the system including operations meets
requirements during phase D reviews.

There is clearly a huge potential of improvement of engineering processes
efficiency if requirements quality is improved (less ambiguity in semantic
interpretation).

PMM provides a methodology and models to help system engineers to focus and
make more explicit system goals. The main difficulty will be to integrate it suc-
cessfully with the different human actors involved in the engineering process.

CNES had already made an experiment of PMM in the context of an R&T study
in 2014 and developed a modelling front-end mock-up, named PMM Designer that
was first experimented with a satellite imagery mission control system specification.

Even if the scope of the case study was limited in size, the result was that PMM
concepts are robust to express requirements semantics, simple to use (due to its goal
orientation, its concepts parsimony), and, even if the front-end mock-up could be
enhanced, many potential benefits have been identified during this experiment,
including:

Property Model Methodology … 163



• Improved quality and completeness of requirements,
• Efficiency of production and validation processes of requirements
• Efficiency of verification processes
• Efficiency of system maintenance in operational condition and its design

That were the reasons why we applied partially PMM to express PEPS system
requirements more formally when PEPS system verification task started in March
this year. At this time, PEPS specifications were already written in textual form in
one document for all the releases from 1.1 until 1.4. They represent in total around
180 textual requirements.

The main goal was to assess benefits on our engineering process and limitations
of the methodology and associated tool.

3.3 PBRs Determination and PBRs Validation

The first step was to create all the PBRs starting from PEPS system textual
requirements release 1.1 (about 45 textual requirements for this 1.1 release). This
formalization task was relatively efficient. Only two man weeks were necessary
with the front-end mock-up to create a first release of 11 PBRs covering all the 45
requirements.

The Fig. 3 here after represents a snapshot of PMM Designer describing the
PMM Top-Level Specification Model of PEPS acquisition System, with its
expected outputs (goals), observables states and assumed inputs linked together
thanks to PBRs (predicates) defining the outputs and their actualization conditions,
assumptions on inputs, and so on. We started from 12 requirements and only 4
PBRs were sufficient to express PEPS acquisition system goals.

We observed that many textual requirements are very precise for the constraints
about inputs but not correlated with the expected outputs and many missing con-
straints about outputs. We had to look at the implementation to characterize the
intended effects.

Formalizing requirements into PBRs does gather execution context constraints
with the expected outputs, so it gathers many textual requirements in one place.

Concretely, we have observed that 45 textual assertions, usually referred as
textual requirements, were consolidated and restructured into 11 PBRs. Moreover,
we significantly improved the quality of these requirements (providing rich,
coherent and synthetic information contents).

Described in PBRs form, requirements are then verifiable, system can be tested,
and moreover, other people responsible for designing and running the tests don’t
have to interpret again textual requirements. This requirement clarification task is
done once and only once. We have already save some time to design the tests and
we expect to save much more time in discussions and meetings usually spent by
many people involved in the project trying to interpret textual requirements written
by someone else.
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Another lesson learnt is related to security requirements; we had to take into
account about 300 textual requirements. However, as there was already scripting
tests that are able to check precisely those requirements, it was not useful to apply
PMM to build the tests. We noticed that requirements were already unambiguous,
for each requirement assertions about operating system properties are checked.
They had spontaneously the structure of PBRs.

As a first example the PBR called “Req_DownloadProducts” in Fig. 4 specifies
that, 12 h, at most, product items shall be complete on PEPS infrastructure and that
we shall have an error to be handled by the human operator only if automatism
cannot handle it.

Human operators are also goal driven and will compensate automatism when the
goal is clearly defined and if he can have adequate observability of the system.

Note: Some logical operators are in comment because there are not available
currently in PMM designer mock-up.

Writing PBR asks good questions to the specification author, it helps him or her
to characterize a realistic and verifiable goal. For example, reading requirements
ACQ-1810, ACQ-1015, ACQ-2030 we had to answer to the following questions:
What is product item integrity? All product items shall be present or not? How can
it be verified?

About the question: “Where product shall be stored”? We found 4 requirements
(ACQ-2010, ACQ-2020, ACQ-2030 and AUT-0120) scattered in the document but
only one PBR was sufficient using infrastructure architecture knowledge.

Fig. 3 PEPS acquisition system specification model with PMM designer
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We had also to identify missing observable state for the download task and to
specify more precisely what to do in case of external site error (requirements
ACQ-0820 that says “After any failure, acquisition function shall resume from its
current state.”). If the error is only temporary, download task automatism shall
retry, otherwise download task shall go to “error state” to be handle by human
operator. The existing prototype implementation helped us to identify the missing
observable states and intended effects.

This was not so easy to define because acquisition system is not able to dis-
tinguish surely between permanent or temporary errors because it does catch
external site error messages that are not precise enough. PBR has to take into
account what the system is able to perceive from the environment otherwise we will
obtain an unreachable goal.

As a second example the PBR called “Req_ProductClassified” in Fig. 5
specifies that, 12 h, at most, product items shall be classified and stored in PEPS
catalog infrastructure and that we shall have an error to be handled by the human
operator only if automatism cannot handle it.

It shall be noted that there were no requirements specifying this acquisition
system goal about product classification. This missing requirement has been
identified during this PBR determination and validation phase. Product classifica-
tion is an intended effect that required to be characterized.

Fig. 4 PEPS acquisition system PBR first example
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We obtained that product identifier shall be present in catalog database and
characterized (land cover (water, forest, city, agriculture, etc. percentage); geo-
graphically localized (continent, country, region, city, etc.) instrument character-
istics (instrument, processing level, product type, sensor mode, etc.), date, orbit
number, satellite, resolution, snow cover, cloud cover if optical, etc.

This acquisition system goal is very important to characterize because it helps to
check completeness and consistency of the peps images product catalog.

Note: For this first experimentation, only the presence in catalog was checked
during the verification tests, assertions relative to product classification were human
checked using Graphical User Interfaces -GUIs-. We can imagine checking it
automatically in the future.

Then, the second step was to validate requirements formalization with its author
to check that semantic interpretation was correct. The result is conclusive, only
some minor points were reported. The author of the specification, who is a
co-author of the present paper, agreed that this may help to improve our engineering
processes even if it’s easier for him to read the textual form of the PBR and not the
predicates that are more adequate for computers

Then, those formalized requirements were presented to the contractor that will be
responsible for the next releases of PEPS system from 1.2 until 1.4. Usually test
design and specification task is done by the contractor that shall try to catch pre-
cisely requirements semantics and shall have some discussions with the author of
the specification to clarify them. Once formalized, PBRs were presented to the
contractor using PMM Designer. The result of this presentation was that the con-
tractor agreed with the benefits of a more efficient mutual understanding of
requirement semantics. They requested to use the PMM Designer as a possible
support for this common understanding.

Fig. 5 PEPS acquisition system PBR second example
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3.4 PEPS System Verification

For the verification tasks, it still remains to implement the test generally in a
scripting language, even if we can imagine later some code generation starting from
PMM models. PBR determination and validation facilitate test design task because
what is to be checked is clearly defined.

We have translated PBRs into the scripting tests language (SQL requests and
shell scripts). For the PBRs to be verified by humans (through GUIs), we translated
them in human-readable statements. We can imagine automate some of those tests
using other scripts in the future.

Technical qualification for PEPS system V1.1 was done successfully.
For the operational qualification, we had to show to human operators PEPS

system goals using the application in release 1.1. We focused on expected outputs,
observable states and system failures to be compensated by the operator. We
observed that PBR’s fits well with this operational process and we only had to show
the real system’s behavior when it is driven by all the PBR-based test scenarios and
not the predicates and any requirements.

4 Conclusion: Lessons Learnt and Future Works

Benefits: the benefits observed in the experiment in 2014 are confirmed by this first
application to the PEPS operational project:

• The requirements determination is goal-oriented, with as consequence, an
improvement and a facilitation of requirements production,

• The quality and completeness of requirements are also significantly improved
with a clear connection between expected outputs and the conditions of their
actualization (observable states, failures, inputs).

• The efficiency of the validation process is also improved. Even inexact, a PBR
remains unambiguous, measurable and testable. Its interpretation is done once
and only once, preventing an undefined number of misinterpretations by the
various stakeholders.

• Although it is still too early to claim it, the efficiency of the verification process
should be significantly improved. When validated, PBRs are unambiguous (no
possible misinterpretation) and testable, connected to their conditions of actu-
alization as expected for test cases.

Limitations: Currently, the main limitations observed are related to the tool. PMM
Designer is a preliminary mock-up of a modeling and simulation PMM tool. It
provides the main editors requested by PMM. However, it does not provide a
complete PBR editor, many operators are missing. It needs improvements to ease the
modelling process. It does not interface either simulation back-end, thereby making
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it impossible to PBRs validation and design verification by simulation, while this
validation / verification by simulation is one of the strengths of the method.

Future works: It is planned to iterate the process described in this paper for the
next PEPS releases from 1.2 until 1.4. We will have of course many other lessons
learnt to report by the end of this year with those coming releases.
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A Model-Driven Approach to Enable
the Distributed Simulation of Complex
Systems
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Abstract The increasing complexity of modern systems makes their design,
development and operation extremely challenging and therefore new Systems
Engineering andModeling and Simulation (M&S) techniques, methods and tools are
emerging, also to benefit from distributed simulation environments. In this context,
one of the most mature tools is the IEEE 1516-2010—Standard for M&S High Level
Architecture (HLA). However, building and maintaining distributed simulations
components, based on the IEEE 1516-2010 standard, is still a challenging and costly
task. To ease the development of full-fledged HLA-based simulations, the paper
proposes the MONADS method that, according to the model-driven systems engi-
neering paradigm, allows one to generate the HLA-based simulation code from
SysML models by the use of a chain of model-to-model and model-to-text trans-
formations. The effectiveness of the method is shown through a case study that
concerns an Automated Transfer Vehicle (ATV) approaching and docking to the
International Space Station (ISS).
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1 Introduction

Systems are constantly increasing in complexity and sophistication involving
several heterogeneous components that are often designed and developed by
organizations belonging to different engineering domains, including mechanical,
electrical, and software. Moreover, moving from large-scale systems to Systems of
Systems (SoSs), the involved components (that can be regarded as systems them-
selves) are often geographically distributed and capable of autonomous and inde-
pendent behaviors. In addition, during the life of a SoS, as new systems may join
the SoS and other dynamically may leave it, its components and their relationships
typically change. This increasing level of complexity makes the design, develop-
ment and operation of modern systems extremely challenging. As a consequence,
new Systems Engineering methods and techniques are emerging also to benefit
from Modeling and Simulation (M&S) distributed simulation environments [1].

In this context, the IEEE 1516-2010—High Level Architecture (HLA) standard
[2]—supports the simulation of modern complex systems by providing a distributed
infrastructure in which each simulation unit runs on an independent computer (in
general, geographically distributed) and communicates with the others in a common
simulation scenario. HLA was developed by the U.S. Modeling and Simulation
Coordination Office (M&S CO) to facilitate the integration of distributed simulation
models within a common architecture. Although it was initially developed for
purely military applications, it has been widely used in non-military industry for its
many advantages related to the interoperability and reusability of distributed sim-
ulation components. In the HLA standard a distributed simulation is called a
Federation and it is composed of several HLA simulation entities, each called a
Federate, which interact among them by using a Run-Time Infrastructure (RTI), the
backbone of a Federation execution that provides a set of standard protocols and
services to manage the communications and data exchange among Federates. Each
Federation has a Federation Object Model (FOM) that is created in accordance with
the Object Model Template (OMT) defined by the standard [2, 3]. A FOM contains
specifications of Object classes (objects are instances—or entities—of object
classes that have attributes that can be updated), Interaction classes (a message sent
among objects that has parameters) and Data types (the technical specifications and
semantics of attributes and parameters).

Building complex and large distributed simulations components, based on the
IEEE 1516 standard, is usually a challenging task and requires considerable effort,
not only in their development, but also for the cost of maintaining such compo-
nents. On the development side, the building and testing of HLA Federates is
generally difficult, complex, and resource-intensive because of the complexity of
the IEEE 1516 standard [2, 3], the lack of proper documentation, and the avail-
ability of ready-to-use examples. Moreover, developers have to spend a consider-
able effort to face with common HLA aspects, such as the management of the
simulation time, the connection on the HLA/RTI, and the management of common
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RTI exceptions. As a result, they cannot fully focus on the specific aspects of their
own HLA Federates.

To ease the development of full-fledged HLA-based simulations, model-driven
software engineering (MDSE) approaches, tools and techniques could be effectively
exploited. MDSE is an approach to software design and implementation that
addresses the rising complexity of execution platforms by focusing on the use of
formal models [4]. According to this paradigm, a software system is initially
specified by the use of high-level models. Such models are then used to generate
other models at a lower level of abstraction, which in turn are used to generate other
models, until stepwise refined models can be made executable. One of the most
important initiatives driven by MDSE principles is the Model Driven Architecture
(MDA) [5], the OMG’s (Object Management Group) incarnation of Model-Driven
Engineering (MDE).

In this paper, MDA is exploited to design and develop the MONADS method
(MOdel-driveN Architecture for Distributed Simulation) that aims at facilitating the
distributed simulation of complex systems, specified by using SysML, according to
the MDSE paradigm. Moreover, the HLA simulation code, generated starting from
SysML models by a chain of model-to-model and model-to-text transformations, is
based on the HLA Development Kit software Framework (DKF), a software
framework released under the open source policy Lesser GNU Public License
(LGPL) by the University of Calabria, working in cooperation with the NASA JSC
(Johnson Space Center), and that allows one to support the development of reliable
HLA Federates by managing their lifecycle and handling the common HLA
aspects.

The paper is structured as follows. In Sect. 2, the MDA- and DKF-based
MONADS method is illustrated. The method is exemplified in Sect. 4 by consid-
ering the reference scenario described in Sect. 3 and that concerns a situation in
which an Automated Transfer Vehicle (ATV) is approaching the International
Space Station (ISS) to dock on it. Related proposals are discussed in Sect. 5;
whereas, in Sect. 6, conclusions are drawn and future works delineated.

2 The MONADS Method

MDA-based software development is founded on the principle that a software
system can be built by specifying a set of model transformations, which allow to
obtain models at lower abstraction levels starting from models at higher abstraction
levels.

To achieve such an objective, MDA has introduced a language for specifying
technology neutral metamodels (or models used to describe other models), referred
to as the Meta Object Facility (MOF) [6], and a standard for specifying model
transformations, i.e., the Query/View/Transformation (QVT) standard [6]. A model
transformation specified in QVT allows one to automatically generate a target
model, instance of a given MOF-based metamodel, from a source model, instance
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of the same or of a different MOF-based metamodel. In case the target model is of
text type (e.g., code written in a given programming language), the MOFM2T
(MOF Model To Text) standard [6] can be used to specify the relevant
transformation.

According to the context outlined in Sect. 1, the system development process is
concerned with two different engineering domains. On the one hand, it is related to
the system development domain, in which systems engineers deal with design and
implementation issues. On the other hand, it addresses the simulation development
domain, in which simulation engineers deal with system verification and validation
issues by introducing distributed simulation-based analysis techniques. In this
respect, the proposed method supports both system and simulation engineers, as
depicted in Fig. 1.

At the beginning, the system under study is specified in terms of a SysML model
(e.g., block definition diagrams, sequence diagrams, etc.). According to the MDA
terminology [5], such a model is referred to as the platform-independent model
(PIM) of the system. At the system development level, the system engineer in
charge of producing the system model is not concerned with any details regarding
the simulation model and is strictly focused on the specification of a SysML-based
system design model, starting from the system requirements.

The SysML model identifies the input of the sub process that is related to the
development of the distributed simulation. In this respect, according to the DSEEP

Fig. 1 Overview of the MONADS method
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(Distributed Simulation Engineering and Execution Process) standard [7], simula-
tion engineers carry out a conceptual analysis of the required simulation and use the
SysML4HLA profile to annotate the PIM in order to enrich such a model with the
information required to derive the HLA-based simulation model. Specifically, the
SysML4HLA profile allows one to specify both how the system has to be partitioned
in terms of Federation/Federates and how system model elements have to be
mapped to HLA model elements such as object classes and interaction classes.

Then, the design simulation environment step is executed. This step takes as
input the marked PIM and executes the SysML-to-HLA model-to-model transfor-
mation in order to automatically obtain a UML model that represents the HLA
simulation model. Such a model is annotated with the stereotypes provided by the
HLA profile and, according to the MDA terminology, is referred to as the platform
specific model (PSM). The design simulation environment step is also concerned
with the discovery of existing federates to be integrated in the distributed
simulation.

The develop and integrate simulation environment step is then executed to
implement the distributed simulation. The simulation code, specified by the use of
the HLA Development Kit software Framework (DKF), is generated through the
execution of the HLA-to-Code model-to-text transformation. This step also includes
the coding activities needed to integrate the existing Federates identified in the
previous step.

Finally, the distributed simulation is executed and the results are evaluated to
check whether or not the predicted system behavior satisfies the user requirements
and constraints. In the positive case, the validated SysML-based system specifi-
cation can be used to drive the possible design and implementation of the system.
Alternatively, the system specification has to be revised.

The HLA Development Kit software Framework (DKF) is provided by the
University of Calabria in cooperation with the NASA JSC (Johnson Space Center)
along with related documentation, user guide and reference examples [8]. The DKF
is implemented in the Java language and is based on the following three principles:
(i) Interoperability, DKF is fully compliant with the IEEE 1516-2010 specifica-
tions; as a consequence, it is platform-independent and can interoperate with dif-
ferent HLA RTI implementations (e.g. PITCH, VT/MÄK and CERTI [9]);
(ii) Portability and Uniformity, DKF provides a homogeneous set of APIs that are
independent from the underlying HLA RTI and Java version. In this way, devel-
opers could decide the HLA RTI and the Java run-time environment at
development-time; and (iii) Usability, the complexity of the features provided by
the DKF framework are hidden behind an intuitive set of APIs.

A side advantage of the proposed method is that the same approach can be
adopted to eventually generate both the operational system and the distributed
simulation system starting from the same model specification.

The next section introduces the reference example that is used hereinafter to
illustrate the details of the method steps. It shows the steps that go from the initial
system specification down to the development of the distributed simulation code.
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3 Reference Example

The simulation scenario deals with a docking system and concerns a situation in
which an Automated Transfer Vehicle (ATV) is approaching the International
Space Station (ISS) to dock on it. Although the docking procedure is handled by the
ATV, to allow the ATV to dock safely, both the ISS and the Mission Control
Center on the earth have to be informed in order to monitor and face with possible
critical situations. When the ATV begins the docking operations, it sends an
“Approach—started” message. The personnel on the ISS and the Mission Control
Center on earth react to the situation accordingly. During the approaching phase,
the ATV constantly monitors its trajectory and distance from the assigned docking
point on the ISS and acts accordingly to reach the target; moreover, the ATV
constantly sends information about its position, acceleration and velocity. When the
ATV docks on the ISS it sends a “Docking—completed” message.

The following subsection applies the MONADS method illustrated in Sect. 2 to
the considered docking system.

4 Method Application

This section describes the various steps needed to carry out the proposed
model-driven method and thus generate the distributed simulation code of the
docking system.

The following subsections describe the different steps in more detail, according
to the method overview illustrated in Sect. 2.

4.1 SysML Modeling

As aforementioned, the proposed method is carried out through several steps, the
first of which includes the definition of the system model by the use of the SysML
notation.

For the purposes of this discussion, the study is limited to those diagrams that are
necessary to obtain the simulation model and the code of the distributed simulation.

Specifically, the SysML model of the docking system is composed of the fol-
lowing diagrams: (i) a block definition diagram (BDD), which specifies the struc-
tural view of the system. The diagram shows the docking system components (e.g.,
ATV, ISS and their internal elements) and their structural relationships; (ii) a set of
sequence diagrams (SDs), which specify the behavioral view of the system. Such
diagrams depict the ordered set of interactions between different system
components.
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4.2 From SysML to HLA-Based UML

At the second step, the stereotypes of the SysML4HLA profile are used to annotate
the aforementioned SysML model, so as to drive its mapping to the HLA-based
UML model. Such stereotypes add information needed for the automatic mapping
between SysML domain elements and the corresponding HLA domain elements.
Figures 2 and 3 show the BDD for the considered docking system and a SD
specifying the interactions between the AVT Federate component and the AVT
Object Class component, respectively.

The resulting marked PIM is taken as input by the automated SysML-to-HLA
model-to-model transformation, which yields as output the UML model of the
corresponding HLA-based distributed simulation. The resulting UML model is
composed of the following diagrams: (i) a set of sequence diagrams, which specify
the behavioral view of the HLA simulation model; (ii) a component diagram, which
describes the structural view of the model; (iii) a component diagram, which shows
the publish/subscribe associations between federates, ObjectClass and
InteractionClass HLA elements (see Sect. 1).

Fig. 2 SysML BDD of the docking system

Fig. 3 Interactions between
ATVFederate and
ATVObjectClass
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As stated in Sect. 2, the SysML-to-HLA model-to-model transformation has been
specified by the use of the QVT/Operational Mappings (QVT-O) language [6], the
standard language for defining operational transformations consisting of a set of
mapping functions, which specify the mapping rules by the use of conventional
imperative primitives. Among the mapping rules specified to generate the structural
model, each block element in the SysML source model is mapped to a federate
element, an ObjectClass element or an InteractionClass element in the target
model, depending on the relevant SysML4HLA stereotype (i.e., the role played in
the source model). As an example, the ATV block element stereotyped as <<fed-
erate>> in the SysML BDD of Fig. 2 is mapped to the UML ATV component
stereotyped as <<federate>> in the UML component diagram of Fig. 4.

Similarly, for the behavioral model, a set of mapping rules enable the trans-
formation of the SysML sequence diagram in the source model into a UML
sequence diagram in the target model. More precisely, the interaction between a
couple of blocks stereotyped as ≪federate≫ and ≪objectclass≫ in the source
model is mapped to an interaction between the UML component representing the
federate block and the DKF component that wraps the RTI. Such an interaction
consists of a set of predefined messages stereotyped as ≪initialization≫, ≪mes-
sage≫ or ≪action≫, to represent the behavior of a federate interacting with its
component and/or other federates, as depicted in Fig. 5.

Figures 4 and 5 show the UML component diagram that specifies the structural
view and the UML sequence diagram that corresponds to the diagram of Fig. 3,
respectively.

For the sake of brevity and clarity, the diagrams do not include all the details of
the stereotypes and attributes adopted.

In Fig. 4, a component diagram that depicts the structure of the simulation model
in terms of federates, object classes, and interaction classes can be observed.

The elements that are stereotyped as HLA Service are used to enable the inter-
action between federates, conventionally carried out by the use of the HLA RTI
(runtime infrastructure) component. In this paper case, the RTI is replaced by the
wrapper components provided by the HLA Development Kit.@@

Fig. 4 HLA-based UML model: structural view
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4.3 From HLA-Based UML to DKF-Based Code

At the last step, the HLA-based UML model produced in the previous step is taken
as input by the automated HLA-to-Code model-to-text transformation, which yields
as output a considerable part of the distributed simulation code. As stated in Sect. 2,
the HLA-to-Code transformation has been specified in the MOFM2T language,
which adopts a template-based approach, wherein a template specifies a code
template with placeholders for data to be extracted from models.

Specifically, the HLA-to-code transformation allows one to generate a template
of the Java classes that contains the class structure, including constructors, methods
and attributes, declarations and exception management, and most of the required
HLA-related code, such as data type definitions and RTI interaction methods. The
only code that has to be manually added is the one implementing the federate
simulation logic. Specifically, the DKF allows developers to focus on the specific
behavioral aspects (both the proactive and reactive simulation logic, see Listing 1)
of their own HLA Federates rather than dealing with the common HLA function-
alities, which are managed by the DKF core components. In addition, the behavior
of a Federate follows a well-defined life cycle provided and managed by the DKF
[10] thus producing more reliable and easy to maintain simulation code.

Fig. 5 HLA-based UML model: interaction view
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5 Related Work

This section reviews the existing literature dealing with both the use of SysML in
the Modeling & Simulation (M&S) domain and the modeling/development of
HLA-based distributed simulation systems.

As regards the use of SysML in the M&S context, a significant contribution that
specifically addresses the generation of Java/HLA code from SysML specifications
can be found in [11]. This work extends and improves such a contribution both on
the method side, which is now designed according to the DSEEP, and on the model
transformation side, which now exploits the advantages of using the HLA
Development Kit software Framework (DKF) rather than a conventional HLA
implementation.

More generally, several contributions are available that propose the use of SysML
as a notation suitable not only for defining systems specification but also for sup-
porting system simulation activities, such as [12] and [13] in which SysML is used as

Listing. 1 The DKF-based code of the ATVFederate
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a notation to support the simulation-based design of systems, in order to derive
executable parametric models and simulation-specific languages, respectively.

Differently from the aforementioned contributions, this paper describes a
model-driven method to generate an HLA-based implementation of a distributed
simulation software, starting from a SysML specification.

As regards the issue of supporting the implementation of simulation systems,
contributions that apply a model-driven paradigm in the M&S domain can be found
in [14] and [15], which propose a method to generate a Java/HLA-based imple-
mentation of a distributed simulation software from a UML system model and the
main theoretical concepts behind the application of MDA to HLA, respectively.

Differently, this paper illustrates the design and implementation of a model
driven method to reduce the gap between the SysML-based system specification
and the HLA-based distributed system implementation.

As regards the modeling/development of HLA-based distributed simulation
systems, several commercial and research efforts aim at providing integrated
toolchains for creating and simulating complex systems by using specialized
modeling tools and methodologies. For MATLAB/Simulink different packages and
toolboxes are available for implementing HLA simulators such as the
Forwardsim HLA Toolbox for MATLAB [16] and the HLA/DIS Toolbox for
MATLAB and Simulink [9].

Another tool that enables developers to effectively manage the structure and
assets of a HLA Federate starting from a FOM (Federation Object Model) file is the
PITCH Developer Studio [9]. A domain-specific HLA software framework was
created by the Danish Maritime Institute (DMI) [17] to provide mechanisms that
simplify the development of real-time simulators. Other HLA frameworks are based
on GRID-computing infrastructure [18].

The HLA Development Kit and its software framework (DKF), used in the
proposed method for generating the HLA-based simulation code (see Sect. 2), differ
from the above mentioned solutions in several aspects. In particular, differently
from a proprietary and commercial solution that requires tool-specific knowledge
and training, the HLA Development Kit is an open source project released under the
open source LGPL license and can be freely and easily customized and/or extended
to cover and deal with both domain independent and domain-specific aspects. In
addition, the DKF provides advanced facilities that allow keeping the code com-
pact, readable and reliable. As an example, Java annotations are used to directly
inject the structure of a HLA Federate in the Java code. These metadata are used by
the core components of the DKF at run-time to inspect and check HLA objects
according to its definition in the FOM. The above-sketched capabilities showed a
great benefit not only for expert HLA developers but also for HLA novice prac-
titioners as were the undergraduate students involved in the Simulation Exploration
Experience (SEE) project led by NASA and which involves several U.S. and
European Institutions [10, 19].
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6 Conclusions

Modern large-scale systems or systems of systems require the adoption of dis-
tributed simulation approaches to properly take into account the inherent com-
plexity of such systems.

This paper has introduced an innovative and automated method (denoted as
MONADS) that makes easier for systems engineers the use of distributed simulation
techniques, without asking them to explicitly deal with the intricacies and difficulties
of currently available standards and technologies (HLA in this paper case).

The contribution of the paper is twofold. On the one hand, it introduces a
model-driven method based on the execution of model transformations that auto-
matically map the abstract representation of a system, specified in SysML, into an
intermediate HLA-based software model, specified in UML, down to the final code
of the HLA-based distributed simulation. On the other hand, it exploits an inno-
vative software framework, the HLA Development Kit software Framework (DKF),
that allows one to appropriately handle common HLA issues thus making it easier
to get to the final code of the distributed simulation.

The proposed approach allows one to automatically obtain a significant portion
of the final HLA-based code, by limiting the manual activity to the implementation
of the federate simulation logic, and can be effectively used even by systems
engineers who are not familiar with the HLA standard.

Work is in progress to evaluate the opportunity of incorporating additional
transformations that would allow increasing the portion of the automatically gen-
erated code at the expenses of an extra modeling effort.
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Maintenance as a Cornerstone
for the Application of Regeneration
Paradigm in Systems Lifecycle

Laëtitia Diez, Pascale Marangé, Frédérique Mayer and Eric Levrat

Abstract The circular economy is an economy, firstly, considering the natural
resources as finite and the non-existence of waste, secondly, assimilating the
industrial system as a natural system and, finally, emphasizing the paradigm of
regeneration. Nevertheless, this paradigm is not clearly defined and this paper aims
to found it by proposing solutions to its implementation in the industrial world. The
proposal is based on a comparison between the natural system and the industrial
system by using the trophic organization model and their elements. Then, the
maintenance process is seen as a key element of regeneration. Finally, the notion of
nutrient is studied and taken into account in an industrial process.

Keywords Sustainable development � Circular economy � Regeneration � System
lifecycle � Maintenance

1 Introduction

Further to the analysis on the climate change, the greenhouse gases, the exhaustion
of the natural resources and the increase of waste…, the European political powers
have implemented a strategy titled “Europe 2020” [1]. Just like for the United
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Nations Conference on Sustainable Development (UNCSD) or Rio +20, this
strategy is based on the three pillars (economy, environment, social) of sustainable
development. This development is defined as a “development that meets the needs
of the present without compromising the ability of future generations to meet their
own needs” [2] and aims to change the economy.

Faced with this development, the linear model (take-make-dump) becomes
obsolete and gives way to circular model (make-use-return infinitely). This new
economy is increasing and is promoted by diverse organization, such as the “Ellen
MacArthur Foundation” in United Kingdom, the “Institut de l’Economie
Circulaire” in France, the international certification “Cradle to Cradle®”, etc.

The circular economy considers that the natural resources exist in finite quan-
tities and that the waste do not exist [3]. Thus, the general idea is to create closed
loops by reusing constantly the manufactured goods, based on the system thinking,
the use of renewable resources and the fact that waste equal resources. This
approach forces us to change the paradigm and to move towards the “regeneration”
paradigm. This one relies on several schools of thought, like:

• Biomimicry [4] is the study of nature to design goods and systems in a sus-
tainable way. This concept has promoted products. For example, the high-speed
train is inspired by the form of some birds, the glue by the adhesive capacity of
mussels, the swimsuit by the skin of sharks, the new energy production by the
photosynthesis, etc.;

• Industrial Ecology [5] is the study of material and energy flows through the
industrial system to add value to waste from one firm as resources for one or
more other firms. This concept rely on the optimization calculations and on the
Life Cycle Analysis. Industrial Ecology considers the industrial system as an
ecosystem to create a closed-loop operating as the nature [6]. The Kalundborg
area [7] is a good example of industrial symbiosis, which aims to optimize the
water use, to save energy and to reuse waste;

• Regenerative Design is the study of environment and community of a place to
design in harmony with them [8]. This design involves seeing the environment,
the community, and the systems as a whole [9]. This design goes further than
the sustainable design in regenerating the end-of-life systems. A product is
regenerative if and only if it is 100 % recycled and recyclable and improves the
environmental and human conditions;

• Cradle to Cradle [10] is the popular term of regenerative design and uses a
biomimicry approach to design goods. This concept considers the materials as
nutrients (organic and technical). The biological nutrients are organic materials
that can return healthily in the natural cycle. The technical nutrients are
non-toxic, non-harmful synthetic materials for the natural environment, but they
cannot return in the biosphere and must go back in the technical cycle.

With all this concepts, the regeneration paradigm is difficult to set up. Indeed, in
the best-case scenario, every firm would be able to regenerate its own goods and
waste to produce new secondary matters and energy (Fig. 1a). This is workable by
the future companies, but for the existing firms, this is more difficult. Creating firms
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networks is an interesting idea. Each of these firms is able to regenerate the goods
of one or several companies and to consume the energy produces by itself or other
companies (Fig. 1b).

The purpose of this paper is to determine if the regeneration paradigm is relevant
to the industrial world and to propose a way to develop it in the industry, based on
the maintenance process.

For this, the Sect. 2 describes, first, what is the regeneration in nature through the
food web and, secondly, transposes the trophic organization to the industrial world.
Then Sect. 3 identifies the processes, which allow regenerating a nutrient in the
product lifecycle. The Sect. 4 defines the elements necessary to nutrient regener-
ation. A discussion/conclusion is proposed in Sect. 5.

2 Regeneration Concept

Currently, biosphere and technosphere (part of biosphere affected by modifications
of the human origin) are seen completely independently of one another. However,
in the reality and from the point of view of the circular economy, the biosphere
contains the technosphere, which affects constantly this first. In fact, the technical
cycle of the technosphere affects the natural cycle, which evolves in the biosphere.
To understand these influences, the different elements allowing the interaction of
cycles and their regeneration must be identified.

Biology defines the verb “regenerate” as a process “to grow again”. In other
words, the nature regenerates continuously and does not know the notion of waste,
contrary to the industry. The principle of biomimicry is a good starting point to
understand the regeneration paradigm. Especially as, in the biosphere, the
exchanges are circular and as the industry uses resources from nature.

2.1 Natural Regeneration

The food web is an excellent example of circularity and regeneration. Indeed,
Ecology emphasizes that the trophic organization allows at each population of

Fig. 1 Auto-regeneration
(a) and regeneration by
network of companies (b)
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living being to replace each other naturally. This organization is based on the
exchange of nutrient organic, mineral and energizing between the trophic levels,
i.e., that each living organism feeds it another [11]. A nutrient is a nutritive sub-
stance that sustains the life. Actually, vegetables (primary producers) feed of solar
energy and mineral nutrients. Herbivores (primary consumers) eat vegetables and
the carnivores (secondary consumers) eat herbivores and other carnivores. Each of
these categories generates organic matters, which are eaten by decomposers (ex:
bacteria, fungi, worms). These decomposers produce mineral nutrients to feed
vegetables, and so on and so forth (Fig. 2). So all resources regenerate except the
solar energy that is a renewable energy for a long time, at the human scale.

In this organization, the fundamental elements are decomposers. In fact, these
organisms transform an unusable matter (organic matter) by producers and con-
sumers in another matter (nutrient) usable by vegetables. Without them, the trophic
organization would not be circular but linear. That would result by an accumulation
of organic matters, an exhaustion of vegetables and by the extinction of species.

2.2 Industrial Regeneration

Contrary to the natural cycle, the technical cycle is linear. In fact, the firms of
primary sector business exploit the resources of nature (organic and mineral) to
supply the firms making goods (secondary sector). This sector supplies tertiary
sector. Each of those sectors produces waste. Like so, the industrial world accu-
mulates waste and exploits the finite resource of nature, and that is the problem.
Indeed, the storage of waste costs much and the natural resources make rare. To
solve this problem, the nature must inspire industry. Especially as the nature does
not need storage and is able to regenerate its resources.

Fig. 2 Trophic organization (natural)
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If one compares the behavior of the natural system with the industrial system, we
note that there is no business sector, which treats waste to transform them in the raw
material. In the nature, the decomposers play this job. To become regenerative and
circular, the industry must organize decomposers.

Thus, the parallel with the nature allows assimilating the primary sector business
with the primary producers, the secondary sector with the primary consumers and
the humans activities with secondary/tertiary consumers [12]. Decomposers allow
regenerating waste from sectors and transforming them in raw secondary matters
for each sector or in natural resources for nature and the primary sector (Fig. 3).

Moreover, as the biosphere, several living organisms compose the technosphere.
A company this is an (artificial) complex system linked and organized. This
organism must consume resources, i.e. nutrients, to live, develop and prosper. In the
industrial world, resources correspond to materials, energy, services, staff and
knowledge. The secondary sector produces objects that are resources, i.e., nutrients
for human activities. An object is often a set of objects. Consequently, a nutrient is a
set of nutrients.

Finally, as the trophic organization, business sectors trade nutrients and produce
waste regenerated by decomposers. However, these sectors consume different types
of nutrients from the biosphere (organic and mineral) and technosphere (technical).
Wood and leather are organic nutrients, water and iron are mineral nutrients, and
paper and PVC are technical nutrients.

The natural decomposers can be used to regenerate organic nutrients and to
create mineral nutrients for vegetables. Industry must organize technical decom-
posers to regenerate technical nutrients and to create all natures of nutrients (or-
ganic, mineral and technical). The accumulation of mineral nutrients, from technical
decomposers, are artificial mines for the primary sector (Fig. 4). For this figure, we
consider a perfect cycle where all waste are regenerated.

Fig. 3 Trophic organization (industrial)
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Biosphere and technosphere represent and form a set of ecosystem mutually
dependent and accommodate living organisms. In fact, the notion of nutrient allows
making a link between the different elements of each cycle and between the cycles
themselves. By adding the technical decomposers, in technosphere, the goods
become regenerable and allow reducing waste and the exploitation of natural
resources. Moreover, the use of natural decomposers to regenerate waste of tech-
nosphere allows giving back nutrient to exploit.

3 Product Lifecycle

In this part, we concentrate on the secondary sector and more specifically, on the
material flows of production (manufacturing, assembly and distribution), operation
(utilization and maintenance) and retirement processes. We suppose also that
processes exchange nutrients and that the circularity of trophic organization is
applicable on the product lifecycle.

Usually, the product lifecycle used in the industry is linear as the technical cycle.
Moreover, we can apply the trophic organization on this lifecycle. In fact, the
manufacturing process uses nutrients from the primary sector and can be compared
with vegetables, assembly process with herbivores (uses nutrients product by
manufacturing process), distribution, utilization and maintenance processes with
carnivores and retirement process with decomposers. However, contrary to these of
natural cycle, the decomposers of lifecycle do not produce nutrients usable by
another process. To close the loop, the retirement process must return towards
production or better towards the customer.

Fig. 4 Interaction between natural and technical cycle
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3.1 Closed-Loops

References [3, 13] suggest creating a loop between retirement and all other pro-
cesses. In other words, the retirement process (technical decomposers) is able to
reuse, remanufacture and recycle a nutrient. The maintenance process is also a
decomposer, but only replacements, adjustments and repairs actions. Furthermore,
in the general system theory [14], a process can be defined in a “time-space-shape”
(TSS) frame reference. Nevertheless, this referential is not enough to define a
decomposer. In fact, decomposers can alter the nutrient functionality. If we com-
pare a nutrient going in and out process, this nutrient is always affected in the time,
may be transported and/or modified on its shape, and may keep its functionality.
Moreover, each object by circulating in a process is characterized by “state vari-
able” relating to TSS referential, i.e., temporal, spatial and shape properties [15]. In
the same way, as for the flows, a nutrient has these properties, which will develop in
the next section. Therefore, technical decomposers can be defined as (Fig. 5):

• Replacement/Repair process: transformation of time, and preservation of
nutrient functionality;

• Reuse process: transformations of time and space, and preservation of nutrient
functionality;

• Remanufacture process: transformations of time, space and shape, and
non-preservation of nutrient functionality. But the nutrient parts keep their
functionality;

• Recycling process: transformations of time, space and shape, and
non-preservation of nutrient functionality. The nutrient parts do not keep their
functionality.

In this list, only technical decomposers are cited to regenerate technical nutri-
ents, but the industry uses also organic nutrients. Natural decomposers must be
added at this list to regenerate those nutrients and make transformations of time,

Fig. 5 Closed-loops of product lifecycle
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space, and shape on organic nutrients, without preservation of nutrient function-
ality. The vegetables can use these regenerated nutrients. However, with current
technologies, a decomposer can regenerate not all nutrients; this nutrient will be
stored and kept in the technosphere.

After the identification of decomposers, we must find how to select an appro-
priate decomposer to regenerate nutrient and determine when regenerating it.
A regeneration manager is necessary, and to make this job, we propose to add a
regeneration management process (Fig. 5). This process rests on the information
provided by the maintenance process. In fact, the maintenance process is a process
which aims to fix or restore an item in a state in which it can perform its function
with dependability [16]. Therefore, it has information on the system state of health.
Moreover, in the product lifecycle, this process is situated between production and
retirement phases, i.e., before decomposers, what makes it essential to support the
nutrients regeneration management.

3.2 Example: Washing Machine

To illustrate the different cycles and decomposers, we are interested in a simple
example: a washing machine used by a laundry.

• Replacement/Repair scenario: the washing machine is faulty but can be repaired
and uses again by the firm;

• Reuse scenario: the washing machine uses too many resources (water, elec-
tricity, detergent) or does not adapt to new requirements of the laundry (cold
wash and not hot wash), the quality of washing is deteriorated, etc., in other
words, loss of technical, energy and economic performances. Hotels, hospital or
old people’s home, which need the only functionality of the machine and not its
performances can reused this machine. A laundry can become also bankrupt and
put its machines on the second-hand market.

• Remanufacturing scenario: the washing machine is faulty (cannot be repaired)
or not reusable. The machine is dismantled and transformed in spare parts to
remanufacture new machine or other systems;

• Recycling scenario: the washing machine and its spare parts are faulty. After
dismantled, the parts are separated by matters and ground. These pieces are used
as raw materials to manufacture new products.

4 Managing Nutrients

The regeneration manager must have information on the studied nutrient, in other
words, the manager needs properties to identify the nature of nutrient and which
decomposers used according to different properties of sustainable development and
the market needs (nutrients needed by customers with a good added value). The
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nutrient has properties from processes so-called technical. However, the nutrient
definition focuses mainly on the environmental impacts of the nutrient. This
requires introducing ecological properties.

The NIAM/ORM language [17], with NORMA plug-into Microsoft® Visual
Studio® 2010 Ultimate, is used to model the link between spheres and nutrient
properties. This language allows writing out elementary facts.

4.1 Definitions

A nutrient is composed of two types: biological nutrients and technical nutrients.
Previously, we have seen that the biological nutrients are organic materials that can
return healthy in the natural cycle. However, this definition considers only organic
materials while industry uses mineral materials too. To take account of these
materials, we will talk about natural nutrients instead of biological nutrients.
Regarding the technical nutrients, they are non-toxic, non-harmful synthetic
materials for the natural environment, but they cannot return in the biosphere and
must stay in the technical cycle. This definition is too restrictive. In this paper, the
technical nutrient will be a nutrient non-natural that harms the biosphere that the
technical cycle must use as long as possible.

4.2 Elements to Identify Types of Nutrient

Two stages are necessary to identify the type of nutrient. In first, we must determine
if the nutrient harms or not the biosphere and, if the natural decomposers can
regenerate it. For this, environmental properties are linked to the biosphere and
ecological properties to nutrient. The two categories of properties are identical.
A fixed threshold allows comparing the values of an ecological property (carbon
footprint, aquatic toxicity, etc.) of nutrient with the environmental properties
(Fig. 6). In the Cradle to Cradle® certification, a list of environmental health
endpoints [18] is available with threshold varying as the function of certification
level desired. This list is based on harmful chemical elements for the environment
and human and on their quantities. This certification provides a fulcrum to identify
the non-harm of nutrient for the biosphere.

In second, we must determine if a nutrient can be regenerated or not by the
technical decomposers. For this, the approach is the same for ecological properties
but with technical properties (dimensions, weight, global cost, etc.). Their values
are compared with the thresholds of regeneration properties (of technosphere)
(Fig. 7).

In other words, the properties lied to spheres define a nutrient. These properties
are compared with the properties of each cycle. However, contrary to thresholds,
the values of the nutrient change in the time and all through processes. In fact, the
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nutrient evolves in the TSS referential and the processes transform it. These affect
the properties of nutrient and their values.

After this modeling, we make the distinction between technical and natural
nutrient, and between regenerable and non-regenerable nutrient.

4.3 Types of Nutrient

Taking into consideration that the nutrient properties can be compared with those of
biosphere and technosphere, we have created a generic pattern (Fig. 8) to realize
this comparison. Thus, if a nutrient of type N satisfies all properties of given sphere,
then the nutrient is type N1, return to the sphere and a decomposer (natural for
biosphere and technical for technosphere can regenerated by decomposers) it, else
that is a nutrient of type N2. The generic pattern is applied on the nutrient N2 that

Fig. 6 Modeling of the environmental and ecological properties

Fig. 7 Modeling of the regeneration and technical properties
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becomes nutrient N. This pattern is executed until the obtaining a non-regenerable
nutrient by either sphere.

A possible instantiation is to compare nutrient ecological properties with envi-
ronmental properties. If a nutrient does not satisfy at least one environmental
property, then it is a pollutant for the environment and defined as technical, else it is
natural and regenerable by natural decomposers. Likewise, if a nutrient respects all
regeneration properties, then it is regenerable by the technical decomposers and
remains in the technical cycle, else it is a non-regenerable nutrient.

Contrary to Refs. [3, 10], we consider the existence of “waste” to take account of
existing goods and not only on those to design. However, these waste are mini-
mized and must be regenerated a maximum. A non-regenerable nutrient by the
technosphere is waste and oblige us to think about its return in the natural cycle.

A non-regenerable nutrient identified as natural is healthy for the biosphere and
can return there. Nevertheless, if the nutrient is technical, then it is harmful.
Therefore, a harmful nutrient must necessarily to get good properties back, in other
words, be confined until technologies enable correctly regenerated it. A cleansed
nutrient will able to return in one of the cycles.

This typology allows knowing the nutrient origin and the cycle able to regen-
erate the studied nutrient. All types of nutrients are defined in the following list:

• Nutrient: element used in an industrial process;
• Technical nutrient: nutrient harming to the biosphere;
• Natural nutrient: nutrient non-harming to the biosphere that can return there;
• Biological nutrient: natural nutrient of organic origin;
• Mineral nutrient: natural nutrient of mineral origin;
• Regenerable nutrient: nutrient satisfying all technical properties and can return

to the technical cycle;
• Non-regenerable nutrient: nutrient not satisfying at least one technical

properties;
• Healthy nutrient: natural and regenerable nutrient;
• Harmful nutrient: technical and non-regenerable nutrient.

Fig. 8 Generic pattern to identify the type of nutrient
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Of course, a nutrient that is natural and technical-regenerable can return in the
two cycles, and this choice will come down to the regeneration manager process.

5 Discussion—Conclusion

Observing the natural system allows us to find solutions at currently problems of the
industrial system, to identify missing elements to transform a linear economy in a
circular economy. The parallel between nature and industry evidence the absence of
decomposers in the technical cycle. However, the decomposers are the key of
regeneration in the natural cycle. Indeed, they transform the organic matters (living
organism waste) in mineral salts, elements used by vegetables to grow. Therefore,
to regenerate industrial waste, the industry must develop technical decomposers by
using the processes identified by the circular economy. Thus, the maintenance,
reuse, remanufacturing and recycling processes are technical decomposers required
by technosphere. The maintenance process has also a role of support by providing
the information on the nutrient to regeneration management process, which selects
the best decomposer for each nutrient. After the nutrient regeneration, it returns in a
firm by being based on flows study of industrial ecology. Nevertheless, to reinte-
grate a cycle, the nutrient must satisfy many properties tied to the sphere. The
nutrient properties (technical and ecological) must be measurable to estimate the
impact of nutrient on a sphere. In this way, those properties allow us to characterize
the nutrient according to its impact on a sphere and, to determine which decom-
posers (natural or technical) used.

In this paper, we have identified some directions of research to answer the
requirements fixed by the sustainable development and the circular economy. In
fact, we have defined the notion of nutrient and determined, among others, that the
maintenance process plays an important role in the regeneration paradigm.
However, making regeneration in technosphere is not so easy. We must consider
the two spheres as a whole. This consideration affects all levels of product lifecycle,
from design to retirement. For example, an object will be designed to satisfy of
nutrient properties, its regeneration; the control/command will control that the used
elements to produce an object will not deteriorate the nutrient properties; the
maintenance will keep a nutrient in good condition for the regeneration.

A track for these works is to define the technical properties to determine if a
nutrient is regenerable or not and which decomposer is the more adapted to
regenerate this nutrient. The manager role must be also defining. In the regeneration
context, the nutrient manager must know the value of nutrient properties in real
time. With this knowledge, it can identify the nutrient category and determine if the
nutrient is regenerable by a technical or a natural decomposer. The manager must
monitor the nutrient state of health. The alteration of nutrient properties must be
anticipated to avoid changing the type of nutrient. For example, a regenerable
nutrient must be regenerated before to become non-regenerable. The new mainte-
nance approach from community Prognostic and Health Management (PHM),
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which predicts the future state of a system, can be used to determine the time when
the nutrient will change state. The regeneration manager must also allow selecting a
decomposer depending on the nutrient state, enterprise strategy, costs cause by the
different regeneration processes, etc. while avoiding the storage of nutrients.
Therefore, by taking inspiration from PHM, the maintenance will be able to supply
the needed information of RPM (Regeneration Potential Management).
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A Case Study of Applying Complexity
Leadership Theory in Thales UK

Dawn Gilbert, Laura Shrieves and Mike Yearworth

Abstract Organisations with core capabilities in systems engineering solution
development often fail to meet delivery expectations in terms of cost and time-
frame. This outcome is viewed as an emergent property of the development
organisation, which can be considered a Complex Adaptive System (CAS). The
context needed to support complex technical innovation within the organisational
CAS appears to be in conflict with a hierarchical bureaucracy in development
organisations, whose methods and approaches are best suited to simple and com-
plicated contexts. The paper identifies Complexity Leadership Theory (CLT) as a
framework that may offer a way forward in this space. The paper describes two
industry-based case studies that sought to practically apply CLT, and provides
insights that may be useful to other industrialists interested in applying CLT within
their contexts.

1 Introduction

The frequent and high profile failing of systems engineering solutions to be
delivered to meet cost and schedule expectations has motivated and shaped a
systems research program in Thales UK [1]. Thales UK, like many other businesses
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with a core practice in development of complex technical systems, has sometimes
struggled to meet these delivery expectations. If the organisation is viewed as a
CAS [2], with solution delivery as an emergent property, then interventions that
attempt to narrow the gap between expectations and delivery must align with a
paradigm that appreciates complexity. Interventions in this type of system with this
goal in mind can be viewed as an engagement with a wicked problem [3]. Engaging
with a wicked problem implies the problems are essentially unique, intervention is a
one-shot operation since it is impossible to conduct controlled experiments, solu-
tions are viewed on a spectrum from good to bad rather than purely in terms of
success or failure, there is no immediate and ultimate test of a solution, and there is
no stopping rule [3]. A case study of an intervention in a wicked and messy
problem, therefore, does not produce outcomes that could be thought of as gen-
eralisable, since the context and problem are unique. However, the methodology
used to intervene in the problem situation can be viewed as generalisable [4].
Therefore, this case study presents research that explores whether something that is
possible in theory—the intentional application of Complexity Leadership Theory
(interpreted here as methodology)—is also possible in practice.

The overarching Systems Action Research Program within Thales UK engages
with this wicked problem, aiming to enhance the ability of its systems engineering
function to support solution delivery that meets or exceeds customer expectations.
The case study described in this paper was carried out within the Thales UK
Systems Engineering Function. Projects within Thales UK are delivered through the
transverse and dominant project-led organisational structure [5]. The form of
function and project reporting lines are that of a hierarchical bureaucracy. The
project-line dominates, and is reductionist in its approaches and methods which suit
simple and complicated contexts only [6].

Systems research within Thales UK has previously identified misalignment of
methods and problem context as potential contributing factor to poor delivery
performance [1]. This issue is not unique to the systems engineering activities
within Thales UK. Research by Cowper et al. [7] was based on data gathered in
survey responses from 85 systems engineering project professionals. That data set
showed that approaches used do not suit the context of the problem, behavior is
driven by a narrow view of what an organisation believes is right rather than the
broader range of practices they allow, and that project professionals adopt preferred
approaches which they which they apply across more than one different type of
problem and context (ibid).

1.1 The Problem Situation

The problem situation addressed by this research lies in situations where systems
engineering organisations, through mandate or through culture, support the use of
approaches (simple or complicated) that do not match the context needed to support
productive and innovative systems engineering work (complex), and that systems
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engineers are not able to specifically identify this misalignment within their practice
as part of their decision-making process.

This problem situation resides within the CAS that is the development organi-
sation and an emergent property arising from this problem situation is the gap
between what is expected and what is realized in terms of delivery cost and
timeframe.

A Possible Way Forward If the organisation is viewed as a CAS and the agents
operating within it are currently limited in their ability to identify the nature of their
working context, its dynamics as well as which methods and approaches support
productive progress, then perhaps an intervention that improves these capabilities
may support a transition towards more desirable emergent properties of the CAS
itself. Complexity Leadership Theory (CLT) [8] was identified as a conceptual
framework that may offer a way forward within this problem space, and may be of
interest to similar systems engineering organisations.

2 Complexity Leadership Theory

The CLT is a framework with dynamics [8]. “At its most basic level, Complexity
Leadership Theory (CLT) is about leadership in and of complex adaptive systems”
[9, p. 631]. “This framework describes how to enable the learning, creative, and
adaptive capacity of complex adaptive systems (CAS)” [8, p. 300]. “This con-
ceptual Framework includes three entangled relationship roles (i.e. adaptive lead-
ership, administrative leadership, and enabling leadership) that reflect a dynamic
relationship between the bureaucratic, administrative functions of the organization
and the emergent, informal dynamics of complex adaptive systems (CAS)”
[8. p. 298]

“Complexity Leadership Theory seeks to foster CAS dynamics while at the same
time enabling control structures for coordinating formal organizations and pro-
ducing outcomes appropriate to the vision and mission of the organization”
[8, p. 300]. In 2009, the theory was considered in the context of bureaucratic forms
of organising to generate emergence and change in organisations [9].

“The unit of analysis for Complexity Leadership Theory is the CAS. The
Boundaries of CAS are variously defined depending on the intent of the researcher,
but however identified, they are, without exception, open systems” [8, p. 302].

2.1 Applying Complexity Leadership Research

Brown identifies two strands of complexity leadership research: “There appear to be
two general types of research on the behaviors required to engage in complexity
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leadership. In the first case, some researchers…have identified the principles of
complexity sciences and then extrapolated leadership behaviors from them. The
second variation consists of researchers…who have longitudinally studied (some-
times retroactively) organisational and inter-organisational emergence phe-
nomenon, using the lens of complexity leadership theory and begun to validate the
behaviors predicted by complexity leadership theory. There has been no longitu-
dinal research done to date that I am aware of in which leaders intentionally applied
complexity leadership theory to their organisation and overall organisational per-
formance was monitored.” [10, pp. 8–9].

The literature search performed in support of this work identified recent
examples of empirical research that further developed CLT [11], however no lit-
erature describing the intentional application of CLT was found. This case study
attempts to intentionally apply CLT.

Considering the intentional application of CLT, Brown identifies a potential
limitation regarding the degree of meaning-making maturity that may be required to
effectively engage with it. “Experts tend to be immersed in the logic of their own
craft and regard it as the only valid way of thinking” [10, p. 18], “the training of it
should probably be reserved for leaders who have demonstrated advanced (i.e.
post-conventional) meaning-making capacity. It does not seem realistic to expect
leaders with a conventional action-logic to learn and sustainably engage with it over
an extended duration” [10, p. 18].

3 Research Design

It is appreciated that the case study organisation is dynamic and there are often great
demands on the time of systems engineers, which limits the amount of time and
attention they have to apply to discretionary activities. Individual systems engi-
neers, however, often have an appetite for accessible and novel concepts that may
give them a clearer or deeper understanding of their context, the problem at hand, or
methods to help progress work. Appreciating the balance of these pressures,
opportunities were sought to introduce CLT concepts to stakeholders within the
organisation and to offer resources to support those who wished to learn more or put
the theory into practice. Positive uptake is seen as an indication that the theory is
initially viewed as promising, however, a lack of uptake within this context is not
indicative of the theory being considered impenetrable, irrelevant, unusable or
lacking in value.

A case study approach was taken by introducing CLT as expressed by Uhl- Bien
and Marion [9] in successive levels of detail to stakeholders within the Thales UK
Systems Engineering function. Where initial interest was expressed, further infor-
mation and research support was provided. This is consistent with an action
research based approach of engagement with a wicked problem. This approach was
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selected with an awareness of the points made by Brown [10]; the meaning-making
maturity of the Thales UK stakeholders was unknown, as was the level of
meaning-making maturity that would be needed.

3.1 Case Study 1

Initiation The concepts of CLT were initially introduced via an email conversation
to the Key Stakeholder in Case Study 1 as a theory considered relevant to an
industrial problem that had been explored in an unstructured discussion the week
before. This industrial problem related to the apparently conflicting needs of a large
organisation which develops large complex technical solutions to control its busi-
ness through extensive application of reductionist and prescriptive processes,
yet also provide the intellectual latitude and freedom needed to develop technical
innovations. The email contextualized research relating to complexity in systems
engineering development lifecycles, new product development, leadership, busi-
ness, and management by Akgun et al. [12], Braha and Bar-Yam [13], Hazy and
Uhl-Bien [14], Houglum [15], IBM [16], Lichtenstein and Plowman [17], Nugent
and Collar [18], Shreiber and Carley [19], Uhl-Bien et al. [8], Uhl-Bien and Marion
[9], and Van Oorschot et al. [20] to the problem as it was understood at the time.
The Case Study 1 Key Stakeholder was the Thales UK Head of Systems
Engineering. In CLT parlance, a role that traditionally was expected to lead by
carrying out and overseeing administrative leadership tasks, while also is respon-
sible for successful development and delivery of technical innovations across the
organisation. The concepts of CLT described in the initial email underpinned a
further one-to-one discussion, which elaborated on the concepts within CLT and
how it related to the organisational context at the time.

Method Consideration of CLT within the problem context led to the Key
Stakeholder taking an ‘extraordinary’ step of purposefully enabling a group of 20
Systems Engineering architects, from across a diverse range of Thales UK Domains
and Business Lines, to gather together for a week-long workshop to explore and
possibly develop a common core architecture for use across all Thales UK business
lines. This step was ‘extraordinary’ within the organisational context at the time, its
uniqueness illustrates that the approach was a purposeful application of a novel
theory, and not a continuation of business as usual. The Key Stakeholder was able
to apply influence to enable presence and participation from a group of Systems
Engineers who would normally be under immense pressure to stay ‘on project’.

The workshop was held in a design center that supports but doesn’t prescribe the
use of design-thinking concepts. The normal prescriptive and detailed processes
that the architects would generally work within were “banned from the room” (Key
Stakeholder, workshop day 1). On Monday morning, at the start of the workshop,
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the Key Stakeholder provided a brief introduction to participants that described the
broad remit and aims for the week, and allowed, in fact encouraged the participants
to self-organise. “run it fairly loose, control and process is minimal…we’ve got
tools here, uncontrolled space…use your imagination…have fun, enjoy…you are
all intelligent people…its self-organising in the extreme” (Key Stakeholder,
workshop day 1).

The Key Stakeholder and workshop participants were aware that the work they
were doing was part of ongoing Thales UK systems research. The workshop was
video recorded, portions were audio-recorded, several photographs were taken, and
field notes were taken by the action-research participant/observer. Participants were
invited to submit free-form email feedback on how they had found the experience.

Data The data collected as part of this case study is comprised of: meeting notes;
emails; notes taken during phone conversations with the Key Stakeholder in
advance of the workshop; video recordings; photographs; audio recordings; field
notes gathered during the workshop; and, email-based feedback provided by par-
ticipants after the workshop.

Selected comments from email feedback include:

• “The approach to the workshop removed normal project/organisational con-
straints thus enabling the team to realize their potential”

• “In just four days of Design Centre enabled, Cross Domain, Cross Discipline
Co-Architecting activities we have achieved what had previously taken (in my
experience at least three times now) at least a year if not more. Co-engineering
activities have been delivering some successes across the UK now for a couple
of years but this activity has in my “humble” opinion pinnacled them all.”

• “We all have our own mental models of [the core architecture] and much of that
is shaped by past experience but despite that we were all able to think outside
the box and that is fundamental to the success of the event….we made more
progress over 4 days than we had in the previous two years with the one day
workshops we ran”

• “When I first entered the Design Centre, I was taken back by its informal nature
—but having experienced it I must say it works….Where we got in the four days
(and a half) was quite an achievement…overall and excellent experience.”

• “I have not seen any initiative in Thales that has been as dynamic, constructive
and productive or achieve the level of cooperation and cohesion within a team
that covered many disciplines and business lines”

• “Outstanding opportunity taken to get the right people in the right place for long
enough to make real forward progress on a critical transverse topic that can
enable business effectiveness in the long term…there is a key action to deter-
mine and sell the value proposition for not only the [core architecture] approach,
but also the process of collaborative exploration that we have followed this
week”.
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3.2 Case Study 2

Initiation The concepts of CLT were initially introduced to one of the case study 2
stakeholders by copying them on an email to a different audience, that focused on a
different topic, but which referenced and included Uhl-Bien et al. [8] as one of
many attachments. This introduction to CLT suggested, to the stakeholder, that
CLT might hold some promise towards addressing an issue they had recently
discussed with another case study 2 stakeholder. Further discussion between these
two Key Stakeholders led to a request for broader and deeper engagement by the
research team.

Method A group of systems engineers based on the same site as the two Key
Stakeholders were invited to a 90 min briefing session on CLT. Those who couldn’t
make the originally scheduled session were invited to participate in a second ses-
sion, which was held around 10 days later.

The term ‘systems engineer’ in Thales UK covers a broad spectrum of role
types, as may be expected from an organisation spanning diverse operating domains
and solution types. Similarly, depending on the programme, systems engineers may
varying levels of involvement with customers, project managers, systems engi-
neering peers, engineers within other specialisms, subcontractors, and colleagues
specializing in areas such as quality or purchasing.

As participants entered the CLT briefing session they were advised that the
session was being used for research purposes and that, as such, the discussion was
being audio recorded. They were asked to complete a single-sided A4 hard copy
‘before’ survey which was gathered back in before the briefing commenced. This
survey was designed to ask non-leading questions to establish the potential rele-
vance of the CLT concepts for the role each participant performs as well as to
gather initial views on their appreciation of and perceptions relating to socio-
technical complexity. A briefing was then given which briefly described the
Cynefin Framework (Snowden and Boone [6], then built on that description to
introduce CLT. The Cynefin Framework was introduced initially as a basis to
provide a tangible definition of complexity, and to introduce how different contexts
suit different approaches to progress. It has been described to other audiences within
Thales UK’s Systems Engineering Function before, and found to be a description of
complexity that can be appreciated quickly. The briefing also mentioned that the
UK Head of Systems Engineering had put CLT into practice successfully. After the
briefing, a second single-side A4 hard copy survey was handed out which asked
participants to rate on likert scales the prevalence of contexts (as described in
Snowden & Boone, [6] in their work environment, and their use of CLT behaviors
(as described in [9].

The participants were then invited as a group to discuss their initial views of the
frameworks and to discuss whether they thought these related to their own work.
Before departing participants were invited to note on the back of their ‘after’
surveys 2 or 3 opportunities that would occur within their normal work in the
upcoming month where they could consider the frameworks in advance of, during
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and after the work. Participants were advised that after the opportunities occurred
they would be briefly interviewed by the research team (in person or by phone,
depending on what was most convenient) to gather their views on how relevant the
frameworks were ‘in real time’ and to see whether reflecting on their initial
introduction to these frameworks was able to support their everyday
decision-making. Participants were advised that this would likely take 10–15 min.

The annotated ‘after’ surveys (which could be linked to an individuals ‘before’
survey) were collected, converted to an anonymized soft copy, and emailed back to
each participant, thanking them for participating, giving them initial feedback on
how their surveys responses may be interpreted, and suggesting a time and method
for gathering reflections on the attempted application of theory.

In all, 16 participants took part in the two briefing sessions and completed the
surveys (see Table 1 for a summary), 14 participants agreed to consider the
frameworks in their work. Three participants couldn’t be reached for feedback on
their practical application; however feedback was gathered from the remaining 11
participants by a one-to-one in-person or telephone-based semi-structured inter-
view. The semi-structured interviews used a tone and vernacular that mirrored the
participant. Questions explored how participants understood the frameworks and
how they related them to their environment, and their own behavior and the
behavior of their colleagues. The author carried out all the interviews over the
course of 2.5 weeks to ensure consistency. One of the interview summaries was
provided back to the interviewee for comments to confirm whether this note-taking
approach was able to accurately capture content and intent of the discussions. The
interviewee stated no editing was required.

Data The dataset for this case study, therefore, includes the email exchanges and
notes from phone calls which led to the briefings being held, the before and after
surveys, the presentation materials and audio recordings of the briefings and
follow-up free form discussion, one-to-one email exchanges regarding interpreta-
tion of the surveys and opportunities to apply the frameworks, and the interview

Table 1 Summary of selected ‘After’ survey responses

How often do you observe these contexts in your work?

Context Never Rarely Sometimes Often Always

Simple 0 1 4 6 5

Complicated 0 0 5 11 0

Complex 0 1 8 7 0

Chaotic 0 7 7 2 0

How often do you engage in these leadership behaviors?

Behavior Never Rarely Sometimes Often Always

Administrative 0 3 1 12 0

Enabling 1 1 10 4 0

Adaptive 2 2 8 4 0
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notes which were promptly written up electronically based on hand-written notes
made during the interviews.

Selected quotes from the follow-up interviews include:

• Participant 1: “I do a different job, front-end, dealing with sales and marketing…
from and engineering perspective….it’s a mature, repetitive process”

• Participant 2: “I think in my case you have your own style which is the way you
manage projects. If you start thinking of contexts, then you can select methods
that work and if you think about it and select the right methods, that becomes
your new style…Another thing that might be interesting to explore - this is
targeting engineering, but things like QA [Quality Assurance] and purchasing
perhaps could do with more CLT work with these functions.We need more
experience in admin, enabling, adaptive. We need a bit more time to recognize
and learn how to act”

• Participant 3: “It was definitely in chaos.it was a rollercoaster…trying to follow
the ideas you presented was very difficult…there were occasions where in
particular I could see contexts…but you have limited influence, not none, you
can always do something…list the assumptions you used…Others were making
decisions…That said, I’ve never seen anything quite this bad…In response to
the question you asked which was did it have any use, I’d have to say ‘lim-
ited’…I would recognize areas of the business where the bureaucracy is more
restrictive than it needs to be to provide support for engineers or anyone to use
their initiative or take responsibility to come up with their own ideas, I can see
that, but it’s not black and white….if its right for the present, is it right for the
future? That becomes a difficult way of looking at it, whoever looks at it has
their bias”

• Participant 4: “What you were saying…I can relate to it, being adaptive…it was
really good to listen to you, it makes perfect sense, it was good to be on a project
that is practicing the approach…In a different team there are different ways…
about 2 years ago, I wouldn’t necessarily be able to say that it would have been
relevant, but for me at least the timing of your lecture was perfect”

• Participant 5: “I can clearly see it [CLT] applied to the business we are in…I
certainly had no problem understanding how it related…the problem I’ve got is
in doing something…I’d say that’s the enabling part - money and support.
People and commitment are lacking, they say ‘that’s a good idea get on with it’,
but then you can’t”

• Participant 8: “We’ve just been too pushed so far…I haven’t looked at the
frameworks”

• Participant 10: “I want a single page that tells you what to do to do your job”
• Participant 12: “Throughout the [first] meeting I was aware of the different sorts

of leadership behaviors and I could adjust. I was more aware of the styles, but
I’m not sure whether it changed what I did. I probably would have done the
same thing, but maybe the clarity helped me to do it earlier……The [second]
meeting itself wasn’t productive, but afterwards S and I spent about 2 h on
chairs in the open area discussing how to get value out of the group, and it was
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amazing…It was a weird one, in the meeting I’d wanted to do enabling, but they
don’t understand the problem enough, so I had to do administrative behaviors.
With S we were adaptive in how we came up with ideas about what to do, it was
great….If S and I hadn’t got so disenchanted with how the meeting went I’m not
sure the later one [in the open area] would have happened.”

• Participant 14: I find myself flitting about the three behaviors, administrative,
adaptive, enabling all the time…the framework keeps you sane, you need
something to help you navigate when you have to flit around…I don’t feel
constrained by the SEM [Systems Engineering Manager] role, I look at the
processes as providing a good guideline of what is needed, what needs to be
established for quality etc., but it doesn’t tell you how to work, that’s up to you.
I mean your frameworks…I recognized it all…in summary I think the frame-
works don’t tell you how to do things, you can say here’s things I recognize,
here are some pointers on what to do”

• Participant 15: “I definitely recognize them [the three CLT behaviors], I don’t
get to do anything with them…though, we are so busy….There is a preference
to serve issues that are short-term…we plan so many programs as if they are
simple, and on almost every program there’s something that gives us a problem,
that’s not deterministic…If there’s a big problem of course the first question
asked is how long will it take to fix and how much will it cost, but the people
solving it don’t know, then it becomes a bit chaotic, you have to do the work to
find out, it takes as long as it takes, people are always pushing specific plans and
timeframes…its more the PM [Project Management] world, and I can under-
stand where they are coming from, they don’t like unknowns…For PMs the
more we can make them understand the problem the better, it doesn’t feel like
they do. If you get them in a room and they understand it, they’d struggle to
recognize it when they faced it in their work the next day”.

4 Analysis

The data collected during the course of the two interventions was reviewed with the
aim of answering the compounding questions of whether CLT is understandable to
practicing systems engineers? Are the components and dynamics described by CLT
recognizable in the environments those systems engineers work in? Is it possible to
apply CLT within the Thales UK systems engineering context? Can applying CLT
within the Thales UK systems engineering context be valuable?

The evidence from these case studies supports the view that CLT can be
understood by practicing systems engineers. The Key Stakeholder in Case Study 1
was able to take specific actions on the basis of appreciating the theory and how it
relates to the problem context. The survey responses in Case Study 2, presented in
Table 1 suggest that respondents could both understand and relate CLT behaviors
(as well as the Cynefin Framework) to their work environment and actions. The
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ability of the Case Study 1 Key Stakeholder to deliver the core architecture
workshop demonstrates that CLT can be applied within the Thales UK systems
engineering context, as do the comments provided by Case Study 2 Participant 12.
The feedback comments from Case Study 1 workshop attendees demonstrates that
the application of CLT which led to the workshop being held, and guided how it
was run supported achievements made during the workshop that are considered
valuable within Thales, and unachievable using ‘normal’ approaches. Case Study 2
Participant 12 wasn’t sure whether the application of CLT led to better decisions
and actions, although they note that they may have made their decision more
quickly, which supports the notion that the further application of CLT within
Thales UK could provide value. Case Study 2, Participant 14, reported that they use
each of the CLT behaviors and whilst knowledge of the theory itself may not
change what they do, familiarity with the framework provides a valuable structure
from which to navigate from.

5 Discussion

The case studies performed within Thales UK demonstrate that CLT can be
intentionally applied, as demonstrated in this systems engineering context. It’s
application can support the achievement of desirable outcomes more quickly and
with greater confidence. The data collected also suggests that outcomes that could
not be achieved within ‘normal’ operating conditions may be possible via the
intentional application of CLT.

Brown [10] proposes that leaders with more mature meaning-making systems
may be more capable of engaging with practices of complexity
leadership. Conversely those with conventional meaning-making systems may not
be able to fully adapt to the fundamental changes in leadership perspectives called
for by complexity leadership. The analysis of the two case studies reported here
show there was variety in the need and inclination of participants to recognize the
elements and dynamics of CLT within their own context. Participants 1 and 10 of
Case Study 2 gave the three responses stating that they never used enabling or
adaptive leadership behaviors. Given the description participant 1 gave of their role,
there is no indication that this contributes to undesirable emergent properties of the
CAS, however viewing feedback from participant 10 in the round, they appear to
have struggled to appreciate the relevance of these concepts to their role and
environment. It could be the case that, as a population, systems engineers are
predisposed to better recognize how CLT relates to their work, since complexity is a
core feature of much of their work. Participants 2 and 15 noted that other
Thales UK functions could benefit from understanding CLT, though Brown’s view
is supported by Participant 15, in claiming that the Project Management community
would struggle to apply the theory in practice.

A variety of comments related to time. Participants 8 and 15 indicated they were
too busy to consider or use the frameworks. Under the pressure of limited time,
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participants 3 and 15 identified the apparent tension between interests in pursuing
short-term and longer-term value. Participant 4 had, within the last year, transi-
tioned into a new business line after more than 20 years in a different Thales UK
business line. They clearly identified CLT in their actions transitioning into and
leading the systems engineering in a new technical area and found the concepts
valuable, although they noted that prior to the move into a new work environment
the theory may not have seemed relevant. Brown [10] identifies that managers may
not be able to sustainably engage in complexity leadership without regular support,
however, participant 2 states that in their case, improved abilities to understand
context and act appropriately becomes embedded in normal practice.

6 Conclusion

This research has provided an example of how CLT can be introduced to agents
within a CAS as a means to intervene in a wicked problem. A variety of short-run
responses were observed and are included in this paper, which range from imme-
diate comprehension leading to an application which realized high- value outcomes
in the short-term (case study 1), to an apparent inability to see how CLT applied to
the working environment (case study 2, Participant 10). These results demonstrate
that it is possible to intentionally apply CLT in practice. Longer-term impacts from
these interventions continue to be felt within Thales UK, as would be expected from
an intervention in a wicked problem.
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A NAF-Based Proposition to Leverage
System Engineering Change Management
in Systems-of-Systems Acquisition Project
Teams

Thomas Rigaut

Abstract A key issue in systems-of-systems acquisition agencies is enforcing
effective use of System Engineering at the scale of project teams. Usual change
management strategies would not bypass the high cost of architecture modelling at
the scale of a system. This article proposes a pragmatic approach to minimize this
investment by gradually incorporating engineering works from specific domains, in
order to constitute a NAF-based technical-oriented referential. Use cases and a case
study highlight how such a referential can be exploited to fuel technical analyses,
then the decision-making process of the acquisition project, and thus providing
incentive to the team to get leverage for System Engineering change management.

1 Introduction

Most industrial organizations aim to bolster use of Systems Engineering by their
project teams, because of the evidence of concrete gains obtained by System
Engineering application. Moreover, conducting change management operations
inside large organizations is increasingly common in the context of a worldwide
competitive economy.

However, this article states that managing change of engineering practices into
enforcing effective use of System Engineering raises specific issues at the scale of
project teams. This article focuses on project teams involved in complex defense
systems or defense systems-of-systems acquisition projects, constituted under
matrix organization: the decisional part of team consists in people coping with
Project Management issues and decision-making; the technical part of the team
copes with specific Engineering Issues (domain specialists), and pilots System
Engineering processes encompassing the whole technical activities.
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Every approach for bolstering use of System Engineering in Project teams shall
address a redefinition of the technical processes of the organization based on a
State-of-the-art standard, such as ISO 15288 or IEEE 1220-2005; then enforcing
use of adapted Requirements Engineering and Architecture Modelling methods,
supported by efficient tools.

Personal experience of the author suggests that redefining technical processes
proves difficult until feedback on System Engineering application has been col-
lected among some pioneer teams of the organization. Establishing Requirements
Engineering practices quickly gives added value with low investment: concepts are
easy to apprehend such as traceability, or engineering documents data models, and
mature engineering tools are available on the market.

Whereas Architecture Modelling is founded on a largest variety of concepts,
moreover depending on the choice of the Architecting Framework, and supported
by uneven architecting tools: therefore the investment needed to be able to gather
the key engineering data in a ready-to-use consistent architecting model would
seem too high for engineers who perform domain specific analyses such as
“Analyzing the dysfunctional modes of a subsystem”, “Analyzing the performance
of a functional chain”, “Optimizing an hybrid Hardware/Software System”,
“Trading-off between quality requirements and performances”.

Therefore a key to manage System Engineering changes is providing incentives
to the technical team members into delaying their analyses under work for con-
tributing to the construction of a mutual architecting model, able to provide con-
sistent and validated data to the whole team, therefore providing data for
system-level or system-of-systems-level analyses.

The author experimented three approaches and experienced their limits. First,
asking domain specialists to delay their activities in order to invest time into
building a common engineering referential: it only works at the very beginning of
projects, where capitalizing existing data is costless. Second, assigning one
architecture-modelling skilled member of the technical team the task to reassemble
the disseminated data into one consistent model: the model is little exploited
because it is not updated frequently enough nor directly responding to day-to-day
preoccupations of the technical team. Third, defining modelling objectives touching
subset of the technical teams, then model architectures toward these objectives.
A successful method can be found in [1], but it does not converge towards a
complete repository of key engineering data at the scale of the project.

This article develops an approach to minimize investment of technical team
members for creating a NAF-based technical-oriented referential at the scale of the
project, able to provide added value to domain specialists, and addressing specific
systems-of-systems issues: functional chains analysis, network definition, multi-
objective optimization [2].

To show this alternative viable, this article first presents the earned value
expected from using NATO Architecture Framework into our approach. Then this
article describes the steps of the approach. Some use cases will outline how value is
earned through the approach and leverage on change created, while a NAF-based
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technical referential is constituted. Finally a case study is presented and advocates
for delivering a straightforward vision of System Engineering role into a
Systems-of-Systems or complex System acquisition project.

2 Earned Value Expected from Using the NATO
Architecture Framework (NAF) into Our Approach

NATO Architecture Framework is an architecture framework particularly fitted to
describe defense systems-of-systems [3].

NAF 3.1 is based on the NAF Metamodel (NMM) [4]. This Metamodel defines
concepts covering much of the issues raised by stakeholders of defense
systems-of-systems; so that a NAF-based technical-oriented referential can meet the
concepts used by most of the stakeholders of the acquisition project.

NAF provides for complementary viewpoints, so it is easy to give feedback to
stakeholders from a NAF-based technical-oriented referential, through relevant
NAF Views, each addressing a specific issue.

The NMM provides ways to ensure consistency between these viewpoints, so
that the consistency of a NAF-based technical-oriented referential can be analyzed
and improved whenever new data is collected.

NAF is implemented by profiles of market tools such as System Architect or
MEGA Suite for NAF.

In order to cover our assumptions, let’s present the NAF viewpoints and the
various issues they address:

• The NCV (NATO capability viewpoint) and NPV (NATO program viewpoint)
both allow to describe the high-level needs of an organization, like the set of
capabilities a modern army needs, as well as the acquisition strategy adopted by
the organization to deploy the successive capabilities increments. Each acqui-
sition project led by the organization refers to a subset of the needed capabilities
—often described in a national white paper—and ought to follow the acquisition
strategy—as determined by defense planning laws.

• The NOV (NATO operational viewpoint) and the NSOV (NATO
service-oriented viewpoint) both allow to describe explicitly how the system
would work in all its considered systems-of-systems contexts. These viewpoints
may focus on what information is exchanged between systems (it is the NOV
way) or what service agreement between the component systems would make
the systems-of-systems federation work (it is the NSOV way). By describing the
way the system would make a system-of-systems run, an architect would also
describe how the system would contribute to the capabilities needed by the
acquiring organization.

• The NSV (NATO System Viewpoint) where alternative solutions for imple-
menting the operational need (depicted by NOV and NSOV) are described. It is
the place where all domain-specific data is to be filed, whether coming from the
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technical team or industrial stakeholders—current or to-be holder of develop-
ments contracts. The NSV has a strong adherence with the NATO Technical
Viewpoint which focuses on all technological and normative constraints—and
opportunities.

• The NAV (NATO All Viewpoint) where the technical team describes its System
Engineering strategy (NAV-1), a shared glossary (NAV-2), a common archi-
tecting data model (NAV-3b) and modelling rules to enforce (NAV-3a). To this
viewpoint we associate all the bridging views of the NAF, e.g. the views such as
NSV-5 which links operational activities from NOV-5 to system functions form
NSV-4 (for those unaccustomed to NAF, some bridges remain implicit, for
instance NOV-2 Operational Nodes to NSV-1 System blocks bridge.

From this description of four NAF aggregates, we can propose a mapping to four
core activities that lead to the building of a consistent NAF-based technical refer-
ential for a complex system involved in system-of-systems contexts (Fig. 1).

3 Description of the Approach

Our approach follows four steps: incorporating data from domain specific works
while ensuring formal consistency of collected data; performing architectural
analyses and providing deliverables to initial contributors through NAF views;
building synergies between engineering processes through the NAF-based
technical-oriented referential; providing global analyses results to decision-makers.

3.1 Step 1: Incorporating Data from Domain Specific Works

Incorporating domain-specific data to a NAF-based technical-oriented referential
requires a preliminary work inside the technical team of the project: consistency

NPV-NCV 
aggregate

Building a capabilities referential and an acquisition planning.

NOV-NSOV 
aggregate

Building an operational need referential relevant to various 
systems-of-systems contexts.

NSV-NTV 
aggregate

Building a technical referential tracing all contemplated 
alternative solutions to operational need.

NAV and 
bridging views

Dynamically ensuring consistency between the three former 
aggregates, thus progressively comforting one technical-
oriented referential built on three pillars. Organizing 
engineering work around the referential.

Fig. 1 Presentation of NAF aggregates
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between NAF concepts and those of specific engineering activities should be
evaluated, so that specific concepts would be mapped on NAF concepts, or
extensions to the NAF Metamodel (NMM) would be considered.

Concept mapping between specific activities can prove difficult to establish,
that’s why we have to resort to NAF Metamodel as a pivot between concepts named
after their role in specific engineering activities. This article proposes to focus on a
simplified vision of the core of NAF Metamodel, completed by a few key concepts
from requirements engineering (Figs. 2, 3 and 4).

This NAF Metamodel interpretation comes from field experience of presenting
NAF concepts to technical project teams. It intends to rename concepts in order to
conceal with more classical Metamodel such as SysML or notation provided by
IDEF0 (centered on the concept of function) or BPMN (centered on the con-
struction of chains of functions supported by actors). This interpretation should
allow to better introduce the duality between Operational-Service aggregate, where
functions and actors express needs, and System-Technical aggregate, where func-
tions and resources express solution alternatives.

The adjunction of attributes expressing performance expected from or reachable
by systems allows to consolidate key specification data into the NAF referential,
instead of tracing it from heavier, project management-oriented documents such as
System Specifications.

If concepts from specific engineering activities cannot be mapped to one of the
concepts of the upper tables, one should try to express this concept as an attribute of
one of the core NAF concepts, then try to map it to one of the other NAF concepts

NAF Metamodel 
concept

Proposed 
interpretation

Usefulness

Capability measure 
of effectiveness

High-level 
functional objective

Objective function for optimization 
process

High-level quality 
objective

Objective function for optimization 
process

High-level cost 
objective

Constraint function for optimization 
process

Project Acquisition project Evaluate impact of unsynchronized 
acquisition processes of the 
component systems of the System-
of-system

Capability Capability Capability an organization is willing 
to acquire

Capability 
Increment

Capability 
Increment

Increment acquired through one
acquisition project

Capability 
Configuration

System deployable 
configuration

Definition of the system that 
provides the desired capability, so is 
aimed for deployment

Fig. 2 Proposed interpretation of NPV-NCV concepts
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as described in NAF v3.1 Chap. 5, otherwise importing this concept into the
NAF-based referential, and mention it in the NAV-3b NAF Metamodel Extension
view.

The method described in [3] would help expressing and organizing concepts for
a specific engineering activity, then mapping them to NAF.

Before analyzing consistency from the substantial point of view, one shall fuse
redundant data, and harmonize formats and graphical representations.

When two subset of the technical team, leading complementary analysis, are
about to produce redundant data in parallel technical processes, Systems
Engineering management should provide guidelines either for fusing the produced
data in the architecture modelling referential, or for making the two sub-teams
cooperate into producing common data for their respective needs, then completing
it with their specific data.

NAF Metamodel 
concept

Proposed
interpretation

Usefulness

Operational 
Scenario measure 
of effectiveness

Operational-level 
functional objective

High-level objective function 
derived to the operational level, 
useful for optimization process

Operational 
Scenario

Operational 
scenario

A situation where a considered 
system (or SoS) is expected to fulfill 
an operational effect through 
collaboration of its system 
components

Operational Node Operational actor Every actor involved in an 
operational scenario

Operational 
Activity

Operational 
function (Expresses 

Every function an operational actor 
has to perform in order to 

an operational 
need)

collaborate to an operational 
scenario

Information 
Exchange Need

Information 
Exchange Need
(Needline in 
BPMN)

A set of operational information two 
operational actor have to exchange 
in order to perform an operational 
scenario

Service Service (Expresses 
an operational 
need)

Every function which is expected to 
be provided through a service 
agreement, in order to support a 
system capability

Service agreement Service agreement Set of conditions under which a 
service should be provided, and at 
what level it is to be provided

Desired 
performance

Desired performance of an 
operational function or of a service

Fig. 3 Proposed interpretation of NOV-NSOV concepts
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The three pillars of a System Engineering approach: processes, methods, tools,
recall us that even when different technical processes are coordinated, methods are
using common concepts, a lack of compatible tools may condemn the approach.

NAF Metamodel 
concept

Proposed 
interpretation

Usefulness

Architectural 
resource

Alternative solution A block considered for 
implementing an operational node, 
depending on its reachable 
performance and quality 
requirements, plus the technical 
constraints it brings to the design

Technical function 
measure of 
performance

Reachable 
performance

Performance reachable by a 
technical function

Technical 
constraint

Constraint on the design justified by 
implementation issues

Reachable Quality 
requirement

Quality property of a system 
resource deemed reachable by the 
system designer

Architectural 
resource

Technical 
architecture Block

A block implementing an 
operational node

Human resource Human resource A human resource part of an 
architectural resource

Material resource Material component A material resource part of an 
architectural resource or another 
material resource

Software resource Software 
component

A software resource part of a 
material resource of another 
software resource

Communication 
channel

Communication 
channel

A channel carrying information 
between two system resources

Communication 
protocol

Communication 
protocol

A protocol under which information 
is carried within a communication 
channel

System function Technical function Function carried out by a material or 
software component, or a technical 
architecture Block

System function Crew function A function carried out by a human 
resource

Standard Technical standard In the context of NSV only technical 
standards are considered. They bring 
design constraints

Fig. 4 Proposed interpretation of NSV-NTV concepts
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Indeed the NAF technical referential is a database organized through the NAF
Metamodel implemented by a computer tool, thus using particular graphical
notations. Whether incompatible notations and formats where used, data exchanges
would be technically difficult.

To avoid these incompatibilities, the technical team should work out importing
formats and scripts able to automatically import new data into the NAF referential,
then fusing it to existing data with conflict detection. If the technical team has not
such formats and scripts, the NAF referential can be split up between a database
carrying lists of concepts and their traceability links, and a database carrying
graphical representations.

A second point to consider is enforcing a reduced number of graphical repre-
sentations types. For instance, scenarios should be described in one executable
graphical representation (like Business Process Modelling Notation), should they be
simulated afterwards (Fig. 5).

3.2 Step 2: Building Synergies Between Engineering
Processes Through the NAF-Based Technical Oriented
Referential

At a certain point of the project, the technical team manager would decide that
enough data has been produced and capitalized into the NAF-based referential, so
that the referential would serve as a reference for all the specific technical processes.
From that point, all data would be managed in configuration.

This point of the project is also the first occasion to give a feedback to all those
who contributed to fill the referential: consistency, completeness of data can be
evaluated from an architecture modelling point of view; holes in the architecture are

Fig. 5 Ability to capitalize data depends on System Engineering management process
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identified so that the technical team would focus on the blind spots of the need
expression and of the design; data that couldn’t be fused indicates sectors of the
design that needs to trade between the objectives of the different technical processes
using the data off.

After this first feedback, the technical manager can identify synergies to be
developed between two or several processes that base their analysis on the same
concepts and data, shared through the common referential.

The point of this article, is that an engineering review based on the common
referential would easily provide guidelines to develop better, System
Engineering-inspired workflows for the technical team: workflows to strengthen the
common referential by filling the gaps; workflows to develop new synergies
between the different activities led by the technical team—with or without the other
stakeholders (Fig. 6).

3.3 Step 3: Performing Architectural Analyses
and Providing Deliverables to Initial Contributors
Through NAF Views

Once enough data is gathered, and synergies developed between specific engi-
neering activities, deliverables shall be defined based on NAF views. These
deliverables may address domain specific issues as specific Systems-of-Systems
issues. Relevance of these deliverables highly depends on the right use of NAF
concepts and their links, and the completeness of the referential. At this step, some
specific engineering activities can be redefined by the data they shall produce into

Fig. 6 Corrected engineering workflows, consequence of feedback
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the NAF-based technical-oriented referential, and the analysis of the NAF-based
deliverables.

This is the key step of any modelling approach, when the contributors get their
return on investment. On this step, our approach doesn’t differ from the approach
described in [3]. Added value of our approach consists in minimizing the entry cost
for the contributors before reaching this third step.

3.4 Step 4: Providing Global Analyses Results
to Decision-Makers

This article intends to show that the proposed NAF-based referential is well-fitted to
harbor a unified decision-making flow, despite the large quantities of analyses
results produced by technical teams during a project’s life.

The idea is to use the NAF-based technical-oriented referential as a pivot for
evaluating the high-level objectives (or objective functions): cost, capability mea-
sure of effectiveness, quality requirements.

The technical team would define a performance evaluation model for each NAF
aggregate considered, and each objective function; these performance evaluation
models are based on architectural properties, and built on a multi-level principle, so
that for each aggregate and each objective function, a performance tree can be
defined through the different levels architecture.

The nodes of the tree are evaluated through architectural properties—connec-
tivity of components, choice of components, cardinality of components—based on
the corresponding level of design and the performances of the lower nodes and
leaves of the tree. The leaves of the performance tree cannot be evaluated through
architectural properties but are to be evaluated under the rules of specific engi-
neering domains. In other words, this article suggests to build explicit performance
models that segregates architecture-based evaluations, and domain-specific-based
evaluation.

For one NAF aggregate, once the performance evaluation models are defined for
each key objective functions, each alternative design should be evaluated. These
alternative designs are the direct result of the data collect from specific engineering
activities: these activities focus each on different subset of desired properties, so that
alternative designs would naturally emerge in the common referential. It has been
mentioned in this article that a fusing process should be discussed within the team:
identifying alternatives instead of “mixing” architectures is a natural outcome of
such processes.

The result of the evaluation is a table with alternatives as rows, key function
objectives as columns, and evaluation results in the cells. These evaluation tables
can be produced for every node of the performance tree, not only its root node, so
that evaluation can focus on the desired subset of the design. The next question is:
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what does the team do with this table? It should be considered only as an input to a
decision-making process led by project management and client delegates.

In the NSV/NTV case, this process can lead to choose one alternative solution
over the others, to identify design guidelines, or to pinpoint performance or quality
requirements trade-offs that should reach a better balance.

In the NOV/NSOV case, this process can lead to discard operational concepts,
identify operational use guidelines, or to pinpoint to-be optimized trade-offs
between different operational scenarios measures of effectiveness, or between the
different measures of effectiveness of one operational scenario.

In the NCV/NPV case, this process would lead to investment guidelines: which
capabilities shall be prioritized for funding, or for prioritized deployment? On
which quality requirement or key performance technological investments should
focus?

One key challenge of this approach is the coordination of the evaluations on the
different aggregates; it seems rather ambitious to define generic performance
evaluation model through multiple aggregates. A pragmatic approach would be to
rest on specific engineering analyses using data from two different aggregates: for
example, simulating measure of effectiveness of technical-operational scenarios,
e.g. scenarios embedding technical data such as sub-system functional perfor-
mances (from a NAF point of view, an operational scenario supports only
expression of operational needs, and therefore operational actors carry desired
performance; a technical-operational scenario replaces these operational actor by
system resources carrying reachable performances) (Fig. 7).

Fig. 7 Evaluation of performances through trees and pivot evaluation methods
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4 Use Cases for the Approach

The purpose of this section is to show that our approach would lead technical teams
to ask themselves the right questions when trying to coordinate their various engi-
neering activity; then to show that applying the steps of our approach—mapping
specific-to-activities concepts to relevant NAF concepts, finding technical solution
to import data to the NAF implementing database, giving feedback from the refer-
ential consistency and completeness analyses, elucidating performance evaluation
models based on architectural properties and specific-domain evaluations—would
give the technical team leaders simple leverage to get their teams commit to formal
technical processes based on System Engineering recommendations.

4.1 Coordinating Operational Scenario Analysis
and Functional Analysis

This table shows that not every concepts could be mapped, pointing out that each
method can provide specific added value to engineering works (Fig. 8).

Functional analysis allows to easily brainstorm operational functions; these
functions are contextualized into operational scenarios, so it becomes far easier to
sort these functions.

Performance justification is provided from operational scenario analysis: a per-
formance is justified when it is attested that one operational scenario needs the
operational function to reach that performance to attain the objective operational
effectiveness.

Using this approach gave the author leverage to lead technical teams from
functional analysis methods to modeling simple operational scenarios, thus building
a more consistent operational referential than static functional catalogs functional
analysis usually provides (Fig. 9).

NAF referential 
concept

Functional analysis 
concept

Operational scenario 
analysis concept

Operational scenario Life-cycle situation Operational scenario
Operational function 
(expressing need)

Function Operational activity

Operational actor Interactor Operational actor
Information 
exchange need

Needline

Desired performance Performance Performance
Operational measure 
of effectiveness

Assessment criterion Operational measure of 
effectiveness

Fig. 8 Concept mapping for functional analysis
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4.2 Studying Dependability—Functional Performances
Trade-Offs

This diagram suggests that effectiveness of this workflow would be widely bol-
stered whether dependability evaluation and performance evaluation trees be
expressed from the same architectural properties stored into the NSV/NTV refer-
ential. The data specific to one of the two domain would then be store as attributes
of the design’s components. Another insight would be to evaluate the design on the
same scenarios, e.g. for each scenario, evaluating the performance expected from
the design to fulfill operational effectiveness objective, and also the dependability of
the design under the conditions and threats of the same scenario, in order to
trade-off dependability and performances at the scenario level, then aggregating
these trade-offs on sets of scenarios (Fig. 10).

Fig. 9 Synergy between functional analysis and operational scenario analysis through our
approach

Fig. 10 Workflow to identify
dependability/performance
trade-offs
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4.3 Design-to-Need Justification Through Client—Supplier
Relation

For this use case, this approach’s objective is to make the technical team commit to
Model Based System Engineering to organize technical reviews of industry’s
deliverables, as a complement of the requirements traceability analysis which is the
base for any technical contract follow-up.

As system-of-system may involve several project acquisition agencies, man-
agement of interfaces is at the core of the technical team’s concerns. Some
retro-engineering from the specifications would prove sufficient to fuel the
NAF-based referential with the key representative operational scenarios involving
all the parts of the system-of-systems of interest, and with the key architecture
resources (mapped to operational actors). Then information exchange needs would
be identified, then mapped to main communications channels.

A second step would be to redefine what is relevant into the supplier deliver-
ables, so that the technical team would be able to evaluate whether the refined
design proposed by the supplier is able to exchange the needed information through
the already existing communication channels, and if not, how these communication
channels could be improved. The main challenge to this second step is to find a
quick way to select then import data relevant to the case from contract-driven
deliverables.

4.4 Cost-Constrained Trade-off Analysis Through
Client—Supplier Dialog

The purpose of this workflow is to build a referential to structure dialog on per-
formance levels under cost constraints. The referential is based on operational
functions expressed through an operational analysis. Then clients and end users of
the systems express desired performance and justify them through operational
scenarios and their expected levels of effectiveness (Fig. 11).

On the other hand, technical teams from the supplier proposes reachable per-
formances (towards costs guidelines), and justifies them on technical-operational
scenarios derived from the operational scenarios, so that the gap between desired
and reachable performances can be discussed on shared scenarios.

The supplier estimates the reachable performance of the scenarios from the
architectural properties of its design and the performance levels of the key com-
ponents developed by its sub-contractors, or by using simulations.
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4.5 Collecting Design Guidelines Through Explorative
Engineering

Our approach highlights the redundancy between the need expression in the
CONOPS based on representative scenarios derived from high-level operational
scenarios, and the executable scenarios suitable for performance evaluation. So that
the technical team leader gets high leverage to commit its team and its stakeholder to
express the operational concept as a set of operational scenarios modeled through
executable graphical notation, along with the set of parameters needed to simulate—
and their variation ranges. Our approach also bolsters the need to capitalize as soon
as possible key technical characteristics into the referential from domain-specific
performance & technological studies, because this data is needed for evaluating
performance through simulation (Fig. 12).

5 Case Study

This case study intends to illustrate the interest of our approach for the formal-
ization of the decision process of a system-of-system or complex system acquisition
project led by the contracting agency.

Our case concerns the Early Engineering phases of an acquisition project: the
objective of this phase is to collect key elements of decision to define design
orientations consistent with performance and cost objectives.

Fig. 11 Workflow to
negotiate performance levels
under cost constraints
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This collect is to be contracted through a study contract; this contract shall
encompass the whole perimeter of the defense system and various issues (global
performances for reference scenarios, safety, and definition of a system of support
concept).

Because this contract encompasses the whole perimeter of the to-be defense
system, and not only separate issues, it is an opportunity to define how our
approach could structure the relation between the decision-making process of the
acquisition project team of the contracting agency, and the System Engineering
process of the development team of the contractor.

First step of the approach led to identify key NAF concepts needed for the study:
concepts for operational need expression, concepts for architectural design, con-
cepts for costing, safety concepts specific to the considered field, plus
decision-making related concept that shall help keeping trace of the results of the
decision-making process. Then it led to identify the interoperability formats needed
to exchange data between the contracting agency tools and the contractor tools; the
need of a State-of-the-art common graphical notation has been contractualized.

Second step of the approach led to identify the key consistency workflows
expected from the contractor: cover of the operational need by the alternative
designs, consistency of the design to the contracting agency decisions, identification
of isolated objects into the referential. Impact analyses have been described that
shall allow the contractor to identify synergies in order to anticipate the redun-
dancies, contradictions and trade-offs between engineering domains.

Third step of the approach led to define viewpoints based on both a requirements
referential and a NAF-based technical-oriented referential; these viewpoints address
a specific preoccupations of the contracting agency. These viewpoints will be

Fig. 12 Workflow suggesting the high added-value of basing the CONOPS on the expression of
executable technical-operational scenarios for simulation
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directly used to prepare the trade-off dossiers presented to the decision-makers, thus
directly linking the System Engineering deliverables to the decision-making process.

Fourth step of the approach led to ask the contractor to describe its architecture
evaluation methods and how these methods would be applied on the referential to
propagate performances up to operational measure of effectiveness. Our objective is
to get a high-level vision of how the performances and cost are affected by minor
design alternatives.

6 Conclusion

This case study illustrated how our approach can serve as a conceptual framework
to link Early Engineering activities to their purpose: enlightening the early
decision-making process which set the cost-performance-delay-risk balance for the
whole life-cycle of the system.

The use cases illustrated how our pragmatic approach contributes to prevent the
technical team from investing too much time in the arcana of architecture modelling
they are not familiar with; and instead, make them progressively provide data to the
common referential; data, despite specific to their domains, expressed with
team-approved, near-to-NAF concepts and graphical representations. Then, the
collected data is imported by routines in the referential, and processed by consis-
tency checkers. Examination of the data shall lead to identify synergies, conversing
with engineers shall lead to identify relevant deliverables, and which missing data
shall be produced into the referential to produce these deliverables.

To boast the effectiveness of this approach, a larger-scale System Engineering
change management operation should focus on providing standard concepts map-
ping, automated tools to transfer and compare data between specific engineering
domains and architecture modelling. Generic performance evaluation models or
frameworks should be developed, that are able to evaluate through architecture
properties most common performance and quality requirements.
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System Engineering Applied on Electric
Power System for PHEV Applications

Benoît Beaurain, Ahmid El Hamdani and Joël Adounkpé

Abstract This article deals with the systems engineering approach applied to the
Electric Power System (EPS) of the vehicle. We define how to characterize a
system and how to describe the system following an analysis framework. This
framework is applied to the EPS for PHEV application to give some systemic
elements throw the Operational, Functional and Logical view. Despite some diffi-
culties in the concrete application, the new paradigm brings benefits such as quality,
complexity management and to improvements in the solutions’ efficiency.

1 Introduction

In a highly competitive market, PSA PEUGEOT CITROEN strives for remaining at
the front-edge of the vehicle usage experience. The obligation of operational effi-
ciency and quality led the R&D Direction to activate the system engineering lever
to master the growing complexity of the vehicles produced and to provide our
customers with a relevant driving experience without compromise on reliability,
availability or security. Following this systems engineering dynamic, the vehicle
system design structure has been modified and exhibits three levels:

• Vehicle Design level.
• System Design level (engine, gearbox, electric power, steering system,…).
• Module/Component Design level (Sofware and Equipments).
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The development principles are roughly as follows:

– The “vehicle” level identifies, instantiates and allocates the functions allowing to
ensure the vehicle benefits to the systems.

– The “system” level establishes the system solutions (system architecture) that
meet the needs of the vehicle and allocates system level requirements to
“components”.

– The “component” level meets the system needs while ensuring the standard-
ization of the solutions.

Redefining the “system” level should enable the group to:

– reduce the development costs;
– reduce the technical diversity;
– reduce the “time to market”;

by articulating its best “module” strategy and the “system” strategies materialized
by product or platform policies.

In the subsequent sections, we will present the underlying fundamentals which
support this “systems engineering transformation” and the Electric Power System.
Then we will elaborate on some systemic elements of the EPS according to the
adopted systemic analysis framework. Finally, some practical lessons learned will
be given.

2 System and Systemic Analysis Grid

2.1 Notion of System

Several definitions of the term “system” coexist. In the remaining of this article, we
will use the (recursive) definition provided by Faisandier in [1] and illustrated by
Fig. 1: “A system is a collection of components such as people, hardware, software,
materials, procedures or services, that are gathered and synchronised, so that their
mutual interactions, using resources in a given environment, satisfies the needs and
expectations, that are derived from its mission and objectives, themselves derived
from its purpose”.

A system is first characterized by a purpose, a mission and objectives. These
synthetic elements are detailed in terms of requirements and expectations which are
refined in technical requirements. The mission is refined and described in the form
of operational scenarios. The operational scenarios request exchange of material,
energy and/or information between the system of interest and its environment
(external systems). These exchanges allow to identify interfaces and interactions,
and consequently the functional and physical boundaries of the system. The
operational scenarios are carried out by functions grouped in a logical architecture.
Functions are carried out by concrete components which compose a physical
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architecture. When the number of concrete components is important (more than
ten), it is necessary to form subsystems. Each subsystem composing the studied
system is a system in its own right, and thus is characterized by the same generic
elements as the system of interest. This leads to a hierarchical composition of
systems.

From this definition, we deduce that to engineer a system, one has to define a set
of elements related to several views:

• The needs and requirements view: purpose, mission, objectives and operational
scenarios;

• The architecture view: the logical architecture and the physical architecture;
• The boundary and interface view: the physical interface and the interactions

with the environment;
• The system breakdown view.

2.2 Systemic Analysis Grid

Defining the previous elements requires a rigourous method. In [2], Krob describes
a systemic analysis framework which allows to cover exhaustively all the systemic
studies required to design a system.

The decomposition emphasizes three architectural views (easily mapped to the
views defined by Faisandier), from the need to the solution through operational,

Fig. 1 System: a model of definition (from [1])
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functional and logical analyses. For each architectural view, themodes and states, the
static view and the dynamic view of the system are described as illustrated in Fig. 2.

In the remaining of this paper, we will apply this systemic analysis framework to
one of the systems which compose a vehicle: the Electric Power System.

3 Electric Power System (EPS) Overview

3.1 EPS Environment

The EPS exchanges information and energies with the gearbox, engine chassis,
thermal systems and all system consumer of electrical energy (Fig. 3).

3.2 EPS Purpose, Missions and Objectives

The purpose of the EPS is to ensure the electric drive and the electrical autonomy of
the vehicle. In order to guarantee this purpose the EPS must accomplish the mis-
sions below with the main associated objectives:

• Ensuring electric vehicle supplying

– Energetic autonomy
– Power levels (nominal, maximum…)
– Grid voltage levels

Fig. 2 “9 Views” analysis framework
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• Ensuring Thermal Engine system electric driving

– Engine Starting (start duration…)
– Availability of engine starting

• Ensuring electric drive of the vehicle

– E-drive autonomy
– Power levels in e-drive mode (Acceleration and braking)

4 Systemic Analysis of the EPS

4.1 Operational View

(a) EPS Life cycle

The EPS life cycle is defined according to the vehicle life cycle from the design
phase to the end of life.

The main phases to be considered in the EPS case are:

– Manufacturing phase: the EPS shall have minimum functionalities (for instance
to ensure the first engine starting…) to guarantee the vehicle assembly and the

Fig. 3 EPS environment
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EPS may need some specific procedures in order to execute sensors and actu-
ators learning.

– Transition to use phase: the EPS shall remain fully functional even with a
vehicle storage period of several months (plant, showroom,…).

– Operating phase: this phase is organised as follows

Standard Use: the main phase of using of the EPS by the final clients. The EPS
shall be fully operational.
Crash: the EPS shall be in safe state in order to prevent the risk of electrocution,
explosion, fire etc.…
Services: the EPS shall be able to be fixed in case of fault.

Additional phases as the Vehicle Converting phase can be analyzed for specific
needs, for instance, the Fireman vehicle, police vehicle etc…

A state diagram is generally used to define and illustrate the system life cycle.

(b) Use cases

For each phase, we need to identify the use cases of the EPS. In this section we will
show some examples in the Standard Use according to the EPS missions.

Figure 4 shows the main functionalities of the EPS in the standard use, each use
case needs one or more of these functionalities. For instance, in a “1000 m Standing
Start” use case, the vehicle objective is to realize a distance of 1000 m in less than a
specified time, in this scenario the EPS will contribute to vehicle objectives by:

– Ensuring the Electric Supplying of the vehicle consumers with the electrical
power need associated to this use case.

– Ensuring the Electric Traction with the mechanical power and energy necessary
for this use case.

Fig. 4 Main functionalities of the EPS
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In this use case, the EPS has not the possibility to receive energy from the
Engine system or from the vehicle kinetic energy. The EPS shall execute the use
case with its stored energy. A list of sizing use cases is defined in order to design
the EPS.

(c) Dynamic description

To complete the use case specification, we need to describe its dynamic execution
in order to identify the main interactions and interfaces between the EPS and the
other systems of the vehicle. This description will also give the synchronization and
time constraints. Figure 5 shows an example of Sequence Diagram for a Plug-in use
case.

4.2 Functional View

(a) EPS modes

The analysis of all the use case allows us to identify and define modes. Each mode
will impact the functional behaviour of the system. For instance, we have identified
in the previous section, two use cases:

– 1000 m Standing Start: the EPS ensures the electrical traction and the electrical
power supplying.

– Plug-in: the EPS ensures the electrical power supplying and recovers its nominal
electrical capacities.

We can directly conclude that the EPS will have two functional behaviours in
those two use cases. Consequently, we can define two specific modes:

– Electric Drive mode: The EPS is able to supply electrical energy to the vehicle
equipments and is able to supply mechanical energy to perform the electric
drive.

Fig. 5 Sequence diagram plug-in example (start of the execution)
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– Charging mode: The EPS is able to supply electrical energy to the vehicle
equipments and has the opportunity to recover its nominal capacities.

Finally, each identified use case has to be covered by a mode. Each mode can be
considered as a behaviour sort of the use case. Figure 6 shows a simplified state
diagram of the EPS modes in the standard use phase.

(b) Functional Decomposition and Functional Architecture

The first functional level is defined at the same time of the mode during the analysis
of the use cases. We can identify what has to be done during the use cases execution
and to identify the system functions. For the EPS we have three main functions:

– Supply Electrical Energy
– Supply Mechanical Energy for electrical drive
– Supply Mechanical Energy to the Engine System

The supplying can be positive or negative for acceleration or braking.
On the Requirement Development side, we have to describe the capacities of

these three functions in each mode. The following matrix shows the
functions/modes mapping (Fig. 7).

The next steps are the functional decomposition and the factorization in a
functional architecture. For the decomposition, we use a simple pattern with col-
ours. A priori, each function can be decomposed with “Transformation function”
systematically associated with its “Control function” (Fig. 8).

Fig. 6 EPS modes
(simplified diagram) (For
confidentiality reason, the
transitions and some modes
have been hidden)

Fig. 7 Functions/modes matrix
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This pattern allows us to build during the functional decomposition a hierar-
chized control of the system. The decomposition of each 1st level function may use
similar “transformation function” due to the operational concept of the system. The
1st level EPS functions need electrical energy to meet the mission objectives.
Figure 9 shows, the first level of decomposition of the EPS and the factorization.

We can analyse that each function use a similar function “Supply Electrical
Energy” with specific needs. At this step, we have decided to factorize this function
in the architecture. Figure 10 shows the 1st level architecture.

Then we continue to decompose until each function can be allocated to a logical
component. Figure 11 shows the different steps of the functional architecture
building and the alignment with the logical view.

Fig. 8 Functional decomposition pattern

Fig. 9 1st decomposition level and factorization

Fig. 10 1st level EPS architecture
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The “Step 1” allows a top-down approach in the functional decomposition
needs. The “Step 2” is the functional mirror of the logical view created in the “Step
3” which brings the bottom-up solution and constraints. To design the system, we
need both top-down and bottom-up approaches.

4.3 Logical View

(a) Functional allocation and Components Specification

At this stage, we get a functional architecture ready to be allocated to logical
components. Here the question is how to specify a logical component from a list of
allocated functions without forgetting the basic rule The requirements shall not
express solution, excepted design constraint.

Imagine functions allocated to one component. The risk is to specify each
function independently and define unnecessary design requirements.. Our approach
is to address the mission of the component, not its functions.. One way to succeed
in this approach is to define from the allocated functions the modes of the com-
ponent. Figure 12 shows a simplified example inspired of the EPS architecture.

Fig. 11 System view building and alignment

Fig. 12 Allocation process
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Both functions, transforming electrical energy into mechanical energy and
transforming mechanical energy into electrical energy, are allocated to the same
component Electrical Machine and we do not need to execute simultaneously the
functions. Each function has interfaces and a characterized behaviour (power,
efficiency, torque etc.…). It is a typical case, where the allocated functions in the
functional architecture are the modes in the component specification. In this
example the modes will be:

– Generator mode: to specify the component when it executes the function of
transforming mechanical energy in electrical energy.

– Motor mode: to specify the component when it executes the function of
transforming electrical energy in mechanical energy.

The functional interfaces are factorized in the same mechanical and electrical
interfaces of the component. Another typical situation is the allocation of a func-
tional chain to one component. As previously said, the risk is to specify in the
component specification each function instead of specifying the need associated to
the function chain as the whole (Fig. 13).

In this case, the modes are inherited from the modes of the allocated functions.
In the previous example, “F2 Distribute Electrical energy” has two modes “on/off”
and consequently the Traction Battery Subsystem has similar modes for functional
chain as a whole. For complex subsystem, we generally have combinations of both
typical cases previously explained.

(b) EPS Logical architecture and Interfaces management

The logical architecture describes the architecture of the component/subsystem of
the system. Generally speaking, the EPS is composed of:

– Batteries subsystems to ensure the electrical energy storage
– DC/DC Electrical converters to ensure the adaptation of the voltages
– Electrical Machine subsystems to ensure the conversion Electric/Mechanic
– AC/DC Electrical converters to ensure the adaptation of the external voltage
– Electric/Electronic architectures to ensure the energy and information transport
– EPS Supervisor to ensure the control of the EPS components.

Figure 14 gives a simplified example of architecture of the EPS.

Fig. 13 Allocation process of functional chain
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The logical architecture allows to identify and manage the interactions between
the components of the system following the functional allocation. In this diagram,
we identify external system, each component of the system and interfaces. In order
to ensure the consistency, the interface definition of functional flow are managed in
a specific document Interface Control Document in which we develop interfaces
requirements for each exchanged data. The objective is to centralize the definition
of the interfaces as a data dictionary. The traceability is ensured with the EPS
Technical specification and the Components specification by using the DOORs
links (Fig. 15).

5 Practical Lesson’s Learned

The first application of the “9 views” framework needs an important effort to
materialize the complete description of the system and in particular the dynamic
description. Another difficulty that has been met is the definition of the boundaries
of the systems of the vehicle design decomposition and its alignment with the
organization. The SysMl modeling tools are not so much user-friendly and still
needs to be improved to be efficient.

Fig. 14 Logical view of the EPS architecture

Fig. 15 Interface control document EPS—DOORs
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However, the systems engineering approach brought the capacity to grow the set
of considered solutions, the capacity to manage the system complexity in terms of
internal and external interactions and finally the quality of the final work products
has been improved.

6 Conclusion

This article has provided an overview of the “9 views” framework applied on the
EPS system. Despite some difficulties in the application, the method brings benefits
and is the prerequisite for the next steps to grow the design efficiency which are:

– Defining the EPS product line to organize the reuse of system design elements
and system studies;

– Developing the Model Based System Engineering, consistent with the product
line, and articulated with the current system analysis supported by the mod-
elling & simulation.

This will actively contribute to the success of the transforming of the Research
and Development department, necessary condition to achieve the objectives of the
group PSA Peugeot Citroen.

References

1. Faisandier, A.: Notions de Système et d’Ingénierie Système. Eng. Architecting Multi. Syst. 1
(2014)

2. Krob, A.: Eléments de systémique—Architecture des systèmes
3. AFIS.: Bonnes Pratiques en Ingénierie des Exigences. Collection AFIS. Editions Cépaduès

(2012)
4. AFIS.: Découvrir et Comprendre l’Ingénierie Système. Collection AFIS. Editions Cépaduès

(2012)

System Engineering Applied … 243



Operational Analysis of Virtual IP
Multimedia Subsystem (IMS) Through
a Model-Based Architectural Framework

Arevik Gevorgyan and Peter Spencer

Abstract Telecom/IT convergence is transforming network architectures and cost
structures. Lack of methodological support within an equipment provider organi-
zation hinders heavily the possibility of efficient transitions from traditional
monolithic to virtual architectures and their market insertion. For any evolutions,
especially innovation, operational analyses have a vital importance. We propose to
base our approach for a systematic operational analysis upon the following meta-
phors: (1) an adapted Architectural Framework (in our case, inspired by SAGACE),
incorporated with (2) PESTEL (environmental) and subsequently FURPSE (soft-
ware characteristics) analyses frames, (3) leveraging on Model-Based Systems
Engineering. A common consistent language and format for structuring and relating
system’s operational, functional and physical views allow handling in a holistic and
integrated manner evolutions and complexities of the system and its environment
throughout decisions spectrums and levels. We case study virtual IP Multimedia
Subsystem (essential for communication services across networks). Identified
operational invariants are inputs of critical importance for iterative functional and
decisions trade-off analyses in accordance to market, technological and other
perspectives.
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1 Introduction

Network Functions Virtualization (NFV) is the greatest transformation in
Telecommunication industry and, in particular, for Equipment Providers. An
assumption made by both fixed and mobile operators is that virtualizing networks
will fundamentally change architectures and cost equations of how networks are
built and managed.

Our study belongs to Alcatel-Lucent’s current initiatives to: (a) understand the
impacts of transformation in technological and business terms; (b) manage the
transition from traditional monolithic to (optimal) virtual architectures; (c) and
improve its systems development practice to achieve efficiency.

The most complex and important NFV instance for Alcatel-Lucent is the IP
Multimedia Subsystem (IMS), essential for communication services across net-
works and the only for Voice over 4G (further 5G).

Correlated with its development practices, any evolution of the system seeks to
maximize its success factors (where enterprise strategy and technological capabil-
ities (the “know-how”) play a key role), minimize risks and optimize CQFD (cost,
quality, functionality, delay) parameters. Achievement of an optimal virtual IMS
architecture is difficult in light of the complexities inherent to the system and its
evolving systemic environment, especially with the absence of an adapted unified
multi-disciplinary approach.

To define an architecture best adapted to the context, it is needed to analyze in
details and satisfy a network of constraints of a very different nature (i.e. envi-
ronmental, system, organizational etc.).

Operational analysis is vitally important and iterative in this journey. It defines in
a non-ambiguous way virtual IMS external interfaces, mission, stakeholders, their
needs, contexts, uses cases, scenarios, etc.

Traditional Systems Engineering (SE) methods (also non-standard to a specific
domain), opting for per physical-unit decompositions, design systems that lack
knowledge upon their environments, subsystems, interrelations of views, etc.
Moreover, Systems Integrators, concerned by governance issues, usually prefer to
decompose around managerial criteria. Such practices generate a significant gap
between the problem and the solution space, triggering a bucket of different kind of
issues. Evidently, they are no longer efficient or reasonable in light of the NFV
innovation.

We explore examples of complex industrial projects best practices and
advancements in modern Systems Engineering. Hence, through probes, we propose
a set of incorporated metaphors to better underpin the multi-facet aspects of the
problem and to compile an integrated holistic analysis approach.

We constitute our approach upon: (1) an adapted Architectural Framework (in-
spired by SAGACE), incorporated with (2) environmental (PESTEL) and
subsequently (software) system characteristics (FURPSE) analysis frames, (3) lever-
aging on Model - Based Systems Engineering (MBSE) to model the system views
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(operational, functional, physical), its overall environment and direct market specifics
in accordance to desired system properties. This practice also aims to improve
cross-functional collaborations, focusing on evolutions-driven perspectives.

To structure our approach: in Sect. 2 we briefly discuss the virtual IMS system,
its context and inherent complexities. At this step, we also define the initial mea-
sures for our further analyses. This basis motivates our interest in the proposed
method. In Sect. 3 we present the operational analysis procedure and its outcomes.
We demonstrate it through a brief example from the IMS “Operate” lifecycle phase,
also to better highlight the NFV innovation features. In Sect. 4 we explain the
importance of operational analyses outcomes for functional and decision making
perspectives from methodological and practical standpoints. We also discuss our
vision upon strategic and research prospects.

2 Preliminary Background

Design, development and integration of virtual IMS is difficult due to its context
and inherent complexities. This brief contextual overview, instantiated from
PESTEL (Political, Economic, Social, Technological, Environmental and Legal)
layers, including few more indispensable axes (Regulatory, Competition,
Organizational) shall help to justify the choice of our method, also to deduce initial
Measures of Effectiveness (MOE) for our analyses and estimations.

2.1 Virtual IMS Brief Context: Axes of Complexities

IP Multimedia (Core) Subsystem is a network architectural framework for deliv-
ering multimedia communication services across any types of networks. An IMS
solution is made of multiple network components, which are the Network
Functions: as P/I/S-CSCF, MGC, CTS, HSS, CCF, MRF, BGCF, Application
Servers, etc., that can be delivered by different Telecom Equipment Providers or
organizations within one Telecom Provider. This used to result in a solution made
of a multitude of different hardware boxes, where even though the hardware used
may actually be the same, it could not be shared by the IMS components unless
they used a specific ad hoc middleware. Moreover, although the IMS components
are actually pieces of software, Operators could not purchase the licenses of the
IMS components and run them on standard and common hardware (that the
Operator would own). The initial purpose of IMS Cloudification and Virtualization
effort has been to resolve the few major issues, as:

1. Propose to Customers an IMS solution that is compact and easy to deploy
and can run on a monolithic and homogeneous hardware that is used
optimally
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2. When the hardware is provided by ALU along with the IMS solution, allow any
3rd party software to run on this hardware as on a Cloud

3. Allow Customers to purchase “software only” IMS components, or even an
entire “software base” IMS solution and run it on their own data center, or on
any appropriate 3rd party Cloud

4. Further on, to significantly maximize and optimize network capacities (through
virtual machines deployments and orchestration) and support new services (new
network functions deployments)

Competition
Telecom players face a fierce competition from Internet services and Over-the-Top
(OTT) content providers, Google, Netflix, Amazon, large groups with high per-
formance international infrastructures all over the world. Possessing advanced
architectures and being to some extent less restricted by regulations, they are
capable to offer equivalent communication services in a more efficient way.
Telecom operators are forced to create differentiating offers with better, cost
effective services, simultaneously reconsidering their architectural choices to be
capable to deliver new features and handle massive traffic rates [1].

Market
When we reflect upon the development of Cloud communications, collaborations
around it, everything connected, all within a frame of “intelligent” contextual
communications, we realize that there is a range of ecosystems that need to be
considered, supported or created. The complexity, at first, results from the number
of stakeholders and heterogeneity of their environments. For instance, in Telecom
Operator organizations the accumulated legacy or different levels of technological
maturity cannot be easily transformed or managed [2].

Regulatory
Standardization bodies play a significant role in the Telecommunications industry.
They guarantee the interoperability between vendors and create a common ground,
where all players can push forward ideas to direct the industry.

Alcatel-Lucent follows the 3GPP’s IMS [3] and ETSI ISG’s NFV standards [4].
The problem question for Alcatel-Lucent is how to organize and deliver the virtual
network functions (VNFs) efficiently.

Technological
The transition to the “full NFV” solution has still a considerable path towards its
implementation. Infrastructure/Platform as Service (IaaS/PaaS) architectures are
just starting to mature in the IT space, but are slower to settle in the Telecom space.
Moreover, network function specificities create an additional set of constraints, as
compared to traditional IT virtualization.

Though all profit from the cloud concepts on COTS hardware, the real-time
communications networks and their supporting infrastructures are still being studied
by both vendors and standardization bodies. Therefore, while specifying the NFV
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architectures in the RFP documents, customers are still in their experimentation
cycle when it comes to the production environments.

A real difficulty is to ensure that everything works together: i.e. multi-vendor
platform and different deployment scenarios (end-to-end infrastructure or software
integration only). The scale and complexity of telecom networks requires a level of
commonality beyond any single organization or entity.

Economic & Legal
As initial estimations indicate, Cloud helps to save the principal portion of CAPEX,
though OPEX (pre-/post-integration services expenses) remains very high. Ideally,
the time spent at a customer site shall be reduced from years - months to few
days-hours. Risk management and contractual constraints is one key parameter
restraining any changes in the TCO.

Organizational
Design and developments take place within the historic silo units, respectively
mirroring their “old” traditional architectural choices as per physical unit compo-
sitions. Knowledge and information sharing within the project is a struggle.

Evidently, such practices hinder the opportunity to better benefit from Cloud
capabilities.

To conclude upon the context at this point, we may already deduce some
principal Measures of Effectiveness (MOE) for our analysis: (1) Maximize Network
Capacity, (2) Minimize Expenses, (3) Maximize System Autonomy. More MOEs
could be defined in line with the objectives of the study.

2.2 Motivation of Our Approach

IMS is a complex system, which operates in an evolving complex systemic envi-
ronment. Numerous stakeholders and systems with different, also antagonistic
“requirements” and lifecycles constitute the IMS environment. Any
evolutions/impacts may be viewed from system of systems (SoS) perspective. One
of the most important and difficult aspects in System Engineering is the specifi-
cation and management of interfaces. It is critical to define clearly and correctly the
borders between the system of interest and external systems with which it interacts,
in order to avoid the impacts of their evolutions. Vital is to analyze correctly the
system views and interrelations. Evidently, any mistakes in the analysis process
lead to a solution, integration of which may be difficult or impossible.

Throughout our study we explore the related state of the-art and examples of
complex systems projects best practices as a comparative basis. For instance, [5–7],
etc. demonstrate the application and benefits of an Architectural Framework and
MBSE applied in automotive, aerospace, etc. industries. We summarize on theo-
retical ground in Sects. 2.2.1 and 2.2.2.
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2.2.1 Why an Architectural Framework?

Besides structuring and relating views, architectural framework improves the col-
laboration practice in complex systems projects. It ensures completeness, trace-
ability, re-use and justification of top-down and bottom-up decisions throughout the
system lifecycle.

The Architectural Framework concept was first proposed by [8]. Few prominent
examples immerged later are DoDAF, developed by the US Defense department
and MoDAF [9], developed by the British Ministry of Defense [10]. Other
frameworks also exist: Domain Mapping Matrix, Design Structure Matrix, Quality
Functional Deployment/House of Quality, Unified Program Planning, Axiomatic
Design, CLIOS (Complex, Large-scale, Interconnected, Open, Socio-technical
System), which are discussed in details by [3] and which limitations are explained.
These frameworks do not capture the domain, technical, social, time concepts, as
well as their interactions.

In our study we choose to refer to an adapted SAGACE framework, originally
proposed by Penalva [11]. It constitutes the main principles for an iterative and
incremental application for a complete design:

– Modeling approach
– Graphical modeling language
– Matrix of nine points of view: Operational, Functional and Structural, all three

refined by three time perspectives. In our case, we refine the views by behavioral
instead of time perspective, in order to use the SysML language of modeling, as
explained in [12, 13].

2.2.2 Why Model-Based Based Systems Engineering?

As stated by the International Council on Systems Engineering (INCOSE) INCOSE
“Systems Engineering Vision 2020 vision [INCOSE 2007], Model-Based Systems
Engineering (MBSE) is one of the most prominent emerging practices in SE.
MBSE aims to build integrated models with a holistic view to ensure the com-
pleteness of the design through retraceable requirements and knowledge across the
project participants.

[10] illustrates the existing modeling languages appeared since the 1960s: ADL,
AUTOSAR, UML, SysML, MARTE, EAST-ADL. [14] explains that the standard-
ized modeling languages, as OMG SysML and UML are more effective for collab-
orations. We will use SysML™ described in details by [15, 16]. Implementation of
models within the Architectural Framework is explained by [12, 13].
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3 Operational Analysis

Important is to note, that introduction of any evolution, even of a feature size,
disrupts the existing environment and may generate undesired consequences, if not
previewed and addressed in advance. To develop and inject optimally the virtual
IMS into the market, a broad range of specific needs and requirements must be
considered and satisfied. To define an architecture best adapted to the context, it is
needed to analyze in details a network of constraints that the system shall satisfy.
These constraints have a very different nature and could be constituted within two
conceptual network levels, which are to be incorporated with each other:

I. Those resulted from the Environment, in which the System and its Organization
are immigrated. They are the factors of PESTEL (Politic, Economic, Social,
Technological, Ecological, Legal), following the terminology of INCOSE.

II. Those specific to the (Client) Organization that uses the System and based on
which it can operate. They are characterized by FURPSE (Functionality,
Usability, Reliability, Performance, System Maintainability, and Evolution),
following the ISO/IEC 9126 norm.

It is useful to follow the trajectories of corresponding processes [following
SEBoK standards] throughout the system lifecycle, also to eliminate the constraints.

Operational analysis procedure leads to invariants identification: mission,
external interfaces, stakeholders, needs, operational contexts, use cases, scenarios
etc. Analysis starts from the system’s environment modeling in order to identify the
system’s external interfaces: at this stage, stakeholders and their needs are identi-
fied. A refinement procedure is undertaken until precise elimination of associated
micro needs. The system mission shall be clarified at this point. The second part of
operational analysis is the operational analysis core: identification of operational
contexts, use cases and scenarios.

3.1 Virtual IMS Environment Modeling

3.1.1 Identification of Stakeholders

Clear and correct definition of external interfaces is a crucial step before reaching
the internal interfaces specification and their optimization phase. Multiple direct and
indirect stakeholders (customers, end users, equipment and software manufacturers,
IT companies, regulatory bodies, suppliers, financial institutions, etc.) are involved
in the virtual IMS environment.

We are defining and categorizing the stakeholders and their inherent complex-
ities within the PESTEL frame (Political, Economic, Social, Technological,
Environmental and Legal) [INCOSE], including Regulatory, Competition and
Organizational axes, as indispensable. When modeling the complete environment,
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we would organize the stakeholders in seven-eight abstract classes (instantiated
from PESTEL) based on their role importance and impact of each external system.
However, to remain unambiguous, in this case study, given the number of external
interfaces, also the significantly different dynamics of impacts, we focus only on
two direct stakeholders (Telecom Operators and Network Solution Providers)
(Fig. 1).

3.1.2 Analysis and Refinement of Needs

The broad range of stakeholders needs (according to market and technological
criteria, as of primary importance compared to other dimensions and their devel-
opment dynamics) are to be defined and refined iteratively throughout the system
lifecycle phases. We characterize them in terms of desired software (functional)
architecture properties, as FURPSE (Functionality, Usability, Reliability,
Performance, System Maintainability, and Evolution) [ISO/IEC 9126 norm]. Needs
are defined more precisely only in the late stage of the development phase, which is
one of the major difficulties encountered in the analysis process. Below is presented
the Table 1 with Macro Needs examples.

A Macro need refinement example is given below (Table 2).

7 

vIMS : Direct Stakeholders

TELECOM OPERATORS

× Network Management and Operations
× Telecom Product Group
× Strategy, Marketing

NETWORK SOLUTION PROVIDER

× IMS Product Group (Units)
× IMS Delivery (Services Teams)
× Strategy, Marketing

Fig. 1 vIMS direct
environment

Table 1 Macro needs definition

N1 Operators want a system that will support significantly higher traffic loads

N2 Operators want a robust system

N3 Operators want assurance for the maintenance and support

N4 Operators want capabilities to easily deploy/support new applications/services

N6 Operators want significant savings in CAPEX/OPEX

N7 Operators want operational easiness: i.e. to drastically reduce time to market

N8 Providers want to follow existing standards and regulations

… ………
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The refinement is done until reaching the level of clear, precise, measurable, and
quantifiable needs, which are translated into requirements (Table 3).

3.2 Operational Analysis Core

Any system operates within certain operational contexts. The contextual diagram
demonstrates the possible transitional cases for any situations to be handled by the
system, associating them with the states of the interacting external systems. This
way the contexts of external systems are to be identified as well.

External systems involved statically in a given context and their specific inter-
actions with the system of interest are the use cases. The dynamics of interactions
between external systems in a given context and our system of interest are the
scenarios.

To describe the operational contexts we use State Machine diagrams, for use
cases Use Case diagrams, and for scenarios Sequence diagrams, as explained
in [13].

3.2.1 Operational Contexts

The study of the operational contexts shall retrace the system lifecycle. The life-
cycle phases of Virtual IMS: Design and Development, Integration and
Deployment, Maintenance, Operate/Use, and Disruption (which can happen in case
of transition to a new technology) (Fig. 2).

Table 2 Macro need refinement

N2.1 Operators want an automatic adjustment of resources allocation for traffic growth and
de-growth

N2.2 Operators want maximal availability and speed for huge traffic rates

N2.3 Operators do not want to feel the any limitations of the system

N2.4 Operators want predictable behavior of network functions

…

Table 3 Requirements definition

Req. Requirements derived from micro needs (ex. for N3)

R3.1 The SLAs have to be strictly respected

R3.2 The system has to be tested in accordance to specified standards

R3.3 Precise estimation of resources (CPU, memory) allocations

R3.4 Evaluation of inconsistencies for multi-vendor solution

….
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In our example, instead of a complete lifecycle analysis, we focus on the states
of external systems that directly affect the operability of our system. An example
from “Operate” phase illustrates a case when the virtual IMS interacts with the
supporting hardware infrastructure (Fig. 3).

MAINTENANCE 
-Assessment & Optimization
-Managed Infrastructure
-Solution Maintenance

DESIGN & 
DEVELOPMENT

-Strategic Analysis 
-Cloud Infrastructure &       
Software Assessment 

-Solution Architecture 
-Proof of Concept 
-Migration Planning &Design

INTEGRATION &
DEPLOYMENT

-Engineering & Installation 
-Cloud Infrastructure Integration 
-Solution Validation & Testing 
-Inter-Operability Testing
-Application Integration 
-Migration Execution

OPERATE
-virtual IMS Functioning

Disruption

Fig. 2 vIMS lifecycle

Operational Context:  HW Infrastructure Functioning

HW does 

Not 

HW Functions

HW is Available

Rush Hour

Normal Hour

Alternative HW

Fig. 3 ex. operational context
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3.2.2 Operational States

Combination of the different states of the virtual IMS and its supporting hardware
infrastructure explains the possible situations needed to be taken into consideration,
as the example below illustrates (Table 4).

3.2.3 Operational Scenarios

An example of a scenario in the “Operate” phase:

• the system lacks capacity (memory or CPU), as a result cannot handle the
needed amount of traffic at requested speed

• new virtual machines are initiated (automatically) to gain the needed capacity
• the system transmits the needed amount of traffic with the new VMs

This case study shall not be considered as exhaustive. It is only illustrative and
provides basis for consequent analyses procedures.

4 Results and Perspectives Discussion

Operational analysis invariants contribute to the functional analysis and related
decisions tradeoffs. Based on the use cases and related scenarios analysis, the macro
functions are first defined, serving as a basis for the Functional Breakdown
Structure (FBS). Further on, based on scenarios analysis macro functions are
refined into micro functions. Consequently, the FBS is refined and completed by
behavioral and functional modes. In order to define a functional architecture best
adapted to the context, stakeholders needs and satisfies optimally the desired
constraints (i.e. as Cost, Quality, Functionality, Delay), we shall undertake tradeoffs
according to technological and market choices, in prior. Numerous criteria and their
interrelations are to be taken into consideration.

Table 4 ex. operational states: vIMS HW

States of vIMS States of hardware infrastructure

OPERATE
phase

vIMS does not function

vIMS is deployed HW functions HW is
available

Normal
hour

Alternative
HW

Rush
hour

HW does not
function

vIMS
functions

New virtual
machines
Instantiated

Operational Analysis of Virtual … 255



In our further studies, for functional choices derivation, assessment and opti-
mization, we are interested to investigate decision making techniques, including
decisions analysis processes that found application within SE practice. The
objective is the solution for an optimal virtual IMS architecture. Simulations are
envisaged for further evaluations.

5 Conclusion

In this paper we explained the strategic importance of the transformation initiated in
the Telecommunications domain by Network Functions Virtualization. We under-
took a case study on operational analysis of virtual IP Multimedia Subsystem. We
explained the importance of a consistent adequate operational analysis for any
evolutions, especially innovation. We proposed a method for a holistic integrated
analysis based on complex systems architecture framework and model-based sys-
tems engineering technique, incorporated with PESTEL and FURPSE analyses
models. Our method is inspired from examples of complex industrial projects best
practices and advancements in SE practices. We highlighted the usefulness of the
proposed approach for managing the complexity and evolutions of the system and
its environment through a better cross-functional collaboration. We discuss per-
spectives for functional analysis and decisions trade-offs for an optimal virtual IMS
architecture design.
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Urban Lifecycle Management: System
Architecture Applied to the Conception
and Monitoring of Smart Cities

Claude Rochet

Abstract At date, there is no standardized definition of what a smart city is, in
spite many apply to propose a definition that fit with their offer, subsuming the
whole of the city in one of its functions (smart grid, smart mobility…). Considering
the smart cities as an ecosystem, that is to say a city that has systemic autopoeitic
properties that are more than the sum of its parts, we develop an approach of
modeling the smartness of the city. To understand how the city may behave as a
sustainable ecosystem, we need a framework to design the interactions of the city
subsystems. First we define a smart city as an ecosystem that is more than the sum
of its parts, where sustainability is maintained through the interactions of urban
functions. Second, we present a methodology to sustain the development over time
of this ecosystem: Urban Lifecycle Management. Third, we define the tasks to be
carried out by an integrator of the functions that constitute the smart city, we
assume public administration has to play this role. Fourth, we present what should
be a smart government for the smart city and the new capabilities to be developed.

Since the advent of the “death of distance” with the revolution of transportation by
the middle of the 19th century, the appearance of networks of infrastructure tech-
nologies and the spread of the telegraph that transformed the government of the
city, critical obstacles to the growth of cities were removed. Today digital tech-
nologies amplify this move, providing new tools such as smart phones that became
a digital Swiss knife that allows inhabitants to be active actors in the city life,
communicating and coordinating with each other, using and feeding databases.
Doing this, digital technologies may produce the best and the worst. The point is
each city contains the DNA of its own destruction. Smart cities digital infrastructure
amplifies the possibilities of manifestation of discontent, worsening the gap
between have and have-nots. Smart cities incur the risk to become the digital
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analogue of the Panopticon Jeremy Bentham’s prison design (Townsend 2013).
Therefore, architecting the city as a living system is as well technical as political.

This paper is based on case studies carried out in various countries, analyzed
though the lens of complex system architecture, to envisage how these compe-
tencies may be adapted to the modeling of smart cities.

1 Ancient Cities Were Smart

Far as back as 1613, the Napolitano Antonio Serra analyzed the city as the place
where activities with the biggest increasing returns take place, with a strong cor-
relation between economics and politics [17]. The frescoes of the Siena town hall
by Ambroggio Lorenzetti depict “the good government” as a dynamic equilibrium
between intense economic activities and an active political life that gives the people
of citizens the power to rule the city according to the principles of the common
good. Contemporary evolutionary economics correlates the evolution of institutions
with that of economic activity (Reinert 2012). This evolutionary process was
secured thank to learning feedback loops which duration was generations, the latest
learning from the former to design the city in a way to optimize interactions
between activities.

The growing complexity of cities and the predominance of top-down urban
planning made us forgetful of these lessons from the past. In their analysis of
present smart cities initiative, Neirotti (2013) notice that there is no practice that
encompasses all the domains, hard and soft, of the cities. The most covered
domains are hard ones: transportation and mobility, natural resources and energy.
Government is the domain in which the cities report the lowest number of initia-
tives. More, in the present smart cities research program, there is an inverse cor-
relation between investment in hard and soft domains, smart government being still
the poor relative in smart cities initiatives and cities that have invested in hard
domains are not necessarily more livable cities. In fact, two models emerge from
Neirotti et al. survey: one focused on technology (with a strong impetus of tech-
nology vendors) and one focused on soft aspects, the hard model being dominant.
The problem is there are no vendors for soft domains apart the citizens themselves
whereas systemic integration relies on soft domains, mainly taking in account the
context and valuing social capital.

1.1 What Is an Urban Ecosystem?

A smart city is more than the sum of “smarties” (smart grids, smart buildings, smart
computing…) although it is referred to in the absence of a precise and operational
definition of what a smart city is [13]. Several pretenders exist on what a smart city
could be (Songdo in Korea, Masdar in Abu Dhabi,…) but they are not cities to live
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in, they are demonstrators, propelled by big companies (e.g. Cisco in Songdo) who
apply a particular technology to the conception of a city. In the literature, the smart
city is recently defined as an ecosystem, that is to say a system where the whole is
more than the sum of the parts and has autopoeitic properties [14].

For the system architect this approach implies:

• Defining a perimeter that comprehends all the components that have a critical
impact on city life: the city needs to be fed, is to import products that may have
been manufactured on a basis that does not necessarily fit with sustainable
development requirements (pollution, children work or underpaid workers,
carbon emissions…). These costs and environmental impact must be charged to
the city balance.

• Considering the system as a living system where the behavior of inhabitants
determines the sustainability of the ecosystemic properties of the city. The
underlying assumptions are material systems in addition to immaterial ones—as
history, culture, anthropology and social capital—play their role. A recent trend
in the literature on development economics, which is contrary to the fad of
mainstream economics that consider all territories alike, put the emphasis on the
“smart territory” as an unstructured cluster of tradition, culture, and informal
institutions able to shape an innovative milieu [3].

Assuming the city is an ecosystem, according to the laws of general system
theory [2] it may be conceived as shown in Fig. 1:

(a) Finality: It has a finality made of strategic vision borne by stakeholders (public
and economic actors), people living in the city and sustaining this finality

Fig. 1 Architecting the ecosystem
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through theirs activities, and preserves its identity by interactions with
its environment.

(b) Functional tree structure: This system may be broken down in tree structures
of subsystems: the functions. These functions belong to hard and soft domains
(Fig. 4). Hard domains include energy, water, waste, transport, environment,
buildings, and healthcare infrastructures. Soft domains include education,
welfare, social capital, public administration, work, civic activity and econ-
omy. What makes the city intelligent is the richness (quantity and speed) of
connections between branches. We speak of a tree structure in the sense of
Herbert Simon’s architecture of complex systems [21] where the designer
connects the subsystems to make the system emerge according to the aim it
pursues. In his seminal paper “a city is not a tree” (1965) Christopher
Alexander, an architect initially trained as mathematician and Professor at
Berkeley, criticized the conception of the urban planning movement in
America, considering it as a “fight against complexity”, with no connections
between branches. Modern cities conceived for cars, compared to ancient
cities, offer a very poor web of connections.

(c) Patterns: Alexander formalized his idea of the city conceived as a rich
overlapping of building blocks in his 1977 book A pattern language. This
insight of considering the whole as a combination of modular and reusable
building patterns (referring to structures, objects and events), lingered on the
margins of cities architecture but has had an enormous influence in the
development of object oriented architecture in software design. Architecture
patterns can incorporate practices that have proven successful in the past. This
importance of patterns is today recognized in system design with Pattern based
Systems Engineering (PBSE). Patterns provide a common language indepen-
dent from the underlying technology that may be used at different levels of
abstraction and granularity (Broodney 2014).

(d) Components: These functions are operated using tools and artifacts of which
end-users are people, specialized workers and ordinary citizens. On one hand,
structural and dynamics properties of the patterns are operated thought a finite
numbers of visible and technological components. On the other hand, the
critical point is that people must not fit the tools but, on the contrary, tools and
artifacts will fit to people only if the right societal and institutional conditions
are met.

Modeling the ecosystem implies answering three questions [12]:

– The first question is WHY the city: what is the raison d’être and what are the
goals of the city regarding WHO are the stakeholders and WHICH activities will
support it? Beginning with this question may avoid the drift towards a techno
centered approach relying on technological determinism, one may find in
Songdo or Masdar.

– The question “why” is then deployed in questions WHAT: What are the
functions the smart city must perform to reach these goals? These functions are
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designed in processes grouped in subsystems aligned with the goal of the main
system.

– The third set of questions concern HOW these functions will be processed by
technical organs operated by the people who are the city executives and
employees, and the city dwellers as end users.

2 The Global Framework: Urban Lifecycle
Management©

We assume the rules of complex system modeling and system architecture apply to
the city as well as they apply to products through PLM (Product Lifecycle
Management) in that case according to a framework we call Urban Lifecycle
Management© (ULM). The difference is a city never dies and must permanently
renew its economic and social fabric as well as its infrastructure. An unsmart city
will continuously expand according to the laws identified by West et al. [24] that
reveal increasing returns in infrastructure investment that allow the city to sprawl
indefinitely. The complexity will grow out of control, resulting in a city being the
sum of heterogeneous boroughs with strong social and economic heterogeneity and
spatial dystrophy.

We define ULM first and foremost as a tool to design an ecosystem which will
be coherent with the political, social and economic goal people assign to the city
according to the principle of sustainable development: stability, waste recycling,
low energy consumption, and controlled scalability, but in a way that allows to
foresee its evolution and to monitor the transition in different ages of the city. ULM
has to counterweight the appeal of technological determinism: in the past, tech-
nologies have always dwarfed their intended design and produced a lot of unin-
tended results (Townsend 2013). ULM has to monitor the life of the smart city
alongside its evolution, as represented in Fig. 2

– Cycle 1: Conception. A city can’t be thought out of its historical and cultural
context represented by the territory of which the city is the expression. The
smart city embarks a strategic vision based on a strategic analysis of the context
and material and immaterial assets of the territory (GREMI 1986). The smart-
ness of a city profoundly relies on what has been coined as “social intelligence”
by prof. Stevan Dedijer in the years 1970s as the capability to build consensus
where each social actor relies on others to create new knowledge. Intelligence
doesn’t operate in a vacuum but is socially and culturally rooted [5].

– To be livable, the city may not be a prototype: the system architect must focus
on the task of integration that needs, to be reliable, to proceed from off-the-shelf
components that already have an industrial life and may be considered stable
and reliable, in the same way the classical architect does not invent the brick in
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the same time as he designs the house. This will imply coordination between
innovation cycles as we will see further.

– Cycle 2: Datafication. The process carried out on the principles represented in
Fig. 1 leads to a first release of the city 1.0 in case of a new city. Just as well in a
new or old city, we need to understand how the city lives and the unavoidable
discrepancies between intended design and real result, an observatory must be
implemented that will collect data produced by the city. These data are of two
kinds: (a) historical data that help understand the path dependency of the city,
and (b) big data produced by the city daily life to understand how it lives.
Corrections are made according to classical principles of quality process
management.

– Alongside the lifecycle, exogenous innovation will occur that will need to be
endogenized by the model. For example, Songdo in his initial design relied on
RFID devices to track city dwellers. Today, smart phones have become the
Swiss knife of the city dwellers, rendering the use of RFID devices obsolete.
Innovation is ubiquitous in all subsystems of the city. Innovation in smart cars
interacts with the architecture of transportation (hard subsystem) as well as in
human behavior (soft subsystem). Innovation in the building blocks has very
different lifecycles. Coordination will be needed through common frameworks
such as projects management office extended to the global smart city’s
complexity.

– Cycle 3: Innovation. Innovation challenges the equilibrium of the smart city in
two ways. First, disequilibrium may come from an innovation within a sub-
system, which interaction with other subsystems must be tested to avoid unin-
tended consequences, that precisely requires mastering the rules of system
integration. Considering a city is an open system, theses rules won’t ever be

Fig. 2 Urban lifecycle management©
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finite and will need to be upgraded permanently. Second, not all innovations are
compulsorily good for the city: Civic and political life have to evaluate the
consequences of an innovation and to frame it so that it fits with the common
good and the sustainability of the city.

– Cycle 4: Continuous improvement. All along its lifecycle, the city may lose its
smartness with two undesirable consequences: the city may continue to sprawl
on a non-sustainable basis leading to today clog cities. In case of a disruption in
its core activity, the city may collapsed as it happened in the past when things
had become too complex to be monitored, as studied for past civilizations by
archeologist Tainter [22]. Reducing the size of the city is then the only solution
to reduce the complexity. A similar thing appears today in Detroit, a city that has
lost its goals and population, leading to the decision of reducing the size of the
city as the only means of avoiding bankruptcy of an unmanageable and
unproductive city. A similar pattern exists with the Russian monocities [11].

3 A Research Program: The Rationale for Urban
Lifecycle Management (ULM)

ULM is based on the assumption that common rules of modeling may be defined,
consisting in three main principles.

3.1 Strategic Analysis

As represented in Fig. 1 the first task is to define the issues with the stakeholders.
The functions needed to reach these issues are then defined (Fig. 3), and deployed
in organs and specific competencies and resources.

3.2 Inventorying the Building Blocks

In spite we may define general rule of modeling, the smartness of a city will always
be specific to the context, e.g. geographical and climate constraints (a city exposed
to tropical floods or earthquake will embark functions that a city in a temperate
country won’t need), economic activity (specialization, search for synergies,
position on the commercial routes and worldwide supply chains). The selection of
these functions is essential to build a resilient city, e.g. with the climate change new
phenomenons occur such as flood, marine submersion, extreme frost, heat waves
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the city was not prepared for. Nevertheless, common functions will exist in every
city and their organization may proceed from off-the-shelf patterns.

3.3 Integrating the Ecosystem

In complex systems dynamics, the behavior of a system as a whole is an emergence,
that is to say the property of the system can’t be attributed to one function in
particular but is the result of interactions between these functions. The “good life” is
the basic question of political philosophy since Aristotle. It is an ethical issue that
will result from political and strategic debates among the stakeholders. Jacobs [10]
had criticized the utilitarian approach that prevailed in America in the city planning
movement. The ancestor of the urban planning movement, Ebenezer Howard,
thought of the smart city as an ideal city conceived from scratch as a mix of country
and city. His insight was to conceive the city as an interaction between a city with
jobs and opportunity but with pollution, and the countryside with fresh air and
cheap land but with fewer opportunities, each one acting as magnets attracting and
repelling people. He invented a third magnet, the Garden city, which combined the
most attractive elements of both city and countryside [9]. Garden city was the
Songdo of its day (Townsend 2013) that galvanized architects, engineers and social
planners in search of a rational and comprehensive approach of building city.
Howard’s approach was excoriated by Jane Jacobs in his Death and Life of Great
American Cities (1961) for not giving room to real life: “He conceived of good
planning as a series of static acts; in each case the plan must anticipate all the
needed… He was uninterested in the aspects of the city that could not be abstracted
to serve his utopia”. In fact, the city garden dream, not relying on a global systemic
architecture, has degenerated in the banal reality of suburban sprawl.

Issues

• Defining “smartness” and 
“sustainability”

• Wealth creation
• Finance and taxes
• Controlling pollution
• Equilibrium center –

periphery
• Migrations
• Poverty
• Education
• Health
• Crime
• Segregation (social and 

spatial)
• Leisure
• Quality of life
• How people interact with 

people and artifacts?

Resources

• Work
• Budgeting
• Transportation
• Feeding
• Caring
• Protecting
• Securing
• Housing policy
• Education
• Leisure
• Social benefits
• Health care system
• Migrations control

Functions

• Energy
• Water
• Data
• Digital Systems
• Traditions
• Sociology
• Technologies as enablers 

and enacters
• Culture and traditions
• Institutions and public 

organizations
• Process modeling
• Software
• Tech providers
• Open innovation

Capabilities

• The New Business Models:
• Public
• Private

• Project management
• Institutional arrangements
• The day to day decision 

making process in an 
evolutionarry perspective

• Empowerment
• Direct democracy
• Government
• Governance
• Project management
• Social innovation
• The state as a system 

engineer
• Mastering ULM

Fig. 3 The building blocks
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The same risk exists today with digital technologies, which could revive the
ideal city dream, under the impulse of the big players such as Cisco, IBM, Siemens,
GE who have interest in a top-down and deterministic approach that reduce smart
cities to the adoption of their “intelligent” technology. To avoid this bias system
architecture must focus on four points:

(a) Soft and hard subsystems: Today’s prototypes of would be smart cities are
techno driven but mainly forget the inhabitants. City dwellers have the main
role to play since it is their behavior and their use (and more and more the
production) of information and technology that make the day to day decisions
that render the ecosystem smart or no. Figure 4 represent both parts of the
ecosystem the soft one, or human subsystem, and the hard one, the group of
technical subsystems. Integration of these subsystems obeys different laws:
human subsystems are dissipative ones, difficult to model, not obeying
physical laws, with important entropy. Reducing their uncertainty relies on the
sociology of uses, social consensus based on accepted formal and informal
institutions, and a close association of inhabitants to the design of the system,
which is a common feature of complex system design. Physical subsystems are
conservative ones that can be modeled through the laws of physics with a
possibility to reduce entropy, but keeping in mind that the decider in last resort
is the city dweller who will use it.

Fig. 4 The smart city as an emergence
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(b) Outside/inside: The urban ecosystem is not reducible to the city itself, with
perhaps the exceptions of city-states like Singapore. A city must be fed and
have exchanges with a close periphery which produces goods (services, agri-
culture, food…) in interaction with the center. The design of a system relies on
the definition of its border. According to the laws of requisite variety (Ashby
law) the inner complexity of a system must be appropriate to the complexity of
its environment. So, the urban ecosystem will have to define three perimeters:
the first is the city itself where the synergies and interactions are the stronger
and have the most “eco” properties. The second is the periphery: one may refer
here to the model defined by Thünen at the beginning of the 19th century
representing the city with a succession of concentric rings going from the
highest increasing return activities at the center city to decreasing return
activities at the periphery [20]. The third is the external environment with witch
the city exchanges, that is, in a age of a globalized world, the rest of the world:
the larger this perimeter, the more the system exchanges. This represents
logistic costs that may have a negative impact on pollution and carbon emission
that may be reincorporated in the balance of the city to measure its smartness,
and the more it is subject to external factors of instability and the lesser the
ecosystem is coherent and stable as a Thünen zone.1

(c) Combining top down and bottom-up integration: Each industry has today
its model for the integration of its activities. Smart grids, water suppliers,
transport operators, IT providers … have model for systemic integration of
their subsystem and to evaluate its impact on the global functioning of the city.
On the other hand, we know that the urban ecosystem being more than the sum
of the subsystems we need another approach that starts from the top, that is
from the strategic goals of the city deployed in functions as represented in
Fig. 1. Where will be the meeting point of these two approaches? Proceeding
bottom-up will raise problems of system interoperability, data syntax and
semantics, while the top-down approach is more relevant to define strategic
issues but will have to integrate all the existing businesses and functions.
A possibility is that storing data in common data warehouses and completing it
with the exploitation of big data will provide common references. In any case,
the answer will proceed from applied research projects in building cities.

4 Smart Government, the Keystone of Smart Cities

Smart cities conceived as ecosystems should provide policy makers with some
practical guidelines to integrate soft and hard domains. Three areas for smart
government appear:

1We may give as an example the city of Quimper at the heart of the granitic massif of Brittany
(France) who choses to import its granite from China.
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Economic development: In the past, smart cities have been built without central
planning (except in the case of Roman cities which reflected the imperial objective
of the Roman Empire) but with a clear, although not explicitly formulated, founding
purpose: defense, commerce, religion, power, geography… The pattern of the city
emerged out of the interactions of key stakeholders: The lord, the barons, the
merchants, the shopkeepers, the craftsmen, the bankers and the people. The design
of ancient cities made them intelligent since they were ecosystem that sustained and
reinvented themselves along time… till the point their capacity to self-reinvent
came to an end when the core of their strategic activity reached a tipping point (e.g.
Italian cities after the Renaissance, Russian mono-cities from the USSR era, Detroit
today). The design of these cities obeyed to the real interactions underlying eco-
nomic life (roads, markets, fairs, harbors, work, industry…) and civic activities
(agora, city hall, structure of power). The task of government is to search for the
activities that produce the highest increasing returns, no thanks to high technology
but to synergies between activities (Reinert 2012), that will constitute the center of
the Thünen zones. The Russian mono-cities built on a unique industry (coal, oil,
cars, aerospace…) linger as long as this industry has a leading role but have very
poor capabilities to reinvent itself due to the lack of synergies between different
economic activities.
A vibrant political life: With cities emerged political philosophy. The most per-
spicacious analyst of what makes a city great was undoubtedly Machiavelli who put
emphasis on the necessity of the common good: “it is the common good and not
private gain that makes cities great” he wrote in his Discourse on Livy. Machiavelli
conceived the common good in the Thomas Aquinas’ tradition as a whole superior
to the sum of its parts. Its systemic equilibrium is permanently challenged by the
corruptive forces of fortuna that must be offset by the virtù of the Prince and the
dynamism of the vivere politico [19]. Emphasis has been put on the topicality of
Machiavelli to understand the systemic character of public management [18]. The
vitality of the system is sustained with permanent interactions within thanks to a
vibrant political life that provide a space for controversies. Machiavelli praised the
Roman republic for his institution of the tribunate that managed the confrontation
between the many of the citizens and the few of the ruling class that allowed the
Republic to upgrade his institutions according the principles of the common weal
advocated by Cicero. In contemporary complex societies, Elinor and Vincent
Oström have developed the concept of polycentric governance that is organizing
governance on one hand on a vertical axis from upper to lower levels of com-
plexities, and on the other hand on an horizontal axis which consists of overlap-
pings between organizations [16]. Elinor and Vincent Ostrom have criticized the
excess of rationality that defines strict boundaries within missions and attributions
of public organizations, since the reality doesn’t know these boundaries and the
adaptive character of public systems may be found in their overlaps.
Supporting open innovation: The experience of cities opening their database to
the public to trigger the development of apps has proved the payoff of bottom-up
approaches: in Washington DC, a contest “apps for democracy” challenged the
local developers to create software exploiting public resources. For a cost of 50 000
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US$ the pay-off was blazingly fast with forty seven apps developed in thirty days,
representing an estimated 2 million worth of services, about 4000 % return on the
city investment (Townsend 2013). But one should not conclude that bottom-up
approaches are the killing solution: theses apps are V 1.0 developed by techies on
the basis of a fascination for technologies while the city needs V 7.0 tested and
reliable and based on the real needs and problem solving of citizens as end-users
not familiar with technology. We rediscover here one of the law of innovation
emphasized by Von Hippel [23]: the key role of lead users in the innovation process
which is furthermore not a specific aspect of innovation in the digital era but a
permanent, although forgotten, feature of the innovation process in the industrial
era as reminds us François Caron, a leading academic in history of innovation [4].

In the same manner national innovation systems exist [6] and provide a frame-
work that gives incentives to cooperation between industry, research and investors to
steer their activities toward risk taking innovations, extended public administration
could structure an urban innovation system that would structure the innovation
process in a way that would guarantee that innovation, research and development of
so-called smart apps are focused on the real needs of the city dwellers.

This approach requires a combination between soft and hard domains that can be
achieved through complex systems of systems (SoS) architecture [7], a new dis-
cipline, methodology and competency we coin as urban lifecycle management©.
The newborn concept of extended administration finds here its application in its
intention to encompass and to design the global value chain of public administra-
tion and its interaction with—and between—all the stakeholders. This implies a sea
change in the competencies and business model of public administration. This new
field would be carried out through research in action projects building cities as
ecosystem tending toward resilience where humans are first to decide for the ends.
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Designing Systems with Adaptability
in Mind

Haifeng Zhu

Abstract Designing a complex cyber-physical or manufactured system requires a
significant amount of effort. A good design needs to be adaptable to requirement
changes, however should also avoid unbounded margins that can be costly.
Achieving this fine balance is difficult. This paper presents a design process that
takes adaptability into consideration. By exploring the missions a system can
support within a specified limit of additional engineering costs, we are able to
characterize this system’s adaptability. Such a characterization inherits the original
meaning of adaptability in ecosystems that describes a system’s ability of main-
taining the original goals even when facing ongoing changes, and allows it be
computable in industry. A new design process for a product family is then estab-
lished to identify designs that support the most missions while controlling costs.
An HVAC example is used to illustrate such a design process that helps maximize
mission performance and reduce costs.

1 Introduction

Designing a complex system is costly and the designers often have to decide how
much margin to reserve in all aspects, including the architecture level, to cater to the
potential requirement changes from customers. It is sometimes difficult to make
these decisions without quantitative measures.
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A lot of research exists in the area of flexible and reconfigurable manufacturing
systems where more than 50 different flexibilities and relevant measures were
studied [1–4]. Different kinds of modeling and measures [5–8] utilized different
concrete techniques from decision theory, petri net, information theory,
multi-dimensional approaches, etc. Flexibility may be valuable however requires
upfront investment and justification that decision makers generally find difficult.
Adaptable designs, however, focus on designing a new system from existing ones,
thus allowing new capabilities to be supported later.

System architecture is important for both software and hardware material
domains. A poorly chosen architecture may result in significant difficulty in sup-
porting new requirements and missions. It is important for a designer to pick an
architecture with good adaptability at the beginning; however, the traditional
decision process (Fig. 1) cannot take this into account quantitatively.

To allow adaptability be evaluated in the early stages of system design, engi-
neered system adaptability must be defined. Adaptability traditionally comes from
ecosystems [9], which indicates the ability of a system or process to change
something or oneself to fit to occurring changes, such as an unexpected disturbance
in the environment [10] formulates it as: Given a system S that suffers a change due
to a stimulus event E, S is an adaptive system if and only if the long-term proba-
bility that the system S change its behavior (S → S′) is same with and without E,
which is:

lim
t!1Pt S ! S0 Ejð Þ ¼ lim

t!1Pt S ! S0ð Þ ð1Þ

Fig. 1 Conventional decision process
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In previous approaches in the system design area, different researches have
different definitions that do not always inherit the meaning of adaptability in
ecosystems. Some of them miss important elements of the concept, and some others
focus on concrete modeling techniques that introduce applicability restrictions from
these techniques. For example [3, 11] do not capture how to model the ongoing
changes. Without defining missions, arguing how adaptable a product is by
quantifying the engineering cost of producing another set of products from the
current product state is not of much use, because a product can, with small cost,
switch to a large number of other products that are not able to serve your original
goals or even useless in reality. This is inconsistent with the original meaning of
adaptability in ecosystems. Our work overcomes the above problems by modeling
potential changes with a mission space and evaluating the adaptive capabilities of
product architectures in a product family by their supports of the missions. These
architectures are typically generated by design space exploration that exhaustively
produces all possible valid architectures in the family. Each of these architectures
can be evaluated with its adaptability metric, and a new design process taking this
into account can be created. This way architectures with good adaptabilities can be
identified, enabling the product to be highly adaptable to customer requirements
or market changes. This is significantly useful in a competitive economic
environment.

The remaining parts of this paper are as follows. Section 2 describes a prelim-
inary exploration of using mission space to characterize system changes and pos-
sible formulation of an adaptability metric. Section 3 describes a synthetic example
for HVAC systems. Finally Sect. 4 concludes our study.

2 Modeling Issue Discussions

The idea of a new design process is to include the evaluation of adaptability metric
for each product architecture and combine this information with other factors in the
decision process. To achieve that, let us first explore the modeling issues with
adaptability.

Different systems may have different missions to accomplish. It is possible that
we can use a set of missions to describe what a system is required to accomplish
now and may be required to accomplish in the future. To explore what these
possible missions are one may obtain them by enumerating combinations of all
possible mission segments or tasks. However, we want to point out this is incorrect,
because this leads to meaningless combinations. One possible way to perform the
modeling is to use a state machine.

Figure 2 is an example of a set of states of a plane during an ordinary flight,
which can be called a mission state machine. Formally, a mission state machine
M ¼ \m; e[ where m is a set of tasks or mission segments to be performed by
the system (i.e. states), and e is a set of directional transitions denoting conditions
and requirements from states to states. From a mission state machine, one can
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describe a mission M as a sequence of tasks (subset of m) connected via edges
(subset of e) in the machine, which is a trajectory of the graph. Only a trajectory
instead of arbitrary combination of tasks can be considered as a mission. For
example: M1 = {m1, m2, m3, m4, m5, m6} where m1 is taxiing, m2 is take-off, m3 is
climbing at 1000 ft/min, m4 is cruise, and m5 is descend, m6 is landing. Then, we
can define a mission evaluation space, X ¼ M;\Mj; nj[

� �
, j = 1, …, |Ω| where |

Ω| is the cardinality of \Mj; nj[ which is a set of all meaningful missions Mj

associated with their properties nj that both built on mission state machine M.
Based on the above, the adaptability metric of an architecture can be defined

based on how difficult it is to support all the required missions and maximum
number of optional missions within certain switching cost, i.e. the design cost of
another architecture based on the current one. Techniques such as those developed
in [12, 13] can be used to calculate this cost. In this paper, we only consider
development cost but other costs such as manufacturing and operational cost can be
included under the same framework. An architecture’s support to a mission can be
formulated as an indication function in the form of deterministic or fuzzy logic
membership function, for example S(x) where x is a mission. S(x) 2 [0, 1] where 0
means not support, 1 means fully support, and any number between 0 and 1 means
partial support based on its extent of support. Then the adaptability metric can be
described using a utility function having values on the interval [0, 1] with different
categories within each category a simple linear function can be used. For example:
an architecture can be considered as Perfectly Adaptable if it fully supports all the
missions with 0 additional cost. We may assign the adaptability metric to be 1 for
this case. Otherwise, if it supports all the missions within reasonable amount of
switching cost for additional engineering (i.e. within a user-specified threshold), it
maybe termed as Mostly Adaptable, and obtained an adaptability value between 0.5
and 1. The less switching cost to support all the missions, the bigger adaptability
value is assigned. Otherwise, a Partially Adaptable architecture supports, within
user-specified cost threshold, all the required and only some of the optional mis-
sions (i.e. its summation of the S() function over the optional missions in mission
evaluation space is less than the total number of optional missions). The adapt-
ability metric can take the remaining of the interval except 0, with higher values

Fig. 2 Mission state machine
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when more optional missions are supported. Finally, an architecture supports only
the required missions is Non-adaptable with an adaptability value 0.

3 New Design Process

With adaptability in mind, we can now define a new design process in the case of a
product family (Fig. 3). Upon receiving customer’s requirement, the tech team
analyzes them and defines a mission space with all possible missions now and in the
future. The tech team also enumerates all possible architectures in this product
family. On receiving acceptable cost threshold from the management, the adapt-
ability of each architecture can be calculated. The management and the tech team
can then sit together and select an adaptable architecture as the basis for their
product family.

As an example, we illustrate a cyber-physical system product family with two
HVAC systems. System A is a single-zone system with a compressor, a condenser
and an evaporator connected through a loop of pipes. A simple IC controls it and

Fig. 3 Decision process taking adaptability into account
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setpoints are fixed and burned into the IC. System B is a two-zone HVAC system
with two dampers each of which connects to pipes for individual zones. In addition,
it has a centralized zone controller that connects with the user control panels in each
room via Ethernet link, which enables user control.

Let us assume we have three missions/requirements in the mission space: M1

supports each room with fixed temperature at 20°, which is required. M2 supports
independent switch on/off for each room and fixed temperature at 20° when it’s on,
which is optional. M3 allows the temperature of one of the rooms to be adjustable
based on personal comforts, which is optional. The optional missions reflect cus-
tomer’s potential needs that are currently uncertain. Apparently System B can
support all the missions, while system A can only support M1 and M2. Therefore,
the adaptability metric for B is 1. Let’s assume the switching cost from A to B is
Csw(A, B) = 300 K USD and our acceptable switching cost threshold is 200 K USD.
A’s adaptability falls into (0, 0.5) and is assigned with the medium point 0.25, as it
supports only half of the optional missions within tolerable switching cost
threshold. If the development cost of B is acceptable by the customer, the manu-
facturer should persuade the customer to select B during bidding. This is a simple
illustrative example with only two architectures. In reality the design processes for
complex systems, such as design space exploration, typically generate a lot of
architectures/designs and the mission state machine can be very complicated (for
example military cases). Thus, a list of all architectures’ adaptability metrics along
with their costs is very useful to be presented to the customers for decision making
and bidding. We implemented an analysis tool for adaptability in a tool chain in
DARPA AVM [12] where different product families (such as jet engines, etc.) can
be analyzed. Design information of all architectures of different product families
from upstream tools flow into the adaptability tool, and is analyzed for their sup-
ported missions and adaptabilities. Figure 6 shows a screenshot of this tool, where
jet engine designs were being analyzed as an example. The tool can communicate
with the whole design tool chain via SOA (Service-Oriented Architecture), or
simple text or XML files (Figs. 4 and 5).

Fig. 4 HVAC system
A—single zone
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4 Conclusion

Designing a complex cyber-physical or manufactured system requires a significant
amount of effort. A good design needs to be adaptable to requirement changes,
however should also avoid unbounded margins that can be costly. Achieving this
fine balance is difficult. This paper presented a design process taking adaptability
into consideration. By exploring the missions a system can support within a
specified limit of additional engineering costs, we were able to characterize this
system’s adaptability. Such a characterization inherits the original meaning of

Fig. 5 HVAC system B—two zone

Fig. 6 Adaptability estimation tool
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adaptability in ecosystems that describes a system’s ability of maintaining the
original goals when facing ongoing changes, and allows it be computable in
industry. A new design process was shown for product families to identify designs
that support the most missions with cost controlled. A synthetic example was also
shown that such a design process can help maximize mission performance and
reduce costs.
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Analysis of the INCOSE Rules for Writing
Good Requirement in Industry:
A Tool Based Study

José M. Fuentes, Anabel Fraga, Gonzalo Génova, Jose Álvarez
and Juan Llorens

Abstract The Requirements Engineering (RE) discipline has been promoted,
implemented and deployed for more than 20 years through standardization agencies
(ISO/IEC, IEEE) and national/international organizations (such as INCOSE). Ever
since, despite an increasing maturity, RE remains a discipline unequally understood
and implemented, even within the same organization. Problems found in current
Systems Engineering projects with focus in RE could be mitigated using quality
metrics in the process. Quality metrics aids in the process of writing good
requirements by following a reference guide. INCOSE has promoted and published
a guide for writing good requirements, with support of several industrial and aca-
demic partners. The more correct, complete and consistent a requirement is, the best
performance it will have, and fewer errors will occur in system developments and
operation. This paper presents a study where a set of the published INCOSE rules
have been implemented in a tool for assessing requirements quality.
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Implementing Model Semantics
and a (MB)SE Ontology in Civil
Engineering and Construction Sector

Henrik Balslev

Abstract In the period from 2010 to 2015, the Danish Building Construction
Sector has implemented basic parts of Systems Engineering as the new ‘common
language’ in the building construction sector. The project is anchored in the public
and EU supported “cuneco project”. www.cuneco.dk develops the common basis
for digitalized cooperation in construction, operation and maintenance to increase
efficiency and productivity through enhanced exchange of information. To allow
maximum simplicity yet unlimited flexibility, systems and their constituents are first
classified and then identified individually to be used consistently over the lifecycle
of the component, suitable for IT support. The system-of-systems principle is a
fundamental approach to achieve unambiguous identification based on the
Reference Designation System principles as defined in ISO/IEC 81346 standard
series, which originally is designed for modelling and labelling of any kind of
industrial plant. Currently, the Danish result is used to update some parts of the
81346 standard series, and thereby introducing Systems Engineering to the building
construction sector.
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E-vehicle Service Architecture for Logistic
Systems

Sebastian Apel and Volkmar Schau

Abstract Until the year 2020, Germany has established a national development
plan with the goal to push one million fully electric vehicles into use. Part of the
plan is to establish a number of federally funded research projects, which investi-
gate and tackle domain specific problems, e.g. the limited driving range of electric
cars. Freight traffic is especially hampered by those range restrictions. The Smart
City Logistik project (www.armor.uni-jena.de/www.smartcitylogistik.de) strives for
a practical and short-term solution to this problem in the concrete context set by the
city of Erfurt, Germany. The focus is on ICT-support for currently available, small
and medium sized, fully electric vehicles that provide for the “last mile” in freight
handling. This poster provides the first results of on going work to construct an
architecture managing these requirements with a special focus on how to handle the
wide range of interfaces.
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EGNOS V3: Engineering the Future
of GPS and Galileo Augmentation
Over Europe

Jean-Alexandre Gicquel, David Arnaudy and Philippe Gouni

Abstract EGNOS provides today augmentation services based on GPS. It allows
getting improved performances in a wide range of navigation applications, in
particular for aeronautical approaches in the civil aviation domain. In parallel, GPS,
Galileo and other constellations are evolving, and new services are identified to
serve European users communities, answering to the emergence of new end-users
applications needs, finally calling for the EGNOS V3 generation. In the area of
navigation, EGNOS is designed to support Safety of Life applications, with strin-
gent aeronautical performance requirements. In the same time, continuity of the
EGNOS service to end users when evolving and security aspects of the solution
shall be ensured, and furthermore, the solution is required to have improved
operability and reduced lifecycle cost, that implies to pay specific attention in
operations design. This paper provides an overview on how the Thales Model
Based System Engineering (MBSE) methodology and tools are tailored and applied
to support EGNOS V3 engineering objectives. A tooled-up environment is set-up to
support concurrent engineering on a common design reference and to contribute to
the consolidation and justification of the EGNOS V3 system architecture design and
requirements. The resulting work organization and interactions between system
engineering team and engineering domain specialists (safety, security, opera-
tions…) are presented. Finally, this paper is providing lessons learned and success
stories of a model based approach to federate concurrent engineering activities,
identifying the main outcomes and benefits.
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Integrating the ISO/IEC 15288 Systems
Engineering Standard with the PMBoK
Project Management Guide to Optimize
the Management of Engineering Projects

Rui XUE, Claude Baron, Philippe Esteban and Li Zheng

Abstract As economic pressure continues to mount worldwide, cooperation
between people, companies and even countries is becoming increasingly needed. At
the same time, the scale of project is being revised upwards daily. In order to ensure
the success of large scale projects, the manner in which cooperation is set up
between different teams, such as systems engineers and project managers, is
becoming an important issue. Cooperation between systems engineering and project
management is now key in this respect. On the other hand, it is widely recognized
that the use of standards can improve the success ratio. Thus, integration using
standards or guides from systems engineering and project management can help
companies improve their competitiveness. A host of standards or guides have
already been published in both domains. The purpose of this paper is to choose
those most frequently used standards or guides from the systems engineering and
project management in order to compare and build a bridge between them and
provide a view shared by systems engineers and project managers enabling them to
carry out the project effectively.
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Taking Handicap into Account: Systemic
Features

Patrick Farfal

Abstract The approach of handicap must resolutely be systemic. At least because
the matter of handicap obviously and immediately addresses the question of social
link, which is reciprocal by definition. Also because handicap as a fact is far from
being marginal: one European out of ten is concerned by handicap; nearly 10 mil-
lion of disabled persons (in a broad sense) can be counted in France. Only 15 % of
disabled persons contract handicap at birth, so, any valid person may contract a
handicap any day. Differences, also diversity, factors of complexity, demand a
systemic approach. Lastly, handicap needs compensation (sensory or motor aid…,
desk fitting out…): it is the environment which adapts itself to the disabled person!

In practice, and, generally speaking, in the society, individualism takes the lead
over “living together”. Stereotypes on disabled persons (deemed less performative,
generating extra costs…) become widespread among people both in everyday life
and at work. Answers provided by some elected members or administrators are not
sufficient because they are fragmentary (for example limiter to training), while a set
of consistent and complementary answers are needed.

The whole of those answers must include time factor; the point of view on
disabled persons must be educated from childhood, from primary education. So, a
systemic treatment of handicap implies coordinated actions in the following fields:
children (welcome, education…), companies and employment (competences
acknowledgement, recruitment…), administration (welcome and support, recogni-
tion of disabled worker status…), training (of disabled people, nursing staff, but
also recruiting people and employers…), accessibility (to housing, buildings,
transports, cultural and associative life, and of course cure and care), right to
compensation (of sensory or motor handicap…). Even the component cure and care
is of systemic nature: the person must be treated in her whole (therapeutic educa-
tion, medicine acting at each step of the care path, care directed towards the
transition to social and occupational rehabilitation, disabled person acting
throughout her path…). Associations dedicated to handicap, who treat, educate,
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train, insert, support, and those who, in their sports, cultural or artistic activities,
include a handicap part, obviously play a major role in that approach.

Unexpected spin-offs of the compensation of handicap can be seen: the adapt-
ability of some space (building, transport) to the needs and constraints of a person
with a loss of autonomy is not a simple respect of law as regards accessibility, but is
broadened to the quality of use of “life spaces” for everybody, taking into account
the needs and constraints of the whole of people: the disabled person often appears
to enlighten the needs of the whole (example: access platforms to busses).
Considering system engineering vocabulary, that amounts to speaking of taking
into account the needs and constraints of all the stakeholders, which is an essential
condition of secure outcome of a project.

The adaptation of the environment to the disabled person, in the very scope of the
February 11th 2005 French law, as well as the claim of her full citizenship
(schooling, employment…), with its consequences onto the whole of people is not
the least surprise arisen from thinking about handicap.

Considering the systemic features of the question of disability would make it
possible for some elected or administration people not to immediately focus on
solutions, often fragmentary, without any care of other relations between the actors
of the field and their environment, but on the contrary tackle the question as a
whole, and think about the benefits induced on “valid” people, major part of the
population.

294 P. Farfal



A Feedback Experience on DELTA SR:
A Smart Tool to Compare
Complex SCADE Models

Stéphane Fechter and Myriam Marchand

Abstract The signaling railway system company Ansaldo STS develops, with the
formal language SCADE, a Carborne Controller for a SIL 4 CBTC (a management
system for communicating urban trains). The Carborne Controller SCADE model is
a critical software, embedded in the trains, of the CBTC system: 1026 SCADE
operators to implement 1323 system requirements and 17 levels for the depth. To be
compliant with the standard CENELEC EN 50128, Critical Code Reviews are
mandated for the Carborne Controller SCADE model. Without support solution for
Critical Code Reviews on complex SCADE models, we have developed a tool:
Delta SR. Developed with TCL language, thanks to a heuristic based on textual,
syntactic and semantic analyses, it computes a classification of differences between
two SCADE models and exhibits the functional impacts of changes. The paper
presents a feedback on DELTA SR and on its added value for the Critical Code
Reviews on SCADE models.
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A Systems Approach to Improve
Performance in Supply Chain: Case Study
in a Procurement Process
in the Aeronautical Industry

Denis Olmos-Sanchez, Jean-Claude Bocquet
and Marie-Agnès Forman

Abstract Supply Chains (SC) are becoming more complex by the interaction of
various elements, and decisions must be taken at different levels to accomplish their
objectives. Several approaches propose performance improvements but there is a
lack of application of systemic approach to maximize the value creation. In this
work, we apply a method called SCOS’ (Systemic for Complex Organizational
System) which focuses in reaching new objectives in terms of value creation
(performances as economic, quality, time and environment) for each phase of the
life cycle, and each stakeholder of the system (procurement process), then processes
are developed to meet these finalities. A case study is used to model value creation
in an SC as an improvement expected by stakeholders, and it is validated by
industrial experts. Then recommendations are given to simulate and quantify these
improvements through system dynamics.

Keywords Systemic approach � Modeling � Supply chain performance �
Procurement � Improvement � Aeronautical industry
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CoDA—A Model-Based Platform to Deal
with the Inherent Complexity
of Automation Systems Development

Juan Navas, Patrick Herbert and Gilles Boussaroque

Abstract Automation Systems in AREVA are highly versatile, often reactive,
systems that provide information treatment and control tasks to nuclear industry
processes. These systems are inherently complex, as they involve many intercon-
nected elements which behavior is not always well understood or predictable.
Furthermore, they can also be considered as complex regarding their development
process, as they demand a strong involvement of several stakeholders. The CoDA
method and platform proposes a set of open and interoperable tools addressing
Automation Systems’ inputs Analysis, Design, Implementation and Verification
and Validation activities. The integrated method and tools reduce time spent on
impact analysis and provide proof of the proper consideration of requirements. This
poster details the main propositions and results of the deployment of the CoDA
platform in AREVA.

J. Navas (&)
AREVA NP SAS, 1 Place Jean Millier, 92400 Courbevoie, France
e-mail: juan.navas@areva.com

P. Herbert
BP38 25 Avenue de Tourville, 50120 Equerdreville, France
e-mail: patrick.herbert@areva.com

G. Boussaroque
Euriware—Capgemini, 1 Place des Frères Montgolfier, 78280 Guyancourt, France
e-mail: gilles.boussaroque@euriware.fr

© Springer International Publishing Switzerland 2016
G. Auvray et al. (eds.), Complex Systems Design & Management,
DOI 10.1007/978-3-319-26109-6_29

299



Contingency Factors for Relationships
in Complex Product Creation Environments

Donna Champion

Abstract Current approaches to systems design and management are at the limits
of applicability in modern complex product design environments. The collaborative
nature of design activity is increasingly difficult to manage, where
multi-disciplinary teams must share knowledge and co-ordinate the integration of
technologies across different platforms and architectures. This paper describes a
qualitative study to explore the critical factors in building and sustaining relation-
ships across cross-functional teams in complex product creation environments. The
study was undertaken in the Automotive sector, where market pressures demand
swift integration of new technologies across platforms. A number of contingency
factors have been identified and three strategic priorities for managers are
suggested.
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Siting Nuclear Power Plants Incorporating
Strategic Flexibility

Michel-Alexandre Cardin, Sizhe Zhang and William J. Nuttall

Abstract Nuclear power is an important energy source for generating electricity in
consideration of CO2 emissions and global warming. Siting nuclear power plants is
a challenging issue nowadays due to the volatility of long-term electricity demand,
as well as public acceptance of nuclear technology. In the aftermath of the
Fukushima Daiichi disaster, it is understood that public acceptance of nuclear
technology plays a central role in the decision-making process regarding systems
operations and capacity deployment policies, even outside of the country where the
incident occurred. For example, Germany decided to close half of its plants after the
catastrophic events of March 2011, and will close the remainder by 2022. Other
countries, however, depend on nuclear technology, or a considering it as a viable
alternative for sustainable power generation. Typical efforts on capacity deployment
and siting of nuclear power systems in the literature do not account well for
long-term (e.g., 40+ years) uncertain drivers. This work introduces a novel
approach to nuclear power systems design and capacity deployment under uncer-
tainty that exploits the idea of flexibility and managerial decision rules. Flexibility
in engineering design—also referred as real option in design—is promoted as a
means to deal pro-actively with uncertainty, and has been shown in many contexts
to improve life cycle performance significantly as compared to standard design and
systems evaluation methods. Decision rules can be described as “IF-THEN-ELSE”
statements, and are captured in the model via non-anticipative constraints. New
design and deployment strategies are developed and analyzed through a multi-stage
stochastic programming framework based on sample average approximation. The
proposed solution considers flexibility in terms of phased capacity deployment,
in-site capacity expansion, and life extension, subject to demand and public
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acceptance uncertainty. The numerical analysis shows that the flexible design
benefits from life extension flexibility most significantly. Flexible phased deploy-
ment and capacity expansion are also important when electricity demand is the
main uncertainty driver considered.

304 M.-A. Cardin et al.



System-Level Modeling and Simulation
with Intel® CoFluent™ Studio

Anthony Barreteau

Abstract Intel® CoFluent™ Studio is a visual model-driven development
(MDD) solution for creating executable specifications of complex systems. It can be
used at any point of the project lifecycle for modeling and validating any electronic
or information systems in any application domain: hardware block, software stack,
System-on-Chip (SoC), mixed hardware/software embedded system,
networked/distributed system, end-to-end Internet-of-Things (IoT) infrastructure
and Big Data networks. Intel CoFluent Studio can predict performance data from
the application and use cases model execution on a multicore/multiprocessor
platform model. Intel CoFluent Studio is a system modeling and simulation toolset
based on Eclipse. Models are captured in graphical diagrams using Intel CoFluent
optimized domain-specific language (DSL) or standard UML notations—a com-
bination of SysML and the MARTE profile. ANSI C or C++ is used as action
language to capture data types and algorithms. Non-functional system requirements
or model calibration data such as execution durations, power, or memory values,
are added through model attributes. Models are translated into transaction-level
modeling (TLM) SystemC code for execution. The SystemC code is instrumented
and generates traces that can be monitored with various analysis tools. Fast
host-based simulations allow designers to observe the real-time execution of their
application models on multiprocessor/multicore platform models. Performance
figures such as latencies, throughputs, buffer levels, resource loads, power con-
sumption, memory footprint, and cost can be extracted.

We will present this system-level technologies and associated methodology with
a poster. The scope of the poster is related to the two following topics in technical
and scientific methods:
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– Systems architecture (needs capture, requirements development, systems mod-
elling, simulation, optimization, sizing and specification, architectural
frameworks).

– Systemic tools (configuration management, system behaviour analysis tools,
modeling and simulation tools, test management).

Keywords System-level modeling � Executable specifications � Use-cases
modeling � Performance prediction
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A Systemic Meta-Model
for Socio-Environmental Systems

Jérôme Dantan, Yann Pollet and Salima Taibi

Abstract We propose a systemic meta-model for the sustainable simulation of
socio-environmental complex systems. The approach presented integrates data
uncertainty management, for both representing and manipulating rigorously quan-
tities which may have a finite number of possible or probable values with their
interdependencies. We also provide an operationalization of such models for both
data retrieving, via an object-relational mapping, and model simulation, via series
of triples, which are linked to examples in the field of agriculture.
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The Smart Door: An Example of System
Engineering in Building Industry

Gauthier Fanmuy, Arnaud Durantin, Hugo Messicat
and Bertrand Faure

Abstract Systems Engineering is now becoming mandatory to master complexity
but also to develop innovative systems. Application of Systems Engineering
requires the use of a methodology upon tool set. This paper is about the application
of a Systems Engineering methodology from CESAMES on a small but complex
system: an automatic sliding door in a building. We all experienced it: automatic
doors have tendency to open inadvertently for example when pedestrian just walks
by with no intention to enter the room. This is due to an old technological design:
easiest way to decide to open the door is to detect a person in a trigger zone. With a
system approach, the door could be nicely improved with great potential
developments. This document explains how, and the method used to do it.
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Architecture Approach for Managing
System Complexity Using System
Dynamics

Wael Hafez

Abstract Complex systems are defined by their behavior such as being adaptive,
non-linear, or emergent. According to System Dynamics, the behavior and capa-
bilities of a complex system are based on the dynamics of the underlying system
structures. The interaction (information exchanges) among the various underlying
structures, the feedback among them and the information processing delays
involved along those interactions determine thus the system behavior. Accordingly,
changes in the system structure impact its complex behavior and changes in system
behavior requires changes to the underlying structures. The current approach argues
that capturing the dependency between structural changes and system behavior can
enable a better system design and management. That is, managing the structural
complexity of a system (managing the number of elements used, their variety and
level of dependency) can enable a better management of the system complex
behavior. Introducing an additional architecture view to the system design that
captures system structural complexity enables the depiction of the
behavioral-structural dependency and a better evaluation of different system designs
and management approaches from a structural complexity perspective.
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We Choose MBSE: What’s Next?

Aurelijus Morkevicius, Lina Bisikirskiene and Nerijus Jankevicius

Abstract When the decision is made to choose MBSE or the task is given to
investigate whether MBSE is worth the investment, a long journey begins. The
journey that requires knowledge, patience, and guidance to make the paradigm shift
(from document-centric to model-based SE) rewarding. The final destination of this
journey is prove that MBSE is rewarding in the context of a particular organiza-
tional. There are many barriers on the way, such as rumours about unsuccessful
applications, too little information available how to proceed, disbelief, and a cul-
tural change. Nowadays, MBSE is enabled by Systems Modelling Language
(SysML). However, SysML is neither an architecture framework nor a method.
This opens discussions of how to start, how to structure the model, what views to
build, which artefacts to deliver and in what sequence. This paper summarizes the
experience of different MBSE adoption projects in a form of a new framework for
MBSE. The framework is organized in a matrix view and intends to help MBSE
pioneers to answer the question “what’s next?”
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Towards Smart City Energy Analytics:
Identification of Consumption Patterns
Based on the Clustering of Daily Electric
Consumption Curves

Fateh Nassim Melzi, Mohamed Haykel Zayani, Amira Benhamida,
François Stephan, Allou Same and Latifa Oukhellou

Abstract This paper presents the application of clustering algorithms to daily
energy consumption curves of buildings. Our aim is to identify a reduced set of
consumption patterns for a tertiary building during one year. These patterns depend
on the temperature throughout the year as well as the type of the day (working day,
work-free day and school holidays). Two clustering approaches are used inde-
pendently, namely the K-means algorithm and the Expectation-Maximization
algorithm based on Gaussian Mixture Model (EM-GMM). The clustering results
obtained with the two algorithms are analyzed and compared. This study represents
the first step towards the development of a prediction model for energy
consumption.
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Model Identity Card (MIC) for Simulation
Models

Saïna Herssand, Eric Landel, Jean-Marc Gilles and Joe Matta

Abstract Modeling a complex system implies the integration of different simulation
models in various fields of expertise. These models should communicate with each
other to simulate the behavior of the whole system. In this multidisciplinary context,
the actors involved in the modeling process should deal with three main problems.
Firstly, in order to reduce ambiguity, they need a common vocabulary and format to
describe their models in a less informal way. Secondly, in order to reduce the cost of
lately correction, any potential incompleteness and inconsistency problems related to
the models should be identified in the early phases of creation and integration of
models. Thirdly, the characterization of simulation models should allow actors to
reuse existing models more efficiently. In this poster, we propose a common
framework called Model Identity Card (MIC) to specify and characterize simulation
models contents and interfaces. This new concept is implemented in arKItect (a
MBSE tool) to facilitate the knowledge sharing between different actors. It allows
users to reduce time to get a correct model by checking the completeness and con-
sistency of their models throughout the modeling process. An industrial test-study in
automotive industry is presented to illustrate the interest of the proposed approach.

Supporting multidisciplinary vehicle modeling by Göknur Sirin supervised by Bernard Yannou
—Châtenay-Malabry, École Centrale de Paris and Eric Landel, Renault.
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From City- to Health-Scapes: Multiscale
Design for Population Health

Matteo Convertino

Abstract Reconciling the growing proportion of the global population that lives in
urban centers with the goal of creating healthy cities for all poses one of the major
public health challenges of the 21st century. Genetics has accounted for only 10 %
of diseases, and the remainder appears to be from the interaction of multiple
socio-environmental causes that potentially determine epigenetic changes leading to
diseases. Therefore, quantifying the dynamics of socio-environmental factors and
the environment-disease linkages is extremely important for understanding, pre-
venting and managing multiple diseases simultaneously considering population and
individual biological information of exposed and non-exposed individuals. This is
particularly important for the aim of reprogramming health-trajectories of popula-
tions and developing/managing cities with a quantitative health-based design. Here
we show how complex systems models, and specifically, dynamic network factor
analysis (DNF), and global sensitivity and uncertainty analysis can map the
exposome-genome-diseasome network (i.e., the macrointeractome), determine
network factor metrics useful for urban design, and assess probability distribution
of comorbidities conditional to exposure in space and time, respectively. These
probabilities are useful to make syndemic predictions by for design of
socio-technical and ecological systems and intervention strategies in existing cities.
As a case study, we use the SHIELD study in Minneapolis focused on measuring
children’s exposures to multiple environmental stressors and related effects on
respiratory health and learning outcomes. Results show the very high degree of
directional interaction among exposure factors and their spatial heterogeneity
coupled to bi-directionally interacting diseases. We find non-linear conditional
probabilities of disease co-occurrence and context-dependent dose-response curves
that manifest large health disparities in populations. We show that macro
socio-environmental features are much more important than biomarkers in pre-
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dicting disease patterns with a particular focus on respiratory diseases and learning
outcomes. Urban texture results as the most important factors, thus, such metric
should be clearly considered in the design of socio-environmental systems via a
minimization of the systemic health risk.

The developed probabilistic models are extremely flexible for the analysis of big
data, city health-scape predictions, and optimal management of communicable and
non-communicable diseases in socio-ecological systems via systems design. The
understanding of linkages between structural, architectural, social, and environ-
mental factors at the population scale will allow designers, architects, engineers,
and scientists to design communities—from the material to the city scale—in which
population health is the central objective of the design process.
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Erratum to: Designing Systems
with Adaptability in Mind

Haifeng Zhu

Erratum to:
Chapter ‘Designing Systems with Adaptability in Mind’ in:
G. Auvray et al. (eds.), Complex Systems Design &
Management, DOI 10.1007/978-3-319-26109-6_20

Erratum DOI: 10.1007/978-3-319-26109-6_40

The spelling of the author name ‘Haifeng Zlu’ was incorrect. The name should read
as Haifeng Zhu.

The updated original online version for this chapter can be found at
DOI 10.1007/978-3-319-26109-6_20
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