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Preface of Editor

There is no need to stress the importance of underpotential deposition (upd) for

electrochemistry, surface science, and physics, both with respect to fundamental

and applied studies, as upd belongs to the most widely studied and applied phe-

nomena in electrochemical systems. Thus, it was very surprising that there did not

exist a single monographic treatment of upd in the world literature. Overviews were

only available in review papers, and special aspects of upd were covered in some

books on metal deposition and electrocatalysis, to name but two. Rather short

treatments of upd are available in textbooks, but a comprehensive description of

the various experimental and theoretical aspects of upd and of its use for tuning

electrochemical reactions was missing. I am very happy that four authors from

Argentina, Ezequiel Pedro Marcos Leiva (C�ordoba), Silvana Graciela Garcı́a

(Bahı́a Blanca), Oscar Alejandro Oviedo (C�ordoba), and Luis Reinaudi (C�ordoba),
have accepted the request to write a monograph on underpotential deposition. The

authors are internationally known for their contributions to the present state of

understanding upd, and I am sure that this monograph will acquire the state of a

classic book which every researcher will study and refer to when entering electro-

chemical deposition, electrocatalysis, or fundamental and applied surface science.

Greifswald, Germany

July 2015

Fritz Scholz
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Chapter 1

Introduction

1.1 Underpotential Deposition: A Successful Misnomer?

The deposition of small amounts of metal atoms1 on a foreign surface at potentials

more positive that those predicted by Nernst equation is nowadays popularly known

as underpotential deposition (upd). To denote something that involves positive

quantities with the prefix under obviously appears as counterintuitive, so we devote

a few lines to explain this contradictory denomination. In the fundamental field of

the electrocrystallization of bulk metals, it is widely used the concept of over-

voltage η, which is defined as:

η ¼ E� EM bulkð Þ=Mzþ
aqð Þ

ð1:1Þ

where E is the actual electrode potential, and EM bulkð Þ=Mzþ
aqð Þ

is the Nernst equilibrium

potential of the reaction:

M bulkð Þ ⇄Mzþ
aqð Þ þ ze� ð1:2Þ

where M(bulk) represents the bulk metallic material, and Mzþ
aqð Þ stands for an ion in

solution, bearing the charge number z. Due to different kinetic hindrances, it always
happens in the case of bulk materials that metal deposits take place when E <

EM bulkð Þ=Mzþ
aqð Þ

so that in general the overvoltage results with the condition η < 0.

Thus, in the case of bulk deposits the overvoltage results always in negative values
of η. In the case of underpotential deposition, the reverse condition occurs, because

1 By small amounts, we mean a number of atoms that is related to the number of atoms constituting

the surface of a metal substrate. Thus, underpotential deposits usually involve submonolayers,

monolayers or at the most bilayers.

© Springer International Publishing Switzerland 2016
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metal deposition takes place forE > EM bulkð Þ=Mzþ
aqð Þ
, so that η > 0. Then, since the term

overvoltage was already reserved for metal deposition in the η < 0 condition, the

only possibility left was to denominate the situation η > 0 as undervoltage, from
there the term underpotential deposition, which is usually shortened as upd.

1.2 The Magic World of Metal Underpotential Deposition

Within electrochemical surface processes, the deposition of a metal onto a foreign

metal surface at underpotential opens the way to a whole universe of possibilities

for preparing and designing surfaces with a variety of applications. Among them,

we can mention electrocatalysis [1–5], production of compound semiconductors

[6, 7], determination of metal traces by stripping voltammetry, achieving mercury-

free electroanalytical procedures [8–10], design of biosensors [11–14], surface area

measurement of metals [15, 16], of particular importance for metallic nanoporous

materials [17, 18], design of nanoparticle shape [19–21] and composition [22, 23],

fabrication of nanocables [24], nanotripods [25], microstructures with improved

Surface Enhanced Raman Spectroscopy activity [26], evaluation of overpotential

deposition kinetics of reactive metals [27], etc. The previous enumeration is by no

means mutually exclusive, since for example nanoparticle synthesis is oriented to

catalysis, and we emphasize that it is just mentioned some sample reviews or

recent work.

Since upd involves the growth of a new phase in a two dimensional system,

we will see along the chapters of this book that this phenomenon is by itself of

fundamental importance for understanding a number of related processes involved

in the formation of new phases with this dimensionality.

We illustrate with the aid of Fig. 1.1 the key advantage of electrochemical

deposition of a metal concerning adsorption studies, with respect to the same pro-

cesses achieved from the gas phase. Let us represent the desorption of an adatom M

from a substrate S according to the reaction:

S�M⇄ SþMvac ð1:3Þ

where Mvac represents a metal atom in vacuum. In Fig. 1.1 we show schematically

the (free) energy of an atom bonded to a surface as a function of the distance from

it. In the case of metallic substrate/adsorbate systems, the binding energy curve

exhibits typically a minimum with values in the range �3 � Eads eVð Þ � �5 with

respect to the vacuum level [28], indicating that the desorption energy Edes must be

of this order of magnitude (but with opposite sign). If we consider the thermal

energy at room temperature, kBT ¼ 0:025 eV, we see that the Edes amounts are

2 1 Introduction



between 120 and 200 kBT. Taking into account these figures we can make an

estimation of the thermal desorption time of an adatom according to:

1

tdes
¼ v exp �Edes=kBT½ � ð1:4Þ

where the preexponential factor v contains entropic contributions and shows a weak
dependence on the temperature and Edes has been taken as a measure for the

activation energy of the desorption process. Inserting into Eq. (1.4) the mentioned

limits for Edes, and approximating v � 1� 1013 s�1, we get that the desorption

times should be in the range 1� 1040 < tdes sð Þ < 7� 1073. This means that even if

we monitor a macroscopic ensemble of adsorbed particles, let us say, of the order

of � 1023, we would find desorption times in the interval 1� 1017 <

tmacro
des sð Þ < 7� 1050. To bring into scale the previous curves, we remind that the

estimated age of the universe is tuniv � 4� 1018 s. Thus, we arrive to the conclu-

sion that the achievement at room temperature of adsorption/desorption equilibrium

is not possible for most S/M metal couples, due to the fact that one of the processes

(desorption) is kinetically impossible to achieve. Of course, the previous profiles

may be drastically altered by increasing the temperature, but doing this would also

promote other processes, like alloying, which are not wished if one is interested on

Fig. 1.1 Schematic comparison between the desorption of a metal adatom from a metal surface by

physical detachment (continuous line) and electrochemical oxidation (broken lines). The full line
illustrates the free energy curve of the adatom as function of the distance from the surface (RC
reaction coordinate). The dotted lines represent the potential energy of the cations in solution plus
the electron located in the metal for two different overpotentials, where η2 < η1. The arrows show
the point where the potential energy of the adatom and the ion plus electron systems meet. The

heights of these arrows give an idea of the activation energy for the detachment process (Edes)

1.2 The Magic World of Metal Underpotential Deposition 3



adsorption studies. What electrochemistry does, as illustrated in the red and the blue

lines of Fig. 1.1 is to change reaction (1.3) into:

S�M⇄ SþMþz
aqð Þ þ ze� ð1:5Þ

The dotted curves in Fig. 1.1 introduces an alternative state to that of the desorbed

adatom, where now the final state is an ion in solution Mþz
aqð Þ and an electron (or the

number of electrons corresponding to the valence) in the substrate electrode. Since

the latter may be polarized, the free energy of electrons in the metal may be changed

accordingly, and the desorption barrier may be lowered, as it is indicated by the red

and blue arrows in the Fig. 1.1 for two different surface polarizations. It can be seen

that the decrease of the barrier for adatom desorption, concomitantly increases the

barrier for adsorption. Of course, reality is far more complex than this simple

picture and a full theory able to calculate the adsorption and desorption rates

accurately for metallic systems is still not available, but the figure illustrates the

main idea beyond the electrochemical manipulation of substrate/adsorbate metallic

systems, in comparison with a similar process in the gas phase.

From Fig. 1.1 we also visualize that in electrochemistry, the exchange rate

between ions in solution and adatoms will be governed by the height of the energy

barrier to be surmounted between adatoms and ions, so that it will be determined by

the properties of both the metal surface and the solution. This problem has been the

subject of extensive consideration in electrochemical textbooks [29] and its nature

is starting to be elucidated for specific systems in very recent theoretical work [30].

As stated above, the occurrence of the upd phenomenon results in the formation

of a two- dimensional phase, involving in some cases nucleation and growth

processes, which take place under the influence of a potential difference [29].

Although the situation is in several aspects similar to the growth of a bulk metallic

(three dimensional) phase under electrochemical conditions, there are important

differences to take into account.

To go more properly into the peculiarities of upd, let us consider first the

problem of the deposition of a bulk metal under equilibrium conditions. This can

be described, as it is well known, by a Nernst diagram as the one depicted in

Fig. 1.2a. The diagram shows the equilibrium potentialEM bulkð Þ=Mzþ
aqð Þ
for reaction (1.2)

as a function of the logarithm of the activity of the cation aMzþ
aqð Þ
, which is given by:

EM bulkð Þ=Mzþ
aqð Þ

¼ E0
M bulkð Þ=Mzþ

aqð Þ
þ RT

zF
ln

aMzþ
aqð Þ

aM bulkð Þ

 !
ð1:6Þ

where E0
M bulkð Þ=Mzþ

aqð Þ
is the standard equilibrium potential, aM bulkð Þ is the activity of the

bulk solid (generally assumed to be equal to 1), T is the temperature, R and

F correspond to the gas and Faraday constants, respectively. This Figure can be
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envisaged as a phase diagram, where the line denotes coexistence points of the solid

phase with the ions in solution and the electrons in the metal. Points above and

below the line correspond to situations where, if we force the system to be there, a

non-equilibrium state will be reached. For example, if we bring the system to

point A, characterized by the pair (aA1 , E
A
2 ), spontaneous metal dissolution will

take place. Alternatively, bringing the system to the conditions of point P, charac-

terized by the pair (aP2, E
P
1), will result in spontaneous metal deposition. For this

reason, we have denoted the previous regions as undersaturation and oversaturation

regions respectively.

There are several ways to take the system into these non-equilibrium regions.

Let us consider for example the two ways considered in the arrows marked in the

Fig. 1.2a, to bring the system to point P, from two different initial equilibrium

situations:

1. Increasing aMzþ
aqð Þ

at a constant E (horizontal arrow).

2. Decreasing E, at a constant aMzþ
aqð Þ

(vertical arrow).

These processes are marked in Fig. 1.2a as processes a1;E1ð Þ ! P and

a2;E2ð Þ ! P. Both take to the same point on the oversaturation region, leading to

nucleation and growth of the bulk solid phase M(bulk). It is interesting to note the

dual way that electrochemistry provides to induce nucleation and growth of a new

phase. The first path described above has been employed to induce localized

electrodeposition using a STM tip [31]. Path 2 is the usual way employed to induce

metal growth by a potentiostatic pulse [31, 32].

As mentioned in Eq. (1.1), the magnitude quantifying this displacement from

equilibrium is the overpotential η, in such a way that η < 0 indicates oversaturation

(cathodic overpotentials) and η > 0 indicates undersaturation (anodic

overpotentials), while η ¼ 0 corresponds to phase coexistence.

a b

Fig. 1.2 Qualitative scheme of the variation of the equilibrium dissolution/deposition potential of

a metal as a function of ion activity. (a) Case of dissolution/deposition of a bulk metal, see

Eq. (1.2) in the text. (b) Case of underpotential dissolution/deposition of metal M on a foreign

substrate S, see Eq. (1.5) in the text. The continuous black curve shows the equilibrium conditions

for piece of a bulk metal, the broken red curve shows the equilibrium line for underpotential

deposition conditions. The distance between the two curves is the underpotential shift, ΔEupd
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Although we will see that the proper thermodynamic treatment of upd involves a

number of complex features, intuitive knowledge can be gained by proposing in the

case of underpotential deposits an heuristic (and rough) extension of Nernst

Eq. (1.6) by writing:

E Mθ=Sð Þ=Mzþ
aqð Þ

¼ E0
M bulkð Þ=Mzþ

aqð Þ
þ RT

zF
ln

aMzþ
aqð Þ

aMθ=S

� �
ð1:7Þ

where E Mθ=Sð Þ=Mzþ
aqð Þ

denotes the potential at which the Mzþ
aqð Þ ions are in equilibrium

with the M atoms adsorbed on the surface of S at the coverage θ.aMθ=S is the activity

of M adsorbed on S at the coverage θ. In the limit of multilayer adsorption, Eq. (1.7)

reduces to Eq. (1.6), that is, aMθ=S ! aM bulkð Þ ¼ 1 and E Mθ=Sð Þ=Mzþ
aqð Þ

! EM bulkð Þ=Mzþ
aqð Þ
.

In the case of a bulk or surface alloy,aMθ=S decreases with the decreasing fraction

of M in the alloy [2, 33]. In the case of monolayers or submonolayers, aMθ=S turns

into a function of the surface coverage by adatoms. The presence of a monolayer

occurring at underpotentials is equivalent to consider aMθ=S < 1, so that all equili-

brium potentials are shifted upwards,E Mθ=Sð Þ=Mzþ
aqð Þ

> EM bulkð Þ=Mzþ
aqð Þ
, see Fig. 1.2b. As a

consequence of this shift, the upd curve (red line) falls in the undersaturation region

with respect to the bulk equilibrium (black line). That is, the metal M exists on the

surface of S at potentials where it should not occur if we think in terms of the bulk

M material!.

In the case of upd, a magnitude that may be quantified is the so-called

underpotential shift, denoted with ΔEupd in Fig. 1.2b. Using Eqs. (1.6) and (1.7)

we see that ΔEupd is given by:

ΔEupd ¼ E Mθ=Sð Þ=Mzþ
aqð Þ
� EM bulkð Þ=Mzþ

aqð Þ
ð1:8Þ

so thatΔEupd > 0 indicates the presence of phases more stable than the prediction of

Nernst equation.

As we will see in Chap. 3, the previous argumentation falls too short of being an

accurate description, and the curves in Fig. 1.2b do not run parallel. However,

we have gained an intuitive introduction to the concept of underpotential shift.

A further complication arises due to the fact that the surface of a real metal

electrode is not a perfect arrangement of adsorption sites, but contains a number of

imperfections like steps (one-dimensional), kinks and vacancies (zero-dimen-

sional). These defects provide adsorption sites for the formation of deposits that

are energetically more favorable than the formation of the monolayer. Thus, if we

think in terms of a surface that is progressively polarized towards increasingly

negative overpotentials, monolayer growth is preceded by the formation of struc-

tures of lower dimensionality [34]. Figure 1.3 shows schematically some of these

structures.
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To account for the formation of metallic phases with different dimensionalities,

an effective Nernst equation may be also proposed:

E MiD=Sð Þ=Mzþ
aqð Þ

¼ E0
M bulkð Þ=Mzþ

aqð Þ
þ RT

zF
ln

aMzþ
aqð Þ

aiD

� �
with i ¼ 0, 1 and 2 ð1:9Þ

whereE MiD=Sð Þ=Mzþ
aqð Þ
is the potential at which theMzþ

aqð Þ ions are in equilibrium with M

atom adsorbed on the iD-structure of S, E0
M bulkð Þ=Mzþ

aqð Þ
is the corresponding standard

potential and aiD is an activity, function of structure and dimensionality. The

concept of underpotential shift may also be extended according to:

ΔEupd iDð Þ ¼ E MiD=Sð Þ=Mzþ
aqð Þ
� EM bulkð Þ=Mzþ

aqð Þ
with i ¼ 0, 1 and 2 ð1:10Þ

Figure 1.4 shows in blue the equilibrium curves corresponding to these low dimen-

sional structures, which follow the ordering:

E M0D=Sð Þ=Mzþ
aqð Þ

> E M1D=Sð Þ=Mzþ
aqð Þ

> E M2D=Sð Þ=Mzþ
aqð Þ

> EM bulkð Þ=Mzþ
aqð Þ

ð1:11Þ

where the upd shifts are expected to follow the ordering:

ΔEupd 0Dð Þ > ΔEupd 1Dð Þ > ΔEupd 2Dð Þ ð1:12Þ

Depending on the magnitude of these differences, several current peaks or their

convolution may be present.

Kink
[100]-Terrace

Stepa)

b)                                    c)                                      d)

Fig. 1.3 Stepwise formation of structures of low dimensionality upon application of decreasing

overpotentials: (a) defective surface, (b) kink decoration, (c) step decoration, and (d) monolayer

formation
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The largest contribution toΔEupd is given by the magnitude of theM� Sbinding

energy, determined by the following factors [33]:

(i) the lateral and vertical binding energies between metallic adatoms in nano-

structures and the binding energy between adatoms and the substrate,

(ii) the energetic influence of local surface defects of the substrate,

(iii) the binding energies between solvent dipoles and the metallic substrate/ nano-

structure system, and

(iv) the binding energies of solvated anions with S and the metallic nanostructure.

While the first two factors are relatively straightforward to evaluate in terms of

models taking into account the metal nature of adsorbate and substrate, the third and

fourth elements involve very different interactions (i.e. van der Waals, ionic),

which require approximations of considerable complexity.

Concerning effects at the nanoscale, Plieth [35] showed that the equilibrium

potential of nanoparticles (NPs), EM NPð Þ=Mzþ
aqð Þ
, of a given metal shifts towards more

negative potentials with decreasing size. This corresponds to an increase in the free

energy of the system and the effect is consistent with an increase in the activity of

the metal, that is, aM NPð Þ > 1. This behaviour is a consequence of the increasing

surface energy of the NP and/or its increasing curvature. The green curve in Fig. 1.5

shows the hypothetical EM NPð Þ=Mzþ
aqð Þ
vs ln aMzþð Þ curve, exhibiting a negative potential

shift, where it is shown that the stability of the pure metal M-NP occurs in the

supersaturation region. In other words, a nanoparticle of a pure metal M dissolves at

potentials where this bulk metal subsists in equilibrium.

Fig. 1.4 Qualitative scheme for the variation of the equilibrium dissolution/deposition potential

as a function of cation activity. The continuous black curve corresponds to equilibrium conditions

for a bulk metal surface, the broken red curve shows the equilibrium line for 2D underpotential

dissolution/deposition and the blue dotted-broken line shows the equilibrium condition for

underpotential dissolution/deposition of i-Dimensional structures, with i <2
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However, an underpotential deposit of M on a NP made of a different metal S

could in principle show the behaviour depicted by the curve in magenta in Fig. 1.5:

it should be less stable than the 2D deposit of M on S (curve in red), but may be

more stable than the bulk metal M (curve in black). Thus, the occurrence of upd on

NPs will be the result of a delicate balance between substrate/adsorbate interaction

and curvature effects, which will be in turn determined by NP size. Chapter 6 is

fully dedicated to this type of problems.

1.3 Pre-history and Rise of upd

Starting from a very wide viewpoint, we can state that electrochemistry is nowa-

days a mature science, whose origins dates back to the work of Galvani and Volta,

at the end of eighteenth and the beginning of the nineteenth centuries. Its aim is the

study of the structure of the interphase between an electric conductor (denominated

electrode) and an ionic conductor (denominated electrolyte), or the interphase

between two electrolytes [36], and the processes that take place at these interphases.

The interphase is the transition region between both phases; its properties differ

significantly from those of the corresponding bulk phases. In contrast to this well

established knowledge, the recognition of the fact that small quantities of metals

may be deposited at potentials more positive than the Nernst reversible potential is

relatively more recent. At the beginning, this phenomenon drew particular attention

from electrochemists, since at that time the process of nucleation and growth of a

Fig. 1.5 Qualitative scheme of the variation of the deposition potential as a function of the ion

activity for underpotential deposition at the nanoscale. The continuous black curve corresponds to
equilibrium conditions for a piece of a bulk metal, the broken red curve shows the equilibrium line

for 2D underpotential deposition, the green broken line shows the condition of unstable equili-

brium for a metal nanoparticle and the magenta broken line show the underpotential deposition on

a nanoparticle
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new phase was thought to be a rather simple phenomenon, and not a process

involving different stages, as known nowadays.

The first indications for the upd phenomenon were given by Haissinsky in his

research on the deposition of radioactive materials [37]. This author [38–40] argued

that this phenomenon was due to lattice sites of the substrate presenting large

adsorption energies (so called “active centers”). Far from the upd current denomi-

nation, at that time the process was addressed as deposition of small metal traces

from extremely diluted solutions [41–43]. Shortly after this work, other authors

started research on this topic, as for example Rogers [44–52], Kolthoff [53],

Haenny [54, 55] and Bowles [56–61]. Current-potential curves (voltammograms)

started to be used to analyze traces of Ag deposited on Pt, Cd, Zn and small amounts

of Pb on mercury-plated platinum [62–64]. It was soon established that the deposi-

tion of these metal traces was very sensitive to the substrate material, and the first

attempt to interpret upd through a thermodynamic model was undertaken by Rogers

in 1949 [65, 66]. Up to that moment, there was a great controversy concerning the

applicability of Nernst equation to describe the deposition potential of these metal

traces. The work of Rogers [65] showed the need to consider all the terms in Nernst

equation, including the activity of the solid, to describe this phenomenon. Based on

the concept drawn by Herzfeld [67] that the activity aMθ=S of a metal adsorbed on a

surface varies proportionally with the fraction of surface covered, θ:

aMθ=S ¼ f 2θ ð1:13Þ

where the proportionality constant, f2, is denominated activity coefficient of the

metal deposit, Rogers [65] proposed a modification to Nernst equation:

E ¼ E0 � Ea � RT

zF
ln

Ae f 1
VNaAa f 2

Cox

C� Cox

� �� �
� bRT

zF
ln Cg f g

� �
ð1:14Þ

where f1 is the activity coefficient of the ion, Cox is the equilibrium concentration of

reducible ion, C is initial molar concentration of reducible (or oxidizable) ions, Na is

Avogadro’s number, Aa and Ae are cross-sectional area, in cm2, of an atom of

deposit and area of the electrode in cm2, respectively. The last term in Eq. (1.14) is

introduced to consider the activity of a possible complex formed by the ion. The

index g denotes the complex molecule, having b ligands coordinated with the metal

ion being deposited. To consider the changes in the free energy of adsorption,

Rogers introduced a new term, Ea in Eq. (1.14), accounting for the difference

between the deposition potential of the metal ion on a surface of similar nature

and the deposition potential on a foreign one. Thus, ifEa > 0, the deposit should be

more noble than predicted by Nernst equation. Shortly after the previous contri-

bution, the first indication was found by Mills et al. in 1953 [68] for the dependence

of the deposition potential of a given adsorbate on the chemical nature of the sub-

strate electrode. These authors showed that Pb deposition on Au starts at 0.2 V more

positive potentials than the deposition potential found on Ag surfaces.
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In 1956 Nicholson [69] presented the first computational application to upd,

solving numerically [70, 71] the electrochemical problem along with second Fick’s
law in an IBM 650 computer. This author found a good agreement between the

model and experimental data for Ag and Pb deposition on Pt, but found important

deviations for Cu deposition on Pt.

Concerning the relationship of upd with early ultra-high vacuum (UHV) experi-

ments on related systems, the articles of Newman [72, 73] and Gruenbaum [74] in

UHV showed the presence of a Pb monolayer (and fractions of it) on a Au(111)

surface, and evidenced a layer by layer growth up to four monolayers, but the

extrapolation to electrochemical systems was not straightforward.

In the 1960s, some authors started to denominate upd as “undervoltage effect”

[75], and this phenomenon started to become of wider interest and deserved inten-

sive research [76]. Table 1.1 summarizes work in the area developed in the 1960s

decade.

In 1974, Gerischer, Kolb and Przasnyski [94, 95] proposed the first phenomeno-

logical theory to explain the origin of upd. Their research on the upd phenomenon

showed that the potential difference between upd and bulk deposition could be

related to the work function difference between substrate and adsorbate. These

authors suggested that the ionic contribution of the bond between the adsorbate and

the substrate, given by the partial electron transfer, is the main driving force of the

phenomenon. This assumption was supported by the subsequent work of Vijh [96].

Other contributions, like the surface structure of the substrate, the effect of anions

Table 1.1 Compilation of

experimental work

undertaken in the 60s

concerning upd

Substrate Adsorbate References

Pt Ag [77]

Pb [77, 78]

Cu [61, 77, 79–83]

Ni [84]

Au [84]

Ce [78, 85, 86]

Tl [56, 57, 61, 86]

Bi [61, 78]

Cd [61]

Sn [61, 60]

Graphite Hg [87]

Ag [88]

Cu [81, 89]

Au Ni [84]

Ag [75]

Pb [90, 91]

Ag Pb [76, 92]

Tl [76, 93]

Pb Cd [76]
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and the occurrence of submonolayers or bilayers were not included in this

modeling.

At the beginning of the 1970s, attention of experimentalists was focused on the

charge status of adsorbates and the effect of the nature of the substrate. Schulze

et al. [97–99] and Lorenz et al. [100] reviewed the state-of-the-art of the concept of

electrosorption valency at that time. While this concept will be developed in detail

in Chap. 3, we advance that it is related to the flow of charge during the electro-

sorption process. At difference with the Nerstian or Faradaic valence, the electro-

sorption valency is generally a non-integer number. At the middle of the 1970s

different authors showed the importance of performing experiments with well

defined metal surfaces, the era of upd on single crystal surfaces was beginning

[101–120]. The joint use of electrochemical techniques with Low Energy Electron

Diffraction (LEED), Reflected High Energy Electron Diffraction (RHEED), Auger

Electron Spectroscopy (AES), Ellipsometry and in situ Specular Reflection Spectro-

scopy (in situ-SRS) allowed to analyze surface reconstructions, deformations,

thicknesses [105, 110, 111, 114, 121–123], different growth types [105, 115],

expanded structures like on (100) and (111) surfaces [107, 114], including the

occurrence of a second upd monolayer [103].

The study of upd on single crystal surfaces also shed light on nucleation and

growth of two-dimensional structures [101, 116, 124–126]. The voltammograms

showed better defined and sharper peaks than those obtained with polycrystalline

surfaces, and the current-time potentiostatic transients showed possible evidence

for the occurrence of first-order phase transitions, or at least the existence of attrac-

tive interactions. The possibility of studying these phenomena started to spread over

the different research groups. However, the definite answer to some of the questions

that arose from these studies is still pending, as we will see along Chaps. 3 and 5.

The multiple peaks found in the voltammograms obtained with single crystals

rapidly turned into an active subject of research [66–68, 75, 77–93, 126].

The wide research with single crystal surfaces along the 1970s showed that the

correlations found by Gerischer, Kolb and Przasnyski [94, 95] could only be

applied semiquantitatively to polycrystalline surfaces, since the actual situation

concerning single crystal surfaces is considerably more complex [107, 127]. The

concept of a binding energy only determined by electronegativity effects was found

as insufficient, and the need for more complex models taking into account surface

geometry and lateral interactions emerged.

1.4 Upd Under the Loupe: Then and Now

In the 1980s the study of upd was favored by the great synergy between the high

degree of surface control offered by single crystals and the development of new and

powerful surface techniques. The possibility of direct imaging of surfaces and the

availability of structural information in direct and reciprocal space gave many

answers in the upd field and opened many other ones. Chapters 2 and 3 deal with
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these and other studies. The great flexibility of upd to generate surfaces with

mixed properties motivated a great body of work using upd systems as model cata-

lytic systems. Chapter 4 deals with application of upd to electrocatalysis.

The massification on computer use, the increasing computer power appearing in

the 1990s, as well as the development of new software allowed performing

virtual experiments (simulations) of increasing complexity for upd. Chapter 5

reports on these advances.

The advent of nanoscience in the 1990s also reached upd applications in this

field, though with a decade of delay. Chapter 6 describes this emerging research

area, where upd and galvanic replacement appear as a powerful tool for the design

of new materials in the nanoscale.

The new trends and perspectives for upd will be described in Chap. 7.
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113. Staikov G, Jüttner K, Lorenz WJ, Schmidt E (1978) Electrochim Acta 23:305

114. Beckmann HO, Gerischer H, Kolb DM, Lehmpfuhl G (1977) Faraday Symp Chem Soc 12:51

115. Schultze JW, Dickertmann D (1977) Faraday Symp Chem Soc 12:36

116. Bewick A, Jovicevic J, Thomas B (1977) Faraday Symp Chem Soc 12:24

117. Herrmann HD, Wiithrich N, Lorenz WJ, Schmidt E (1976) J Electroanal Chem 68:289

118. Hilbert F, Mayer C, Lorenz WJ (1973) J Electroanal Chem 47:167
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Chapter 2

Experimental Techniques and Structure

of the Underpotential Deposition Phase

2.1 Introduction

The electrochemical deposition of metals on foreign substrates is a complex

process, which includes a number of phase formation phenomena. The very initial

electrodeposition stages of a metal, M, on a foreign substrate, S, involve adsorption

reactions as well as two-dimensional (2D) and/or three-dimensional (3D) nucle-

ation and growth processes. The most important factors determining the mechanism

of electrochemical M phase formation on S are the binding energy between the

metal adatoms (Mads) and S, as well as the crystallographic misfit between the 3D

M bulk lattice parameters and S. As we have shown in Fig. 1.3, when the binding

energy between the depositing M-adatoms and the substrate atoms exceeds that

between the atoms of the deposited metal, low dimensional iD metal phases (i¼ 0,

1 and 2) are formed onto the foreign metal substrate. This phenomenon, introduced

in Chap. 1 as underpotential deposition (upd) [1–4], has been known for a long time

and it has been intensively subject of study in the past decades since the 1970s. This

has been demonstrated by many studies of the upd process of different metals on

mono- and polycrystalline substrates as well as reviews on the subject. The under-

standing of the nature of this phenomenon as conceived in the middle 1990s can be

found in the book of Lorenz et al. [1]. Reviews available in the literature include the

works of Kolb et al., Abru~na et al., Sudha and Sangaranarayanan, Aramata [5–8],

and the work of Szab�o [3] concerning the theoretical aspects of upd, updated by

Leiva [9], and also the works of Adžic [10] and Kokkinidis [11], concerning mainly

the catalytic effects of upd adatoms.

Monolayer amounts of metal adatoms obtained by upd alter the electronic

properties of the substrate material itself by changing the interfacial reactivity,

and therefore these systems have been the subject of a large number of studies, not

only in terms of their fundamental aspects related to electrochemical phenomena

(adsorption, charge transfer, nucleation and growth) but also in their technological

application for corrosion inhibition or as models for the design of new

electrocatalysts, between others. In addition, the study and applications of upd
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processes involve now numerous disciplines apart from electrochemistry, such as

chemistry, physics and materials science, as discussed in the remaining of

this book.

Many electrochemical and surface characterization methods have been

employed to study the upd phenomenon. Whereas electrochemical techniques

provide valuable information on the kinetics and mechanisms of processes occur-

ring at the metal/solution interface, the molecular specificity required to give

unequivocal identification of species formed at electrode surfaces are obtained by

a number of in situ and ex situ spectroscopies. These spectroscopic methods have

been applied to augment electrochemical approaches and provide information on

the elemental and molecular composition, the atomic geometry, and the electronic

structure of the interface. The great progress that has been made in the development

of new in-situ techniques allowed to obtain important information on electrode

processes at the molecular and atomic level. In this Chapter, different techniques

used for characterization of upd layers will be discussed briefly and illustrated by

appropriate, representative examples.

2.2 Cyclic Voltammetry

Cyclic voltammetry has been and still is the most important routine method for

characterizing the upd of a metal M on a foreign metal substrate. This technique

consists of scanning linearly the potential of a stationary working electrode with a

constant scan rate (dE/dt) between two chosen limits, one or more times, while the

current is continuously monitored. The obtained cyclic current-potential curves

offer a rapid location of redox potentials of electroactive species and provide a

convenient evaluation of the effect of media upon the redox process. Any reaction

at the electrode surface will usually be detected as a current superimposed to the

base current due to double-layer charging.

The upd process is reflected in cathodic and anodic current density peaks at

different potentials, indicating the deposition and dissolution of the metal adsor-

bate, respectively. The occurrence of distinct adsorption peaks in the cyclic

voltammetric measurements indicates that the formation of 1–2 monolayers at

underpotentials takes place in several energetically different adsorption steps.1

The peak structure is found to depend strongly on the crystallographic orientation

of the substrate and the density of crystals imperfections [1]. The number of these

peaks and positions also depend on the substrate and the crystal plane on which the

adsorption takes place as well as on the nature of the electrolyte. The peaks are not

well-pronounced for polycrystalline electrodes whose surface presents different

1 To learn more on the relationship between the peak potential and the energetic properties of the

monolayer see Chap. 3.
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crystallographically oriented domains and a high density of crystal imperfections

(e.g. steps, kinks, vacancies) as compared with single crystals.

Some representative examples illustrating what can be achieved with cyclic

voltammetry will be presented here.

Gold has been extensively used as electrode material in fundamental electro-

chemistry and therefore it is interesting to evaluate its behaviour related to M upd.

Ag adatoms are attractive to study on such surfaces because they present strong

M-S interactions and negligible M-S misfit (the corresponding lattice parameters

are d0,Au¼ 2.8840 Å, d0,Ag¼ 2.8895 Å) [12].
Figure 2.1 shows cyclic voltammograms for Ag upd in the systems Au(100)/

Ag+, SO4
2� (Fig. 2.1a) and Au(111)/Ag+, SO4

2� (Fig. 2.1b) [13]. In the case of Au

(100) substrates, three different adsorption-desorption (Ai/Di) peaks are observed in

the potential range 15 � ΔE mVð Þ � 720. In these experiments, the lower potential

limit was kept higher than the bulk deposition potential to prevent alloying pro-

cesses. For Au(111) substrates, the voltammogramm displays two characteristic

adsorption/desorption peaks in the upd range studied.

The deposition of Ag on Au(111) in sulphuric acid has been studied by different

groups and some discrepancies in the reported voltammetric curves have been

found, depending on the surface state of the substrate, which plays a critical role

in the initial stages of metal deposition [13–17]. Yang et al. [18] have revisited

these previous results and demonstrated that potential cycling in the upd region

introduces some surface defects. They proposed that this procedure gradually

transforms the surface into a surface alloy phase, leading to the appearance of

another Ag upd peak located at 80 mV more positive than the first upd peak

associated with the deposition of Ag on Au terraces.

Fig. 2.1 Cyclic voltammograms for the upd of Ag in5� 10�3 M Ag2SO4 + 0.5 MH2SO4 solution

at T¼ 298 K on (a) Au(100) and (b) Au(111) substrates. An and Dn with n¼ 1, 2, 3 denote cathodic

adsorption and anodic desorption peaks, respectively. jdE/dtj ¼ 7 mV s�1. The upper scale corre-

sponds to the hydrogen normal electrode, while the lower is referred to the bulk Ag deposition

potential (Reprinted with permission from Ref. [13])
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Cu upd on polycrystalline and single crystal gold surfaces, in particular on

Au(111), is certainly one of the few systems that has been studied with a wide

variety of in-situ techniques including electrochemical ones [19–28], Scanning

Tunneling Microscopy [23, 29–31], Atomic Force Microscopy [32], Spectroscopic

Methods [33–36] and Quartz Crystal Microbalance [25, 37], and Ex-Situ Tech-

niques such as Low Energy Electron Diffraction, Auger Electron Spectroscopy and

Reflection High Energy Electron Diffraction [21, 22, 38].

A typical cyclic voltammogram for Cu upd on Au(111) in sulphuric acid

solution is shown in Fig. 2.2a [39]. It is clearly seen that the deposition of a Cu

monolayer takes place in the potential region between 0.35 V and 0 V vs SCE,

before starting the bulk deposition. The present phenomenon involves two ener-

getically distinct steps, reflected by two pronounced adsorption (A, B)/desorption

(A0, B0) peaks pairs. The corresponding charge isotherm and the schematic view of

the structures (√3� √3)R30� and (1� 1), related to the first and second peaks

respectively, are shown in Fig. 2.2b [39]. These structures were associated hitherto

to the Cu deposit at a medium coverage (2/3 Cu monolayer) and at a full Cu

Fig. 2.2 (a) Cyclic

voltammogram for the upd

of Cu on Au(111) in 1 mM

CuSO4+0.05 M H2SO4

solution. jdE/dtj ¼ 1 mV s�1.

(b) Adsorption isotherm

corresponding to (a), with a

schematic view of the

proposed Cu structures

formed on Au(111)

(Reprinted with permission

from Ref. [39])
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monolayer. The broad shoulder at potential values more positive than 0.2 V was

assigned to a random adsorption of Cu atoms.

Different voltammetric features appear in the case of Cu upd on a Au(100)

substrate. Figure 2.3 shows the cyclic voltammogram in 0.05 M H2S04 + 1 mM

CuSO4 solution including also the Cu overpotential region [40]. A Cu monolayer

formation was found in the region between 100 and 350 mV and two current density

peaks pairs (corresponding to the Cu adsorption/desorption) were observed. The

voltammogram obtained in the upd range between 50 and 500 mV is enlarged by a

factor of 10 for clarity (dashed curve in the Figure). The charge under the upd peaks

was about 400 μC cm�2, which is the expected value for a Cu monolayer formed

from divalent cations.

The results obtained by Behm et al., introducing chloride anions in the electro-

lyte, are shown in Fig. 2.4 [41]. For the sake of comparison, the Cu upd on Au(100)

was studied by cyclic voltammetry in both pure sulfate and chloride containing

solutions (Fig. 2.4). The voltammetric response was characterized, in agreement

with other results [29, 42], by a broad adsorption peak with a small extra structure in

solutions free of chloride anions (which splitted into two for lower sulfate concen-

trations and sweep rate [42]), related to the uptake of a full Cu monolayer. In

contrast, the Cu upd in solutions with 10�4 M HCl was characterized by a very

sharp current peak at 0.3 V. This sharp spike was correlated with the formation of

an ordered adlayer superstructure. The location of the corresponding peak due to

desorption indicated a reversible adsorption process.

Schiffrin and coworkers [43] have studied Cu upd on several Au surfaces with

different single crystal surfaces to demonstrate the effect of step density and step

orientation on this process. Figure 2.5 exhibits Cu upd cyclic voltammograms for

Au(332), Au(775) and Au(554) surfaces. With the Au(332) surface, two broad,

overlapping peaks in the first adsorption/desorption region are observed at 0.52 and

0.56 V vs RHE respectively (Fig. 2.5a). The relative intensity of the peak centered

Fig. 2.3 Cyclic

voltammogram of Au(100)

in 0.05 M H2S04 + 1 mM

CuSO4 solution showing Cu

deposition in the

underpotential and

overpotential region.

jdE/dtj ¼ 2 mV s�1

(Reprinted with permission

from Ref. [40])
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at 0.56 V decreases with decreasing step density (Fig. 2.5b, c). The peak at 0.52 V,

on the other hand, was assigned to the formation of the (√3� √3)R30� structure on
the (111) terraced regions, which becomes more clearly defined as the (111) terrace

width is increased in the order Au(332), Au(775), Au(554), respectively. In sum-

mary, on the basis of the comparison with voltammograms for the Au(111) and

Au(110) low index surfaces, these two peaks were assigned to Cu deposition on the

(110) step sites and the formation of a (√3� √3)R30� phase on the (111) terraces,

respectively. The second upd peak in the region of 0.34–0.40 V was assigned to the

(√3� √3)R30� ! (1� 1) phase transition, which occurs at the most positive poten-

tials on the most stepped surface, Au(332). The increase in step density and the

corresponding reduction in (111) terrace width favours this transition and shows the

influence of structural or electronic effects on the energetics and/or kinetics of the

phase transition.

The structure of the metal adlayer may also be found to be strongly dependent on

the anion species of the electrolyte, as mentioned before, something that was

Fig. 2.4 Cyclic voltammograms for Cu upd on Au(100) in 0.01 M H2SO4 + 10�3 M CuSO4

solution without (dashed line) and with 10�4 M HCl (solid line). jdE/dtj ¼ 2 mV s�1 (Reprinted

with permission from Ref. [41])
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initially evidenced from cyclic voltammograms and later confirmed by direct

structural information from ex-situ and in-situ experiments. We will return to this

point below when addressing the study of Cu upd on Au(111) by in-situ Scanning

Tunneling Microscopy.

In early times, upd of metal adatoms was studied on polycrystalline inert metals,

such as Pt and Au, using radiotracer measurements.2 Some of these works are those

from Bowles, who investigated the adsorption on Pt of the following metal

adatoms: Tl [44, 45], Sn [46], Cu, Cd, Sn, Tl and Bi [47], Cu [48], Bi [49]; and

from Horányi et al. who analyzed the influence of Cu upd on the adsorption of

chloride and bisulfate anions using also Pt electrodes [50, 51].

2.3 Radiotracer Methods

Radiotracer methods are particularly useful in the detection and identification of

adsorbed layers on substrates surfaces. They allow to determine directly the cov-

erage vs. current or potential relationship under steady state conditions

(potentiostatic or galvanostatic) in the course of electrode processes without the

knowledge of the adsorption isotherms. These methods, coupled with electrochem-

ical techniques, provide direct in-situ measurements of surface concentrations with

simultaneous control of electrochemical parameters, such as potential, current or

charge. They are also used to study the adsorption of anions using radiolabeled

Fig. 2.5 Cyclic voltammograms of Cu upd in 0.05 M H2SO4 + 1 mM CuSO4 on different stepped

surfaces. (a) Au(332), (b) Au(775) and (c) Au(554). jdE/dtj ¼ 5 mV s�1 (Reprinted with permis-

sion from Ref. [43])

2 See pre-history of upd in Chap. 1.
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species in the course of the M upd phenomenon contributing to a better understand-

ing of the process. The radiometric methods for determining the surface concen-

tration of adsorbed species may be precise and versatile, depending on the specific

activity of the isotopes used and the signals coming from the adsorbed layer, so that

the signal from solution phase can be easily separated. Further information about

this technique can be found in Chap. 4 of the book Radiotracer Studies of Interfaces,

edited by G. Horányi [52].

Some illustrative examples of the use of radiotracer techniques are

discussed now.

Sobkowski et al. [53] have employed a radiotracer technique combined with

cyclic voltammetry to analyze thallium upd on (111), (110) and (100) single crystal

silver electrodes from perchloric acid solutions. They compared the radiometric

measurements of the amount of thallium accumulated at the metal/solution

interface with the voltammetric curves. Figure 2.6a, b show the Tl surface concen-

tration on Au(111) measured radiometrically and the corresponding cyclic

voltammograms for the system. They found for Ag(111) electrodes that the accu-

mulation of the adsorbate at the interface occurred at potentials more positive than

Fig. 2.6 (a) Surface

concentration of Tl on

Au(111) determined

radiometrically,

CHClO4
¼ 0:1 M,

CTlþ ¼ 10�3 M, (b) Cyclic

voltammogram for the same

system (solid line) and in

thallium free solution

(dashed line).
jdE/dtj ¼ 200 mV s�1

(Reprinted with permission

from Ref. [53])
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those at which the voltammetric upd peaks take place, suggesting that the

discharging process is preceeded by the adsorption of thallium. Such an observation

was possible owing to the specific feature of the radiometric method, which allows

to record both the thallium deposited on the electrode surface and the accumulation

of Tl species at the interface. Hence, the voltammetric peaks represent the process

of discharge of thallium ions, which were earlier adsorbed. In these experiments,

the monolayer surface concentration was determined to be independent of the

crystallographic orientation of silver electrodes, suggesting the formation of a

nonepitaxial Tl monolayer.

Poškus and Agafonovas [54] have investigated thallium upd and adsorption on

polycrystalline gold in alkaline thallium solutions using radiotracer and

voltammetric methods. While the radiotracer measurement allowed to obtain the

total concentration of thallium atoms and ions at the electrode surface, cyclic

voltammetry allowed to calculate the thallium surface concentration only due to

the upd process. The authors found that in the potential region between the Tl/Tl+

equilibrium potential and the main upd peak, both measurements are close, indi-

cating that the thallium surface concentration is mainly due to thallium upd.

However, at more positive potentials, in contrast to acidic solutions, the potential

dependence of the thallium surface concentration above the main upd peak mea-

sured by the radiotracer method does not drop to zero but passes through a

minimum, suggesting that the adsorption of thallium cations is induced by the

specific adsorption of hydroxyl anions. This behaviour is shown in Fig. 2.7.

Radiometric studies for Cu upd on polycrystalline gold were performed by

Zelenay et al. [55], to analyse bisulfate adsorption on Cu upd deposits on gold in

Fig. 2.7 Comparison of the positive-going potential dependence of Tl surface concentration

calculated from the voltammogram ( full line) in 1� 10�4 M Tl+ + 0.1 M KOH solution,

jdE/dtj ¼ 5 mV s�1 (solid curve) and measured by the radiotracer method in the same blank

solution containing 1� 10�4 M Tl+ (○) and 1� 10�5 M Tl+ (⎕ first and ∇ third cycle of

measurements). The Nernst potential for Tl/Tl+ is �0.57 V in 1� 10�5 M Tl+ and �0.63 V in

1� 10�4 M Tl+ solutions (Reprinted with permission from Ref. [54])
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neutral perchlorate medium, i.e. 0.05 M KClO4 + 5� 10�4 M Cu(ClO4)2 solution

containing 8:7� 10�5 M Na2SO4 (35S labeled). Since this method allows to

measure absolute surface concentrations on smooth electrode surfaces with a

detection limit of a few percent of a monolayer, it provides an insight into how

anions interfere with the different stages of the M upd. Their Γ vs E measurements

are presented in Fig. 2.8, showing a first maximum in the curve at potentials more

positive than the Cu upd region, where no Cu deposits are present on the Au

electrode. The amount of adsorbed bisulfate was however lower than that obtained

for solutions without Cu2+ ions. Therefore, it was assumed that a possible formation

of negatively charged hydroxy complexes of copper followed by their

physisorption on the electrode surface cannot be excluded. The surface concentra-

tion of the anions rises sharply as the upd layer of copper is formed, indicating that

the adsorption of bisulfate becomes interconnected with copper electrodeposition.

A second maximum on the curve was observed when a Cu monolayer was formed

on the surface until a third one appeared at more negative potentials when a few

layers of bulk Cu deposit is formed. In the latter case, the behaviour of bisulfate

adsorption is similar to that taking place on a solid polycrystalline copper surface.

The authors also correlated the anion surface concentrations obtained through the

radiometric experiments with the current-potential curves for the copper electro-

deposition process.

2.4 Potential Step

The potential step technique has been applied to study the kinetics of M upd, as it is

the case for example of the underpotential deposition of Cu on Au(111) in sulphuric

acid solutions [56]. In these experiments, the potential was first held at a value

where no copper was present on the surface for a few minutes, and then it was

cycled to the desired value in the upd range. After a waiting time of 60 s, potential

steps were applied and the resulting current transients were obtained in the potential
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Fig. 2.8 Bisulfate

adsorption vs E in the

system Au (poly) / 0.05 M

KClO4 + 5� 10�4 M Cu

(ClO4)2 (containing

8:7� 10�5 M Na2SO4)

(��), as obtained from

radiometric experiments.

For comparison, bisulfate

adsorption data for gold

(∘�) and copper (∘ � �)
electrodes in 0.05 M KCIO4

are also included (Reprinted

with permission from

Ref. [55])
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regions corresponding to the four individual peaks found in the voltammogram of

Fig. 2.2a, as given in Fig. 2.9. A typical shape of the current transient for the

first adsorption peak A, showed after double-layer charging, a monotonic decay

going to zero for long times. The experimental data were then analized to

determine the mechanism of nucleation and growth of the Cu upd process. Linear-

ization of the measured transient by the Cottrell equation (I tð Þ / t�1=2) or by means

of an exponential law (I tð Þ / exp �kT½ �), yielded nonlinear relationships, indicating
that there is no pure diffusion control. The rising transients for peak B showed

a current maximum, which shifted to shorter times when the overpotential

increased. After long times all transients merged at a residual current value close

to zero, which was associated by the authors to the side reaction of Cu+ formation

[57]. Transients for the corresponding desorption peak B0 exhibited a similar

appearance to those of peak B, but in this case, the current fell to zero at longer

times and no offset due to the Cu2+/Cu+ reaction was observed, as the potential

was already too positive for this reaction to occur. Finally, the transients

recorded for peak A0 have the same shape as those of peaks B and B0. The shape

of the transients for peaks B, B0 and A0 suggest the presence of a nucleation and

growth process.3 The authors used the well known Bewick-Fleischmann-

Thirsk (BFT) model for nucleation and growth [58] and found a good agreement
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Fig. 2.9 Current transients for peaks A, A0, B, B0 of the cyclic voltammogram in the system

Au(111)/ 1 mM CuSO4 + 0.05 M H2SO4 (See Fig. 2.2). Potential steps are indicated in the figures

(Reprinted with permission from Ref. [56])

3 See discussion of nucleation and growth in Chap. 3.
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between theory and experiment for instantaneous nucleation at long times. On the

other hand, the rising parts of the transients were only poorly reproduced by the

model due to its superposition with a falling transient at short times, directly after

double-layer charging. They explained this discrepancy considering that adsorption

at defect sites should be taken into account as a parallel reaction. Thus, they

concluded that the measured current transients obtained for deposition and disso-

lution of Cu adlayer on Au(111) in sulphuric acid solution could be described by a

model which assumes a two-dimensional nucleation and growth mechanism

accompanied by an adsorption (desorption) process, with both proceeding at dif-

ferent electrode sites.

2.5 Equilibrium-Coverage-Potential Isotherms

Structural features of the upd layer were first derived, indirectly, from equilibrium-

coverage-potential isotherms using single crystal substrates [57, 59].

Schulze and Dickertmann [57] analyzed M monolayer formation of Cu, Bi, Pb,

Tl and Sb at Au(hkl) electrodes with (hkl)¼ (111), (110) and (100) by means of

their voltammetric desorption spectra, obtaining characteristic peaks that depend on

the nature of the adsorbate as well as on the substrate orientation. They found that at

low coverages, peak charge data obtained by integration of current/time curves

yielded surface concentrations which fitted well with ordered structures. Under

these conditions, a “mono-molecular” adsorption layer was found for Cu2+, Pb2+

and Bi3+.

The adsorption equilibrium isotherm provides a description of the energetics of

adsorbates at the electrode-solution interface. The surface concentration of adsor-

bate is obtained as a function of solution concentration, electrode potential and the

interactions of the adsorbate with other species.

The multi-peak structures of cyclic voltammograms in the upd range correspond

to steps in the coverage-potential isotherms. This fact indicates a stepwise forma-

tion of two dimensional upd adlayers with different superlattice structures

depending of substrate matrix and potential [60] as was pointed out above. The

coverage can be determined by integrating the charge under the cathodic and/or

anodic peaks in the cyclic voltammograms. The charge obtained can be

transformed into a surface coverage assuming that the deposited metal has no

partial charge, that the M layer packs into a given structure, and that the electro-

chemically active area of the electrode surface is known.

Another way to determine the adsorption isotherms is measuring the desorption

of the adsorbed metal by potential steps. Figure 2.2b shows the dependence of Cu

coverage (normalized charge due to Cu upd) on potential in the system Au(111)/

1 mM CuSO4 + 0.05 M H2SO4 [39].
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2.6 Twin-Electrode Thin-Layer

Another powerful tool for studying upd systems is the twin-electrode thin-layer

(TTL) technique, which was introduced by Schmidt et al. using polycrystalline

substrates [61, 62]. This method allows independent and precise charge density (q)
and surface excess (Γ) measurements. Thus, the metal ion flux can be well sepa-

rated from anion adsorption-desorption processes. Detailed design and operation of

the apparatus have been described elsewhere [61–63]. A schematic view of the TTL

cell is presented in Fig. 2.10. The main part of the thin layer cell consists in two

planar-parallel electrodes, the working or indicator electrode (IE) and the generator

electrode (GE), closely spaced by a constant distance of about 50 μm. Both

electrodes are metal rods, fitted in insulating holders, e.g., Teflon, and separated

at a desired distance by an insulating spacer (50 μm thickness). The small electro-

lyte volume between them constitutes the “thin layer”, which is separated by small

capillaries from the main part of the electrochemical cell containing the counter and

reference electrodes. The GE is composed of the same metal as that to be deposited

on the IE, and both electrodes may be independently polarized by an appropriate

bipotentiostat.

The metal ion activity (aMzþ
aqð Þ
) in the thin layer cell is given by the application of a

constant potential to the GE according to the Nernst equation for a 3D M phase.

Therefore, any aMzþ
aqð Þ

changes within the thin layer due to metal ion adsorption or

desorption at the IE are rapidly compensated by M dissolution or deposition at the

Fig. 2.10 Schematic view

of the twin-electrode thin

layer cell. Electrodes: IE
(working or indicator

electrode), GE (generator

electrode), RE (reference

electrode), CE (counter

electrode)
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reversible GE. The potential of the IE may be scanned at a constant rate between

defined starting and final potentials, for which equilibrium conditions are adjusted.

The integrals of the corresponding current-time transients in the IE circuit are

related to changes in q, whereas those of the current-time transients in the GE

circuit correspond directly to Γ changes at IE. qo-values (due to the double layer

charging) are determined in Mzþ
aqð Þ ion-free solutions. From independent q(E,μMzþ

aqð Þ
)

and Γ(E, μMzþ
aqð Þ
) measurements, the electrosorption valency4 can be directly deter-

mined from Δq–Γ plots with Δq¼ q�qo. In the absence of specific adsorption, qo is
relatively small, and it can be assumed that γv (electrosorption valency)! z. In
contrast, if cosorption or competitive sorption processes occur in parallel with M

upd at the interphase, then γv 6¼ z gives information about the coupling between qo
and Γ.

Figure 2.11a, b show the cyclic voltammogram for Ag upd on Au(111) in sulfate

solutions and the Γ–ΔE isotherm determined by the TTL-technique over the entire

upd range studied, respectively [13]. A charge density of approximately

130 μC cm�2 is obtained for the first upd peak corresponding to a coverage of

θAg	 0.58. A total charge of about zFΓ	 160
 5 μC cm�2 at ΔE¼ 20 mV was

experimentally found, which does not correspond to the theoretical value for a

complete Ag monolayer (zFΓ¼ 222 μC cm�2). This fact may be attributed to

additional adsorption of Ag in the upd ranges 0�ΔE(mV)� 20 and ΔE> 720 mV.

For the same system, the Δq–Γ plot (Fig. 2.12) gives a value of γv ¼ z¼ 1,

suggesting the absence of anion cosorption or competitive sorption phenomena.

However, Ag upd on Au(111) takes place at more positive potential values than the

potentials of zero charge of Au(111) (E
Auð111Þ
PZC ¼ 470 mV) and Ag(111) (E

Agð111Þ
PZC ¼

�478 mV) surfaces [64–66], therefore the presence of adsorbed anions cannot be

excluded. A mechanism proposed by Gewirth et al. [15] for the Ag upd phenom-

enon is that Ag must penetrate the anion layer in order to approach the Au(111)

surface, while this anion layer remains and is also present after Ag adatom

formation.

A similar analysis was performed for the system Au(100)/Ag+, SO4
2� [13].

Figure 2.1a shows the cyclic voltammogram of this system. The Γ–ΔE isotherm

measured under TTL-conditions (Fig. 2.13) indicates a stepwise formation of the

Ag monolayer, in agreement with the voltammetric behavior. A value of

zFΓ	 80 μC cm�2 is obtained for the first Ag upd peak, corresponding to a

coverage of θAg	 0.42. At ΔE¼ 20 mV, the experimental value of

zFΓ	 160 μC cm�2 is significantly smaller than the theoretical one for a complete

4 The concept of electrosorption valency γv ¼ 1
F

∂q
∂Γ

� �
E
is discussed in detail in Chap. 3. In the case

that upd involves a straightforward full discharge of the corresponding cation, its value is equal to

its valency.
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Au(100)�(1� 1) Ag monolayer (192 μC cm�2). The authors attributed this differ-

ence to an additional Ag adsorption in the potential ranges 0�ΔE(mV)� 20 and

ΔE> 720 mV.

Similarly to the previous system, Au(111)/ Ag+, SO4
2�, the electrosorption

valency measurements with the Au(100) susbtrate (Fig. 2.14) show γv ¼ z¼ 1,

indicating that coadsorption or competitive adsorption of anions can be excluded.

However, taking into account the potentials of zero charge of Au(100) (E
Auð100Þ
PZC ¼

240 mV) and Ag(100) (E
Agð100Þ
PZC ¼ �648 mV) [64–66], it could also happen that a

nearly constant anion layer may be present during Ag upd.

Fig. 2.11 (a) Cyclic

voltammogram for the upd

of Ag in 5� 10�3 M

Ag2SO4 + 0.5 M H2SO4

solution on Au(111)

substrate. An and Dn with

n¼ 1, 2 denote cathodic

adsorption and anodic

desorption peaks,

respectively.

jdE/dtj ¼ 7 mV s�1, (b)

Γ(E) isotherm measured

under TTL conditions in the

system Au(111)/ 4:5� 10�5

M Ag2SO4 + 0.5 M H2SO4.

T¼ 298 K (Reprinted with

permission from Ref. [13])
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Fig. 2.12 Determination of

the electrosorption valency,

γv, from independent Δq
and Γ measurements

obtained by TTL technique.

System: Au(111)/

4:5� 10�5 M

Ag2SO4 + 0.5 M H2SO4.

T¼ 298 K (Reprinted with

permission from Ref. [13])

Fig. 2.13 Γ(E) isotherm
measured under TTL

conditions in the system

Au(100)/4:2� 10�4 M

Ag2SO4 + 0.5 M H2SO4.

T¼ 298 K. These isotherms

correspond to the

voltammetric profile shown

in Fig. 2.1a (Reprinted with

permission from Ref. [13])
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2.7 Rotating Ring Disk Electrode

The Rotating Ring-Disk Electrode (RRDE) technique has also been used to

study the upd phenomenon. In the late 1960s and early 1970s, Bruckenstein

and coworkers [67–70] proved that this method was a powerful and useful tool

to study adsorption processes at solid electrodes. Its main advantage is the well

characterized and controlled mass transfer to the electrode through forced convec-

tion induced by electrode rotation which allows, in many cases, an easy separation

and identification of mass transfer and intrinsic electrode kinetic controlling

effects.

The RRDE is a disk electrode around which is placed an insulating gap made of

Teflon, polyethylene or epoxy resin. A ring electrode is placed around the disk in a

centrally symmetrical position. This geometry permits precise hydrodynamic con-

trol of the flux of material to and from a reacting surface. The preparation of ring-

disk electrodes as well as the rigorous theory describing their behaviour together

with some practical applications are described by Opekar and Beran [71].

Two types of experiments can be performed with a RRDE: collection experi-

ments (the most common), where the species generated at the disk are detected at

the ring, and shielding experiments, where the flow of bulk electroactive species to

the ring is perturbed due to reaction on the disk [71, 72]. The applications of the first

type of experiments to upd are explained in more detail here.
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Fig. 2.14 Determination of

the electrosorption valency,

γv, from independent Δq
and Γ measurements

obtained by the TTL

technique. System:

Au(100)/ 4:2� 10�4 M

Ag2SO4 + 0.5 M H2SO4.

T¼ 298 K (Reprinted with

permission from Ref [13])
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The amount of upd species deposited on the disc can be estimated using the

collection mode, where the disc acts as the generator while the ring acts as the

collector [73, 74]. In this case, the ring potential is held at a sufficiently cathodic

potential value, which allows the massive deposition of the metal ions. When the

surface of the ring is totally covered by the metal, the current stabilizes and reaches

a constant value, dependent on the rotation rate, which is considered as the baseline.

Then, the disc is polarized either by potential scanning or by a potentiostatic pulse

to a proper potential for the deposition of one monolayer of the metal. After that, the

disc potential is scanned in the positive direction to dissolve the formed monolayer.

The increase of metal ions in the diffusion layer is detected as a rise in the ring

current, which returns to its initial constant value after total dissolution of the

monolayer. The current variation at the ring can be used to estimate the charge

due solely to monolayer dissolution without any influence of surface oxidation.

Bruckenstein and coworkers have contributed a great deal to the practical

application of the RRDE. They studied the kinetics and the voltammetric properties

of several systems such as Pt/Cu2+ [68, 69], Pt/Bi2+ [75], Au/Pb2+ [76], Au/Ag+

[77], Au/Hg2+ [78], between others.

This technique has been used to separate the upd mass flux from the charge flux

and thus thermodynamic data can be obtain independently from kinetic and double

layer effects [73]. It can be employed to obtain both equilibrium and dynamic

properties for low concentrations of depositing ions (� 10�4 M). In order to obtain

accurate results, other conditions are needed: the chemical nature of the ring

electrode must be the same as that of the upd metal deposited on the disc, therefore

plating the ring with at least ten layers of the upd metal is required; suitable rotation

speed (lower rotation speeds at the higher concentrations); sufficiently negative ring

electrode potential in order to ensure convective-diffusion controlled reduction of

the upd species in solution at the ring electrode.

Machado and coworkers [79] have used cyclic voltammetry at stationary and

rotating ring-disk electrodes in order to analyze the underpotential deposition of Cu

and Ag on polycrystalline Au surfaces from sulphuric acid solutions. The charge

densities obtained by the later technique were calculated by the collection mode. For a

better understanding, their own voltammetric results are also presented here. Fig-

ure 2.15 exhibits the voltammetric response of the Au surface (stationary electrode) in

Cu2+ containing solution, when holding the potential scan at 0 V vs RHE during 300 s

to allow Cu deposition on the electrode surface, together with the steady state profile

of the blank solution. Peak 4 is related to bulk Cu dissolution and peaks 1–3 represent

the upd Cu profile. The sum of the charge densities calculated for the three upd Cu

peaks reaches 405 μC cm�2. The RRDE was used to separate charge and mass fluxes,

allowing to estimate the charge on the disk due solely to the metal deposition reaction.

The total charge values obtained for the redissolution of the submonolayers using

different deposition times are shown in Table 2.1, where the charges were evaluated

by two methods. In the first one, the voltammetric peaks during the potential scan on

the disk were integrated to obtain the oxidation charge values. In the second method,
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current variations observed on the ring were associated solely with the amount of Cu2+

which leaves the disk surface generating an increase in the ring deposition current and

with the ring current after the whole Cd ML was dissolved on the disk. Both results

show a good agreement between the values found using the two procedures,

i.e. 386 μC cm�2.

Comparing the results of charge density values related to the oxidation of a

complete Cu upd monolayer, from stationary (405 μC cm�2) and rotating ring-disk

electrodes (386 μC cm�2), very close to the theoretical value of 390 μC cm�2, the

authors suggested an epitaxial deposition of Cu on polycrystalline Au in a

two-electron reduction process.

The same authors also investigated the Ag/Au system. The voltammetric

response of the Au electrode in the solution containing Ag+ ions is presented in

Fig. 2.16, after holding the potential scan at 0.5 V vs RHE during 600 s to allow Ag

monolayer deposition on the electrode surface, together with the steady state profile
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Fig. 2.15 Steady-state

voltammetric response for

the system Au/0.5 M H2SO4

at 1 V s�1 (continuous line)
and first cycle

voltammogram obtained

after the addition of

5� 10�5 M CuSO4 and

holding at 0 V for 300 s

(dotted line) (Reprinted
with permission from

Ref. [79])

Table 2.1 Dissolution

charges densities obtained for

Cu upd from the two methods

described in the text: cyclic

voltammetry and RRDE. Cu

was deposited at 0.17 V

during several time intervals

Tdep(s) q
vð Þ
disk μC cm�2ð Þ q

Rð Þ
disk μC cm�2ð Þ

0 26 28

10 53 57

20 91 96

60 135 146

90 233 244

120 292 304

300 322 326

600 376 374

1200 385 386

q
ðvÞ
disk, disk charges calculated by the voltammetric peaks of the

disk response; q
ðRÞ
disk disk charges calculated through the variation

of ring currents

Reedited with permission from Ref. [79]
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of the blank solution. Peaks B and C correspond to the dissolution of Ag upd, while

the peak A is related to the bulk Ag phase. As it is shown, Ag upd occurs at a more

positive potential range than that of Cu, indicating that the oxidation of the Au

surface is affected by the presence of the adsorbed Ag layer. For this reason it

becomes difficult to determine the charge density for a full Ag monolayer, mainly

due to the possible overlapping of the Ag upd peak with Au oxidation. The authors

found a value of 108 μC cm�2, which corresponds approximately to half a mono-

layer of Ag adatoms.

The RRDE measurements, which allowed to separate the oxidation charge of the

monolayer from that associated to Au oxidation, indicated a value of 115 μC cm�2,

also in agreement with that required for a half monolayer. This deposition mode is

different from the Cu/Au system and the authors concluded that co-adsorption of

sulfate or hydroxide anions hinder the formation of a full monolayer of Ag on

polycrystalline Au.

Jüttner et al. have used cyclic voltammetry, charge isotherms and RRDE

methods to analyze the upd of Cu on Au(111) surfaces in sulphuric acid solutions

of different Cu2+ concentrations [24]. From the voltammetric measurements and

charge isotherms, they concluded that the ideal metal-monolayer model was valid

at low underpotentials at a high degree of adatom coverage, since the

electrosorption valency γv is equal to the valence number z, i.e. γv ¼ z¼ 2,

indicating a full M discharge. The formation of Cu+ ions and co-adsorption of

sulfate ions produced significant deviation from the ideal behaviour (γv ~ 1) at

higher underpotentials, where the (√3� √3)R30� structure was present. The authors
explained this behaviour in terms of a partial discharge of Cu2+ to Cu+, the

adsorption of which was stabilized by co-adsorption with sulfate ions. Charge-

transfer controlled formation of Cu+ at the interface as a reaction intermediate was

detected in the transition range of underpotential and overpotential copper deposi-

tion using the RRDE measurement technique.

Fig. 2.16 Steady-state

voltammetric response for

the system Au/ 0.5 M

H2SO4 at 0.5 V s�1

(continuous line) and first

cycle voltammogram

obtained after the addition

of 5:6� 10�5 M AgNO3

and holding the potential

scan at 0.5 V for 600 s

(dotted line) (Reprinted
with permission from

Ref. [79])
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2.8 Electrochemical Quartz Crystal Microbalance

The electrochemical quartz crystal microbalance (EQCM) is one of the most

sensitive electrochemical techniques and is particularly well suited to study

underpotential deposition of metallic layers on a gold coated crystal. The technique

has now become a valuable procedure in electrochemical surface science, comple-

mentary to charge evaluation procedures such as cyclic voltammetry and

chronoamperometry. Usually, simultaneous cyclic voltammetry and EQCM exper-

iments have been used in order to determine the corresponding variations of the

faradaic charge and mass during the deposition process.

Immersion of a quartz crystal oscillator in an electrolyte solution, with simulta-

neous control of the applied potential of the overlaying metallic film enables

simultaneous and in-situ determination of the mass variation in relation to surface

charge density associated with an electrosorption or electrodeposition process.

This system is sensitive enough to detect the presence of submonolayer amounts

of species on the surface, i.e. it is capable of weighing a change of mass in the

charge density on the electrode surface, together with the simultaneous measure-

ment of electric charge. Thus, the EQCMmay provide information of the quantities

of two species, such as adatoms and adsorbed anions, as a function of electrode

potential.

The first studies on upd using a quarzt crystal microbalance (QCM) were

performed by Bruckenstein and Swathirajan [80], who analysed the underpotential

deposition of lead and silver on polycrystalline gold in acetonitrile. In this case,

they generated the monolayer deposits on the QCM and made ex-situ mass deter-

minations. This method consisted on measurements of the resonance frequency of a

piezoelectric quartz crystal upon whose faces gold electrodes had been deposited,

and the crystal frequency changed as upd species were deposited. The surface

coverages of underpotentially deposited species were calculated through the rela-

tion derived by Sauerbrey [81] between the frequency change of the oscillating

quartz crystal and the change of the attached mass. They found a good agreement

between these results and those obtained by the rotating ring disk (Ag) and rotating

disk (Pb) techniques.

Later on, Bruckenstein and Shay published an important contribution on the

experimental aspects of use of the QCM in solution [82] and Melroy et al. [83] were

the first who evaluated in situ Pb upd deposits on Au electrodes by the EQCM

technique. They obtained the electrosorption valency (γv) for Pb deposition onto

Au, which was in good agreement with literature values, indicating the capabilities

of the EQCM to be used in situ for measurement of monolayer mass changes.

Continuing on the study of upd processes with the EQCM, Deakin and Melroy

[84] reported results related to the upd of several metals (Pb, Bi, Cu, and Cd) on

polycrystalline Au in 0.1 M HClO4. The coverages of the M upd layer on the Au

surface were calculated from the frequency change of the QCM as a function of

potential, and where in good agreement with previous values obtained using other

techniques. The electrosorption valencies were calculated from the slope of the
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charge versus coverage plots, which provide a sensitive measure of γv at any

potential.

It must be pointed out that adsorbed anions may produce significant responses in

the EQCM frequency changes [85] and therefore, they should be considered in the

interpretation of mass changes observed in the processes of monolayer formation.

The present method was used to study the formation of copper and silver

adatoms on Au(111) electrodes [16, 86, 87] and was found to provide useful

information on upd processes, complementing results obtained by other techniques.

Ikeda et al. [86] showed that copper adatoms formed in the first and second upd

processes on Au(111) in sulphuric acid solution are close to 2/3 of one monolayer

and one monolayer respectively, and that the ratios of hydrated bisulfate anions to

Cu adatoms are approximately 0.5 and 0.3, at the corresponding Cu coverages.

In a later work [87], it was found that perchlorate anions are specifically

adsorbed on Au(111) and that the Cu adatoms on the surface cause an enhanced

coadsorption of both sulfate and perchlorate anions. Figure 2.17 shows the cyclic

voltammograms for Au(111) electrodes in both solutions and the corresponding

coverages of Cu as well as those of anions. The deposition and dissolution phe-

nomena of Cu in 0.1 M HClO4 consisted of a two-stage deposition process

characterized by S1 and P2 peaks, and the corresponding dissolution was charac-

terized by P02A, P02B and P01 peaks (Fig. 2.17a). This voltammetric behaviour was

different from that observed in 0.05 M H2SO4, which consisted of two sharp

cathodic peaks (P1 and P2) and the corresponding anodic peaks (P02 and P01). The
composition of the Cu adlayer (θCu and θanion, coverages of Cu adatoms and

coadsorbed anions respectively) during its formation or removal as a function of

potential was determined and shown in Fig. 2.17b, c. The coverages of both anions

on a Cu-free Au(111) surface, which are also exhibited in Fig. 2.17c, decrease

monotonically when the potential is changed to more negative values. For the first

Cu upd region, the reversible anodic and cathodic peaks of the voltammogram

correspond well to the reversible changes in θCu and θanion, producing in this

deposition stage an enhancement of anion adsorption. The authors showed that

the maximum HSO4‾ anion coverage when θCu ~ 0.66, led to a ratio θCu /θanion ~ 2
(Fig. 2.17d), indicating a good agreement with the (√3� √3) structure determined

for the first Cu upd layer in H2SO4 solution by various methods [27, 38, 88, 89]. On

the other hand, the weakly adsorbed ClO4‾ adsorbates (represented by a broad

shoulder S1) rearranged continuously and therefore no ordered structure was

reported. In contrast, asymmetric features of the voltammograms for the second

Cu upd region in H2SO4 and for the whole process in HClO4 correlated with a large

hysteresis in changes of θCu and θanion, probably originating from a slow

rearrangement of both species. The authors attributed these differences to the strong

adsorption of HSO�
4 and the weak one or mobility of ClO�

4 .

Uchida et al. [16] discussed quantitatively the composition of the Ag adlayer on

Au(111) in H2SO4 solution including Ag adatoms and coadsorbed anions,

employing the EQCM. They pursued to clarify the relation between the amount

of Ag adatoms and that of adsorbed hydrated anions during the formation and
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removal of a Ag adlayer. They suggested that the formation of the first Ag upd

structure began accompanied with the desorption of anions, where the Ag adatoms

were deposited at vacant sites through a “template” of adsorbed bisulfate, while in

the region between the first and second upd peaks, bisulfate anions tended to desorb

from the Ag-free Au(111) surface. However, they found that a large amount of

anions was adsorbed on the Ag adlayer on Au(111). They suggested that a

rearrangement of adsorbed anions may occur at the surface resulting in, for exam-

ple, an adsorption of anions on top of Ag adatoms, as proposed by an EXAFS study

[90]. At the potential close to bulk deposition, the coverage of Ag increases to one

monolayer, corresponding to the formation of the first close-packed Ag adlayer on

Au(111). Therefore, this process involved the rearrangement of Ag atoms and

adsorbed anions and the substitution of the later by Ag adatoms.

Fig. 2.17 (a) Cyclic

voltammogram of the

system Au(111)/0.1 M

HClO4 + 5 mM Cu(ClO4)2
(solid line) and Au(111)/

0.05 M H2SO4 + 5 mM

CuSO4; (b) changes in the

coverage of Cu adatoms,

θCu; (c) changes in the

coverage of anions, θanion.
θanion for Cu-free Au(111)
are shown by grey curves;

(d) changes in the molar

ratio θCu /θanion. The results
of (b), (c) and (d) stemm

from EQCM measurements

(Reprinted with permission

from Ref. [87])
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More recently, Inzelt and Horányi [91] showed that the EQCM can be also used

to study alloy formation in the course of Cd upd on gold from HClO4 supporting

electrolyte. The alloy formation/dissolution processes produced the roughening of

the surface, which was reflected by an increase in the total amount of adsorbed

anions and adatoms, resulting in frequency changes.

2.9 Scanning Probe Microscopy

A detailed understanding of the mechanisms by which electrochemical phase

formation processes take place cannot be achieved with purely electrochemical

methods, but requires local information on the structural, chemical and morpho-

logical properties of the interface at the atomic scale. The analysis of the initial

steps of metal phase formation has strongly benefited from the advent of the

Scanning Probe Microscopy (SPM) techniques, such as Scanning Tunneling

Microscopy (STM) and Atomic Force Microscopy (AFM), allowing the visualiza-

tion of the deposit morphology at the atomic scale. Indeed, studies of many upd

systems performed previously by conventional electrochemical techniques to eval-

uate thermodynamics and kinetics, were complemented by structural information of

upd layers obtained by in situ STM and AFM techniques. These high-resolution

microscopies have similar components but different sensing probes, and therefore

various types of interaction of the tip with the surface are exploited in the different

types of probe microscopes.

2.9.1 Scanning Tunneling Microscopy

Binnig and Rohrer developed the STM operating in ultrahigh vacuum in 1981

[92, 93] and later, in 1986, Sonnenfeld and Hansma demonstrated for the first time

that it could be employed in electrolyte solutions [94]. This aspect is highly

important since the interfacial environment of the electrochemical processes does

not appear to be essentially disturbed during the structural imaging. Several works

refer to the use of this technique in electrochemical systems [95–99]. In situ STM

has been widely used as a powerful tool for exploring the structure of M adlayers,

providing valuable insight into metal phase formation processes of different dimen-

sionality at an atomic level. With this technique, the growth morphology of metal

deposits can be followed from isolated atoms to connected films.

The most important feature of in situ STM is real-space visualization under

reaction conditions of bare and adsorbate-covered surfaces at the atomic scale. This

provides data on the structure of upd layers as a function of coverage, on the

reconstruction and modification of the substrate caused by the electrodeposited

species, on the formation of surface alloys, on possible epitaxial correlations

between 2D and 3D phases, and on the mechanisms involved in all these processes.

40 2 Experimental Techniques and Structure of the Underpotential Deposition Phase



STM is based on the phenomenon of quantum mechanical tunnelling. A sharp

metal tip, often made of Pt, W or Pt-Ir, is brought close (�10 Å) to the planar

sample surface via a controlled approach piezo-electric motor. When the two

surfaces are close enough so that their wave functions overlap, a finite probability

exists that electrons will cross the barrier between the surfaces when a bias is

applied between the sample and tip. The resulting tunnelling current Itun, depends
sensitively on the distance between tip and surface, and can be expressed by:

Itun 	 DS EF,Sð ÞDT EF,Tð ÞVbexp �2κd½ � ð2:1Þ

where DS(EF,S) and DT(EF,T) are the density of states of the sample and tip at their

respective Fermi level energies, d is the tip-sample separation, Vb is the bias

voltage, i.e. the applied voltage difference between sample and tip, and the expo-

nential term is the probability of tunnelling through the potential barrier [100], with

κ given by:

κ 	 2meϕ=h2
� �1=2 ð2:2Þ

where me is the electron mass, ϕ is the mean of the tip and sample barrier heights,

and �h¼ h/2π, where h is Planck constant. Equation (2.1) is an oversimplification but

sufficiently explains the operation of the instrument. The high sensitivity of the

instrument, which can attain a vertical resolution of a few 0.01 nm is attributable to

the strongly non linear dependence of the tunneling current on the distance between

the tip and the surface.

The STM can be operated in two modes to produce images. The sample surface

can be mapped in the constant current mode by recording the feedback-controlled

motion of the tip up and down, such that a constant tunneling current is maintained

at each x-y position. The structure can also be mapped in the constant height mode
by recording the modulation of the tunneling current as a function of position, while

the tip remains at a constant height above the surface. The later mode is preferred

for atomic-scale images but it can only be used on very smooth surfaces. The

former is required to obtain topographic images of relatively rough surfaces.

For in situ electrochemical experiments, the STM tip surface exposed to the

electrolyte must be insulated by coating all but its very end with an insulator (soft

glass, APIEZON wax, polymers) so that the tunneling current will not be overcome

by the electrochemical background current (faradaic current) flowing through the

tip. Lateral atomic resolution at metal surfaces in the electrolyte may only be

achieved with optimum tunneling tips, combining ideal tip geometry with an

excellent quality of the lateral tip insulation. The microscope must be coupled

with a bipotentiostat, which allows that the potential of the substrate and the tip can

be varied independently with respect to a reference electrode [101]. The principal

limitation of the STM is that it cannot be used for non conducting samples.

An illustrative example of a surface topography showing an in situ STM image

of an electrochemically polished Au(111) surface, under potentiostatic control,
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with different inhomogenities is presented in Fig. 2.18. 1D monatomic steps, 0D

emergence point of a screw dislocation, 2D pits, etc., are surface defects that can be

directly observed by STM and play an important role in the formation of low

dimensional M phases in the upd range.

On the other hand, Fig. 2.19a illustrates an example of in situ STM imaging of a

Au(100) surface in perchlorate electrolyte with lateral atomic resolution. A qua-

dratic structure with an average interatomic distance of do,Au¼ 2.8
 0.1 Å can be

observed, which is in good agreement with crystallographic data of

do,Au¼ 2.8840 Å [12] and previous in situ STM images [102]. Figure 2.19b

2D Terrace 0D emergente point of
a screw dislocation

1D monatomic
step

2D pit2D island

Fig. 2.18 Example of an in situ STM image showing surface defects of an electrochemically

polished Au(111) surface in the system Au(111)/ 5� 10�3 M AgClO4 + 0.5 M HClO4 at

E¼ 200 mV (vs Ag/Ag+ Nernst equilibrium potential). T¼ 298 K (Reprinted with permission

from Ref. [13])

Fig. 2.19 Examples of in situ STM images with atomic resolution of an electrochemically

polished Au(100) surface in 0.5 M HClO4 at E¼ 750 mV (vs reversible hydrogen electrode). (a)

on a terrace (b) on two terraces separated by a monatomic step. T¼ 298 K
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shows the atomic structure of two Au terraces separated by a monatomic step which

looks frazzled in STM images. This phenomenon has also been observed at the

edges of Cu islands deposited on Ag(111) [103] and has been interpreted as being

due to the movement of kink sites on steps edges and, as a consequence of this

movement, the STM tip finds the location of a step edge always at slightly different

positions for each scan line [104, 105].

The Ag upd process on Au has also been studied by in situ STM in different

electrolytes by various authors. In particular, Itaya et al. [17, 106, 107] found for

annealed Au(111) substrates expanded and commensurate Au(111)�(√3� √3)R30�

Ag and Au(111)�(4� 4)Ag structures at relatively high underpotentials in sulphuric

and perchloric acid solutions, respectively. At low underpotentials, a condensed

commensurate Au(111)�(1� 1)Ag overlayer was observed in both solutions.

Gewirth et al. [14, 108] used in situ AFM, which will be addressed later,

together with cyclic voltammetry to study the underpotentially deposited mono-

layers of Ag on Au(111) surfaces in different electrolytes. In this case the working

electrode was a Au film evaporated onto mica. These authors recognized a strong

anion influence on the overlayer structure and found the following structures

depending on the nature of the electrolyte: Au(111)�(3� 3)Ag (sulfate), Au

(111)�(4� 4)Ag (nitrate), Au(111)�(1� 1)Ag (acetate) and an unassigned open

structure (perchlorate). The results of Itaya and Gewirth do not agree in sulfate

media. Garcı́a et al. [13], using mechanically and electrochemically polished Au

(111) substrates in sulfate and perchlorate solutions, found a Au(111)�(4� 4)Ag

structure. The theoretical charge for this adlayer is zFΓ¼ 125 μC cm�2

(θAg¼ 0.56) which is in good agreement with the experimental value of

zFΓ¼ 130
 5 μC cm�2 for the first Ag upd peak obtained by

TTL-measurements. A Ag(1� 1) structure was imaged at low underpotentials in

concordance with all the authors. Later on, the in situ STM images of

underpotentially deposited Ag on flame-annealed Au(111) electrodes obtained by

Kolb et al. [109], revealed a series of ordered adlayer structures of increasing

coverage with decreasing potential, namely (√3� √3)R30�, a distorted hexagonal

stripe pattern and a (3� 3) before a close-packed (1� 1) layer.

Changes in the atomic structures of Ag upd on Au(100) were studied by in situ

STM with lateral atomic resolution in sulfate and perchlorate solutions [13]. In both

cases, a quadratic structure with an interatomic spacing of do,Au¼ 0.29
 0.01 nm

was observed at relatively high underpotentials, e.g. ΔE¼ 650 mV, corresponding

to the bare and unreconstructed Au(100) surface (Fig. 2.20a). At lower

underpotentials, between the adsorption peaks A1 and A2 of the cyclic

voltammograms (cf. Fig. 2.1a), different domains with a well ordered expanded

quasi-hex Ag structure on Au(100) terraces were formed (Fig. 2.20b), that was

observed in both solutions.

This expanded structure is better seen in Fig. 2.21a and could be described as a

Au(100)-c(√2� 5√2)R45� Ag superstructure according to the model in Fig. 2.21b.

The average distance between the nearest neighbour Ag atoms was

d1¼ 4.1
 0.1 Å. This expanded quasi-hex structure was also reported by Ikemiya
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et al. using in situ AFM [110]. The theoretical charge value for this expanded

superstructure is zFΓ¼ 115 μC cm�2, whereas the experimental value was

zFΓ¼ 80 μC cm�2 [13, 111]. The authors ascribed this difference to the onset of

Ag upd on Au(100) already at ΔE> 720 mV interfering with oxygen adsorption

and Ikemiya suggested that this discrepancy was caused by a partial discharge of

Ag adatoms but such a claim could not be confirmed from simple charge measure-

ments [1]. On the other hand, the expanded Ag structure correlated well with the Γ
found, and therefore it appears that it was not stabilized by coadsorbed anions as it

Fig. 2.20 In situ STM images with lateral atomic resolution in the system Au(100)/ 5� 10�3 M

AgClO4 + 0.5 M HClO4 at T¼ 298 K, (a) E¼ 650 mV, (b) E¼ 450 mV (vs Ag/Ag+ Nernst

equilibrium potential) (Reproduced with permission from Ref. [13])

Fig. 2.21 (a) In situ STM image of the Au(100)-c(√2� 5√2)R45� Ag superstructure at a higher

magnification, (b) schematic representation of the overlayer structure (Reproduced with permis-

sion from Ref. [13])
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is the case of the Au(111)-(√3� √3)R30� Cu structure [112], although a cosorption
of anions in the Ag upd range could not be excluded.

When the electrode potential was further scanned in the cathodic direction, a

condensed and commensurate Au(100)-(1� 1)Ag phase was found. This structure

was also observed in other STM work [113], although the authors could not exclude

that the (1� 1) structure arises as a result of alloying, i.e. it could be related to 2D

upd Au(100)-(1� 1)Ag domains or to Au-Ag surface alloy domains, which can

coexist due to the onset of an inhomogeneous surface alloy formation process.

The system Au(111)/Cu has been characterized by almost all electrochemical

and analytical techniques. The summary of both ex situ and in situ analytical and

structural studies on Au(111)/Cu can be found in the review by Herrero et al. [6].

Magnussen et al. [30] obtained the first atomic images for Cu adlayers on Au

(111) in a sulfuric acid solution. They found different structures before bulk Cu

deposition. The first, at the most positive potentials, was the bare Au(111) surface.

The next structure formed, after the first upd peak, was a (√3� √3)R30� adlattice,
which transformed into a second phase of (5� 5) structure. However, subsequent

work proposed that the appearance of this structure may be due to chloride

contamination [29], suggesting that the upd process is extremely sensitive to

anion coadsorption. Finally, a (1� 1) monolayer was found just prior to bulk

deposition. Figure 2.22 shows the cyclic voltammogram of the system Au(111) in

0.05 M H2SO4 + 1 mM CuSO4 together with in-situ STM images of the structures

found.

Completely different adlayer structures were reported for Cu upd in perchloric or

chloride solutions [114, 115]. It was shown that instead of the structure found with

sulfate-containing electrolytes, a (5� 5) structure emerged due to the presence of

C1‾ ions on the surface. Behm et al. [115] analysed the effect of different amounts

of chloride on the adsorption behaviour and adlayer structure in Cu upd on Au(111)

in perchloric acid solutions. They showed that, depending on anion concentration

and applied potential, two (quasi-) hexagonal adlayer structures – a commensurate

(2� 2) and an incommensurate (5� 5) structure – with average Cu adatom spac-

ings of 3.3 and 3.67 Å, respectively, were observed. Both structures involved

cooperative adsorption of Cu and Cl‾, but the (5� 5) adlattice predominated in

most of the potential range and anion concentrations studied, while the (2� 2)

adlattice became evident at particular potentials and if anion concentration did not

exceed 10�6 M.

More recently, Sieradski et al. [116] reported new in situ STM structural results

for the upd system Au(111)/Cu/SO4
2�. For some time the structure after the first Cu

upd peak was controversial despite different studies that reported a (√3� √3)R30�

structure, which was interpreted as a Cu adlayer with a coverage of 0.33. In some

cases, this structure was found to transform into a (5� 5) structure induced by the

presence of chloride contamination, as pointed out above. However, EQCM and

chronocoulometric results showed that the coverage of Cu at these potentials was

0.67 and that the (bi)sulfate coverage was 0.33. Later on, in situ X-ray scattering

measurements [88] led to a new interpretation of the previous STM and AFM
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results, allowing to determine the interfacial structure of the first deposition stage: a

honeycomb lattice of Cu atoms (2/3 ML coverage) with sulfate molecules adsorbed

in the centers (1/3 ML coverage) above the plane of Cu atoms. Taking into account

these X-ray measurements, Sieradski et al. reported not only new structural results

for Cu upd on Au(111) but also showed the great capabilities of the in-situ STM

technique. In Fig. 2.23, the structure of the Cu layer underneath the sulfate was

possible to be imaged by manipulating the tip potential and by switching the sign of

the tip bias. Namely, by adjusting the voltage of Au-coated STM tips the authors

were able to image the low-density copper honeycomb structure at intermediate

underpotentials.

Cu/Au(111)

0.0

c E = 5 mV a E = 300 mV

7 nm 7 nm

b E = 180 mV

0.1 0.2 0.3

7 nm

E/V vs. Cu/Cu2+

Fig. 2.22 Cyclic voltammogram in the system Au(111)/ 0.05 M H2SO4 + 1 mM CuSO4

(jdE/dtj ¼ 5 mV s�1), and in-situ STM images of the three structures observed at different

potentials: (a) E¼+0.30 V, atomic structure of the bare Au(111), (b) E¼+0.18 V, ordered

adlayer with the (√3� √3)R30� structure, ascribed to coadsorbed sulfate. (c) E¼+0.005 V, Cu

monolayer in registry with Au(111) (Reprinted with permission from Ref. [98])
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2.9.2 Atomic Force Microscopy

Nowadays, the AFM, invented by Binnig and coworkers in 1986 [117–119] is the

most commonly used scanning probe technique for material characterization. The

major advantages of AFM are the high resolution in three dimensions and the

real space visualization of both conductive and insulating samples surfaces. There-

fore, a large range of topographies and many types of materials can be imaged. The

latter advantage is due to the fact that AFM, unlike STM, is not based on quantum

mechanical tunneling. AFM also uses a sharp tip to map surface morphology, but in

this case the feedback mechanism is the force measured between the tip and the

sample, not a tunneling current. The force transducer is a deflecting cantilever on

which a sharp tip is mounted [120].

This microscope was developed to exploit attractive or repulsive interatomic

forces between atoms in the tip and in the substrate, and operates as follows: in

order to measure these forces, a sharp tip is mounted on a cantilever made of silicon

or silicon nitride (both covered with a native oxide layer of 1–2 nm thickness),

which deflects due to forces acting on the tip, and this vertical bending (deflection)

is monitored optically by interferometry or beam deflection. That is, the cantilever

bending is detected by a laser focused on its back. This laser is reflected by the

cantilever onto a distant photodetector. The movement of the laser spot on the

photodetector gives an exaggerated measurement of the movement of the tip, which

is moved over the sample by a scanner, usually a piezoelectric element

[121, 122]. However, in most instruments the sample is generally scanned instead

of the tip because any cantilever movement due to scanning would add unwanted

vibrations. The measured cantilever deflections are used to generate a map of the

surface topography.

AFM has also provided substantial atomic-level insight into the electrode sur-

face structure and into processes occurring on electrode surfaces. Gewirth and

Fig. 2.23 In-situ STM images of the low-density phase in the system Au(111)/1� 10�3 M Cu

(ClO4)2 + 1� 10�3 MHClO4 + 3� 10�2 MNa2SO4, at E¼ 0.15 V vs Cu/Cu2+ with different bias

sign (tip potentials): (a) B1¼ 30 mV, sulfate (√3� √3)R30� structure, (b) B2¼� 30 mV, Cu

honeycomb structure, (c) both structures are observed as the bias is changed during the imaging

scan (Reprinted with permission from Ref. [116])
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coworkers [123] showed for the first time that AFM could be used to investigate

electrochemical processes in situ with atomic resolution.

AFM has been used to image surfaces by probing both the attractive and

repulsive forces experienced by the tip as a result of its proximity to the sample

surface [100]. The most commonly used modes of operation of an AFM are: contact
mode, non contact mode and tapping mode. In the first mode of operation, the tip is

in physical contact with the surface at all times, then the probe-sample interaction

occurs in the repulsive regime and the probe predominately undergoes repulsive

van der Waals forces (<0.5 nm probe-surface separation). In the tapping or

intermittent mode of imaging, the cantilever is allowed to oscillate at a value

close to its resonant frequency. The probe lightly “taps” on the sample surface

during scanning, contacting the surface at the bottom of its swing (0.5–2 nm probe-

surface separation). In this way, as the probe is scanned across the surface, lateral

forces are greatly reduced compared with the contact mode. In the non contact

mode, the probe does not touch the sample surface, but oscillates above the

adsorbed fluid layer on the surface during scanning, unless the experiment is carried

out in a controlled UHV or environmental chamber. The cantilever is again

oscillated as in intermittent contact mode, but at much smaller amplitude. As the

probe approaches the sample surface, long-range interactions take place between

atoms in the probe and the sample, such as attractive van der Waals and electrostatic

forces (0.1–10 nm probe-surface separation).

The first study of Ag upd on Au(111) substrates by AFMwas reported by Gewirth

and coworkers [14]. They recognized different structures for Ag upd depending on

the nature of the electrolyte. The AFM images showed a (3� 3) structure in sulfate,

a (4� 4) structure in nitrate and carbonate, an incommensurate structure in perchlo-

rate and a (1� 1) structure in acetate containing solutions. The authors demonstrated

that the size of the anion affected the structure of the upd adlattice, with larger anions

leading to more open structures, and they ascribed this variability to differing

repulsive interactions arising from anions coadsorbed with the metal adatoms. The

structure of the Ag adlattice on Au(111) in sulfate containing solutions was

questioned by STM studies indicating that a (√3� √3)R30� adlattice was formed

instead, as was explained above. Other AFM studies revealed also a (3� 3) struc-

ture, which corresponded to 44 % surface coverage by Ag. This structure was

confirmed also by LEED, while ex-situ Auger electron spectroscopy measurements

confirmed that sulfate was coadsorbed with Ag [15, 108].

For the system Au(100)/Ag+ in both HCIO4 and H2SO4 solutions, AFM studies

revealed in the upd region the pseudomorphic (1� 1)Ag layer for the first mono-

layer formed through the c(√2� 5√2)R45� Ag structure (θ¼ 0.6) [110]. The latter

structure was found in both electrolytes, in contrast with the Ag upd adlayers on Au

(111) which depended on the anion species being in solution. It was suggested that

the upd Ag adlattices on Au(100) were less sensitive to the tetrahedrally shaped

anions as compared with the Au(111) surfaces. The expanded and commensurate

Ag adlayer Au(100)�c(√2� 5√2)R45� Ag was also observed at relatively high

underpotentials by in-situ STM as noted previously [13].

In relation to the Cu upd process on Au(111), the first AFM work was reported by

Manne et al. [32], and they demonstrated the sensitivity of the upd adlattice structure
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to anions in solution which become coadsorbed. The Au(111) surface prior to

the deposition of Cu in 0.1 M HClO4+ 1 mM Cu(ClO4)2 as well as in 0.1 M

H2SO4+ 1 mM CuSO4 solutions exhibited the atom-atom spacing of the close-

packed Au(111) lattice of 2.9 Å. However, for the first deposited Cu upd layer in a

perchloric acid electrolyte, the Cu atoms were in a close-packed lattice with a spacing

of 2.9
 0. 2 Å, rotated 30o
 10� relative to gold, i.e. it was not commensurate with

the underlying gold lattice. The authors attributed this rearrangement to the strain of

incorporating Cu atoms, which show a covalent radius larger than that of Au atoms

(rCu¼ 1.75 Å, rAu¼ 1.42 Å). For a sulfate electrolyte, they were in a more open

lattice with a Cu-Cu spacing of 4.9
 0.2 Å, with a 30o
 10� rotation relative to the
underlying Au lattice, due to stabilization of the Cu monolayer by coadsorption of

SO4
2�. This is equivalent to a (√3� √3)R30� overlayer structure. The schematic

representation of both Cu structures are shown in Fig. 2.24.

2.10 Low-Energy Electron Diffraction, X-Ray

Photoelectron Spectroscopy and Auger Electron

Spectroscopy

The upd processes of different systems have been also investigated over the years

employing several optical methods that often yielded complementary information

to that provided by electrochemical analysis and non optical techniques, such as

STM and AFM.

Various powerful and well established ex-situ techniques such as low-energy

electron diffraction (LEED), X-ray photoelectron spectroscopy (XPS), and Auger

electron spectroscopy (AES) are surface-characterization tools which have been

used to analize elements and adlattices of thin layers on substrates. Their common

feature is the capability of probing the third, in-depth dimension perpendicular to a

surface from the nanometer range down to monoatomic layers. However, the fact

Fig. 2.24 Schematic representation of the Cu adlayer on Au(111) in (a) perchlorate solution with

only part of the monolayer exhibited, (b) sulfate solution showing the (√3� √3)R30� overlayer

structure (Reprinted with permission from Ref. [32])
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that the experiments are not carried out in situ because the electrode is removed

from the electrochemical cell and transferred into a vacuum environment (UHV

chamber), together with the lack of electrode potential control, introduces some

uncertainty about the relevance of the data related to the structure actually present

at the interface.

LEED is based on the fact that elastically scattered electrons from a monochro-

matic beam of electrons incident on a surface have a spatial distribution that reflects

the underlying symmetry of the surface [124, 125]. The diffracted electrons are

registered using a position-sensitive detector and observed as bright spots on a

screen. In this method, the energy of bombardment of the sample by electrons is

low (20–200 eV) and they are diffracted to produce a pattern unique to each substrate

and adsorbed layer. Therefore, it is used to study the structure and morphology of two

dimensional planar surfaces. The technique may be used in a qualitative or quanti-

tative way. In the first one, the diffraction pattern is recorded and the analysis of the

spot positions gives information on the symmetry of the surface structure. In the

presence of an adsorbate, the qualitative analysis may reveal information about the

size and rotational alignment of the adsorbate unit cell with respect to the substrate

unit cell. In the second way, intensities of diffracted beams are recorded as a function

of incident electron beam energy to generate the so-called I-V curves, which through

comparison with theoretical curves, may provide accurate information on atomic

positions on the surface. It is also important to consider that the size and the local

geometry within the surface unit cell can be obtained from the spot positions and

intensities, while the spot profile, that is, the shape and width of a diffraction spot, is

determined by the long-range relative arrangement of the unit cells at the surface.

Vertical displacements of the surface unit cells (steps, facets) lead to splitting of the

spots and changes in the spot profile as a function of electron energy [124].

The other method, AES, has widespread use in determining the elemental

composition of solid surfaces. The surface to be analysed is irradiated with a

beam of electrons of sufficient energy, typically in the range 2–10 keV and, after

ionization, the atom can relax by either the ejection of a characteristic X-ray photon

or the ejection of an Auger electron [126–128]. In AES, electron bombardment

creates a vacancy in the electronic level close to the nucleus. This vacancy is filled

by an electron coming from a higher electronic level, and the excess energy is then

dissipated through ejection of a secondary electron (an Auger electron). The

resulting energy spectrum consists of Auger peaks that are characteristic for each

element. That is, as the Auger energy is only a function of atomic energy levels and

therefore, each element has its own set of atomic binding energies, an analysis of

Auger energies provides elemental identification. For further reading on this tech-

nique specific works are indicated [127–129].

The XPS, or electron spectroscopy for chemical analysis (ESCA), is another

widely used UHV techniques and can provide complete information on chemical

composition and structure both of surface and subsurface layers [130]. The infor-

mation obtained is related only to surface structures or layers, due to the limited

penetration of X-rays into solids (aprox. 5 nm). In this case, X-ray photons are

employed to irradiate the sample that causes electron emission (photoelectric
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effect). These photons interact with electrons close to the nucleus and the energy of

these electrons is characteristic of the element and not of the atomic environment.

Thus, as the photon energy is related to the binding energy, most elements produce

XPS signals with distinct set of binding energies allowing to identify and determine

the concentration of the elements on the surface.

Given that the photon energy is greater than the binding energy of the electron to

the atom, the electron is then ejected from the atom with a given kinetic energy,

which is the quantity measured in the experiment, and the binding energy in a

particular level can be determined by subtracting the energy of the incoming photon

from the measured kinetic energy of the ejected electron [131, 132]. If the incident

photon is sufficiently energetic, many different levels in the sample may be ionized

and thus a spectrum is produced showing all accessible energy levels as a distribution

of photoelectrons with the corresponding kinetic energies of the emited electrons. It

is important to note that variations in the elemental binding energies arise from

differences in the chemical potential and polarizability of compounds and therefore,

they can be used to identify the chemical state of the materials being analized.

Some examples are presented here, where these three surface analytical probes

were used as complementary techniques in studies of upd processes. Gewirth

et al. [15] examined Ag upd on Au(111) in dilute sulphuric acid solutions and the

possibility of coadsorption of sulfate anions, by electrochemical and ex-situ different

techniques, including LEED and AES. A gold single crystal cleaned by Ar+ ion

sputtering and annealed was used in the combined ultrahigh vacuum/electrochemis-

try experiments. The LEED patterns showed either a Au(111)p(5� 5)Ag or a Au

(111)p(3� 3)Ag structure, yielding open adlattices on Au(111) surfaces. The AES

measurements, which provided insight into the identity of the species at the interface,

indicated that there are significant contributions from sulfate in the upd Ag adlattice

and that the presence of this anion affects the ability to measure the adlattice in the

LEED experiment. The authors suggested that the sulfate adlattice is present on the

surface prior to the onset of Ag upd, so that Ag species must in some way penetrate

the sulfate adlattice to approach the Au(111) surface. A strong anion participation

was also found for the system Au(111)/Cu/SO4
2� employing in-situ STM, AFM and

chronocoulometry together with the thermodynamics of the so-called perfectly

polarized electrode [28, 30, 32]. However, this system differs from the previous

one in that essentially all the sulfate becomes removed at the onset potential for Cu

adlattice formation. In contrast, the sulfate adlattice was on the surface prior to the

onset of Ag upd, and the metal adlattice grew in the presence of the anion.

The early LEED and RHEED (Reflection high-energy electron diffraction)

studies for the determination of the structures of Cu adlayers deposited electro-

chemically up to one monolayer on Au(111) were performed by Kolb

et al. [21, 38]. At very low coverages no superstructure patterns were observed,

while at medium coverages, ordered layers of (√3� √3)R30� and (2.2� 2.2) type

were found for Cu in sulfate and perchlorate solutions, respectively, due to the

specific adsorption of the anions. In a previous work [22], the (√3� √3)R30o

structure had also been observed by RHEED under normal vacuum for a

submonolayer of Cu on Au(111).
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AES measurements [21] also indicated that (bi)sulfate adsorption on Cu adlayers

was stronger than that on the bare Au(111) substrate. A (1� 1) structure was found

for a Cu complete monolayer. However, in another work [133] employing the same

techniques, it was shown that the first honeycomb structure evidenced a partial

structural disorder after rinsing the electrode, leading to a loss of Cu adsorbate and

to a partial rearrangement of the adlayer.

2.11 X–Ray Absorption Fine Structure

The use of synchrotron radiation and optical thin-layer cells allowed to perform in

situ X-ray studies, so that another level of sophistication was achieved for in-situ

determination of upd adsorbates structure on single crystal surfaces.

The use of X-rays is particularly suitable to study the electrode/electrolyte

interphase because of their short wavelengths and significant penetration depth,

properties that yield direct information of atomic distances and crystallographic

structure [90]. Specifically, the X-ray absorption spectroscopy measures the absorp-

tion of X-rays as a function of the photon energy. The experimental data are

presented as a plot of the absorption coefficient (κ) dependence on the incident

photon energy, where this coefficient is determined from the decay in the X-ray

beam intensity with distance (κ ¼ �dlnI=dx) [134]. The extended X-ray absorption

fine structure (EXAFS) is related to the oscillatory variation of the X-ray absorption

(expressed as absorption coefficient, κ) as a function of photon energy beyond an

absorption edge. This absorption edge corresponds to a sharp increase in the

absorption coefficient when the X-ray photon energy is tuned to the binding energy

of some core level of an atom in the material. For atoms either forming part of a

molecule or embedded in a condensed phase, the variation of the absorption

coefficient at energies above the absorption edge (sufficiently high – 40–1000 eV),

exhibit a complex fine structure (EXAFS) [135, 136]. Information on bond dis-

tances, coordination numbers, and atom identification can be determined. The use of

synchrothon of X-ray sources provides high-intensity photon fluxes necessary to

acquire sufficiently strong signals in a reasonable time, which was essential for the in

situ structural analysis of the electrochemical interface. The electrochemical cell for

X-ray absorption spectroscopy must be designed to minimize absorption losses at

the window of the cell and the overlying electrolyte solution.

In relation with metal underpotential deposition processes, the EXAFS tech-

nique has been of great interest for studying these phenomena, since it has been able

to elucidate definite structures involved in various potential regions as well as to

show the occurrence of specific adsorption of ions.

An analysis of the underpotentially deposited Ag on Au(111) films on mica in

0.1 M HClO4 containing 5� 10�5 M Ag ions solution using EXAFS was reported

by Gordon et al. [90], who pursued to investigate the local structure of the

adsorbate. On the basis of the data analysis, they proposed a model, shown in

Fig. 2.25, for the distribution of silver and oxygen (stemming from solution) on the
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surface gold atoms, providing the data of bond lengths to gold and oxygen,

suggesting that silver atoms sit at threefold sites on the gold surface with water

(Fig. 2.25a) or perchlorate anion (Fig. 2.25b) bonded at a well defined distance.

Melroy et al. [137] also studied this system using sodium perchlorate as

supporting electrolyte and showed that silver was on the surface on a fully reduced

state. They concluded that the Ag monolayer is (1� 1) commensurate with the Au

(111) surface and that the Ag ad-atoms occupy threefold hollow sites, as proposed in

the previous work [90]. They also observed backscattering from oxygen, presumably

present in adsorbed water, which resides in either bridge or threefold hollow sites.

2.12 In-Situ Surface Differential X-Ray Diffraction

Rayment et al. [138, 139] studied the Ag upd on Au(111) in sulphuric acid media by

in-situ surface differential X-Ray diffraction (SDD) in real time, using a conven-

tional laboratory source of X-rays. Since this method has not been extensively used

in the study of upd processes, only some features of SDD given by the authors will

be indicated here. Basically, as X-Ray diffraction is an interference phenomenon,

the adsorption of a plane of atoms on a set of diffracting planes will result in an

interference, which will depend upon the spacing of the adsorbate plane with

respect to the substrate planes and the atomic scattering factor of the adsorbate.

The measurements consist in collecting the diffraction pattern of the bare substrate

and that with the adsorbate layer on it, and then subtracting the former from the

later. Thereby the change in the diffraction pattern due to the interference effect of

the adsorbate on the diffraction from the substrate can be observed. Actually, a

series of diffraction patterns are collected during the M upd as a function of

potential, corresponding to different stages in the formation of the monolayer.

Structural information such as adlayer spacing with respect to the spacings calcu-

lated for adsorption in different sites on the substrate surface, can be deduced from

the characteristic interference profile.
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Fig. 2.25 Schematic

illustration of the possible

structure of an

underpotentially deposited

monolayer of Ag on a Au

(111) substrate with either

water (a) or perchlorate (b)

bonded to the Ag adatoms

through the oxygen, from

EXAFS data analysis

(Reprinted with permission

from Ref. [90])
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The authors demonstrated that their SDD measurements together with cyclic

voltammetry, revealed different phases of the Ag upd adlayer on Au(111) at

different potentials, before the formation of the Ag(1� 1) planar structure, since

it was possible to monitor the adlayer spacing normal to the substrate as a function

of potential. In a later work, Lee and Rayment [139] could monitor monolayer

formation in situ and in real time by means of simultaneous electrochemical and

structural measurements, and proved that the thin film electrode used for SDD

analysis produced surface stress, which was responsible for some inconsistency in

previous results. They found that Ag atoms were initially adsorbed in a mixture of

bridge and atop positions, and after the completion of the upd monolayer a change

in adlayer spacing was observed, which was consistent with a transition from initial

adsorption in both bridge and atop sites to threefold hollow sites. They also showed

that in the bulk region, there was a stepwise increase in differential intensity, with a

constant adlayer spacing which is in agreement with a layer by layer growth of Ag

on Au(111), as found by other authors [113].

2.13 Transmission X-Ray Surface Differential Diffraction

In order to use in-situ structural techniques under potentiodynamic conditions,

Rayment and his group [140] developed the transmission X-ray surface differential

diffraction technique and investigated the Ag adlayer structure on Au(111) in the

underpotential region. From previous measurements using surface differential

diffraction [138, 139], vertical positions of adsorbates from the substrate had

been determined, but no information upon the lateral position of the adsorbate

relative to the substrate was obtained. The authors demonstrated that this surface

differential diffraction technique in the transmission mode allows to distinguish

between different adsorption sites, resulting from the use of different anions in

solution. By these experiments, it was possible to identify the adsorption site in

three dimensions, confirming that Ag was adsorbed on multiple sites in a sulfate

electrolyte whereas a single adsorption site (i.e. threefold hollow position) was

found for acetate and fluoride solutions.

Results obtained with sulfate solutions allowed to explain the discrepancy

between different Ag adlayer structures found in the literature. Summarizing,

early AFM studies showed a (3� 3) adlayer structure (θ¼ 1/3) after the first

deposition peak which was transformed to a (1� 1) at lower underpotentials

[14, 15]. The structures proposed from STM studies were a (√3� √3)R30� one

for the potential range 450–200 mV versus the Ag/Ag+ couple, which transformed

to a close packed (1� 1) full monolayer at E¼ 40 mV [17]; a (4� 4) open adlayer

structure after the first deposition peak [13]; a (√3� √3)R19.1� structure at poten-
tials positive with respect to the first deposition potential and a (3� 3) adlayer after

the first deposition peak [109]. Despite the different adlayer structures found by

AFM and STM in sulfate solutions, there was agreement that a stable adlayer was

formed after the first adsorption peak, which contained Ag adatoms in a mixture of

sites, threefold hollow ones and possibly both bridge and atop sites.
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2.14 In-Situ Surface X-Ray Scattering

The in-situ surface X-ray scattering (SXS) technique was used to analyze also the

Ag upd process on Au(111) in sulphuric acid solution [141]. This method, based on

a synchrotron radiation source, is suitable to provide not only two-dimensional but

also three-dimensional structural information about interphases with a very high

resolution in situ. Due to the penetrating nature of X-rays, it can be used for in-situ

structural studies of electrode surfaces. Basically, SXS involves measurements of

the distribution of scanned X-rays in reciprocal space, and from this distribution of

scattered X-rays an atomic model can be deduced and hence determination of

surfaces structures may be possible [142].

In case of the system Au(111)/Ag+, SO4
2�, it was shown that initially a complete

monolayer and then a “bilayer” of Ag, both with a (1� 1) structure, were formed

just before the bulk deposition started. The formation of a bilayer in the upd region

was also proposed by Esplandiu et al. [109] from the charge obtained from cyclic

voltammograms and STM studies, in contrast to previous works where the excess

charge was attributed to the bulk deposition and the desorption of adsorbed sulfate

and/or bisulfate anions during the upd process. The SXS measurements corrobo-

rated this assumption and indicated that electrochemically deposited Ag atoms both

in the first and second layers were situated at the threefold hollow cubic closest

packing (ccp) sites of the underlying Au and Ag layers, respectively.

2.15 Grazing Incidence X-Ray Diffraction

Grazing incidence X-ray diffraction or Grazing incidence X-ray scattering (GIXS)

is another attractive tool to analyze surface structure and determine lattice spacings

and atomic positions. In this case, a low angle of incidence of the X-rays upon the

surface small angle (a grazing angle) enhances the electric field at the surface, thus

increasing the ratio of scattering between the surface and the bulk [143]. In other

words, since the refractive index of all materials at X-ray wavelengths is slightly

less than unity, X-Ray beams are totally reflected for small glancing angles. Under

the glancing angle condition, the electric field amplitude is doubled, resulting in an

increase in scattered X-ray intensity. In addition, the background scatter originated

from the bulk is reduced, since under grazing incidence conditions the penetration

depth of X-rays is less than 10 nm. Therefore, this surface-sensitive technique

results in an important tool to obtain microestructural information in directions

parallel to the interface even on ultrathin epitaxial films [144, 145]. The cell used in

this case must satisfy the same requirements as for EXAFS. Some advantages of

this technique compared to EXAFS is that diffraction gives information on long-

range order (not on the local environment of an element), and it is less sensitive to

atomic vibrations, something which is useful when working with soft elements such
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as lead [146]. Samant et al. demonstrated that GIXS can be used for in situ

structural determination at the metal/solution interface, analyzing in situ the struc-

ture of electrochemically deposited monolayers of Pb on Ag(111) and Au(111)

electrodes. They found that, when deposited on silver, Pb atoms become ordered in

a hexagonal close-packed (hcp) geometry, with the lead lattice compressed 1.2 %

relative to bulk lead. This layer was incommensurate with the silver substrate, with

a 4.4� rotational epitaxy angle. On a Au(111) substrate, the underpotentially

deposited lead monolayer was again found to order into a hcp geometry, incom-

mensurate with the gold and compressed 0.7 % relative to bulk lead.

Later on, Herrero et al. [147] investigated the Cu upd in the presence of bromide

anions employing cyclic voltammetry and GIXS together with other X-ray tech-

nique, CTR (Crystal Truncation Rod), which will not be addressed here, providing

complementary information of the different interactions present. In order to under-

stand the different structures found at different potential regions, a voltammetric

profile for the system Au(111)/ 0.1 M HClO4 + 1.0 mM NaBr + 1.0 mM CuO is

shown in Fig. 2.26, which presents the four peaks characteristic of Cu upd on Au

(111) electrodes in the presence of bromide.

Fig. 2.26 Cyclic

voltammogram of the

system Au(111)/ 0.1 M

HClO4 + 1.0 mM NaBr

+ 1.0 mM CuO.

jdE/dtj ¼ 1 mV s�1

(Reprinted with permission

from Ref. [147])
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At potentials more positive than +0.55 V (vs Ag/AgCl), before Cu upd, bromide

anions adsorb on the Au(111) surface forming an ordered and rotated hexagonal

structure. The rotation angle of this structure with respect to the Au(001) direction

and the Br�Br distance change with the applied potential. At potentials below

0.55 V, the bromide overlayer becomes disordered until an ordered one is formed at

the beginning of Cu deposition (ca. 0.36 V) with an increase in bromide coverage.

The X-ray measurements determined that Cu and bromide were mixed in the layer,

with Cu atoms occupying some interstitial holes in the hexagonal bromide struc-

ture. As Cu deposition progressed (first adsorption sharp peak, I), a (4� 4) bromide

structure was found and then the Cu overlayer reached the Au(111) surface after

lifting the anion layer. Between peaks II and III, the formation of a stoichiometric

CuBr layer was observed and finally, after peak IV, there was a phase transition to

give a (1� 1) Cu layer with a bromide (4� 4) structure adsorbed over the copper

layer before bulk deposition. The schematic representation of such structures is

shown in Fig. 2.27.

Fig. 2.27 Schematic representation of the overlayer structure of Cu deposited on Au(111) in the

presence of Br� anions at different potential values: (a) E>+0.55 V, (b) +0.38<E(V)<+0.55,

(c) +0.32<E(V)<+0.36, (d) +0.29<E(V)< 0.32, (e) E¼+0.29 V, and (f) E<+0.14 V. For

clarity, copper, gold, and bromide are not drawn to scale (Reprinted with permission from Ref.

[147])
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2.16 In Situ Infrared Spectroscopy

In situ Infrared Spectroscopy (IRS) at the electrochemical metal/electrolyte inter-

face is a spectroscopic vibrational technique that provides information on molecular

composition and symmetry, bond lengths and force constants, serving as comple-

ment of other surface-sensitive probes such as STM, EQCM, SEXAFS, etc. A better

understanding of the physicochemical properties of the electrified interface can be

achieved through this technique, because the obtained vibrational spectra of

adsorbed species reflect the state of internal and external bonds, the lateral interac-

tions within the adlayer, as well as the effect of the external electric field on the

vibrational frequencies and intensities [148, 149]. When measuring IR reflectance

spectra from a liquid/solid interface, two problems arise: one is that aqueous

electrolytes are strong absorbers of IR radiation and hence the method is insensitive

to changes occurring in the double layer; the other is that the sensitivity is relatively

low to detect the small absorption due to a monolayer of adsorbed species. Such

limitations may be overcome by using a very thin layer of solution, 10�4 to

10�3 cm, between the reflecting working electrode and the IR window, preventing

the loss of IR energy by absorption in the solution. The sensitivity adequate for the

detection of vibrational bands from submonolayer amounts of adsorbed species on

electrodes, can be achieved by coupling of electrode potential modulation tech-

niques to the optical signal [150].

2.17 Fourier Transform Infrared Spectroscopy

An important improvement of the IRS technique was achieved by the use of Fourier

Transform instruments, because the high rate of collection of spectra in this case

makes unnecessary the modulation of potential, thus giving the possibility of

collecting spectra during the application of any desired potential program. This in

situ – Fourier transform infrared spectroscopy (FTIRS) was used by Ashley

et al. [33] to investigate the adsorption of sulfate (SO2�
4 ) and bisulfate (HSO�

4 )

ions on polycrystalline gold surfaces in sodium sulfate and also in sulfuric acid,

with and without copper underpotential deposition. The authors related their find-

ings with previous cyclic voltammetric studies obtained for a vapor-deposited

polycrystalline gold substrate in a 0.5 mM CuSO4 + 0.5 M H2SO4 solution. The

cyclic voltammogram exhibited two adsorption/desorption peaks pairs at 0.20/

0.22 V and 0.05/0.10 V, respectively, which up to that moment, were ascribed to

Cu2+!Cu+ for the first peak and to Cu2+!Cu0 for the second peak. The PDIR

(Potential-Dependent Infrared) spectra shown in Fig. 2.28, illustrated that the Cu

upd exerts a strong influence on the behavior of sulfate, bisulfate and water on the

interface, where the observed peaks were assigned to vibrations of surface anions.
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The PDIR spectra (Fig. 2.28a) obtained within the potential region where bulk Cu

was deposited (e.g. 0.00 and �0.05 V vs Ag/AgCl) were similar to those collected

from 0.5 M H2SO4 on Au with no Cu present (Fig. 2.28b), where bisulfate species

predominate. The results related to the Cu upd process on Au, indicated that

adsorbed sulfate anion (located at ~1100 cm�1) was present on Au at more positive

potentials, and its coverage increased when underpotentially deposited copper was

present on the gold substrate surface (Cu+ upd region). When the applied potential

was sufficiently negative to cause full discharge of Cu upd (when deposited Cu+

was converted to Cu0), IR spectra showed a loss of adsorbed sulfate and an increase

in surface bisulfate species (bisulfate peaks located at – 1200, 1050, and 900 cm–l),

together with a reorientation of adsorbed water molecules. The bipolar water band

near 1600 cm�1 also appeared when Cu0 was formed. The results were explained in

terms of surface electrostatic interactions during Cu upd, and also in terms of

potential-dependent pH changes at the interface. These authors demonstrated the

utility of IR spectroscopy technique regarding the possibility to analyze the inter-

facial behavior of electrolyte and solvent during upd processes.

Fig. 2.28 PDIR spectra obtained on polycrystalline Au from (a) 0.5 mM CuSO4 + 0.5 M H2S04
and (b) 0.5 M H2SO4 (Reprinted with permission from Ref. [33])
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2.18 Differential Reflectance Spectroscopy

The properties of adsorbed metal adatoms on metal substrates can be investigated

also by differential reflectance spectroscopy (DRS). This optical method is

employed to elucidate the optical and hence the electronic properties of metal

adsorbates. It uses photons as a probing medium (i.e. ultraviolet, visible or infrared

light), and is based on the interaction of these photons with strongly absorbing

materials such as metals, alloys, and semiconductors, taking place in the first

10–20 nm of the surface[151]. This important feature allows DRS to probe

50–100 atomic layers into nontransparent solid surfaces having a characteristic

probing depth different from other techniques such as XPS or XRD.

In the DRS technique, the normalized reflectance change ΔR/R due to the

adsorption process is measured [3, 152, 153], and is defined in a general form

according to:

ΔR

R
¼ R θð Þ � R 0ð Þ½ �

R 0ð Þ ð2:3Þ

where R(θ) and R(0) are the reflectances of the adsorbate-covered and bare surface,
respectively. ΔR/R can be correlated with the optical properties of the adsorbate

layer and those of the substrate and the solution, using a simple three-phase model

with sharp boundaries. In general, the measurements are carried out at different

wavelengths with fixed angles of incidence. In all cases, the measured changes are

so large that optical effects from the solution side of the double layer can be

neglected. For the system Au/Cu2+, the reflectance change during metal deposition

is mainly caused by an adsorbate induced change in the gold surface optical

properties and not to absorption processes in the monolayer itself [154]. On the

other hand, results from optical measurements of Cu atoms electrodeposited on Pt

were presented as an example where the electroreflectance effect of Pt was negli-

gibly small compared with the reflectance change caused by the adsorbate itself,

while the influence of oxide formation or hydrogen evolution was excluded in this

potential upd region. Kolb et al. [155] determined the optical constants for Cu

underpotentially deposited on Pt, as a function of photon energy, angle of inci-

dence, and adsorbate coverage, and found that the changes in the optical properties

were ascribed to the Cu upd layer because the electroreflectance effect of Pt was

negligibly small compared to the reflectance change caused by the adsorbate itself.

It was also observed that these optical constants were quite different from those of

bulk Cu, similarly to the case of Ag upd on Pt, where the deposition of 4–5

monolayers was required to obtain bulk metal properties [156]. The ΔR/R spectra

(i.e. the reflectance change due to metal deposition) for a Cu monolayer on Pt single

crystal electrodes revealed that the optical properties of the Cu monolayer also

showed a pronounced dependence on the crystallographic orientation of the sub-

strate. Discontinuities seen in the curve of reflectance change against coverage

indicated a structural transition at such coverage.
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In order to get further insight about the capabilities of this technique,

Borensztein and Abelès [157] analyzed the surface reflectance spectroscopy tech-

nique and presented several application examples such as gas atoms or molecules

adsorbed on metal surfaces in vacuum systems and very thin metal films deposited

onto metallic surfaces, either in electrolytes or in ultrahigh vacuum. More infor-

mation is available in the literature [158].

2.19 Optical Second Harmonic Generation

Optical second harmonic generation (SHG) is a non linear optical technique used to

monitor surface structure in situ. In the optical methods defined above, the electrode

is irradiated with light of a determinated frequency and the radiation is also detected

at this frequency. However, non linear optical effects can result in the appearance of

radiation at twice the fundamental frequency and this phenomenon requires a non

centro-symmetric medium. Therefore, SHG can be observed in a localized region

(a few atomic layers) at the interface between two adjacent centro-symmetric media

(such as bulk metals and solutions), where a breakdown in symmetry occurs [159–

161]. The SHG signal is sensitive to species at the interface but not very effective

for their identification, but together with the electrochemical analysis of the system,

can be used to detect adsorbed species, reaction intermediates, and changes in the

nature of the electrode surface. For a further and a more comprehensive reading,

several reviews about SHG are available including principles, theory, and applica-

tions [162–166]. Typical examples for the Au/Cu2+ and Au/Ag+ systems are

mentioned below in order to provide the information that is obtainable from this

technique.

Ashley and coworkers [167] used SHG together with the EQCM to study copper

upd on polycrystalline gold in sulfuric acid electrolyte. The second harmonic signal

from a polished bulk gold substrate was observed to decrease by >60 % as a result

of copper underpotential deposition on gold. The SH signals observed during

copper upd, and subsequent removal of copper adlayers in a 1 mM CuSO4 + 0.5 M

H2SO4, are shown in Fig. 2.29. The substantial SH signal decrease during the

negative potential scan was attributed to Cu upd on Au, before reaching a constant

value at potentials more negative than 0.05 V vs Ag/AgCl. The authors pointed out

that this decrease in SH intensity could result from an overall decrease in localized

electron density at the interface when Cu became electrodeposited, until a full Cu

monolayer was generated on the Au substrate, leading to a (1� 1) commensurate

structure. The SH signal remained constant on the positive scan, up to a potential of

0.3 V and then increased returning to the initial value. This observed hysteresis

suggested that significant interfacial changes occurred due to the formation and

dissolution of Cu adlayers, leading to different potential-dependent SHG

magnitudes.

Koos and Richmond [168] have studied the structure and stability of

underpotentially deposited Cu, Ag, Pb and Tl layers on Au(111) by SHG. They
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found similar patterns for the Au(111)/Ag surface and for Au(111) surface in the

absence of Ag, originated by the ability of Ag adatoms to lattice match with the Au

(111) surface, so that the surface electronic structure was not modified. Likewise,

the optical responses from the Au(111)/Cu interface and the Au(111) surface were

consistent with the known electronic structure of the metal and the geometric

structure of the overlayers. In the case of Pb and Tl electrodeposition, a strong

perturbation of the anisotropic second harmonic signal was observed and the

authors attributed these changes to the inability of the large adatoms to lattice

match with the substrate (rPb/rAu¼ 1.21 and rTl/rAu¼ 1.18), causing a substantial

modification of the surface electronic structure.

Later, Walters et al. [169] reported surface kinetics results of electrodeposited

Ag on Au electrodes for the cases of underpotential and bulk deposition, combining

potential step and optical second harmonic generation techniques. They suggested

that electrodeposited silver on polycrystalline gold followed a mixed 2D-3D growth

mode and found evidence that the surface structures were predominantly flat and

grew at a considerable slow rate. The SHG experiments showed also the difference

between the bulk Ag structures deposited on Au from those supported by a

submonolayer film of Ag on Au.

2.20 Surface-Enhanced Raman Spectroscopy

With the aim of getting more information about the properties of M upd layers,

Surface-enhanced Raman Spectroscopy (SERS) has also been used to this purpose.

SERS is a surface spectroscopic technique that, like Fourier transform infrared

spectroscopy, is based on probing molecular vibrations of the molecules adsorbed

on a substrate surface. Actually, the final letter S can also stand for Scattering,

emphasizing the optical effect rather than the technique. It is applicable most
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Fig. 2.29 Measured SHG

intensity vs potential

applied to the electrode

surface. Electrolyte: 1 mM

CuSO4 + 0.5 M H2SO4. E is

expressed vs Ag/AgCl

reference electrode

(Reprinted with permission

from Ref. [167])
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usefully to adsorption on the coinage metals, copper, silver and gold, which are

highly reflective in the visible, and provides in situ information about the chemical

identity of the adsorbed species, protonation/deprotonation state, molecular struc-

ture, and orientation of adsorbates at surfaces [170, 171]. The enhancement is

provided by plasmon resonances (family of effects associated with the interaction

of electromagnetic radiation with metals) in the metal substrate. However, a

chemical enhancement involving a resonance Raman-like process associated with

chemical interactions between the molecule and the metal surface can also contrib-

ute to the major SERS effect [172]. SERS mainly comes about as a combination of

the two effects. Therefore, a remarkable enhancement of the scattering intensity can

be observed for species that are adsorbed on, or are microscopically close to,

appropriately roughened surfaces. In this case, the atomic flat surfaces commonly

used in fundamental research in electrochemistry, are not suitable for SERS inves-

tigations. The roughening of the electrode surfaces usually involves the application

of oxidation-reduction potential cycling in sulfate or chloride media, chemical

etching in acids, electrochemical deposition of films on the substrate, etc.

[173]. The inherent constraints of the technique are the limited substrate choices

that exhibit localized surface plasmon resonance behaviour (Cu, Ag and Au) and

the need for a roughened surface, which due to variation in the fabrication pro-

cedures can lead to inconsistent optical properties and hence, discrepant enhance-

ment factors.

More literature about the SERS technique is available for further reading [174–

176]. The use of SERS in upd systems are presented in the following examples.

Weaver et al. [177] reported surface enhanced Raman spectra for representative

adsorbates, namely, halides, thiocyanate, benzonitrile, and pyridine adsorbed on

upd monolayers of Ag and Cu on electrochemically roughened Au electrodes, as

compared with corresponding spectra at unmodified Au and at Ag and Cu elec-

trodes. The SER intensities on the upd surfaces were comparable to, or higher than,

those observed for the bulk metal electrodes, exhibiting reversibility with respect to

negative–positive potential excursions, as noted for Au substrates. Figure 2.30

shows sets of SER spectra at Ag upd on Au obtained as a function of potential

for adsorbed chloride (A) and bromide (B) anions.

From the previous results, it was observed that the surface-bromide and the

surface-chloride band at the most positive potentials were more intense than those

typically obtained under similar conditions for conventional Ag and Au surfaces,

leading to sharp decreases in the band intensities when the potential was changed to

more negative values. Furthermore, these band intensities were largely recovered

when the potential was reversed to the original value for anodic stripping of Ag

monolayer. The same behaviour was observed for Au but not for Ag where a

complete irreversible loss of SERS occurred upon such negative potential excur-

sions. Therefore, the authors were able to infer that the stability of the SERS signals

characteristic for Au substrates, was retained after the deposition of Ag upd

monolayer. In this work it was also demonstrated that the surface-halide stretching

frequencies and the C-N and surface-sulfur frequencies for thiocyanate on Ag upd

were significantly higher than those on bulk silver electrodes at a given potential.
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This behaviour was attributed to the greater electronic polarization of the adsorbate

on the upd silver surface caused by the underlying gold substrate. Qualitatively

similar, although smaller, frequency differences were seen for thiocyanate adsorbed

on upd copper and bulk copper electrodes. Similar SER spectra were also seen as a

function of electrode potential for benzonitrile and pyridine adsorbed on the

corresponding upd and bulk metal electrodes.

Another work performed by two of the previous authors also showed the

influence of modifying Au electrodes by upd layers on adsorbate-surface interac-

tions by SERS [178]. Surface Enhanced Raman (SER) spectra were analysed for

several adsorbates on underpotential deposited layers of mercury, thallium, and

lead on an electrochemically roughened gold electrodes, concluding that metal
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overlayers on gold provide a mean to examine adsorbate-metal bonding at surfaces

which do not exhibit suitable Raman scattering enhancements.

At the same time, Fleischmann and Tian [179] found that the underpotential

deposition and dissolution of monolayers of Pb and Tl on Ag roughened surfaces

produced diminished surface enhanced Raman scattering, while electrodes covered

by complete upd and overpotential deposited layers allowed significant SER spec-

tra. They also probed that chloride ions were especially active in causing the loss

of SERS.

2.21 Techniques Suited to Study Alloy Formation During

the upd Process

In many upd systems the strong metal-substrate interaction induces place exchange

processes, which lead to the formation of M-S surface alloys. This phenomenon is

usually observed in systems exhibiting sufficient miscibility between the substrate

and the upd metal and is usually kinetically hindered at room temperature [1]. For

this reason, experiments at elevated temperature or with long-time polarization at

room temperature should be carried out in order to study the formation of alloy

phases. The phenomenon can be recognized by the appearance of a new desorption

peak at relatively high underpotentials in an anodic linear sweep measurement and

changes in the normal desorption peaks corresponding to the M upd adsorption

process. STM and AFM measurements also provide detailed structural information

and show clearly the drastic changes in surface morphology due 2D M-S surface

alloy formation.

Interdiffusion has been observed in the following systems: Ag/Tl+ [180–183],

Ag/Pb2+ [182–193], Au/Pb2+ [194–197], Ag/Cd2+ [198–203], and Au/Cd2+

[91, 204–211]. Typical examples are represented by the systems Au/Cd2+ and

Ag/Cd2+, which were considered as model systems for the study of surface alloy

formation processes.

Garcı́a et al. [201, 202] analyzed the kinetics and mechanism of Cd upd on Ag

(111) and the surface alloy processes involved in sulfate solutions by means of

combined electrochemical measurements and in-situ STM. In relation with the

surface alloy phenomenon, they showed that, at long polarization times, the con-

densed Cd monolayer formed via a first order phase transition undergoes structural

changes involving place exchange processes between Cd atoms and surface Ag

atoms. The formation of a second Cd monolayer and a significant Ag-Cd surface

alloying takes place at lower underpotentials (ΔE< 50 mV). The kinetics of surface

alloying was studied on the basis of a diffusion model proposed by Vidu and Hara

[208] for the system Ag(100)/Cd, including the relatively fast initial formation of a

very thin surface alloy film and the subsequent slow alloy growth controlled by

solid state diffusion. The results were in good agreement with previous measure-

ments in the system studied [199] and suggested that at long polarization times,

alloy formation occurs preferentially by the motion of Ag atoms through a
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vacancy–rich surface alloy layer and the simultaneous Cd deposition at the Ag-Cd

interphase. Anodic dealloying led to the appearance of a large number of 2D islands

and monatomically deep pits as was observed by in-situ STM after anodic stripping.

The clustering of vacancies created during removal of Cd from the surface alloy led

to formation of larger pits, which disappeared by changing the underpotential to

sufficiently positive values. This behaviour suggested a high mobility of Ag surface

atoms at these potentials in good agreement with observations reported previously

in studies with Ag(100) substrates [212].

The surface alloy process has also been observed in systems consisting in an

ultra-thin Ag-Cd bimetallic layer with epitaxial arrangement on Au(111) elec-

trodes, electrochemically deposited from separate electrolytes containing Ag+ and

Cd2+ ions, as well as from a multicomponent solution containing both ions

[213, 214]. Anodic stripping curves obtained after long time polarization experi-

ments demonstrated that a significant Ag–Cd surface alloying accompanied the

formation of the Cd monolayer on the Au(111)/Ag modified surface, irrespective of

the Ag film thickness. In the case of an extremely thin Ag layer (1 Ag ML) and

taking into account the results obtained by the same authors for the Au(111)/Cd

system [209], the STM images and long time polarization experiments revealed a

solid state diffusion process of Cd, Ag, and Au atoms, which can be responsible for

the formation of different Ag–Cd or Au–Ag–Cd alloy phases. Figure 2.31 shows a

sequence of in-situ STM images corresponding to the formation of the Ag-Cd

bimetallic layer onto the Au(111) substrate from a solution containing both metallic

cations and its dissolution. Figure 2.31a shows the surface morphology of the bare

Au(111) substrate at E¼ 650 mV vs SSE, composed of flat terraces. Figure 2.31b

exhibits a Ag ML electrodeposited onto the Au(111) surface after a polarization

time, tp¼ 15 min at E¼�200 mV (Ag overpotential deposition region). This Au

(111)/Ag modified substrate was then polarized at E¼�1170 mV producing a Cd

ML (Fig. 2.31c), and also, the formation of a second Cd ML, as recognized by the

presence of 2D Cd islands. Figure 2.31d displays the Au(111) surface morphology

after the anodic dissolution of both Cd and Ag monolayers by polarization at

E¼ 650 mV. As seen, the removal of both layers leads to the appearance of a

large number of 2D islands and monatomically deep pits on the original gold

terraces, indicating an alloy dissolution process. In particular, this type of behaviour

was observed in the systems Au(111)/Cd2+ [209, 215, 216] and Ag(111)/Cd2+

[201], but was practically not observed during Ag upd on Au(hkl) [13, 113]. There-

fore, it was possible to infer that in the present case, the Cd atoms reached the

underlying Au surface by diffusion and/or by a place exchange mechanism with the

Ag and Au atoms.

Recently, the Cd upd process in the system Au(100)/Cd2+, SO4
2� and the Au-Cd

surface alloy involved were investigated by the same group, by conventional

electrochemical techniques and in-situ STM analysis arriving to similar

conclusions [211].

Garcı́a et al. [203] studied the formation of bimetallic Cd–Ag nanoparticles on

vitreous carbon (VC) by conventional electrochemical techniques and ex-situ

AFM. The solutions used for metal deposition were: 1 mM Ag2SO4 + 0.02 M
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H2SO4 + 0.1 M Na2SO4 and 2 mM CdSO4 + 0.1 M Na2SO4 (pH¼ 2.28), whereas a

0.1 M Na2SO4 (pH¼ 2.28) solution was employed as blank electrolyte. The authors

demonstrated that alloy formation between both metals could be inferred, which

had not been previously reported using nanoparticles. They found that the alloy

formation phenomena observed previously during Cd upd on bulk Ag electrodes

[199, 201, 213] was also found in the case of Cd upd on Ag nanoparticles. The

desorption spectra in the system Cd/Ag (nanoparticles)/VC employing different

polarization times, showed three desorption peaks associated with the dissolution of

the Cd overpotential deposits (opd) and upd deposits and a Ag–Cd alloy formed at

low underpotentials, respectively. This phenomenon was also confirmed by

performing an anodic stripping of Ag/Cd deposits to more positive electrode

potentials in a blank electrolyte solution.

Fig. 2.31 Sequence of in-situ STM images obtained during the formation of a Ag/Cd bimetallic

layer onto a Au(111) substrate under different conditions. (a) Bare Au(111) surface at E¼ 650 mV;

(b) formation of a Ag ML at E¼ 200 mV; (c) formation of a Cd ML at E¼�1170 mV; (d) surface

morphology after anodic stripping at E¼ 650 mV (Reprinted with permission from Ref. [214])
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2.22 In-Situ Measurement of Surface and Growth Stress

Less frequently employed for studying the alloy formation process in the upd

region, is the in-situ measurement of surface and growth stress, which is originated

by the difference of the atomic configuration of surface atoms with regards to that in

the bulk. Experimental procedures and equipment for this technique are detailed

elsewhere [217]. The simplest and most widely used method involves the measure-

ment of the deflection of a flexible cathode, typically in a direction that is perpen-

dicular to the in-plane stress generated in the film. Interferometry, capacitance

measurements, laser beam deflection and STM/AFM can be employed for moni-

toring the deflection. Stafford and Bertocci [217] indicated that the adsorption of

species on the surface can be expected to alter the surface stress, since the local

interaction of each adsorbate will modify the bond strength between neighboring

atoms on the surface. Also the lattice misfit between a metal adlayer and the

substrate generates surface stress, where the sensitivity of the later to both ionic

and fully discharged adsorbates makes this measurement attractive for upd studies.

Stafford et al. [218] investigated the voltammetric and stress response during Pb

upd on textured Au(111) evaporated films in 0.1 M HClO4 containing 10 mM Pb

(ClO4)2 solution. Particularly, the authors analyzed the stress behaviour of the

system at different sweep rates and observed initially, as shown in Fig. 2.32a, an

increase in the surface stress, similar to that observed in Pb2+-free solution, asso-

ciated with a combination of electrocapillarity and surface charge redistribution

induced by anion desorption. At a potential of about �0.43 V vs SSE, a change of

stress in the compressive direction was detected, under conditions where nucleation

and growth of Pb islands took place [196]. Then, stress relaxation in the tensile

direction occurred in a very narrow potential range after which the Pb monolayer

was completed. From results reported previously [219], the surface stress was

correlated to Pb coverage, obtaining an overall compressive surface stress change

Fig. 2.32 (a) Dependence of surface stress on potential during Pb upd on a (111)-textured Au film

at different sweep rates (5–200 mV s�1). Solutions: 0.1 M HClO4 with and without 10 mM Pb

(ClO4)2. (b) Magnification of the zone where stress relaxation takes place. Only cathodic scans are

shown. Inset: magnitude of stress relaxation as a function of sweep rate (Reprinted with permission

from Ref. [218])
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of about �1.2 N m�1 for the complete Pb monolayer. With further deposition, the

stress moved once again in the compressive direction, as more Pb atoms were

incorporated into the adlayer, causing contraction of the interatomic spacing and

eventually rotation of the monolayer. Previous results obtained by Welland

et al. [220] led to similar conclusions. In this case, an AFM Au-coated cantilever

was used as a bending-beam sensor to measure surface stress changes, which

occurred during the electrodeposition of Pb monolayer on Au(111), without con-

sidering alloy formation. This phenomenon could not be studied due to experimen-

tal conditions where fast scan rates were needed to avoid thermal drift.

The sweep rate dependence of surface stress is shown in the inset of Fig. 2.32b,

indicating that at slower sweep rates, larger compressive stress was developed,

something that can be explained by the occurrence of Pb-Au surface alloying,

because in this case the slow sweep rate allows more time for the hcp adlayer to

transform to the alloy structure. The authors concluded that the stress behavior was

due to kinetically controlled surface alloying occurring at low coverages, while at

high coverages the surface alloy removal took place generating a hexagonal close-

packed Pb monolayer with subsequent Pb deposition. This behaviour was quite

different from other systems, such as Ag(111)/Cd, in which, as mentioned above,

the alloying was produced into the solid state at complete coverage and the charge

required to strip Cd adatoms exceeded that of a monolayer [201]. Stafford and

Bertocci also suggested that the observed stress relaxation hump could be caused by

an alloying/dealloying transition. Therefore, after many cycles of Pb deposition and

dissolution, the (111)-textured Au surface was roughened, as a consequence of

surface alloying and dealloying processes, in accordance with the STM results

reported by Green and Hanson [197].

2.23 Applications of upd as a Tool

As the M upd phenomenon is the initial stage of metal phase formation, it has often

been used to modify electrodeposition processes and has been regarded as a

powerful tool to modify, in a controlled way, the catalytic properties of the

substrate.5

On the other hand, M upd has been employed to prepare ultrathin metal films.

For example, a method has been developed by Brankovic et al. [221] in which an

ordered metal adlayer underpotentially deposited on a substrate is replaced by a

more noble metal monolayer in an electroless deposition process, producing 2D

deposits uniformly covering the substrate surface. The replacement of the M upd

layer takes place via an irreversible and spontaneous redox process in which this

adlayer is oxidatively dissolved by cations of more noble metals, which are

simultaneously reduced and deposited. The authors applied this procedure using a

5 This application of M upd will be discussed in detail in Chap. 4
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Cu upd adlayer on Au(111) as “sacrificial layer”, which was then replaced by a

submonolayer of Pt, a monolayer of Pd and a bilayer of Ag in a spontaneous

reversible redox process. The total amount of the deposited metal was determined

by the stoichiometry of the redox reaction and the structure of the upd Cu adlayer.

This method, known later as Surface-limited redox replacement (SLRR), refers
then to a confined, in a monolayer or two, reaction where a predeposited metal layer

is replaced by a more noble metal at open-circuit potential, and offers an interesting

alternative approach to prepare bimetallic catalyst surfaces or uniform ultrathin 2D

M films. The applicability of this procedure was also examined for the systems Au

(111)/Cu and Ag(111)/Cu [222]. Two-dimensional growth of Cu up to 100 mono-

layers has been achieved by multiple redox replacement of monolayers of

underpotentially deposited Pb used as a sacrificial metal. In this case, open-circuit

potential monitoring during the replacement reaction was used to control the

completion of each deposition event and the film thickness was determined by

anodic film stripping. The excellent surface quality of the epitaxially grown Cu film

was characterized by STM in situ and XPS analysis, which showed no traces of Pb

into the Cu film.

In a recent work, Brankovic et al. [223] analyzed the stoichiometry of Pt

deposition on a Au(111) substrate by SLRR employing Cu upd as intermediate,

emphasizing that it was influenced by the specific experimental conditions and

anions involved. The Au(111)/Cu upd was formed from a 10�3 M Cu2+ + 0.1 M

HClO4 solution, whereas the Pt deposition (redox reaction) was carried out from a

10�3 M [PtCl6]
2�+ 0.1 M HClO4 solution. The results indicated that, as the anion

of the supporting electrolyte of both solutions was ClO4
�, which does not have the

tendency for complexing the Cu ions, the ligand in the depositing complex,

[PtCl6]
2�, was responsible for the final oxidation state of dissolved Cu ions as it

stabilized the Cu+ ions forming the complex [CuCl2]
�. Combining the statistical

STM data analysis and conventional electrochemical techniques, the authors con-

cluded that the Cu upd adatoms oxidation to Cu(I) was thermodynamically more

favorable than their oxidation to Cu(II), during the redox replacement reaction,

suggesting that four Cu upd adatoms were replaced by each deposited Pt adatom.

As the electrochemical deposition method based on SLRR of underpotentially

deposited sacrificial metal monolayers has gained considerable interest due to its

broad applications in the preparation of catalytic materials and growth of ultrathin

epitaxial films, the kinetics of metal deposition via this technique was examined by

the same authors [224]. The model system was Au(111)/Pt using Pb and Cu upd

sacrificial monolayers deposited on Au(111), considering HClO4 and H2SO4

supporting electrolytes. The parameters of the reaction kinetics, i.e. reaction half

time, reaction order and reaction rate constant, were determined. The effects on the

reaction kinetics of the nature of the M upd monolayer, the transport limitation and

the present anions were also investigated.
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In recent years, the synthesis of multimetallic nanoclusters has been extensively

studied due to their widespread applications specifically in electrocatalysis. Elec-

trodeposition of these nanostructures can be performed by codeposition of metals

from a common electrolytic bath or by sequential deposition of the involved metals.

The SLRR methodology is another option for the preparation of bimetallic

nanoclusters.6

Several studies have been reported about thin composite films, using M upd

layers. Particularly, the formation of nanostructures composed by compound semi-

conductors is of great interest because their application in optoelectronic devices.

Epitaxial growth of compound semiconductors was achieved by Stickney and

co-workers [225–228] using the so-called Electrochemical Atomic Layer Epitaxy
(ECALE) method, which is based on successive upd atomic layers of different

elements to form a compound. The principle is similar to that of the SLRR in the

sense that both use surface limited reactions to form each atomic layer of a deposit.

They developed this method for the production of II-VI compound semiconductors

which are deposited epitaxially. The upd is used in order to limit deposition to a

monolayer and because of the enhanced stability provided by bond formation

between the II and VI elements, relative to formation of bulk elemental deposits

[229]. The thin-layer electrodeposition of CdTe on a Au polycrystalline electrode

was the first system studied employing the ECALE method. This deposition

technique has several advantages such as the prevention of generating three-

dimensional nuclei by never exceeding the monolayer regime. The control of

deposition potentials is such that only deposition enough to cover the deposit occurs

and the combination of each successive element with only the element previously

deposited, prevents the mixing between the metals being deposited. Adequate

deposition potentials and solution composition are necessary for each element

being deposited. Each deposition cycle forms a monolayer of the compound, and

the number of cycles determines the thickness of the deposit.

Most semiconductors compounds consist of both a metal and a main group

element such as Te, Se, S, As, Sb, or Bi. At present, several compounds have

been prepared by ECALE. Among them are CdTe, CdSe on polycrystalline and

single crystal Au electrodes [226, 230–233]. Another groups adopted Ag(111) as

substrate to prepare semiconductor compounds. For example CdTe and ZnSe

deposition on Ag(111) was obtained by ECALE, alternating underpotential depo-

sition of atomic layers of the elements making up the compound [234, 235].

Upd-based systems have been analysed in recent years for the development of

electrochemical supercapacitors, which attract growing attention as electrical

energy storage systems because of the high capacitance of the electrode materials

resulting in higher specific power than batteries and higher specific energy than

conventional capacitors. The supercapacitor processes are, ideally, 2-D and rely on

faradaic processes in which a monolayer or quasi-monolayer of electrochemically

6 It will be discussed in detail in Chap. 6
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reactive species can be electrosorbed or electrodesorbed with charge transfer via

upd processes, e.g. Cu on Pt, Pb on Au, Bi on Au, Bi on Ag [236].

Girija and Sangaranarayanan [237] have studied Tl upd on Ag in the presence of

bromide ions. They demonstrated the feasibility of upd-based systems as

supercapacitors using this system as an illustrative example and estimated the

specific capacitance employing voltammetric and galvanostatic charge/discharge

studies. Upd-based supercapacitor systems are favorable due to the following

considerations: high reversibility, large pseudocapacitance values, wide choice of

the substrate and depositing species, feasibility of employing aqueous and

non-aqueous solvents, specific choice of electrolytes in order to increase adsorption

via pseudocapacitance. Figure 2.33 shows a typical chronopotentiogram obtained at

a constant current density of 10 μA cm�2 over the Tl upd range, exhibiting the

usually charge/discharge behaviour of supercapacitors. Furthermore, the charge

curves are symmetrical to their corresponding discharge counterparts in the poten-

tial region considered, an essential criterion for the feasibility of supercapacitors,

and the reversibility is maintained for ~102 cycles.

2.24 Photoacoustic Technique

The Photoacoustic (PA) technique has not been widely applied for upd systems but

some works are found in the literature. Fujishima et al. [238, 239] reported results

on the Au oxide layer and the plating of Cu on Au, demonstrating the capability of

the Photoacoustic spectroscopy (PAS) to study the surface behaviour of metal

electrodes in-situ. They also described the cell and the experimental procedure

used for this purpose, where the current-potential and photoacoustic signal-

potential curves are recorded simultaneously. Basically, PA refers to the generation

of acoustic waves by modulated optical radiation. The process involves absorption

of light (e.g. laser beams) in the working electrode and production of heat followed

by propagation of heat-generated thermal waves to the electrode surface. Heat is

then transferred into the adjacent gas, varying its pressure, which is then measured
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by a microphone as the photoacoustic signal. This technique differs from the

conventional ones mainly by the fact that even though the incident energy is in

the form of optical photons, the interaction of these photons with the sample is

studied not through subsequent detection and analysis of some of them but rather

through a direct measure of the energy absorbed by the material because of its

interaction with the photon beam [240, 241].

Later, Fujishimaet al. [242] demonstrated that PAS is a sensitive optical method

that has both sensitivity and ability to provide in-situ information about the inter-

face electrode-electrolyte modified by upd. They were able to detect Pb upd from

0.1 M NaClO4, +0.01 M Pb(ClO4)2 + 0.005 M HC104 solution onto Ag substrate

employing PA. The clear peaks pair (deposition and dissolution) related to the Pb

upd were detected in the PA signal-potential curve showing a slight increase or

decrease at the potential where the peaks in the current-potential curve were

evidenced. The slow transformation phenomena of Pb adsorbates on Ag(111)

electrode surfaces [183–192] reported previously, was also detected as a slight

fluctuation of the PA signal.

2.25 Electrochemical Impedance Spectroscopy

The potentiodynamic electrochemical impedance spectroscopy (PDEIS) is a rela-

tively new and promising technique to study in real time the electrochemical

response of metal monolayers and nanostructures on various substrates providing

fast acquisition and visualisation of the interface response to ac and dc current in a

single potential scan [243, 244]. In a simple experiment, the cyclic voltammogram

of the system and the Nyquist and Bode plots extended to 3D as a function of

potential are obtained. These later are then individually extracted from the 3D plots

as orthogonal sections and decomposed by a built-in equivalent circuit analyser into

the constituent responses of the circuit elements, analogous to conventional ac

impedance measurements. Unlike conventional electrochemical impedance spec-

troscopy (EIS), which analyses frequency response in stationary states to obtain the

whole equivalent circuit, PDEIS analyses the ac response in terms of equivalent

electric circuit parameters dependences on the potential, allowing dynamic surface

control. PDEIS appeared to be useful for nonstationary effects monitoring in upd.

Different equivalent circuits were found for reversible and irreversible upd pro-

cesses. For the first ones, low-amplitude ac probing generates oscillation of adatom

coverage, which produces the capacitance of adsorption in the equivalent circuit,

but no adsorption capacitance was found in irreversible upd systems. Moreover,

PDEIS enables separate monitoring of anions coadsorption in upd processes.

Ragoisha and Bondarenko [245] demonstrated the application of PDEIS to

copper underpotential deposition on polycrystalline gold in 10 mM CuSO4 + 0.1 M

H2SO4 and 10 mMCu(NO3)2 + 0.1 M HNO3 providing in situ investigation of anion

adsorption during copper monolayer formation on gold. The dependences of the

equivalent circuit parameters on potential showed different behaviours of nitrate
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and sulfate ions. The authors also indicated that the results revealed some irrevers-

ibility of the constituent processes that appeared to be reversible from cyclic

voltammograms.

Figure 2.34 shows the PDEIS spectra, cathodic (Fig. 2.34a) and anodic

(Fig. 2.34b) branches, for the system Au/10 mM CuSO4 + 0.1 M H2SO4 and the

corresponding cyclic voltammogram together with the voltammetric results in the

system Au/10 mM Cu(NO3)2 + 0.1 M HNO3 (Fig. 2.34c). Differences between the

ac responses of the cathodic and anodic scans evidenced intrinsic irreversibility and

non-stationary of the underlying processes. The presence of sulfate and nitrate

anions for Cu upd on Au shows no pronounced changes in voltammetric results

which is not the case as it is shown below. In Fig. 2.35 the best-fit equivalent circuit

in each case, and the dependences of the equivalent circuit parameters on the

potential are presented, such as the double layer capacitance (Cdl), the pseudoca-

pacitance and pseudoresistance of Cu upd (Cc, Rc) and anion adsorption (Ca, Ra).

Fig. 2.34 Cathodic (a) and anodic (b) branches of the PDEIS spectrum for Cu upd on Au in

10 mM CuSO4+ 0.1 M H2SO4. (c) Cyclic voltammograms of Au in 10 mM CuSO4 + 0.1 M H2SO4

and 10 mM Cu(NO3)2 + 0.1 M HNO3 solutions. jdE/dtj ¼ 2 mV s�1 (Reprinted with permission

from Ref. [245])
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Nitrate adsorption pseudocapacitance, and the inverse of the adsorption pseudore-

sistance, both exhibited peaks in a narrow range of Cu monolayer growth, while

sulfate affected a wider potential range and gave two desorption peaks in the anodic

scan. The complex and different potential dependences of the double layer capac-

itances in sulfate and nitrate solutions evidenced the anion effects during the Cu upd

process on Au electrodes.

PDEIS was also used for characterisation of Ag upd on polycrystalline Pt [244],

Pb upd on polycrystalline Au and on Au coated with Se atomic layer [246], Bi upd

on Au [247] and Pb upd on Te [248], where no adsorption pseudocapacitances were

found in equivalent electric circuit of irreversible lead upd on tellurium.

2.26 Thermal Desorption Spectroscopy

The Thermal Desorption Spectroscopy (TPS), also known as Temperature

Programmed Desorption (TPD) [249, 250] is an important tool to study for example

hydrogen desorption kinetics in metal hydrides, but it was found throughout the

literature that it can be also applied to M upd processes, although not extensively.

Briefly, TPS consists in a non-isothermic analysis of desorption kinetics and it is

used to obtain information on the energetics and kinetics of adsorbed particles. It

involves heating resistively via thin tantalum or tungsten wires, a sample covered

with one or more adsorbate(s), following a pre-defined temperature profile (mostly

Fig. 2.35 (a) Equivalent electric circuit obtained from the PDEIS spectra for Cu upd on Au, (b)–

(f) dependencies of the equivalent circuit parameters on potential (Reprinted with permission from

Ref. [245])
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in a time-linear fashion) and simultaneously detecting the residual gas in the

vacuum desorbed by the material by means of a mass analyser. The concentration

of desorbing species is usually measured with a quadrupole mass spectrometer. As

the temperature rises, certain absorbed species will have enough energy to escape

and will be detected as a rise in pressure for a certain mass. The experiments are

performed in a continuously pumped ultra-high vacuum (UHV) chamber. With

increasing temperature, the desorption rate increases, eventually goes through a

maximum, and drops back to zero as the surface is depleted of adsorbate. As a result

one obtains a spectrum composed of several peaks of the desorption rate as a

function of temperature.

Davies et al. [251] used TDS besides AES and LEED, to analyse the growth and

chemisorptive properties of Ag and Au monolayers on platinum (111) and (553)

surfaces. Only the system Ag/Pt will be mentioned here. AMU 107 TDS results

from Ag-covered Pt(111) and Pt(553) surfaces, are presented in Fig. 2.36. A single,

desorption peak centered at 1080 K from the Pt(111) substrate was observed up to

an initial Ag coverage of 1ML (Fig. 2.36a), corresponding to the desorption of this

layer. At coverages >1 ML a second, lower temperature peak is developed which

becomes the dominant desorption feature at coverages >2 ML. This lower temper-

ature peak was identified with desorption from subsequent monolayers. From these
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Fig. 2.36 Silver (AMU 107) thermal desorption spectra from (a) Pt(111) and (b) Pt (553) surfaces

as a function of Ag coverage (Reprinted with permission from Ref. [251])
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thermal desorption studies of Ag adlayers from the Pt substrates, the authors also

determined that the Ag-Pt bond in the first monolayer was ~25 kJ mol�1 stronger

(278 kJ mol�1) than the Ag-Ag bond (253 kJ mol�1) in the subsequent monolayers.

Therefore, it could be expected that the first Ag monolayer deposited on the Pt

surface would spread evenly over the surface to maximize the number of Ag-Pt

bonds. The growth of Ag in this case proceeded via a Stranski-Krastanov mecha-

nism. However, the TDS spectrum for Ag desorption from the Pt(553) surface

(Fig. 2.36b), shows that both peaks were detected at initial coverages below 1 ML.

At 1 ML the two peaks are of comparable intensity, and at 2 ML the lower

temperature peak becomes the dominant feature. These observations indicated

that silver was present as multilayer 3D crystallites, as would be expected from a

system followed a Volmer-Weber growth mechanism.

Stickney and coworkers [252] reported studies about the influence of the halogen

layer structure on the electrodeposition of silver on a Pt(100) surface pretreated

with iodine, from aqueous perchloric acid solutions, employing TPS among other

techniques. They analized the thermal desorption from various structures formed by

electrodeposition of Ag onto Pt(100) [c(√2� 2√2)]R45� I surface and found that

the onset of atomic I desorption was retarded to some extent by the presence of

electrodeposited silver and the desorption of metal deposits generally took place

after most of the iodine had desorbed. The TDS spectrum for the system showed

that whenever the packing density of deposited silver equaled that of a silver

monolayer, silver desorption took place almost exclusively in a single, massive

peak beginning near 950 K. Desorption of several silver monolayers (θAg>>1) and

the initial stages of desorption of a silver monolayer evidently occurred in this

single predominant process having a rate maximum at about 1000 K.

2.27 Glow Discharge Optical Emission Spectroscopy

Glow Discharge Optical Emission Spectroscopy (GDOES) has not been usually

employed as a surface analysis technique for upd systems, but it is suitable for

chemical analysis and surface depth-profiling characterization on solid materials

including ultrathin films [253]. This technique is frequently used in combination

with any of the well-known surface analysis methods, such as XPS, to obtain the

composition of thin films as a function of depth.

The basic principles of GDOES [254, 255] are described here briefly. The glow

discharge is a kind of plasma which is created by inserting two electrodes in a cell

filled with gas at low pressure (e.g. 1 Torr), commonly Ar. A potential difference

(of the order of 1 kV) is applied between the flat sample to be analyzed, which

functions as cathode, and the anode (copper electrode). The glow discharge plasma

is thus formed and viewed by one or more optical spectrometers. Argon ions,

created in the negative glow of the plasma, are accelerated towards the sample

where they bombard the surface, inducing an erosion process (sputtering). The

atoms, removed from the sample surface, move into the glow discharge plasma.
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Here they are excited through collisions with high energy electrons, metastable

argon atoms and ions. The negative glow emits a characteristic radiation (optical

emission spectrum) of the discharge gas and the elements present in the sample.

This spectrum is recorded by an optical spectrometer and the concentration distri-

bution of the different elements is deduced from the intensities of the characteristic

spectral lines. Analytical applications of GDOES involve bulk elemental analysis,

mostly of metals and alloys, as well as depth profile analysis of various coatings and

surface-modified materials, acquiring the signal from each chemical element as a

function of the sputtering time.

GDOES is a promising technique for ultrathin films analysis, including those

formed by upd. Seo et al. [256] employed XPS and GDOES, together with elec-

trochemical techniques, to confirm the evidence of Pb upd on Ni in acidic perchlo-

rate solutions containing Pb2+ ions and its effect on the anodic dissolution and

passivity of Ni. They reported that the upd of lead on Ni in the potential range larger

than �0.215 V (SHE) corresponding to the equilibrium potential of the Pb2+

(10�3 M)/Pb electrode, was confirmed by XPS and GDOES analyses, indicating

that the upd process occurred on Ni surface in the potential range of the active

dissolution and active/passive transition. The GDOES results are shown in

Fig. 2.37. The typical depth-profile of the Ni sample, polarized for 30 min

at �0.215 V (SHE) in 0.1 M NaClO4 + 10
�2 M HClO4 + 10

�3 M PbO solution,

evidenced the presence of lead on the uppermost surface (Fig. 2.37a). In order to

compare the difference in Pb depth-profile between the Ni specimens, graphics of

the intensity ratio, i.e. the intensity of Pb, IPb, normalized by dividing it with the Ni

intensity in bulk, INi(bulk), vs the sputtering time were performed.

Figure 2.37b exhibits the normalized Pb depth-profiles of the Ni specimens

polarized for 30 min at various potentials. It was observed that the maximum of

the intensity ratio, IPb/INi(bulk), decreased with increasing polarization potential

from �0.215 to 0.09 V (vs. SHE) and no Pb was detected for the Ni specimen

polarized at 0.30 or 0.50 V (vs. SHE) in the passive region. Both the XPS and
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GDOES results indicated that lead was present on the Ni surface in the potential

region of hydrogen evolution and active dissolution, while there was no lead on the

Ni surface in the complete passive region.

2.28 Underpotential Deposition in Nuclear Chemistry

Electrochemical methods for the isolation and separation of radioelements in

weightless amounts are popular because of their cleanliness. The deposited radio-

isotopes may be desorbed from the electrodes again or may form firmly adhering

uniform layers, with which radioactive energy or intensity measurements can be

performed. The deposition methods are either electroless or they make use of

electric current (electrolytic methods). A valuable overview on the application of

electrochemical methods in radiochemistry until the middle 1950s can be found in

the book of E. Broda and T. Sch€onfeld. [257]. The practical aspects have been

summarized by Rogers [258]. This author has performed depositions in volumes of

0.01 ml. A more recent overview on theoretical aspects of this problem can be

found in the article of Eichler and Kratz [259].

Due to its ability to sense very small cation concentrations, the underpotential

deposition phenomenon has found application in nuclear chemistry and emerges as

an interesting method for separating trace levels of a radioactive substance.

From theoretical predictions, elements with atomic number in the range 108–116

are expected to be partially very noble metals and therefore their electrochemical

deposition on suitable electrode materials from aqueous solutions may be used as a

possible method for their isolation [260].

Eichler and Kratz [259] have shown by means of theoretical calculations that

the potential associated with the electrochemical deposition of radionuclides in

metallic form from solutions of extremely small concentration is strongly

influenced by the choice of the electrode material. Based on a previous work of

Byrne and Rogers [261], these authors proposed a modified Nernst equation for a

thermodynamic description of the electrodeposition of radiotracers in the upd

range. This equation is based on physical properties (partial molar adsorption

enthalpy and entropy) of the deposited metal A and the electrode metal B and

lead to predictions for electrode potentials for depositions of 50 %, E50%:

E50% ¼ E0 � ΔH A-Bð Þ � TΔSvib
zF

� RT

zF
ln

Am

1000
ð2:4Þ

Where E0 is the standard electrode potential, ΔH A-Bð Þ is the partial molar net

adsorption enthalpy, which corresponds to the enthalpy difference associated with

the transformation of 1 mol of the pure metal A in its standard state into the state of

“zero coverage”, where the interaction of A-B is strong and the interaction of A-A

negligible. In the state of “zero coverage” deposition occurs in the upd range. ΔSvib
is the difference of vibrational entropies in the above mentioned states, and Am is
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the surface occupied by 1 mol of A atoms as a monolayer on a metal electrode

B. Calculations for the deposition of elements 112–115 and their homologs Hg, Tl,

Pb, Bi and Po on Ni -, Cu-, Pd -, Ag-, Pt- and Au- electrodes were carried out,

confirming the influence of the nature of the electrode material on the deposition

potential. Hummrich et al. [262] recalculated the E50% values from [259], which are

presented in Table 2.2 together with the standard electrode potentials E0. All the

potentials are referred to the Ag/AgCl reference electrode. It is found that for Pd,

and in some cases Pt or Au, particularly large, positive values of E50% were

calculated, larger than the standard electrode potentials tabulated for these ele-

ments. This fact indicates that these electrode materials are an excellent choice for

practical applications enabling the electrochemical deposition of this kind of

elements from aqueous solutions.

Hevesy and Paneth [263] performed the first studies of Po underpotential

deposition on gold electrodes and introduced the quantity denominated “critical

potential”, Ecrit. This value refers to the potential at which a significant electrode-

position of a radiotracer on a metal surface occurs. The Ecrit as well as the

experimental quantity defined above E50% can be considered as a measure for the

strength of the interaction between the metal A and the electrode material B. These

quantities are discussed in more detail below.

A specific electrolytic cell has to be designed for the present type of studies,

because electrodeposition must be produced in a fast way due to the very short life

of the isotopes which have to be deposited. Therefore, a small ratio of an electrolyte

volume to electrode area, intensive stirring and a high temperature were considered

by Hummrich et al. [262]. The electrode set-up and electrolytic cell used by these

authors are depicted in Fig. 2.38. The electrolytic cell was made of polyether-ether-

ketone with two slots for working electrodes, which were shaped in the form of foils

on which the electrodeposition took place. The electrolyte volume was small, 1 mL.

A large stir bar was placed between the two metal foil working electrodes, to make

possible a vigorous stirring, reducing simultaneously the ratio of electrolyte volume

to electrode. Electrolyte in- and outlets were provided for online experiments and

were plugged in the offline experiments, and a positive temperature coefficient

resistor (PCT) was mounted behind one working electrode.

Table 2.2 E50% values. and E0, as defined in Eq. (2.4) for Hg, Tl, Pb, Bi, and Po at different

electrode surfaces. All potentials are referred to Ag/AgCl electrode

E50%(mV)

Electrode Ni Cu Pd Ag Pt Au E0(mV)

Ion

Hg2+ 660 635 1145 620 965 710 595

Tl+ 555 315 1915 380 1425 655 �530

Pb2+ �235 �380 450 �380 170 �305 �320

Bi3+ 300 145 790 125 585 175 120

Po2+ 775 330 1035 355 720 670 425

Po4+ 600 375 730 340 575 545 565

Data taken from Ref. [262]
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With this set-up, Hummrich et al. [262] performed offline and online experi-

ments. The term offline refers to experiments performed with relatively long lived

homologues of the super-heavy elements, while the term online refers to experi-

ments coupled to the nuclear facility. The first ones served to investigate the

appropriate potentials for electrochemical deposition and the electrodeposition

velocity of several standard radiotracers. This was achieved via measurement of

the γ activity of the electrodes, which was compared with the measured count rates

of a standard sample that was prepared by pipetting a definite activity on a glass

fiber filter.

In Figure 2.39, the deposition yield of Pb on Pd, Ni, Cu and palladinated Ni (Ni

(Pd)) surfaces is plotted versus the electrode potential, where the critical potentials

Ecrit were determined by the tangent method as proposed by Joliot [264]. In this

method, the intersection of the tangent of the flat part of the curve (before deposi-

tion starts) and of the tangent that goes through the point of inflection of the gradient

part of the curve, defines the Ecrit. Starting at this potential, the deposition sets in

and approaches eventually 100 %. From the potential curve, E50% can be also

deduced.

For the deposition of Pb on Pd the Ecrit and E50% values were +125/�20 mV, on

Ni �150/�250 mV, and on Cu �350/�460 mV, respectively. Comparing these

measured values with the calculated hypothetical Nernst potential (�530 mV

vs. Ag/AgCl; 3 M KCl) for lead deposition on lead, it can be deduced that the

Fig. 2.38 Potentiostatic three electrode set-up and electrolytic cell for fast electrochemical

deposition experiments with short-lived isotopes. WE: working electrode, CE: counter electrode,
RE: reference electrode (Taken from Ref. [262] With permission)
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underpotential deposition phenomenon is present in all cases. Especially for the

deposition of Pb on Pd, the effect is more pronounced because it shows the strongest

underpotential shift, namely more than 600 mV more positive than the Nernst

potential. Then the electrode with the deposited product was analyzed by α –

spectrometry and the results indicated that more than 97 % of the radioactivity of

Pb remained on the Pd electrodes and therefore Pd should then be used as the

electrode material.

Coming back to the previous studies of Eichler and Kratz [259], these authors

compared theoretical E50%-values with the measured Ecrit data, and suggested that

the predictions seemed to be upper limits for the “critical potentials”. In that sense,

the characteristic quantities E50% can be seen as useful predictions of the largely

different “driving forces” for electrochemical depositions depending on the nature

of the microcomponent A and on the choice of the electrode material B. On the

other hand, in the work of Hummrich et al. [262] the highest measured E50% values

were tentatively compared with the theoretical calculations in Table 2.2. As exam-

ples, it is found that the predicted large underpotential deposition values of Pb on Pd

and Pt were confirmed, although the measured values were lower than the predicted

ones. The predicted E50% values for the deposition on Cu and Ni were within

100 mV close to the measured values, while the calculated value for Au was

much too low.

Hummrich et al. [262] also performed online experiments, which involved a

set-up suited to perform electrodeposition experiments with accelerator produced

isotopes. These experiments involved the following steps: (1) fast transport of the

produced isotopes to the chemistry set-up, (2) transfer of the isotopes from the gas

into the aqueous phase, (3) transport into the electrolytic cell, (4) electrodeposition

onto the electrodes, (5) preparation of samples for decay spectrometry, (6) transport

of the electrodes to a detector set-up for α-spectrometry and identification of the

element by detection of its nuclear decay.

Fig. 2.39 Determination of

critical potentials (Ecrit) and

E50%-values for the

deposition of 212Pb on

different electrode materials

from 0.1 M HCl. A

hypothetical Nernst

potential for lead deposition

on lead is also indicated

(Reprinted with permission

from Ref. [262])
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In a first type of online experiments, the electrolytic cell with the foil electrodes

was used and the transport of the metal foil electrodes to detectors was performed

manually. In a second type of online experiments, the working electrodes were long

metal tapes which allowed for moving the spot with the deposited radioactivity very

fast to a detector array, i.e. these tapes were then be pulled through the electrolytic

cell in order to transport the deposited activities in front of α-detectors. This
perspective was taken with the aim of developing a fully automatised system and

to improve the detection probability increasing the number of detectors. Finally,

these authors mentioned that a good candidate for first electrodeposition experi-

ments in the field of the super heavy elements could be 270Hs (Hassium, atomic

number 108), which has a sufficient long half-life time (22 s).

References

1. Budevski E, Staikov G, Lorenz WJ (1996) Electrochemical phase formation. An introduction

to the initial stages of metal deposition. Weinheim, VCH

2. Kolb DM, Przasnyski M, Gerischer H (1974) J Electroanal Chem 54:25

3. Szab�o S (1991) Int Rev Phys Chem 10:207

4. Budevski E, Staikov G, Lorenz WJ (2000) Electrochim Acta 45:2559

5. Kolb DM (1978) Physical and electrochemical properties of metal monolayers on metallic

substrates. In: Gerischer H, Tobı́as CW (eds) Advances in electrochemistry and electrochem-

ical engineering. Wiley, New York, p 125

6. Herrero E, Buller LJ, Abru~na HD (2001) Chem Rev 101:1897

7. Sudha V, Sangaranarayanan MV (2005) J Chem Sci 117:207

8. Aramata A (1997) Underpotential deposition on single-crystal metals. In: Bockris JO’M,

White RW, Conway BE (eds) Modern aspects of electrochemistry, number 31. Plenum Press,

New York, p 181

9. Leiva EPM (1996) Electrochim Acta 41:2185
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24. Omar IH, Pauling HJ, Jüttner K (1993) J Electrochem Soc 140:2187

References 83



25. Borges GL, Kanazawa KK, Gordon JG II, Ashley K, Richer J (1994) J Electroanal Chem

364:281

26. Shi Z, Lipkowski J (1994) J Electroanal Chem 364:289

27. Shi Z, Lipkowski J (1994) J Electroanal Chem 365:303

28. Shi Z, Wu S, Lipkowski J (1995) Electrochim Acta 40:9

29. Magnussen OM, Hotlos J, Beitel G, Kolb DM, Behm RJ (1991) J Vac Sci Technol B 9:969

30. Magnussen OM, Hotlos J, Nichols RJ, Kolb DM, Behm RJ (1990) Phys Rev Lett 64:2929

31. Kolb DM (1994) Ber Bunsenges Phys Chem 98:1421

32. Manne S, Hansma PK, Massie J, Elings VB, Gewirth AA (1991) Science 251:183

33. Parry DB, Samant MG, Seki H, Philpott MR (1993) Langmuir 9:1878

34. Blum L, Abru~na HD, White J, Gordon JG II, Borges GL, Samant MG, Melroy OR (1986) J

Chem Phys 85:6732

35. Melroy OR, Samant MG, Borges GL, Gordon JG II, Blum L, White JH, Albarelli MJ,

McMillan M, Abru~na HD (1988) Langmuir 4:728

36. Tadjeddine A, Guay D, Ladouceur M, Tourillon G (1991) Phys Rev Lett 66:2235

37. Gordon JG, Melroy OR, Toney MF (1995) Electrochim Acta 40:3

38. Nakai Y, Zei MS, Kolb DM, Lempfuhl G (1984) Ber Bunsenges Phys Chem 88:340

39. Kolb DM (2002) Surf Sci 500:722

40. Randler RJ, Kolb DM, Ocko BM, Robinson IK (2000) Surf Sci 447:187

41. M€oller FA, Magnussen OM, Behm RJ (1995) Phys Rev B 51:2484

42. Cappadonia M, Linke U, Robinson KM, Schmidberger J, Stimming U (1996) J Electroanal

Chem 405:227

43. Kuzume A, Herrero E, Feliu JM, Nichols RJ, Schiffrin DJ (2004) J Electroanal Chem 570:157

44. Bowles BJ (1965) Electrochim Acta 10:717

45. Bowles BJ (1965) Electrochim Acta 10:731

46. Bowles BJ, Cranshaw TE (1965) Phys Lett 17:258

47. Bowles BJ (1966) Nature 212:1456

48. Bowles BJ (1970) Electrochim Acta 15:589

49. Bowles BJ (1970) Electrochim Acta 15:737
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Chapter 3

Phenomenology and Thermodynamics

of Underpotential Deposition

3.1 Phenomenology and a First Thermodynamic Approach

to Underpotential Deposition

As can be found from the other chapters of this book, underpotential deposition

shows a wide variety of behaviors, which involve the occurrence of several surface

phases, formation of submonolayers, monolayers (ML) and eventually the forma-

tion of bilayers. Adsorption may be commensurate or incommensurate, where the

ML may undergo compression, and metal adatoms may coadsorb with anions to

generate new phases. To start the discussion and briefly go into the history of the

development of thermodynamic models for upd, we consider a relatively “simple”

system, as shown in Fig. 3.1, which corresponds to Ag deposition on Pt(111)

[1]. The voltammogram of this system presents three cathodic and three anodic

peaks, which correspond to ML formation/desorption(3), bilayer formation/desorp-

tion(2) and bulk deposition/oxidation(1) of Ag. The peak potentials of the comple-

mentary processes do not coincide, denoting that at the present sweep rate a quasi

equilibrium state has still not been reached. For the discussion below, we choose the

anodic peaks, that we will denote with E1, E2 and E3 (see Fig. 3.1). At the sight of

the features of this voltammogram, and although the abscissa axis gives a measure
for the electrochemical potential of electrons at the working electrode, it may be

appealing to use the position of the peaks found for this system as a measure for the

stability of the different upd ad-phases being formed. In this spirit, Kolb et al. [2–4]

introduced in the 1970s the concept of underpotential shift, ΔEupd.

This quantity was defined as the difference in the potential of the desorption peak

for a layer of a metal M adsorbed on a foreign substrate S and the potential of the

peak corresponding to the dissolution of the pure metal M. In the present case,

ΔEupd ¼ E3 � E1, as marked in the red segment in Fig. 3.1.

At the time Kolb et al. developed their modeling of upd, single crystal surfaces

were not available for performing electrochemical experiments, so that all the data

employed by these authors were restricted to polycrystalline surfaces. On the basis

© Springer International Publishing Switzerland 2016
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of experimental information, they found the correlation between underpotential

shift and work functions difference between substrate (S) and adsorbate (M), ΔΦ
¼ ΦS �ΦM shown in Fig. 3.2, where Φi denotes the work function of metal i.

It must be recognized that the data in Fig. 3.2 strongly suggest that under-

potential shift and work function are correlated. We now turn to analyze the argu-

ments given to understand the present correlation. First, we explain why it is

reasonable to consider the underpotential shift as a measure for the difference of

Fig. 3.1 Underpotential deposition of Ag on a Pt(111). (Taken from Ref. [1]). The peak labelled

withE1 corresponds to the oxidation of bulk Ag deposited on Pt(111). The peaks labelled withE2 and

E3 correspond to the oxidation of underpotential deposits (Reprinted with permission from Ref. [1])

Fig. 3.2 Underpotential shift ΔEupd between bulk and monolayer stripping peak as a function of

the difference in work functions of substrate and adatom materials, ΔΦ. The respective ions are

indicated in the Figure. (○) aqueous solution; (●) acetonitrile; (Δ) propylene carbonate (Reprinted
with permission from Ref. [3])
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free binding energies of the S/M and the bulk M system. This explanation is given

in the article of Kolb et al. [2] but we give here a discussion in terms of the different

quantities shown in Fig. 3.3 to clarify some points. There, we show a working

electrode made of metal S covered by a monolayer of M, whose potential is

measured under equilibrium conditions, with respect to a reference electrode

made of the bulk metal M, which is the same as that being deposited under upd

conditions on S. Thus, the potential difference measured between the S and M

electrodesES � EM ¼ ΔES�M can be identified with the underpotential shift defined

above.1 The solution contains the cations of the metal M being deposited at the

activity aMzþ
aqð Þ
, yielding the electrochemical potential eμMzþ

aqð Þ
. The chemical potential

μSM of the M atoms deposited on S is:

μS
M ¼ eμ S

Mzþ þ zeμ S
e ð3:1Þ

where eμ S
Mzþ represents the electrochemical potential of the ion cores of M adsorbed

on S and eμ S
e is the electrochemical potential of the electrons in the substrate

S. z denote the valence of the cation. On their side, the chemical potential of the

bulk M atoms, μMM, is given by:

μM
M ¼ eμM

Mzþ þ zeμM
e ð3:2Þ

where eμ S
Mzþ is the electrochemical potential of the M cations in bulk M andeμM

e is the

electrochemical potential of the electrons in the substrate M. Since at equilibrium

Fig. 3.3 Thermodynamic

cycle employed to obtain

the relationship between

underpotential shift and

other thermodynamic

properties of the substrate/

adsorbate system. S is the

substate on which

underpotential deposition of

metal M occurs. The

electrode labeled with

capital M, used here as a

reference electrode, is made

of the bulk metal M. A piece

of the same metal M2 is

attached to both electrodes

to make contact with a

measuring device

1Although it could be argued that ΔEupd is not identical with ΔES�M since ΔEupd is affected by a

number of experimental uncertainties like the fact that the exact position of the oxidation peak of

bulk M will depend on the amount of M deposited, etc., we will assume here thatΔES�M � ΔEupd.
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the core ions are free to move from the electrodes into the solution and viceversa,

we have the equilibrium condition:

eμ S
Mzþ ¼ eμMzþ

aqð Þ
¼ eμM

Mzþ ð3:3Þ

Subtracting Eq. (3.2) from Eq. (3.1) and using Eq. (3.3) we get:

μS
M � μM

M ¼ z eμ S
e � eμM

e

� � ð3:4Þ

Or equivalently:

ΔES�M ¼ � 1

ze0
μS
M � μM

M

� � ð3:5Þ

where we have used the fact that the experimental measurement of an electric

potential difference corresponds to the measurement of the difference of electro-

chemical potentials of electrons between working and reference electrode

ΔES�M ¼ � eμ S
e � eμM

e

� �
=e0

� �
. In other words, the measurement of equilibrium

potentials for a upd ML with respect to a reference electrode made of a bulk

piece of the same metal being deposited, should deliver the difference between

the chemical potential of the M atoms in the upd deposit with respect to their

chemical potential in the bulk material. It is worth considering whether Eq. (3.5),

formulated by Kolb et al. [2], has any restriction for its validity, besides the assump-

tion of equilibrium. In this respect, it must be pointed out that Eqs. (3.1) and (3.2)

involve the following equilibria:

Mzþ
aqð Þ þ ze� !Mads Sð Þ ð3:6Þ

Mzþ
aqð Þ þ ze� !M bulkð Þ ð3:7Þ

where Mzþ
aqð Þ denote the solvated cations in solution and Mads and M(bulk) denote the

upd and bulk metal deposits respectively. In the case where other species coadsorb
(anions), they will participate in reaction (3.6) and the equilibrium potential will
not be straightforwardly related to a chemical potential difference as such in Eq.
(3.5). Thus, an important approximation made in Eq. (3.6) was to assume that

z electrons flowed to the S electrode for each cation being deposited on its surface.

We will see below that this is not always the case, since the simple way in which we

are writing this equation involves neglecting other phenomena taking place at the

substrate/solution interphase upon upd.

Equation (3.5) can be derived through a thermodynamic cycle as described in

Reference [5] and shown in the cycle drawn in Fig. 3.3. As stated above, the ion

cores deposited on S are in equilibrium with both, the ions dissolved in solution and

the ion cores constituting the M electrode. Thus, the free energy change involved in

the transfer process of one of the ion cores adsorbed on S to the electrode made of
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bulk M will be zero, that is, ΔGtr, Mzþ ¼ 0. This transfer may be performed alter-

natively by the way marked by the arrows numerated from 1 to 7, which correspond

to: (1) Desorption of an M atom from the S surface, (2) Ionization of the atom M to

get theMzþ cation and z electrons, (3) Reinsertion of the z electrons resulting in step
2 into the left electrode, (4) Transfer of the core ions from a place close2 to left

electrode to a place close to the right electrode, (5) Extraction of z electrons from
the right electrode in order to achieve the (6) Neutralization of the Mzþ cation,

(7) Incorporation of the neutral M atom into the lattice of the M bulk electrode.

Along this cycle, it comes out that the free energy changes corresponding to

the following steps cancel each other: Steps 2 with 6, Steps 3 with 5. Thus,

the total free energy change for the transfer of a Mzþ core from the left to the

right electrode will be:

ΔGtr, Mzþ ¼ ΔG1 þ ΔG4 þ ΔG7 ¼ 0 ð3:8Þ

where we have set this equation equal to zero on the basis of the previous discus-

sion. Let us discuss now the identity of the different terms in Eq. (3.8). ΔG1 is the

free energy change required to take a metal atom away from the electrode. This is

minus the chemical potential μSM of the M atoms at the substrate/adsorbate system,

soΔG1 ¼ �μS
M. Similarly,ΔG7 ¼ μM

M . The term ΔG4 is an electrostatic work term,

since it involves the transfer of an ion core from the Volta potential ΨS to the Volta

potential ΨM. Thus, ΔG4 ¼ ze0 ΨM � ΨSð Þ. Substitution of these contributions in

Eq. (3.8) and solving upon ΨS � ΨMð Þ yields:

ΨS � ΨMð Þ ¼ � 1

ze0
μS
M � μM

M

� � ð3:9Þ

which is equivalent to Eq. (3.5). Of course, the latter derivation is equivalent to that

of Kolb et al., but we introduced it here since it emphasizes on the physical picture

that can be used to perform calculations for the present system.

It is remarkable that although Eqs. (3.5) and (3.9) involve the chemical poten-

tials of the adatoms in the different systems, the correlation observed in Fig. 3.2

involves the work function, which is an electronic property of the materials. The

explanation given by Kolb et al. for the linear correlation of Fig. 3.2 was based on

two ideas: the first is that a polar bond occurs at upd deposits; the second is the fact

that Pauling’s electronegativity χP, which is a measure for the ionicity of a bond, is

linearly correlated with the work function Φ as:

χP ¼ 0:5Φ� const ð3:10Þ

2 As “close” we mean at a distance close enough to the solid to be influenced by ambient electric

fields in the vacuum, but far from the surface on the atomic scale.
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The latter would explain the slope close to 0.5 observed in Fig. 3.2. Later on,

Trasatti [6] developed a model assuming an ionic bond of the adatom to the surface,

where a linear correlation was also predicted betweenΔEupd andΔΦ, but with slope
1. Arguing on the basis that the picture of the ionic bond is valid for low coverages

θ ! 0ð Þ, Trasatti plotted the underpotential shift in this limit and also obtained a

reasonably good linear ΔEupd versus ΔΦ relationship.

3.2 Introducing the Influence of Solvent in Underpotential

Deposition Modeling

Sudha and Sangaranarayanan [7] have modeled upd within a thermodynamic

approach, where the role of the solvent was emphasized. Figure 3.4 shows their

modeling within the following scheme: (i) motion of the solvated ions from the bulk

of the solution to the reaction zone, getting rid of their solvation sheath, (ii) electron

transfer from the substrate to the metal ions leading to bond formation with the

substrate. This process occurs after displacing adsorbed solvent molecules from the

substrate.

Within the present approach, the underpotential shift was written as:

ΔES�M ¼ θ
ΦS

CNS

� ΦM

CNM

� �
þ 1� 2θð ÞΔGS�H2O

zadF
þ 1� 2θð ÞΔHS�M

zadFCNS

þ θΔGM�H2O

zadF
þ θΔHM�M

zadFCNM

ð3:11Þ

where the first term contains the work function of the substrate (ΦS) and the adsor-

bate (ΦM), and the corresponding lattice coordination numbers CNS and CNM; the

Fig. 3.4 Schematic representation of processes leading to upd of a metal M on a substrate S. IHP

and OHP indicates respectively, the inner and outer Helmholtz plane. The metal ions, Mnþ are

surrounded by the solvent molecules ‘w’ (Reprinted with permission from Ref. [7])
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second term involves the Gibbs free energy change for the substrate–water bond

formationΔGS�H2O; the third term contains the enthalpy change of substrate–metal

bond formation ΔHS�M; the fourth term is analogous to the second one, but for the

solvation of the adsorbate, with the corresponding Gibbs free energy change for the

adsorbate water bond formation ΔGM�H2O ; the fifth term is the analogous of the

third one, but containing the enthalpy change of the M–M bond formationΔHM�M.
The factor θ denotes the surface coverage of the upd metal adatoms on the substrate

lattice, and it appears due to the replacement of solvent molecules by the depositing

species. zad is the charge on the adsorbate. The authors estimated the underpotential

shift using this equation for several upd systems, finding a good overall agreement

with experimental results for polycrystalline systems. Estimations for single crystal

surfaces were not made. These studies were later extended to upd in acetonitrile

(ACN) and propylene carbonate [8].

3.3 Underpotential Deposition on Single Crystal Surfaces

The use of single crystal surfaces in the study of upd introduced a new element in

the discussion on the modeling of this phenomenon. Schultze and Dickertmann [9]

studied the formation of metallic upd adsorption layers of different metals on (111),

(100) and (110) planes of gold single crystal electrodes, finding that the correlation

of Kolb et al. is qualitatively valid for polycrystalline surfaces, but showed that the

situation on single crystal planes is more complex. Their results are shown in

Fig. 3.5. Overall, it is found that the more open face (110) yields the most stable

adsorbates, while upd on the (111) yields the less stable structures, but a clearcut

correlation between peak potential and work function difference can be hardly

found. There are several reasons for the lack of a definite trend:

1. Upd generally shows on single crystal surfaces several voltammetric compo-

nents. These are due to the occurrence of different surface structures of

2D phases. This fact was shown above in Fig. 3.1 for ML and bilayer deposition,

but the situation may be more complex, even in the case of the formation of a

simple monolayer.

2. A good example of the complexity that an upd system may exhibit can be found

in the study of Mrozek et al. [10] concerning upd of Ag on Au(111). Since this

system exhibits a negligible misfit due to the similar sizes of Au and Ag, it could

be expected a priori the formation of relatively simple surface structures.

However, the voltammetric results for this system already show that this will

not be the case, as illustrated in Fig. 3.6, where several features are evident in the

current-potential profile.

In fact, low energy electron diffraction (LEED) experiments following electrode

emersion at different potentials, show an amazingly rich variety of surface struc-

tures, as shown in Table 3.1. It must be emphasized that the base electrolyte
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employed in these experiments was a 0.1 mM HF solution, in an attempt to mini-

mize specific adsorption effects.

The linear correlation between underpotential shift and work function found in

Fig. 3.2 was justified in terms of Eq. (3.10). However, the work functions of the

single crystal surfaces of a metal spread frequently over a few hundreds of meV,

making the choice of the proper value uncertain. Furthermore, Eqs. (3.5) and (3.9),

which could give thermodynamic support to the observedΔES�M � ΔΦcorrelation,

contain a term which depends on the nature of the single crystal face, μSM, but also
another term that is a bulk contribution, μMM. To make this point clear, let us leave

entropic contributions aside and think only in energetic terms. A good estimation of

Fig. 3.5 Peak potential

(referred to the M=Mzþ

reversible deposition

potential) for the desorption

of upd M species from

different single crystal Au

surfaces. Open symbols

indicate the most anodic,

closed symbol the most

cathodic peak. The crosses

denote data from Kolb for

polycrystalline surfaces

(Reprinted with permission

from Ref. [9])

Fig. 3.6 Cyclic

voltammograms for Ag upd

on a Au(111) electrode in

0.1 mM HF and 0.5 mM

AgF solution at 2 mV s�1.
Cyclic voltammograms in

chosen potential ranges are

shown in the same plot with

different line types

(Reprinted with permission

from Ref. [10])
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μSM could be done by calculating from first principles the binding energy of M to the

surface of S. This quantity will be certainly different if we consider, for example, an

fcc(111) or an fcc(110) surface. However, the other term, μMM, is a bulk term, that

could be estimated from the cohesive energy of the bulk material, containing no

reference to any single crystal surface. Thus, a difference of chemical potentials

does not straightforwardly lead to a difference of work functions.

3.4 Nernstian-like Formalisms: Underpotential Deposition

in the Framework of the Electrosoption Valency

The reduction potential of a half-cell represented by Eq. (3.7), where Mzþ
aqð Þ cations

are deposited on bulk M follows the venerable Nernst equation:

EM bulkð Þ=Mzþ
aqð Þ
¼ E0

M bulkð Þ=Mzþ
aqð Þ
þ RT

zF
ln

aMzþ
aqð Þ

aM bulkð Þ

 !

¼ E0
M bulkð Þ=Mzþ

aqð Þ
þ 2:303RT

zF
log

aMzþ
aqð Þ

aM bulkð Þ

 !
ð3:12Þ

where E0
M bulkð Þ=Mzþ

aqð Þ
is the standard half-cell reduction potential and the activity

aM bulkð Þ of metal in the solid phase is taken as unity for pure metals. The practicality

of this equation suggests to propose a similar equation for the half-cell reaction

(3.6):

E Mθ=Sð Þ=Mzþ
aqð Þ
¼ E0

Mθ=Sð Þ=Mzþ
aqð Þ
þ RT

zF
ln

aMzþ
aqð Þ

a ΓMð Þ
� �

¼ E0
Mθ=Sð Þ=Mzþ

aqð Þ
þ 2:303RT

zF
log

aMzþ
aqð Þ

a ΓMð Þ
� �

ð3:13Þ

where now a(ΓM) is an activity that depends on the surface excess ΓM, E Mθ=Sð Þ=Mzþ
aqð Þ

is the potential at which this excess is measured and E0
Mθ=Sð Þ=Mzþ

aqð Þ
is the standard

submonolayer potential.

It is obvious from Eq. (3.12) that ∂E=∂log aMzþ
aqð Þ

� 	
¼ 2:303RT= zFð Þ. Similarly,

from Eq. (3.13) we have that ∂E=∂logaMzþ
aqð Þ

� 	
ΓM

¼ 2:303RT= zFð Þ, provided the

activity a(ΓM) is only a function of ΓM. Let us contrast this expectation with

experiment. Figure 3.7 shows data from Schultze [14] for the electrodeposition of

Cu on bulk Cu and on Pt electrodes, where the electrode potential has been plotted

as a function of the concentration of Cu2þ for a constant charge. These constant

100 3 Phenomenology and Thermodynamics of Underpotential Deposition



charge conditions are supposed to represent a constant coverage, although this

implies some assumptions, as discussed below.

It is remarkable that while the slope of the lines for deposition on the bulk Cu

electrode has the expected 2.303RT/2F slope (z¼ 2) in Eq. (3.13), the straight lines

obtained for Cu deposition on Pt are considerably steeper. This means in the present

formal scheme, a z value lower than 2. The reason for this observation is that the

reaction that we wrote above in Eq. (3.6) hides a considerable complexity, far

beyond the simple way in which we have written it there. The great difference

between Eqs. (3.6) and (3.7) is that the latter has as a product a bulk material, while

the former results in adsorbed species occurring at the electrochemical interface,

which contains itself a number of complex features: an electrical double layer, a

solvent, and, in some cases, other ions that may be participating in the deposition

reaction. These elements, not explicitly accounted for in Eq. (3.6), deliver a

contribution to the free energy change associated with the formation of the upd

deposit. Let us shortly discuss the consequences of these new ingredients for the

evaluation of coverage degree of adsorbed species from the charge flowing during

electrochemical experiments.

Fig. 3.7 Potential as a

function of Cu2+

concentration for different

coverage degrees of Cu

adsorbed on a

polycrystalline Pt electrode.

εCu=Cuþ2 denotes the
equilibrium potential of a

bulk Cu electrode. The

number close to the

different straight lines
denote the charges obtained

under galvanostatic

experimental conditions

(Reprinted with permission

from Ref. [14])
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3.4.1 Electrical Double Layer Effects

In experiments yielding results like those shown in Fig. 3.7, the Cu coverage degree

is evaluated from the galvanostatic charge, where the double layer contribution is

subtracted using the double layer charging of a nacked Pt electrode [14]. The latter

involves two assumptions:

1. That the capacitance of the double layer is the same for the Cu-covered Pt

electrode as it is for the Cu-free Pt electrode.

2. That the potential of zero charge is the same in both cases.

The latter is probably the more questionable assumption when the potential of

zero charge of the electrodes are different. In the case of Pt and Cu the potential of

zero charge (PZC) of single crystal surfaces are PZCPt 111ð Þ � 1:1 V [11] and

PZCCu 111ð Þ � �0:02 V [12] vs. SHE. If we assume that the PZC of the

Cu-covered Pt(111) surface is close to PZCCu(111), double layer charging upon

adsorbate formation at a constant potential would involve a charging of the elec-

trode of the order Q � �Cdl PZCCu 111ð Þ � PZCPt 111ð Þ
� �

. Using Cdl � 30 μF cm�2

from Ref. [12], this yields Q � 30 μC cm�2, a meaningful quantity.

3.4.2 Solvent Effects

In upd, solvent effects may be twofold, as already advanced by the model discussed

in Sect. 3.2. On one side, the surface of the substrate at which the upd layer is

formed may be solvated before adsorption, so that a given number of water mole-

cules must be displaced. On the other side, the metal adatom being formed may be

solvated. This effect could be particularly important in the case where the adatoms

bear a partial charge. While solvent effects do not influence directly the evaluation

of the coverage via the charge discussed above, solvation may influence the charge

status of the adsorbate, as will be discussed in Chap. 5.

A natural attempt to generalize Eq. (3.13) would be just to say that z in this

equation should be replaced by some effective valency, say γv, yielding [13]:

E Mθ=Sð Þ=Mzþ
aqð Þ

ΓMð Þ ¼ E0
Mθ=Sð Þ=Mzþ

aqð Þ
þ RT

γvF
ln

aMzþ
aqð Þ

a ΓMð Þ
� �

ð3:14Þ

where we have written E Mθ=Sð Þ=Mzþ
aqð Þ

ΓMð Þ to emphasize that this quantity denotes the

equilibrium potential at which the surface excess ΓM is obtained.

From the previous equation, we see that γv ¼ ∂ln aMzþ
aqð Þ

� 	
=∂E

h i
ΓM

RT=F, pro-

vided the metal activity is only a function of adsorbate excess. This quantity

determines the shift of the (sub)monolayer equilibrium potential with change in
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solution composition at constant coverage and is denominated electrosorption

valency.

Schultze and Vetter [14–18] have developed a comprehensive theory of electro-

sorption processes including adsorption of neutral molecules without charge trans-

fer, as well as adsorption of ions with complete discharge that take into account the

two previous features. This theory is in principle also suited to be applied to the

study of upd phenomena, and we discuss it shortly here. Szab�o [19] adapted the

formulation of Refs. [14–17] to the discussion of the upd phenomenon, and we

adhere to his notation. Within this theory, the concept of electrosorption valency γv,
introduced intuitively above, plays a fundamental role. This quantity is defined,

in excess of supporting electrolyte as:

∂μMzþ
aqð Þ

∂E

 !
ΓM

¼ � ∂qm
∂ΓM

� �
E

¼: γvF ð3:15Þ

where μMzþ
aqð Þ

is the chemical potential of the Mzþ
aqð Þ cations in solution, E is the elec-

trode potential, qm is the electrode charge and ΓM is the surface concentration of

specifically adsorbed metal. The excess of supporting electrolyte is necessary to

warranty that all changes in the electrode potential are translated into changes of the

potential difference across the compact double layer. We will assume this condition

to be valid all along the present discussion. For a more general discussion without

this assumption, we recommend reading of the original articles [14–17].

The definition given in on the l.h.s. of Eq. (3.15) can be rationalized in terms of

writing Eq. (3.14) as:

E Mθ=Sð Þ=Mzþ
aqð Þ

ΓMð Þ ¼ E0
Mθ=Sð Þ=Mzþ

aqð Þ
þ

μMzþ
aqð Þ
� μ0

Mzþ
aqð Þ

γvFa ΓMð Þ

24 35 ð3:16Þ

And taking the partial derivative of the r.h.s. of this equation with respect to E,
we get:

∂μMzþ
aqð Þ

∂E Mθ=Sð Þ=Mzþ
aqð Þ

ΓMð Þ

 !
a ΓMð Þ

¼ γvF ð3:17Þ

Note that in Eq. (3.17) the constant condition is a(ΓM), while in (3.15) it is ΓM.

To understand the definition of the second equality in Eq. (3.15), let us consider

the deposition of n moles of metal ions, requiring a charge Qm. If charging of the

double layer with the capacitance CD is accounted by a term CDΔE, we have the

balance:
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Qm ¼ �zFnþ CDΔE ð3:18Þ

And taking the derivative of the l.h.s. with respect to n:

∂Qm

∂n

� �
ΔE

¼ �zF ð3:19Þ

This equation is equivalent to the second equality of Eq. (3.15). Thus, γv in

Eq. (3.15) controls potential dependence and charge flow during upd in very

much the same way as z does in electrodeposition of bulk metals.

Going back to the modeling of Refs. [14–17], upd was described in this frame-

work through the following equation:

S� H2Oð Þv þMzþ
aqð Þ þ λe� !S�Mz�λ þ νH2O aqð Þ ð3:20Þ

where ν is the number of molecules displaced from the substrate to allow the

adsorption of M.

According to Eq. (3.20), the charge transfer coefficient is the difference between

the actual charge of the deposited metal zads ¼ z� λ and the ionic charge of the

adsorbing ions z, that is, λ ¼ z� zads. Thus, λ ¼ 0 means no charge transfer, while

λ ¼ z means complete charge neutralization upon adsorption. Figure 3.8 shows a

scheme of the present modeling. In this Figure and for the sake of simplicity, we

have neglected the potential difference between the outer Helmholtz plane and the

electrolyte, assuming excess of supporting electrolyte. The profile of the electro-

static potential φ in the double layer is qualitatively shown at the bottom of this

Figure. Between the substrate S and the outer Helmholtz plane there is the potential

difference φS � φe. Upon electroadsorption, the adatoms get into the compact

double layer and stay at the potential φads. That is, the adsorbate only experiences

a fraction of the potential difference φS � φe. The position of the adsorbed ions in

the Helmholtz layer is thus described by a geometric factor g, which is defined as:

g ¼ φads � φeð Þ= φS � φeð Þ ð3:21Þ

In this way, g ¼ 1 or g ¼ 0 represent limiting cases where the adsorbate stays

in close contact with the metal or it is located at the outer Helmholtz plane

respectively.

Vetter and Schultze [15] have derived a relationship between γv, λ, g and

dipole terms, which is given by:

γv ¼ zg� λ 1� gð Þ þ κad � νκw �
ðE
EN

∂CD

∂ΓM

� �
E

dE ð3:22Þ
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where κad accounts for energetic contributions from the surface dipole arising due to

the formation of the adsorbate, κw accounts for the dipole contribution of water

molecules initially adsorbed at the substrate and EN denotes the potential of zero

charge. In the case of upd, where the number of water molecules displaced from the

substrate readsorbs on the adsorbate, ν ¼ 0.

A few comments are pertinent concerning Eqs. (3.15) and (3.22). While the

derivation of Eq. (3.15) uses mainly thermodynamic calculations, Eq. (3.22) can

only be derived in terms of a model, like that presented in Fig. 3.8, where non

thermodynamic assumptions are made. Then, the experimental results obtained for

Fig. 3.8 Scheme of the

modelling developed in

Refs. [14–17] to describe

electrosorption processes

with partial charge transfer

λ. Here, the metal M is

assumed to be adsorbed at

the inner Helmholtz plane

with adsorption charge

z� λð Þ, while the anion
keeps its full charge

z (Adapted with permission

from Ref. [19])
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γv can be interpreted in term of the physical picture given there. From it, and if some

of the terms involved in Eq. (3.15) can be calculated, inferences can be made over

the remaining ones. The physics involved in this picture is relatively straight-

forward. On one side, we see that a deeper penetration of the adsorbate in the

electrostatic potential region of the substrate (g! 1) will make γv closer to z.
On the other side, the other terms may also play a role. Vetter and Schultze have

proposed for the dipole term of the adsorbed substance, κad, the following equation:

κi ¼ �mi=e0li ð3:23Þ

where mi is the dipole moment of the adsorbed species and

li ¼ φS � φeð Þ= ∂φ=∂xð Þ is a length of the order of magnitude of the thickness of

the compact double layer. Thus, κi represents the ratio between two dipole lengths:

that of the adsorbed species and that of the compact double layer. In the case of

ionic adsorbates, κad and κw are expected to be small as compared with the other

charge terms [18] and at the potential of zero charge Eq. (3.22) reduces to:

γN � zg� λ 1� gð Þ ð3:24Þ

Within this approximation, Schultze and Koppitz [18] performed an extensive ana-

lysis of γv for several anionic and cationic systems.

3.4.3 Determination of the Electrosorption Valency

Equation (3.15) can be applied in various ways, since qm and ΓM can be deter-

mined by measurement of the double layer capacity, by measurement of the

surface tension, or by coulometry and chemical analysis. We discuss here briefly

the different possibilities, emphasizing on those relevant for upd.

3.4.3.1 From Capacity and Surface Tension

Measurement of the capacity or surface tension yields qm and ΓM as a function of

the potential difference. Then qm can be plotted versus ΓM at constant potential

difference. The slope of the curves obtained yields γv according to Eq. (3.15). While

this method has been used to study the adsorption of different molecules and anions

on mercury on the basis of electrocapillarity measurements, it cannot be used to

investigate upd.
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3.4.3.2 From Coverage and Charge Flow

As implicit in the equality on the right side of Eq. (3.15), γv may be obtained by

measuring the surface concentration ΓM of the upd metal being adsorbed, as well as

the adsorption charge involved at a constant potential E. The twin-electrode thin-

layer and flow-through thin layer methods developed by Schmidt and Siegenthaler

[20–24], the rotating ring-disk electrode (RRDE) measurements of Bruckenstein

and coworkers [25–27] and the measurements of Schultze discussed above may be

mentioned as examples of this methodology. In the first type of these methods,

which are described in Chap. 2,3 charge changes at the ideally polarizable electrode

(called indicator electrode), where upd is achieved, are correlated with production

or depletion of the electroactive species Mzþ
aqð Þ at electrodes where the formation/

depletion of these species is fadaraic. That is, charges are measured at the substrate

electrode where upd occurs, and the same is done at other electrodes diffusionally

coupled to the former, where the reaction has a precise stoichiometry. Correlation

between the two charge measurements allow the determination of γv. For example,

this method has been applied to the systems Ag 100ð Þ=Pb2þ and Ag 100ð Þ=Tlþ [24]

with the finding that in both systems γv ¼ z.
Concerning the application of the RRDE technique4 to determine γv,

Swathirajan and Bruckenstein [27] defined a dynamic electrosorption valency:

γd ¼ �
1

F

∂qm
∂ΓM

� �
E

¼ �1
F

∂qm=∂tð ÞE
∂ΓM=∂tð ÞE

ð3:25Þ

where� ∂qm=∂tð ÞE is given by the instantaneous disc transient current, that is made

of the substrate metal S, where the upd deposit is built. ∂ΓM=∂tð ÞE is obtained from
the ring response. The latter electrode is made of the metal M, which is the subject of

the upd study, or eventually is plated with several layers of M. The thin layer method

addressed above is best suited for equilibrium studies at high solution concen-

trations of upd species, but not for dynamic studies, due to the high impedance of

the thin layer cell. The RRDE can be employed to obtain both equilibrium and

dynamic properties but the concentration of upd species in solution must be low.

3.4.3.3 From Coverage Measurements at Difference Concentration

of Active Electrolyte

FromEq. (3.15),we see that ∂logaMzþ
aqð Þ
=∂E

� 	
ΓM

RT=F ¼ γv. If activity coefficients are

constant, the latter equation may be substituted by ∂logcMzþ
aqð Þ
=∂E

� 	
ΓM

RT=F ¼ γvF,

3 See Fig. 2.10 and discussion on it.
4 See discussion in Chap. 2, Sect. 2.7.
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where c is the concentration ofM cations in solution. This corresponds to the slope of

the straight lines shown in Fig. 3.7. Alternatively, the same type of plots can bemade

with activities provided activity coefficients are known.

3.4.3.4 From Kinetic Measurements

Although γv is a thermodynamic quantity, information on it can be obtained through

modeling of electron transfer. With this purpose, Schultze [14] wrote the adsorption

and desorption currents in an upd system as:

iad ¼ �γvzFkadcMzþ
aqð Þ
exp � βcBθ

RT

� �
exp � 1� αeð Þ f Eð Þ

RT

� �
ð3:26Þ

ides ¼ γvzFkdesexp
αcBθ

RT

� �
exp

αe f Eð Þ
RT

� �
ð3:27Þ

where f Eð Þ ¼ nadzFE� 1
2

dCD

dΓ
Mzþ

aqð Þ
E� ERð Þ2, αe and 1� αeð Þ are the electrochemical

transfer factors, and αc and βc the chemical transfer factors, kad and kdes denote the
rate constants for the adsorption and desorption respectively, and ER is a reference

potential. From Eqs. (3.26) and (3.27) it comes out that:

∂logiad
∂E

� �
θ,c

¼ � 1� αeð ÞγvzF
2:3RT

ð3:28Þ

∂logides
∂E

� �
θ,c

¼ αeγvzF

2:3RT
ð3:29Þ

Substracting Eq. (3.28) from Eq. (3.29) yields:

∂logides
∂E

� �
θ,c

� ∂logiad
∂E

� �
θ,c

¼ γvzF

2:3RT
ð3:30Þ

which allows the calculation of γv from the experimentally determined (reciprocal)

Tafel-like slopes. It must be emphasized that the Schultze [14] did not perform

steady-state measurements but galvanostatic ones to get the slopes (3.28) and

(3.29). After obtaining the desired upd-metal coverage degree potentiostatically,

he applied a constant current pulse and monitored the potential as a function of

time. The short time behavior of the potential corresponded to the charging of the

double layer, allowing obtaining its capacitance. Upon substraction of the ohmic

resistance, calculation of the charge-transfer overpotential was possible at constant

coverage degree.
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3.5 Thermodynamics of Underpotential Deposition Using

the Formalism of Ideal Polarizable Electrodes

3.5.1 Formalism

Schmidt [28] has analyzed the formation of upd MLs in the framework of the

thermodynamic formalism of ideally polarizable electrodes. We discuss this for-

mulation in some detail, since it is closely related and is relevant for the formulation

discussed in Sect. 3.6. In the english-written literature, Budevski et al. have

revisited this problem in Appendix 8.2 of their book [29], and we advise its careful

reading to grasp the details of the modeling. The scheme proposed to analyze the

upd problem is depicted in Fig. 3.9. In this scheme, the substrate (S) on which upd

takes place is, on one side, in contact with a connector of metal M1, and on the other

side in contact with the electrolyte solution (sol) containing Mzþ, Kþ, X� ions and

solvent W.

Thus, it appears an interphase (IP) between the substate (S) and the solution

(sol). The electrolyte solution is in contact with a X�=X* reference electrode

reversible with respect to the anion X�, which is turned in contact with a second

metal conector M1. The phases relevant for the present analysis are the substrate

(S), the interphase (IP) and the solution (sol). Each of them, say (j) is described

thermodynamically by an energy equation of the type:

U jð Þ ¼ U jð Þ S jð Þ;V jð Þ;A IPð Þ;N jð Þ
i

� 	
ð3:31Þ

where the energyU is function of the extensive parameters: entropy S, volume V and

particle number of the different i- species in the j-phase N
ðjÞ
i . The total differential

of U(j) is:

Fig. 3.9 Scheme of an electrochemical system used to model upd. It contains a substrate (S), in

contact with a connector of metal M1, the electrolyte solution (sol) containing Mzþ, Kþ, X� ions

and solvent W, the interphase (IP) between S and sol, and a X�=X* reference electrode reversible

with respect to the anion X�, which is in contact with a second metal connector M1 (Adapted with

permission from Ref. [29])
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dU jð Þ ¼ T jð ÞdS jð Þ � P jð ÞdV jð Þ þ γ IPð ÞdA IPð Þ þ
X
i

eμ jð Þ
i dN

jð Þ
i ð3:32Þ

where P and γ denote the pressure and specific surface energy of the (IP) respec-

tively. The electrochemical potentials are defined as:

eμ jð Þ
i ¼ μ jð Þ

i þ ze0φ
jð Þ with i ¼ Mzþ, X�, Kþð Þ ð3:33Þ

where φ(j) is the Galvani or inner potential in the phase (j) and μðjÞi is the

chemical potential. In the case of P, T¼ constant, as it is the ordinary condition

of the electrochemical setup, the system is properly described by the Gibbs func-

tion, G, which is a partial Legendre transform of U:

G jð Þ ¼ U jð Þ � T jð ÞS jð Þ þ P jð ÞV jð Þ ð3:34Þ

So that the total free energy of the system is:

G ¼
X
j

G jð Þ ð3:35Þ

Then, the total free energy change of the system will be given by:

dG ¼ dG Sð Þ þ dG EIð Þ þ dG solð Þ

¼ γdAþ
X
j

eμ Sð Þ
i dN

Sð Þ
i þ eμ IPð Þ

i dN
IPð Þ
i þ eμ solð Þ

i dN
solð Þ
i

� 	
ð3:36Þ

With the corresponding Gibbs-Duhem conditions reading:

Adγ þ
X
j

N
Sð Þ
i deμ Sð Þ

i þ N
IPð Þ
i deμ IPð Þ

i þ N
solð Þ
i deμ solð Þ

i

� 	
¼ 0 ð3:37Þ

Use of the previous equation along with electroneutrality conditions for the differ-

ent phases leads to:

�dγ ¼ ΓMzþ
aqð Þ
dμ sol

MXz
þ ΓKþdμ

sol
KX � qiondE ð3:38Þ

where μ sol
MXz
¼ eμ sol

Mzþ
aqð Þ
þ zeμ sol

X� , μ sol
KX ¼ eμ sol

Kþ þ eμ sol
X� , qion is the ionic surface charge

density at the interphase (IP) and E is the measured potential difference. ΓMzþ
aqð Þ

and

ΓKþ are the relative surface excess concentrations of Mzþ
aqð Þ and Kþ with respect to

the solvent:
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Γi :¼ 1

A
N

IPð Þ
i � N

IPð Þ
W N

Elð Þ
i

N
Elð Þ
W

" #
ð3:39Þ

We note that Eq. (3.38) represents the total differential of the specific surface energy,

as a function of the chemical potentials of the electrolytes and the measured potential

difference. Thus, we have:

ΓMzþ
aqð Þ
¼ � ∂γ

∂μ sol
MXz

 !
μ sol
KX

, E

ð3:40Þ

ΓKþ ¼ �
∂γ

∂μ sol
KX

� �
μ sol
MXz

, E

ð3:41Þ

qion ¼
∂γ
∂E

� �
μ sol
MXz

, μ sol
KX

ð3:42Þ

Equations (3.40, 3.41, and 3.42) relate the measurable quantities ΓMzþ
aqð Þ
, ΓKþ and q

with the variation of the surface energy with other experimental parameters (con-

centration of species and electrode potential). It is worth mentioning that the

thermodynamic relevant parameters occurring in these equations are not the absolute

surface concentrations, but the relative surface excesses concentrations Γ, as defined
in Eq. (3.39). For a more detailed discussion, see the Appendix 8.2 of Ref. [29].

3.5.2 Application to Sulfate Coadsorption in the Case of Cu
Underpotential Deposition on Au(111)

In case of coadsorption, anions may also play a role in changing the slope of curves

like those of Fig. 3.7. In fact, if anions are present in the neighborhood of the IHP,

they may partially compensate the positive charge of adatoms, thus producing a

lower flow of electronic charge to the surface of the substrate than expected. In the

case of the Cu/Pt system illustrated there, it appears that this is the case, since the

radiotracer method shows that electrosorption of copper induces a significant

adsorption of HSO4
� ions [30].

We turn now to analyze an illustrative example of the application of the

formalism developed in this section. Based on it, Lipkowski and coworkers [31–

34] have studied the coadsorption of SO2�
4 , Cl� andBr� in the case of Cu upd on Au

(111). We discuss in some detail the studies dealing with the SO2�
4 anion.
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Coadsorption of this anion and Cu2þ was analyzed using 0.1 M HClO4 + 10�3 M
K2SO4 + xM Cu(ClO4)2 solutions (10

�5 < x < 5� 10�3). Under these condition,

the electrocapillarity equation for Au(111) was written as:

�dγ ¼ qmdEþ ΓHSO-
4
þ ΓSO2-

4

� 	
dμH2SO4

þ ΓCu2þ þ ΓCuð ÞdμCu2þ ð3:43Þ

where qm ¼ �qion, is the charge density on the metal. Formally, this equation

enables to get the total Gibss excess of adorbed copper and adsorbed anions

according to:

ΓHSO�4 þ ΓSO2�
4
¼ � ∂γ

∂μH2SO4

� �
E, μCu2þ , T, P

ð3:44Þ

ΓCu2þ þ ΓCu ¼ � ∂γ
∂μCu2þ

� �
E, μH2SO4 , T, P

ð3:45Þ

Since HClO4 is present in excess, the pH of the solution remains constant so that

the conditions dμH2SO4
¼ RTdln cK2SO4

ð Þ and dμCu2þ ¼ RTdln cCu2þð Þ are fulfilled

because the corresponding activity coefficients remain constant. The latter is also

important to warranty the condition of constant chemical potential of the species

not involved in the partial derivative.

While the formalism to get the surface excesses appear is clearly defined in the

Eqs. (3.44) and (3.45), the direct measurement of γ for solid electrodes appears as

difficult, if not impossible. However, Shi and Lipkowski [31, 32] devised a proce-

dure to circumvent this problem, showing a way to get relative values of γ as a

function E from chronocoulometric measurements. The basis for this is Eq. (3.43),

where it can be noticed that if charge is integrated as a function of potential for a

given solution composition, changes in γ can be obtained as:

Δγ ¼
ðγ0þΔγ

γ0

dγ ¼
ðE2

E1

�qmdE ð3:46Þ

These authors noted that if the ionic adsorption is investigated over a wide range of

potentials, it may be found a potential E, at which the adsorbed species are totally

desorbed. When this condition is satisfied, relative changes in γ, and consequently,

the Gibbs energy excess of the adsorbed species, can be determined from a

measurement of the electrode charge, as pointed out above.

Figure 3.10 illustrates how to use cyclic voltammogram (CV) curves to find the

potentials of complete desorption of anions and metal adatoms on Au(111), respec-

tively. Let us compare for example the voltammogram in excess of base electrolyte,

0.1 M HClO4, dotted line, with the voltammogram with the addition of 5� 10�3 M
K2SO4, given by the full line. It can be found that both voltammograms merge for

potentials lower than 100 mV, indicating that below this potential the surface will
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be free of sulfate adsorption. On the basis of this information, charge vs. E curves

were constructed the following way: the electrode was held at a potential E, where
sulfate adsorption took place for a period of time long enough to reach adsorption

equilibrium. The potential was then stepped to Ef¼�0.2 V (SCE), where

sulfate species desorb, and current transients were recorded and integrated to

get the charge difference between potential E and Ef.
Absolute charge densities were then calculated, using the value of the PZC,

determined independently for the pure HClO4 solution. These charge densities are

shown in Fig. 3.11a. Then, the charge density data were integrated starting the

integration at E¼�0.2 V, yielding the difference between the interfacial tension at
a potential E and at E¼�0.2 V (SCE), as shown in Fig. 3.11b. It can be observed

that all electrocapillary curves merge at E< 0.1 V (SCE) and diverge at more

positive potentials, where the γ decreases with the bulk sulfate concentration

concentration.

Going back to Fig. 3.10, it can be observed that the curves corresponding to the

two electrolytes containing K2SO4, (with and without Cu2+) coincide at E> 0.4 V

(SCE), indicating that Cu is desorbed from the gold surface at these positive

potentials. Thus, Ef¼ +0.8 V (SCE) can be chosen for chronocoulometric measure-

ments carried out in the presence of Cu2+ into the solution. Similarly to the previous

case, total charge density and electrocapillary curves can be constructed for Cu2+

containing solutions. For a given Cu2+ concentration, the total Gibbs excess of

adsorbed sulfate ions may be determined by plotting the interfacial tensions at a

constant E as a function of RTln cK2SO4
ð Þ and differentiating (see Eq. 3.44).

Similarly, to determine the Gibbs excess of adsorbed copper the interfacial tensions

Fig. 3.10 Cyclic

voltammograms recorded at

an Au(111) electrode in

(. . . . .) 0.1 M HClO4,

(�����) 0.1 M HClO4 +

5� 10�3 M K2SO4,

(� � �) 0.1 M HClO4 + 5

�10�3 M K2SO4+ 10�3 M
Cu(ClO4)2. Scan rate:

5 mV s�1 (Reprinted with

permission from Ref. [31])
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at constant E and cK2SO4
may plotted gainst RTln cCu2þð Þ and differentiated (see

Eq. 3.45). A similar procedure may be performed to study the excesses of

other anions, as Cl� or Br�, as considered by Lipkowski and coworkers [33].

The methodology just described yields highly interesting information on the

excesses of the different species participating in the upd of Cu in the presence of

anions. Figure 3.12 shows the Gibbs excess for adsorbed copper (Fig. 3.12a) and

three different coadsorbed anions: Cl�, Br� and SO2�
4 (Fig. 3.12b), as well as the

relative excesses ΓCu/Γanion (Fig. 3.12c).

In is interesting to correlate this thermodynamic information with the volt-

ammograms for the different systems, shown in Fig. 3.13. Les us illustrate first

the case of SO2�
4 containing electrolytes. Copper adsorbs epitaxially on the Au(111)

surface and hence a closed packed ML of adsorbed copper atoms would correspond

to the surface concentration of 1:39� 1015 atoms cm�2. The evolution of ΓCu in

Fig. 3.12a with decreasing potential shows that the peak at more positive potentials

in Fig. 3.13a and inset corresponds to the formation of 2/3 of a ML, while the most

negative one involves the formation of a full monolayer. While Cu upd starts at

potentials where ΓSO2�
4

is very small (Fig. 3.12b), it can noticed that sulfate

adsorption is considerably enhanced by the presence of Cu. ΓSO2�
4
increases rapidly

with ΓCu until reaching a maximum (Fig. 3.12b) at a potential where θCu ¼ 2=3.

Fig. 3.11 (a) Surface

charge density-electrode

potential curves and (b)

electrocapilllary curves for

the Au(111) electrode:

dotted line, pure 0.1 M

HCIO4; solid lines 0.1 M

HCIO, with the addition of

K2SO4 at different

concentrations between

10�5 M and 5� 10�3 M
(Reprinted with permission

from Ref. [31])
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Under these conditions, θSO2�
4
¼ 1=3 andΓCu þ ΓSO2�

4
¼ 1:4� 1015 ions cm�2, thus

being equal to the surface density of Au atoms. This is a clear indication that the

surface is covered by a compact monolayer of coadsorbed Cu and SO2�
4 , as will be

analyzed in Chap. 5 on the basis of theoretical modeling.

The data in Fig. 3.12a, b also show that upon completion of the Cu monolayer,

SO2�
4 anions are not completely displaced from the electrode surface, but remain

with an important surface excess,ΓSO2�
4
¼ 2:2� 1014 ions cm�2. In this respect, the

occurrence ofSO2�
4 anions adsorbed on top of the Cu atoms has been proposed from

EXAFS experiments [35, 36].

Turning into the consideration of Cl� coadsorption, the ΓCu vs. E curve in

Fig. 3.12a suggests first the formation of a structure with θCu ¼ 1=2 and its

subsequent transformation into another where θCu ¼ 2=3. In the region of the

small peak observed at lower potentials in Fig. 3.13b, θCu seem to exceed unity.

The voltammetric behavior in the presence of Br� (Fig. 3.13c) is more complex

than that for Cl�, where the five sets of peaks indicate that the Cu ML is built in a

Fig. 3.12 (a) Plot of the

Gibbs excess of Cu in the

presence of different anions,

as indicated in the figure;

(b) Plot of the Gibbs excess

of Cl�, Br� and SO2�
4 ; (c)

Plot of the ratio of the Gibbs

excess of copper to the

Gibbs excess of the anion

adsorbed from 0.1 M

KClO4, +10
�3 M

HClO4 + 10
�3 M Cu

(ClO4)2, +10
�3 M

potassium salt of: (□) Cl�,
(Δ) Br�, and 0.1 M

HClO4 + 10
�3 M Cu

(ClO4)2 + 10
�3 M K2SO4

(○) at a Au(111) electrode

surface (Reprinted with

permission from Ref. [33])
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number of steps. Comparison with the ΓCu vs. E curves (Fig. 3.12a) indicates that

the first sharp peak corresponds to θCu � 1=5, the second peak to θCu � 1=2 and the
third to θCu � 2=3. As in the case of Cl�, θCu increases steadily as E approaches the

bulk deposition potential, being θCu slightly larger than one.

As a general conclusion of this section, we can state that smart analysis of

coulometric measurements can yield valuable thermodynamic information on a

complex upd system, as it is the case of Cu electrosorption on Au(111) in the

presence of different anions.

3.6 Coverage Isotherms and Phase Transitions

On the basis of Eqs. (3.12) and (3.14), the underpotential shift may be written

as [13]:

Fig. 3.13 Cyclic

voltammogramsfor a Au

(111) electrode in 0.1 M

HClO4, +10
�3 M Cu

(ClO4)2 + 10
�3 M potassium

salt of: (a) SO2�
4 , and 0.1 M

KClO4 + 10
�3 M

HClO4 + 10
�3 M Cu

(ClO4)2 + 10
�3 M potassium

salt of (b) Cl�; (c) Br�.
Dotted lines show CV

recorded in the copper free

electrolytes. Insert: CV

recorded for 0.1 M

HClO4 + 10
�3 M Cu(ClO4)2

+ 5� 10�3 M K2SO4,

solution. Sweep rate

2 mV s�1 (Reprinted with

permission from Ref. [33])
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ΔES�M ¼ E Mθ=Sð Þ=Mzþ
aqð Þ
� E0

Mθ=Sð Þ=Mzþ
aqð Þ

� �
þ RT

F

1

γv
� 1

z

� �
ln aMzþ

aqð Þ

� 	
� RT

γvF
ln a ΓMð Þð Þ ð3:47Þ

where

E Mθ=Sð Þ=Mzþ
aqð Þ
� E0

Mθ=Sð Þ=Mzþ
aqð Þ

� �
¼ ΔES�M,0 ¼ ΔG0

zF
� ΔGupd,0

γvF
ð3:48Þ

Based on the concept of submonolayer equilibrium potential, underpotential/cov-

erage isotherms can be derived on the basis of Eq. (3.47). With this purpose, it is

necessary to take into account the existence of multiple energy states and the

relationship between a(ΓM) and ΓM. Instead of the surface excess, it is more

suitable to write this equation as a function of the coverage degree θ ¼ Γ=Γsat,

where Γsat is the maximal surface excess attainable on the surface.

In the case of an ideal lattice gas, the chemical potential is given by:

μ ¼ RTln
θ

1� θð Þq p

 !
ð3:49Þ

where qp is the partition function on a single adsorbed atom. Comparing the

previous equation with:

μ ¼ μ0 þ RTln að Þ ð3:50Þ

We see that if we select as standard state for the monolayer θ ¼ 0:5, the activity of

the monolayer is given by a ¼ θ= 1� θð Þ. Thus, in the case of a langmuirian

behavior of the upd layer, the relationship between the coverage degree and the

equilibrium potential will be given by:

ΔES�M ¼ E Mθ=Sð Þ=Mzþ
aqð Þ
� E0

Mθ=Sð Þ=Mzþ
aqð Þ

� �
þ RT

F

1

γv
� 1

z

� �
ln aMzþ

aqð Þ

� 	
� RT

γvF
ln

θ

1� θð Þ
� �

ð3:51Þ

In this equation, the term θ= 1� θð Þ is a purely entropic one, arising from the

different forms to distribute the adatoms among the adsorption sites. However,

other effects like a priori surface heterogeneity or interaction between adsorbed

atoms may occur [13]. A way to consider this is to introduce in Eq. (3.48) a

formal dependence of ΔGupd,0 on θ according to:
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ΔGupd,0 ¼ ΔGupd,θ!0 þ fRTθ ð3:52Þ

where f is an interaction parameter accounting for these effects, so that the isotherm

results in:

ΔES�M ¼ ΔG0

zF
� ΔGupd,θ!0

γvF

� �
þ RT

F

1

γv
� 1

z

� �
ln aMzþ

aqð Þ

� 	
� RT

γvF
ln

θ

1� θð Þ þ f θ

� �
ð3:53Þ

In the present adsorption phenomenon, due to the fact that adatoms are metallic,

attractive interactions are expected to appear between them, so that f should be

negative. Other effects have also been modeled via modification of Eq. (3.52). For

example, Conway et al. [37] have included in this modeling the effect of charge

polarization, in terms of an induced image dipole. This resulted in the addition of a

further term to this equation, resulting:

ΔGupd,0 ¼ ΔGupd,θ!0 þ fRTθ þ gRTθ3=2 ð3:54Þ

And leading to [27]:

ΔES�M ¼ ΔG0

zF
� ΔGupd,θ!0

γvF

� �
þ RT

F

1

γv
� 1

z

� �
ln aMzþ

aqð Þ

� 	
� RT

γvF
ln

θ

1� θð Þ þ f θ þ gθ3=2
� �

ð3:55Þ

Les us summarize the main assumption involved in this equation, limiting its

potential applications: first of all, a single energy state is involved. We will find

along this book that upd on single crystal faces may involve several energy states,

corresponding to the formation of different structures on the metal surface. Second,

it assumes additivity of adsorbate-substrate and adsorbate-adsorbate interactions.

This is also a simplification to describe metal binding, where the interactions are

non-additive. To account for the first of these facts Swathirajan et al. [27] have

proposed to write a general isotherm for the jth state as:

ΔES�M ¼ ΔEθ!θ j

j þ RT

F

1

γv
� 1

z

� �
ln aMzþ

aqð Þ

� 	
� RT

γvF
ln

θ � θ j�1
θ j � θ

� �
þ f j θ � θ j�1

� �þ g j θ � θ j�1
� �3=2� �

ð3:56Þ

where θ j�1 and θj are the initial and final coverages of jth energy states respectively.
Various particular cases of this equation were discussed in Ref. [27], and the

so-called Temkin parameter f was given there for several systems involving
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polycrystalline substrates, as summarized in Table 3.2. The results reported in this

table correspond to f values estimated from the integral isotherms as:

f � zF

RT

d ΔES�M� �
dθ

� �
ð3:57Þ

Swathirajan et al. [27] analyzed different possible reasons for the abnormally large

Temkin parameters found in Table 3.2, including the polycrystalline nature of the

substrate, radii mismatch between substrate and adsorbate, multiple adsorption

states, lateral interactions and the variation of substrate work function with cover-

age. Among all these effects, they privileged the later one. As we will see below, the

widespread subsequent use of single crystal surfaces in upd has largely contributed

to improve our understanding on this system and we will conclude that in some

cases the polycrystalline nature of the substrate may lead to a wide energy distri-

bution yielding an abnormally large f parameter. However, we wanted to emphasize

on the previous early work with polycrystalline surfaces here, since it marked

interesting tracks for further research in the area. For example, besides the previous

discussion on thermodynamic aspects in Ref. [27], solvent adsorption, ion adsorp-

tion and changes in the electronic properties of the upd layer were mentioned there

as relevant factor influencing the observed electrochemical behavior.

As we saw in Chap. 2, linear sweep voltammograms at a relatively low sweep

rate may deliver relevant information on the adsorption isotherm of upd systems, as

long as they are performed at a rate slow enough so that adsorption conditions close

to equilibrium are established. These are called quasi-equilibrium conditions. Let us

now discuss shortly on this point. The current density i measured in a linear volt-

ammetric experiment can be written as:

i ¼ QM

dθ

dt
¼ QM

dθ

dE

dE

dt
¼ QMv

dθ

dE
ð3:58Þ

where QM is the charge for generating a monolayer coverage of the adsorbate, and

v is the potential sweep rate. Note that the term QMdθ=dE ¼: C has units of a

capacitance. For this reason, C is called adsorption pseudocapacitance. If the

coverage at each potential is close to that obtained under equilibrium conditions,

then the current in the voltammogram is proportional to the derivative of the θ � E
adsorption isotherm. Angerstein Kozlowska et al. [41] have performed computer

simulations of the kinetic behavior of a single electron reaction with a single

adsorbed species that can be used to described the upd phenomenon. Although

Table 3.2 Isotherm

parameters for different upd

systems. f was estimated from

the integral isotherms

according to Eq. (3.57)

Substrate/adsorbate f References

Ag/Pb 16 [38]

Au/Pb 41 [39]

Pt/Pb 94 [40]

Au/Ag 25 [13]
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the model was meant to represent the oxidative formation of a chemisorbed species,

the same set of equations may be applied to describe upd just by changing the sign

of the applied potential ΔE in the original equations.

Thus, the equation describing upd through a single electron transfer according to

the reaction:

SþMzþ
aqð Þ þ e� ! Mads Sð Þ ð3:59Þ

can be modeled according to the following equation:

i ¼ QM

dθ

dt

¼ QM �k1cMzþ
aqð Þ

1� θð Þexp � F

2RT
ΔE� f θ

2

� �
þ k�1θexp

F

2RT
ΔEþ f θ

2

� �
 �
ð3:60Þ

with ΔE ¼ Ei � vt� E0,where E0 is the standard reversible potential and Ei is the

initial potential in the sweep. Steady state conditions dθ=dt ¼ 0 leads to the

following adsorption isotherm:

E Mθ=Sð Þ=Mzþ
aqð Þ
¼ E0

Mθ=Sð Þ=Mzþ
aqð Þ
þ RT

F
ln

k1
k�1

� �
þ RT

F
ln aMzþ

aqð Þ

� 	
� RT

F
ln

θ

1� θð Þ þ f θ

� �
ð3:61Þ

which is analogous to that described above in Eq. (3.53). We will discuss results

corresponding to these conditions, which are relevant for the previous thermo-

dynamic formulation. Figure 3.14 (left) shows adsorption isotherms for different

values of the interaction parameter f.
It can be appreciated there that the isotherms with positive interaction para-

meters (repulsion) spread over a considerably larger potential region than that with

f ¼ 0, and are shifted towards positive values with respect to the standard revers-

ible potential. On the other hand, the isotherms with negative interaction parameters

become steeper and are shifted negatively with respect to E0. From Fig. 3.14 (left) it

seems that for some negative f (close to f ¼ �4) it will appear a curve with a point

on it where dθ=dE!1. Moreover, in a E vs. θ representation of the plots, this will
be inflection point at θ ¼ θi p, for which we now from calculus that we have the

conditions dE=dθ ¼ 0 and d2E=dθ2 ¼ 0. From the latter condition we find

θi p ¼ 1=2, and replacing in the first condition, we find that the first derivative

will be zero if f ¼ �4. For interaction parameters lower than�4, the θ vs. E curves

present a potential range where they have three solutions. This behavior is ana-

logous to the behavior of the van der Waals isotherm, and is an indication for a fist-

order phase transition. In the electrochemical experiment, this means that if the
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interaction between adsorbed particles is strong enough (by strong enough we mean

in the present modeling f < �4), a discontinuous change will be observed in the
surface density of the adlayer. To make this point clear, let as consider the curve in

Fig. 3.14 (left) with f ¼ 20. If we follow this curve from a negative up to a positive

E value, we see that the coverage degree changes continuously (no jumps), over a

potential region that exceeds 600 mV. Let us now follow the curve with f ¼ �8,
starting from very negative E values. There, θ will be very small, and the adsorbed

atoms exist in a disperse gas-like distribution (see inset). Coverage will smoothly

increase in this dilute phase, until reaching the potential marked with a red dotted

vertical line. At this point, the surface coverage will change abruptly following the

dotted red arrow, yielding a compact, condensed phase. Let us repeat this proce-

dure, with the same curve f ¼ �8, but now starting from a large positive E value,

running in the negative direction. At large E, θ will be large, forming a condensed

phase. Holes will occur in this condensed phase, until reaching the potential marked

by the blue dotted vertical line. At this point, an abrupt decrease in θ will occur,

following the blue arrow. Thus, the potential region between the two arrows is a

metastability region, where a transition between two different phases, a condensed

and a dilute one may occur. Note that all the discussion above was made along

branches of the θ -E curve where dθ/dE is positive. What about the branch of the

isotherm where dθ=dE < 0? This corresponds to an unstable region (with a negative

pseudocapacitance) and does not have a physical meaning.

Fig. 3.14 Left: adsorption isotherms for the formation of Mad in reaction for various positive and

negative f values. Right: plots of the C vs. V profile for reaction (adsorption) for various positive

and negative f values in Eq. (3.59) (Reprinted with permission from Ref. [41])

3.6 Coverage Isotherms and Phase Transitions 121



Figure 3.14 (right) shows pseudocapacitance curves, corresponding to quasi-

equilibrium conditions, for some of the isotherms on the left. There we see how

negative values of the interaction parameter f result in a progressive thinning of the
pseudocapacitance peak, until a very sharp spike results at f ¼ �4. The sharpness
of the peaks may be characterized by their half-peak width ΔE1/2, which is the

width of the peak at a C value equal the half of its maximum capacitance. ΔE1/2

values are shown, together with other relevant parameters, as a function of f in

Fig. 3.15. It can be seen there how ΔE1/2 vanishes in the limit f ! �4þ, while it

grows becoming larger than 600 mV for f > 18. The results of the present

simulations allow to rationalize the reasons for the large f values found in poly-

crystalline surfaces (See Table 3.2): if an effective parameter f is fitted to an upd

process with extends over several hundreds of mV, due to the overlap of a series of

processes in this region, a large positive value of f will result. A better way to

estimate an effective f would be from the experimental ΔE1/2 values. However, this

approach is seldom found in the literature.

In the previous discussion, we have introduced heuristically the idea of a first-

order phase transition in a voltammogram. Phase transitions have been thoroughly

studied in the physical literature within the so-called lattice models, which have a

close relation the Ising models for magnets. Both models are illustrated compar-

atively in Fig. 3.16. In the upper part, we show on the left a portion of the

2-dimensional Ising model for a system of interacting dipoles, which are under

the influence of an external magnetic field, H. Each of the dipoles may take either

one of two states, one with spin up or +1 (blue) and another one with spin down of

�1 (red). The status of the ith spin is described by the variable Si, which may take

one of these values. The interaction energy of such a dipole system takes the form:

UIsing ¼ �
X
i, j

Ji jSiS j � H
X
i

Si ð3:62Þ

Fig. 3.15 Dependence of

the peak potential Ep,

coverage degree at the peak

θp, half width peak ΔE1/2

and standard-state coverage

degree θ0 characterizing the

C vs. V profile for reversible

conditions in reaction

(3.58), on the f value
(Reprinted with permission

from Ref. [41])
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where the first term represents the interaction between dipoles i and j spin via the

interaction Jij, denominated coupling constant. In the simplest version of the model,

the interaction is considered between nearest neighbors and Ji j ¼ J is the same for

all site pairs and the hamiltonian reduces to:

UIsing ¼ �J
X
i; jh ineigh

SiS j � H
X
i

Si ð3:63Þ

The second sum in Eq. (3.63) represents the interaction with the external magnetic

field.

On the upper right part of Fig. 3.16, we represent the so called lattice gas model

for adsorption. As in the Ising case, we also have a lattice but the sites may be now

occupied or unoccupied by adsorbates (yellow circles) and this situation is

described by an occupation variable Ci, which may take the values 1 or 0 respec-

tively. Note that where we had “up” blue dipoles on the left, we have yellow circles

on the right, so there is a one-to one correspondence between the configurations

represented in the two lattices of Fig. 3.16.

The analogue of Eq. (3.63) for the lattice gas model, subject to a constant

chemical potential μ is:

ULG ¼ �ς
X
i; jh ineigh

CiC j � μ
X
i

Ci ð3:64Þ

Fig. 3.16 Illustrative comparison between the Ising model for magnets (left) and the lattice gas

model for adsorption (right). Tc denotes the critical temperature, below which an abrupt change in

the magnetization (coverage degree) is expected as plotted as function of the magnetic field

(chemical potential)
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where ς is a constant describing the interaction between two neighboring adsor-

bates. The interaction of the adatoms with the substrate is set arbitrarily equal to

zero (see discussion below). It can be shown that Eqs. (3.63) and (3.64) are

equivalent just by replacing in the first Si ¼ 2Ci � 1. This leads to the following

equation:

UIsing ¼ �4J
X
i; jh ineigh

CiC j � 2 H � J ncð Þ
X
i

Ci þ constant ð3:65Þ

where nc is the number of nearest neighbors to a given dipole. Since the additive

constant is unimportant, a complete equivalence between both systems is obtained

if ς ¼ 4J and μ ¼ 2 H � J ncð Þ. The mathematical equivalence between both

approaches has been proved in Ref. [42]. This means that all the results derived

for the Ising model can be transferred to the lattice gas model after a suitable

adaptation of the corresponding equations. In the case of 2D systems, the energy

Eqs. (3.63) and its equivalent (3.64) can be inserted in the statistical mechanical

formalism and solved approximately or via computer simulations to evaluate

properties of the system. For the present purpose, it is useful to analyze the average

orientation of dipoles hSi in the magnetic system, under different magnetic fields,

which is the counterpart of the coverage degree under different chemical potentials.

Before that, note that from Eq. (3.5), we have μS
M ¼ μM

M � ze0ΔES�M, so that in the
electrochemical system, the chemical potential of the adatoms on the substrate is
determined by the potential difference applied to the cell, but a minus sign appears.

Magnetic systems may exhibit positive or negative values of the constant J.
However, since we are dealing with metal adsorbates that are expected to attract

each other, ς will be assumed to be positive in Eq. (3.64) (attractive interactions),

and since ς ¼ 4J, we will consider only positive Js in the magnetic analysis.

The application of a magnetic field to a system of dipoles will tend to align them

with the field. Thus, we expect that at very large negative H (magnetic field

strength) values Sh i ! �1, while at very large positive H values, Sh i ! þ1.
Temperature will contribute to randomize this alignment, so it is expected that

the fields required to reach these limits will be larger the higher the temperature.

Figure 3.16, bottom left, shows schematically hSi vs. H results obtained for three

different temperatures, where it is found that this expectation is fulfilled. However,

something remarkable is observed at low absolute values of H. This is a jump

(discontinuity) in the hSi vs. H curve at H ¼ 0, at the lowest temperature, T1. This
discontinuity is absent at the higher temperatures, T2 and T3, where it is found that

Sh i ! 0 as H ! 0. This phenomenon is called spontaneous magnetization, since it

happens in the absence of an applied magnetic field. It appears as a consequence of

the coupling between neighboring dipoles. As we see from Eq. (3.63), the term �
JSiS j promotes alignment of neighboring dipoles in the same orientation (þ1, þ 1)

or (�1, � 1). If J is large enough (or the temperature low enough), large domains of

dipoles will predominate with one or other orientation when H ! 0.
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The predomination of one or the other orientation will depend whether H ! 0þ or

H ! 0�. At H ¼ 0, both phases will coexist, as illustrated in Fig. 3.17.

In the previous discussion, we stated somehow vaguely “high enough” of

“low enough” temperature. Actually, it comes out that the jump in the hSi vs.
H curve, as well as the phase coexistence shown in Fig. 3.17 starts to appear below a

very well defined temperature, denominated “critical temperature”, Tc which

depends on the strength of the coupling between de dipoles, J.
But let us turn to the problem of our interest, adsorbate formation, depicted at the

bottom right of Fig. 3.16. There, we see that at a relatively low temperature a step is

expected at the isotherms, as previously found in the phenomenologic model given

by Eq. (3.61). Now, the step occurs at the chemical potential where the continuous

isotherms yielded θ ¼ 0:5, that is μ ¼ 0. As in the case of magnetic dipoles, we see

that we get different limiting coverages depending whether μ! 0þ or μ! 0�. In
the first case, as the chemical potential approaches the point μ ¼ 0 from positive

values, the configuration of the system will look like the snapshots shown on the

right of Fig. 3.18. The surface will present a large coverage of the adsorbate

(marked in yellow), with small blue “holes” of free sites. On the other hand, as

the chemical potentials approaches the point μ ¼ 0 from lower values, the surface

will be essentially empty, with isolated or small clusters of adatoms, appearing as

small yellow dots on the blue substrate.

We connect now the lattice gas model with the behavior we expect to find in an

electrochemical experiment, where a metal monolayer is deposited at upd. Unfortu-

nately, due to the relationship between electrode potential difference and chemical

potential via a minus sign, Eq. 3.5, the positive μ axis points into the direction of

negative electrode potentials. Thus, when coming from positive electrode potentials

(low μ values), the coverage presents a sudden increase at μ ¼ 0, and as

sharp voltammetric peak should be observed, as it was previously noted in the

Fig. 3.17 Illustration of

phase coexistence in an

Ising dipole system at

H ¼ 0, as obtained from a

Monte Carlo simulation.

Blue points denote S ¼ þ1
dipoles, yellow points
denote S ¼ �1 dipoles. The

temperature is slightly

below the critical

temperature. (T=Tc ¼ 0:85)
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phenomenogical isotherm given by Eq. (3.61) for f < �4. As we have shown in

Fig. 3.16, in the case of the lattice gas model (and in its magnetic counterpart), the

occurrence of this critical behavior depends, for a given interaction between

adsorbates, on the temperature. In the case of the 2D magnetic dipolar system,

the relationship between the critical temperature and the coupling parameter J has

been found by Onsager [43, 44] for a square lattice and is:

TIsing 2D
c ¼ 2J

kBln 1þ ffiffiffi
2
p� � ð3:66Þ

Taking into account the relationship between the magnetic coupling constant J and
the pair interaction between adsorbates ς in the lattice gas, we have that for the latter
the critical temperature is:

Tlattice gas
c ¼ ς

2kBln 1þ ffiffiffi
2
p� � ð3:67Þ

This is a very interesting result, since from this equation we can find an order of
magnitude for the interaction between adsorbates ς required to observe a first-

order phase transition in upd systems. If we set Tlattice gas
c ¼ 298 K, we find ς ¼

0:04526 eV. This is the minimal attractive interaction between pairs of adatoms on

the surface required to find a first-order phase transition. We can calculate the

binding energy of such a 2D layer, given by the terms �ς
X
i; jh ineigh

CiC j in Eq. (3.64),

with Ci ¼ C j ¼ 1. Taking into account that in a square lattice each adsorption site

has four neighbors, and considering that if we sum over all atoms we count each

interaction pair twice, we get U2D
bind ¼ �0:09053 eV. This is a small quantity as

Fig. 3.18 Illustration of the

behavior of the coverage

vs. chemical potential curve

for the lattice gas at a

temperature below the

critical point. Note the

sudden increase in the

coverage at the chemical

potential μ ¼ 0
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compared with the cohesive energy of metals, of the order of several eV. However,

we must state very clearly that this quantity represents an interaction between
adsorbates, not with the substrate. The interaction with the substrate will determine

the location of the step in the coverage on the μ axis (μ ¼ 0 so far), since the

substrate-adsorbate atom interaction, say εsubs ‐ ads, will only represent the addition

of terms of the type �εsubs-adsCi to Eq. (3.63), to yield:

ULG ¼ �ς
X
i; jh ineigh

CiC j � μþ εsubs-adsð Þ
X
i

Ci ð3:68Þ

Thus, for a given ς, the addition of the term εsubs ‐ ads results in the shift of the
isotherm in the amount εsubs ‐ ads to the left, as illustrated in Fig. 3.19.

Onsager has also shown that the magnitude of the step observed at μ ¼ 0 in the

isotherms on the right of Fig. 3.18 is determined by the critical temperature. If we

denote the magnitude of this step in the case of lattice gas by Δθ, we have:

Δθ ¼ 1� sinh ln 1þ
ffiffiffi
2
p� 	Tc

T

� �� ��4( )1=8

ð3:69Þ

which obviously becomes zero if T ¼ Tc.

The plot of Δθ vs. Tc/T, see Fig. 3.20, shows that Δθ approaches very rapidly

unity. A decrease of T of 10 % below the critical temperature, makes already Δθ
larger than 0.8. In other words, the step at the adsorption isotherms should be

clearly observed, as long as the system is at a temperature slightly lower than Tc.
On the basis of the previous discussion, it is worth stating the question: are the

usual upd systems candidates for a first order phase transition? As we have

seen above from the Ising model, this could occur if the binding energy of the

Fig. 3.19 Illustration of the

shift of the coverage

vs. chemical potential curve

for the lattice gas model

when the interaction energy

with the substrate is

changed in the amount

�εsubs-ads
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monolayer is lower than �0.09053 eV. This Figure may only be taken as a rough

indication, due to several approximations made in this model, namely:

1. Only nearest neighbor interactions are considered.

2. A square lattice is assumed for the structure of the adsorbate.

3. Vibrational effects are neglected. Thus, all vibrational entropic contributions

will be absent.

4. The interactions among the components of the systems are assumed to be

additive. Thus, the interactions of the adsorbates with each other and with the

substrate may be separated. This is probably the strongest approximation, since

metal bonding is characterized by many-body interactions.

In order to get a measure for the magnitude of the adsorbate-adsorbate interac-

tions, we have calculated the binding energy of adatoms in the monolayer for

several upd systems, which are shown in Table 3.3. The binding energy per adatom

was calculated from:

U2D
bind ¼ Uθ¼1

M=S � Uθ!0
M=S ð3:70Þ

where Uθ¼1
M=S is the binding energy of the M adatoms in the monolayer adsorbed on

the substrate S(hkl) and Uθ!0
M=S is the binding of a single atom on the surface of S.

From Table 3.3, we see that all the upd systems analyzed present a binding

energy of the monolayer U2D
bind that is larger (in absolute value) than that required to

observe a first-order phase transition at room temperature. Another interesting

observation from this table is that the binding energy of the metal monolayers is

lower (stronger binding)) for adsorbates on the (100) faces.

As we have seen in Fig. 3.17, the coexistence of phases should characterize the

first-order phase transitions we have analyzed so far. In principle, we have shown

phase coexistence appearing only at H ¼ 0 in the magnet system, or at μ ¼ 0

(eventually μ ¼ �εsubs-ads) in Figs. 3.18 and 3.19. However, we represented in these
Figures ideal equilibrium states, but in the real (dynamic) world, the transition from

a phase to another one takes time, and the growth of a phase involves a mechanism,

Fig. 3.20 Plot of the

magnitude expected for the

coverage jump Δθ at the

adsorption isotherms due to

the first-order phase

transition, as a function the

ratio between the critical

temperature and the

temperature of the system
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where both phases may coexist out of the equilibrium state, one being “swept out”

by the other. For the sake of discussion, let us assume that we have reached equili-

brium at some point μ < 0 in Fig. 3.18, and we step the potential at some μ > 0,

defining an excess of chemical potential Δμ. Thus, the system must evolve from a

situation where the adsorbate looks very much like a gas, to another one where it

has the appearance of a solid with defects. The question is: how does it evolve? The

answer is not simple, since one of the important points to consider is how far from

equilibrium we have driven the system. Let us assume that the final chemical

potential is not much larger than 0, this would correspond to a small negative

overpotential in the electrochemical system. At μ > 0, small clusters of adatoms

will form and dissolve, depending on their stability. Those able to grow at the

chemical potential (overpotential) selected, will lead to the upd monolayer.

The stability of these clusters is a function of their size and the excess of over-

potential applied. The free energy to generate a cluster (nucleus) of N atoms is

called the Gibbs energy of cluster formation,5 and is given by [45]:

ΔG N; ηð Þ ¼ NΔμþ Φ Nð Þ ¼ �Nze ηj j þΦ Nð Þ ð3:71Þ

where Δμ is the excess of chemical potential with respect to the chemical potential

of phase coexistence, and Φ(N ) is the excess of free energy required to generate the

cluster from atoms residing in the full monolayer. This quantity can be written as

function of the number of atoms of the 2D cluster as:

Table 3.3 Monolayer binding energy and critical temperature estimated for several systems using

Eq. (3.67)

Substrate/adsorbate Monolayer binding energy/eV Critical temperature/K

Pd(111)/Ag �0.58 1894

Pd(111)/Au �1.08 3541

Pd(111)/Cu �0.91 2981

Pt(111)/Ag �0.37 1214

Pt(111)/Au �0.64 2110

Pt(111)/Pd �0.90 2976

Pt(111)/Cu �0.65 2147

Au(111)/Ag �0.63 2061

Pd(100)/Ag �0.45 1488

Pd(100)/Cu �0.63 2072

Pt(100)/Ag �0.31 1004

Pt(100)/Cu �0.44 1445

Au(100)/Ag �0.44 1444

5Also denominated work of cluster formation. Each state (Ni) does not represent a thermodynamic

equilibrium state, since it does not correspond to a mı́nimum in the free energy surface.
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Φ Nð Þ ¼ 2ε
ffiffiffiffiffiffiffiffiffiffi
bΩN
p

ð3:72Þ

where ε is an averaged specific edge energy,Ω is the area occupied by an adatom on

the surface of the cluster and b is a geometric factor that depends on the shape of the

cluster (b ¼ π for a circle). Thus, replacing (3.72) into (3.71) yields:

ΔG ¼ �Nze ηj j þ 2ε
ffiffiffiffiffiffiffiffiffiffi
bΩN
p

ð3:73Þ

This equation states that the stability of a cluster has two contributions: one, the

first, stemming from the driving force imposed by the overpotential, which is

negative, and another, the second one in this equation, given by the fact that the

cluster has edges, where the adatoms are less stable than in the complete monolayer,

so it delivers a positive contribution. Equation (3.73) has a maximum at a certain

N ¼ Ncrit, corresponding to the critical cluster size, see Fig. 3.21. Set at a given |η|,
clusters withN > Ncrit will growth towards the infinite monolayer and clusters with

N < Ncrit will dissolve. The critical cluster size may be obtained via differentiation

of Eq. (3.73) to get:

Ncrit ¼ bΩε2

ze0 ηj j ð3:74Þ

On the basis of the occurrence of growing nuclei, a theory of electrochemical phase

growth under potentiostatic conditions has been developed, where the analysis of

the behavior of the current as a function of time after a potential step plays a key

role. This theoretical development has been widely analyzed in the literature [46–

51] in term of the so-called nucleation and growth model, which been mainly

focused on overpotential deposition (opd), that is, on the formation of deposits at

potentials negative with respect to the Nernst reversible potential. Some typical

theoretical results for potentiostatic current/time curves predicted from these theo-

ries are shown in Fig. 3.22.

Fig. 3.21 Qualitative

scheme of the Gibbs energy

of cluster formation, as a

function of the number of

atoms of the conglomerate

N. Note the monotonically

growing behavior for η � 0

and the occurrence of a

maximum for η < 0
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On the left, we see the so called “instantaneous” nucleation case, where it is

assumed that the number of growing nuclei remains constant, while on the right we

see the transient predicted for the “progressive” case, where the number of nuclei is

assumed to increase linearly with time. Approximate equations describing the

evolution of current with time have been derived for these two limiting cases,

which are of the form:

iinstantaneus ¼ Atexp �Bt2 � ð3:75Þ
iprogressive ¼ A0t2exp �B0t3 � ð3:76Þ

where A, A0, B, B0 contain system specific parameters. The common feature for

both cases is the occurrence of a maximum in the potentiostatic transients. The

rising section corresponds to the growth of electroactive area as established nuclei

grow and as new nuclei are formed, depending on the case. The transients reach in

both cases a maximum due to overlap of the growing nuclei.

A very common diagnostic to test if the experimental data fit one or the other

limiting case, consists in plotting the measured current divided the maximal current,

as a function of the time divided by the time at which the maximum occurs. These

plots are then compared with the corresponding version of the two curves presented

in Fig. 3.22.

According to the discussion performed so far in this section, we can mention

several criteria that must be met to assert for the occurrence of a first-order phase

transition in an upd system:

1. Discontinuity in the adsorption isotherms.

2. Occurrence of sharp voltammetric peaks.

3. Non monotonic potentiostatic transients.

4. Appearance of growing clusters of the new phase on the surfaces.

Fig. 3.22 Shape of the current/time transients for two dimensional nucleation and crystal growth,

for two limiting cases: The left shows the so called “instantaneous” nucleation case, while the right
one the “progressive” case (Adapted with permission from Ref. [51])
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To the previous conditions, we may also add the appearance of spikes in

galvanostatic transients; large change in the slope of reflectivity vs. charge plots

[63]; relative shift in the position of cathodic and anodic peaks, even at very low

sweep rates; strong influence of the crystallographic nature of the substrate on the

position of the peaks found for upd; influence of the supporting electrolyte on the

half peak width and on the relative position of cathodic and anodic peaks and influ-

ence of the specific adsorption of foreign substances on the voltammetric features

mentioned previously [52].

Although the visualization of upd as a first-order phase transition has a long

history in electrochemistry [53–70], assertion of the occurrence of a first order

phase transition is not trivial on the basis of the items described above, since the

fullfilment of some of them is a necessary but not sufficient condition. For example,

the influence of anions may generate isotherm discontinuity [71]; slope changes in

the reflectivity plot may be attributed to changes in electronic states of the adsorbate

[72] and non-monotonic current vs. time potentiostatic curves have been explained

solving Eq. 3.60 for a potentiostatic step [73]. Concerning the diagnosis of the

existence of nucleation and growth phenomena, it is worth mentioning the article by

Bosco and Rangarajan [63], who gave a number of criteria for distinguishing

between nucleation and adsorption processes from electrochemical measurements.

Concerning experimental techniques, the advent of scanning probe microscopy

(SPM) techniques, which allow direct visualization of surface structures, has

made it possible the assessment of the formation of growing phases in-situ, so

that in many cases the distinction between nucleation and growth phenomena and

adsorption phenomena has become clearly possible. However, we will see that as a

consequence of this observation, a much richer landscape, as well as new questions

emerges.

An example of a system where island growth has been observed is given in

Fig. 3.23, for upd of Ag on Au(100) [74, 75]. There are a number of facts that can be

analyzed in these experiments, in the light of the models presented above. First, at

least three sets of peaks are found in the cyclic voltammograms (see Fig. 2.1a of

Chap. 2). Second, although these voltammograms do not present sharp spikes and

the ishoterms are rather smooth (see Fig. 2.13 of Chap. 2), in the scanning tunneling

images we see clear evidence for the formation of islands, something consistent

with the occurrence of a first-order phase transition. Third, islands can be detected

at 200 mV, while there is no indication for their occurrence at higher potentials.

However, a couple of peaks is clearly observable around 650 mV, which is labeled

with A1/D1 in Fig. 2.1a and stable domains of an expanded quasi-hex Ag-induced

overlayer structure are imaged in the range 200 mV < ΔE < 550 mV. This

expanded layer is found to coexist with a quadratic overlayer, in the range

100 mV < ΔE < 200 mV, while finally only a commensurate quadratic (1 � 1)

structure is observed at ΔE < 100 mV. The non observance of islands above

200 mV may be taken as an indication that the phases growing at higher potentials

(especially that being formed at 650 mV) do not appear through a first-order phase

transition. Note that the peak observed at this potential is the wider one, with a half

width of about 90 mV, which according to Fig. 3.14 corresponds to f � 0. Although
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the other peaks (A3/D3) and (A2/D2) do not define sharp spikes, it is worth noting

that they rather look like cusps, denoting some sort of blurred first-order phase

transition. As can be observed in Fig. 3.23, the (100) surfaces are not perfect, but

contain a number of steps and imperfections. Monte Carlo simulations performed

by Gimenez et al. [76], have shown that the presence of defects smooths out

adsorption isotherms. Figure 3.24 shows Monte Carlo simulations of Ag deposition

on Au(111) modified by Au islands of different sizes. It is found that increasing

number of defects, represented in this case by the presence of Au islands, makes the

step in the isotherm less pronounced.

We conclude from the previous discussion that the strongest evidence for the

occurrence of a first-order phase transition seems to be the observation of islands,

while other electrochemical evidence is more difficult to interpret. We also expect

that, for a given metal as a substrate, those surfaces where the adatoms are closer to

each other should be more prone to show first-order phase transitions. In the case of

fcc substrates, since the (111) surfaces exhibit adsorption sites which are closer to

each other than those on the (100) surfaces, the former should exhibit sharper peaks

in the voltammetric profiles, which are an indication for a first-order phase transi-

tion. An analysis of the voltammogram for upd of different metals on Ag and Au

surfaces shows that this is overall valid, while in the case of Pt this is much less

evident. This is illustrated for some sample systems in Fig. 3.25, where the volt-

ammograms for several upd systems obtained with (111) and (100) single crystal

surfaces are compared. As discussed below, the upd systems involving Pt present a

much stronger influence of the composition of the electrolyte, and the simplistic

lattice gas model cannot account for the particular behavior of these systems

Fig. 3.23 Experimental results for Ag underpotential deposition of Ag on Au(100). In situ STM

images of 2D island formation and limited growth. Left: ΔE ¼ 500 mV, no island formation.

Right:ΔE ¼ 200 mV, island formation. The corresponding cyclic voltammogram and the adsorp-

tion isotherms obtained using the twin-electrode thin-layer technique is shown in Fig. 2.12

(Reprinted with permission from Ref. [75])
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We have compiled in Table 3.4, for the selected upd systems, experimental

information concerning the observation of islands, the occurrence of

non-monotonic i/t potentiostatic transients and appearance of sharp voltammetry

peaks. It must be taken into account that this table just provides a bird-eye view on

possible occurrence of first-order phase transitions in the different systems, since

most of them show several voltammetric components, the occurrence of expanded

phases and even bilayers. In each case, we consider that voltammetric component

that appeared as the most firm candidate for a first order phase transition. We make

a brief analysis of these systems.

The Ag(111)/Pb and Ag(100)/Pb systems present three voltammetric pairs of

peaks (See Fig. 3.25a). In both cases, we focus on the sharpest, central component.

In the first of these systems, Lorenz et al. [80] estimated an interaction parameter

f ¼ �3:5, that is, very close to the value expected for a first-order phase transition,
and found galvanostatic i/t transients presenting a hump. In a more recent article,

Carnal et al. [78] reported STM images showing the border of an “incomplete” Pb

monolayer, coexisting with a nacked Ag(111) surface. For the second of these

systems, Schmidt et al. [157] found decoration of steps of the Ag(100) surface, with

the subsequent formation of 2D Pb islands at lower potentials. Also step decoration

has been found in the case of Tl upd on Ag(111) [78], thus indicating the formation

Fig. 3.24 Adsorption isotherms for Ag deposition on Au(100) in the presence of surface defects.

Each curve corresponds to one of the five systems with Au islands on the substrate illustrated on

the top (Reproduced with permission from Ref. [76])
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Fig. 3.25 (continued)
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Fig. 3.25 (continued)
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Fig. 3.25 (continued)
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of the new phase via a first-order phase transition. In the case of Tl upd on Ag(100),

sharp voltammetry features were reported in Refs. [24, 67, 86], but no island

formation was reported in these articles.

In the case of Cd deposition on Ag(111)(Fig. 3.25c), all three criteria for the

occurrence of a first-order phase transition are met: existence of islands,

non-monotonic i/t transients and sharp peaks in the case of the main reduction

process [87]. However, it was noticed in the latter article that the potentiostatic

transients showed a significant deviation from the theoretical transients predicted

by the classical models for instantaneous and progressive 2D nucleation, shown

above in Fig. 3.22, indicating that the growth of 2D Cd clusters is slower than

expected from the estandar models. In the case of Cd deposition on Ag(100) [87],

there is also some indication for the occurrence of sharp peaks, but the different

process cannot be clearly separated.

Upd of Pb on Au(111) shows a sharp main peak [90, 93, 97, 98] (Fig. 3.25d, left),

as well the occurrence of island formation. On the other hand, Pb upd on Au(100)

(Fig. 3.25d, right), presents at least four couples of peaks, from which we report the

peak half width of the most negative component, in the anodic sweep. In the case of

Ag upd on Au(100) and on Au(111), we also report the information concerning the

peak located at the most negative potentials (see below).

Fig. 3.25 Comparison of voltammetric profiles obtained for upd of different adsorbates on Ag, Au

and Pt, (111) (left) and (100) (right) substrates. Note that as the general rule the voltammetric

peaks for (111) surfaces are usually sharper than those for (100) surfaces. This can be understood

in terms of the lattice gas model described above the coupling between adsorbates on (111)

surfaces is stronger than on (100) ones, since they are close to each other, so they are more

prone to present a first-order phase transition. (a) Ag(hkl)/Pb (Taken from Ref. [80]). (b)Ag(hkl)/

Tl- (Adapted with permission from Ref. [24]). (c) Ag(hkl)/Cd- (Adapted with permission from

Ref. [87]). (d) Au(hkl)/Pb (Adapted with permission from Ref. [98]). (e) Au(hkl)/Bi- (Left:

Adapted with permission from Ref. [107]). (Right: Adapted with permission from Ref. [160]).

(f) Au(hkl)/Tl- (Left: Adapted with permission from Ref. [109]). (Right: Adapted with permission

from Ref. [115]). (g) Au(hkl)/Ag- (Left: Adapted with permission from Ref. [120]). (Right:

Adapted with permission from Ref. [74]). (h) Au(hkl)/Cu- (Adapted with permission from Ref.

[77]). (i) Pt(hgkl)/Ag- (Adapted with permission from Ref. [155])
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Table 3.4 Compilation of information supporting the occurrence of first-order phase transitions

in upd systems. We consider the occurrence of islands/domain boundaries, non-monotonic tran-

sients and sharp peaks. Some sample values of half-peak widths ΔE1/2 are given. They correspond

to the upd peak closer to the bulk metal deposition or to the most important component. In the case

of a langmuirian process, ΔE1=2 � 100 mV

Substrate/

adsorbate

Observation of islands/

domains/step

decoration

Non monotonic i/t

potentiostatic transients or

with shoulders

Sharp voltammetric

peaks, ΔE1/2

Ag(111)/Pb Yes, step decoration

[78, 79]

Yes

[71, 80, 81, 118]

Yes

[57, 71, 79, 80, 82, 83,

118]

� 10 mV [83]

Ag(100)/Pb Yes, step decoration,

island formation

[79, 157]

Not reported Yes

[79, 83]

12 mV [83]

Ag(111)/Tl Yes

[78]

Yes

[72, 73, 84]

Yes

[24, 71, 85, 96]

6 mV [24]

Ag(100)/Tl Not reported Not reported Yes

[24, 67, 85, 86]

9 mV [24]

Ag(111)/Cd Yes

[87, 88]

Yes

[87]

Yes

[89, 96]

10 mV [87]

Ag(100)/Cd Yes

[87]

Not reported

[87]

No

[87]

Au(111)/Pb Yes

[90–95]

Not reported Yes

[9, 95, 96, 112]

12 mV [90], 38 mV

[97], 25 mV [98]

30 mV93

Au(100)/Pb Not reported Not reported Yes

[118]

20 mV [157], 19 mV

[97], 13 mV [98]

Au(111)/Bi Not reported Yes

[107, 99]

Yes, on a Ag-Covered Au

(111) surface [103]

Yes

[9, 99, 100–106]

8 mV [107], 11 mV

[108]

Au(111)/Tl Not reported Yes, shoulder

[109]

Yes

[9,109–112]

Yes, Br� coadsorpion

[113, 114]

Au(100)/Tl Not reported Not reported Yes [115]

Au(111)/Ag Yes

[116–118]

Step growth

[119–121]

Exponential behavior

[116]

Yes

[117,120,122–131]

10 mV [132], 11 mV

[133], 14 mV [10]
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Bi upd on Au(111)(Fig. 3.25e, left) yields two ordered phases [158, 108]: a

commensurate (2 � 2)-Bi phase with a quarter monolayer coverage and a close

packed p� ffiffiffi
3
p� �� 2Bi phase with the coverage varying between 0.61 and 0.67

monolayer, depending on applied potential. Studies using surface X-ray scattering

and current transients [99] showed that the zero-coverage! commensurate (2� 2)

phase transition occurred three orders of magnitude more rapidly than the (2 �
2)! high-coverage incommensurate phase transition. However, while nucleation

and growth kinetics was observed for transitions involving Bi desorption,

langmuirian adsorption kinetics was observed both transitions involving Bi adsorp-

tion. A subsequent study on this system by Tamura et al. [107] showed that the

current transient curve may not reflect the phase transitions taking place and

suggested that a structural analysis by a different technique is fundamental in the

phase transition studies. This conclusion is probably valid for several of the upd

systems considered here. The related system, Bi upd on Au(100) (Fig. 3.25e, right)

presents three superstructures that have been identified by X-ray scattering

[159, 160], exhibiting sharp voltammetry features.

Tl upd on Au(111) (Fig. 3.25f, left) shows two sharp pairs of peaks [110, 111],

which in alkaline solutions have been related to a phase transition between a

coadsorbed OH/Tl phase and a close-packed Tl monolayer [110]. The surface

X-ray scattering measurements performed in the later work also allowed finding

discontinuities in the hexagonal lattice constant and in the rotation angle of the Tl

incommensurate monolayer. From the behavior of this system an some of the

previous discussion, we can conclude that the in the upd of Tl, Pb and Bi on Ag

(111) and Au(111) adatom-adatom interactions play the major role determining the

Table 3.4 (continued)

Substrate/

adsorbate

Observation of islands/

domains/step

decoration

Non monotonic i/t

potentiostatic transients or

with shoulders

Sharp voltammetric

peaks, ΔE1/2

Au(100)/Ag Yes

[74, 75]

Preferential deposition

at imperfections

[134]

Step decoration [118]

Not reported Yes

30 mV [119]

Au(111)/Cu Yes

[135–137]

domain boundaries

observed [135, 138,

139]

Yes

[140–143]

Yes

[62,136,140,142,144–

146,164,205]

10 mV [147], 9 mV

[148]

Pt(111)/Ag Island growth of the

second upd layer on the

first

[149]

Yes, iodine

pretreated Surface

[150]

Yes

[149, 151]

20 mV [152]

Only for the bilayer

[153–155]

9 mV [156]
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Table 3.5 Compilation of information on the effect of solution composition on some represen-

tative upd systems on Ag, Au and Pt (111) substrates

Substrate/

adsorbate Effect of anions on upd features

Ag(111)/Pb In the presence of ClO�4 the electrosorption valency is 2 [83]

Peak sharpening by acetate ions [81, 111]

X-ray scattering shows that acetate is not found to alter the structure of the

Pb monolayer [111]

Remarkable peak sharpening in the presence of acetate and small negative
shift in peak potential [96]

Peak sharpening by Cl� ions [82]. Pb adsorption range undergoes narrowing.

Citrate ions generate non-monotonic i/t transients [71], sharpening and small

negative shift of voltammetric peaks [96]

Ag(111)/Tl Ideal charge stoichiometry of the adsorbate reported in HClO4�Na2SO4 [24],

indicating the absence of specific anion adsorption

Acetate and citrate yield slight widening of voltammetric peaks [96]

X-ray scattering shows that acetate is not found to alter the structure of the Tl

monolayer with respect to ClO�4 solutions [111]

Ag(111)/Cd Acetate and citrate yield slight widening of voltammetric peaks and small shift

in peak potentials [96]

Au(111)/Pb IR experiments show that Pb upd is not accompanied by coadsorption of

electrolyte anions or associated water both in H2SO4 and HClO4 solutions

[187]

X-ray scattering shows that acetate is not found to alter the structure of the Pb

monolayer with respect to ClO�4 solutions [111]

Au(111)/Bi Fast Fourier transform electrochemical impedance spectroscopy studies of

coadsorption ClO�4 indicate that the surface coverage of ClO�4 on Au would be

considerably less than that of the coadsorbing Bi [188]

Au(111)/Tl X-ray scattering shows that acetate is not found to alter the structure of the Tl

monolayer with respect to ClO�4 solutions [111]

Au(111)/Ag Changes in the Au(111) surface morphology upon repeated upd cicling seem

to be stronger in perchloric than in sulfuric acid solutions [189]

An electrosorption valency of 1 is obtained in sulphuric acid, so that

coadsorption or competitive adsorption of anions was excluded [74]. How-

ever, a nearly constant anion coverage in the entire Ag upd range was not

excluded

AES and radiotracer studies show that in fact adsorbed sulfate species are

present prior to and after upd [190]. Thus, the current passed in forming the Ag

adlayer does not contain a significant contribution from sulfate adsorption

AFM found different structures for the overlayer in different electrolytes: (3�
3) in sulfate, (4 � 4) in nitrate, a close-packed in acetate and an open one in

perchlorate [191]

LEED experiments from emmersed electrodes from HF solutions yield dif-

ferent surface structures [10], like (1 � 1), (3 � 3), (5 � 5), etc., see Table 3.1

In situ STM found
ffiffiffi
3
p � ffiffiffiffi

3
p� �

R30o in H2SO4 and (4 � 4) in HClO4 for the

most positive peak couple [126]. A close packed structure was found at large

coverage degrees

Another STM study found in H2SO4 a
ffiffiffi
3
p � ffiffiffiffi

3
p� �

R30o, a distorted hexa-

gonal stripe pattern, a (3 � 3) and a (1 � 1) structure [120] for a sequence of

(continued)

3.6 Coverage Isotherms and Phase Transitions 141



structure of the monolayer. The interaction of the adsorbate with the substrate is

strong, allowing upd, but its effect on determining the monolayer structure is small.

This is the reason why the evidence for the existence of a first-order phase transition

is strong, as expected on the basis on the lattice gas model discussed at the beginning

of this Section. Surface X-ray scattering has also allowed the identification of three

phases in the case of Tl upd on Au(100) [115], but the voltammetric features are

considerably less pronounced for this substrate. The weaker adsorbate-adsorbate

interaction in the more open (100) face is probably responsible for this behavior.

The system Au(111)/Ag (Fig. 3.25g, left) presents strong evidence for the

occurrence of a first-order phase transition which is manifest by the occurrence of

islands [116, 117] or step growth [119–121]. Sharp peaks are also frequently

observed in voltammograms, as reported in the references given in Table 3.5.

Table 3.5 (continued)

Substrate/

adsorbate Effect of anions on upd features

decreasing potentials

(3 � 3) structures were found in the presence of iodine [125]

Au(111)/Cu In H2SO4, there is consensus for the occurrence of a
ffiffiffi
3
p � ffiffiffiffi

3
p� �

R30o struc-

ture, being formed at the more positive upd peak couple, consisting of 2/3

monolayer Cu and 1/3 monolayer sulfate [164, 192] which is transformed into

a (1� 1) Cu structure at lower potentials [162]. Recent experiments, however,

point out towards the occurrence of an ordered sulfate p(2 � 2) [136] orffiffiffi
3
p � ffiffiffiffi

3
p� �

R30o [193] structure on the pseudomorphic Cu(1 � 1) upd layer

Addition of Cl� generates, depending on its concentration, a (2 � 2) or an

incommensurate “(5 � 5)” structure [137]

X-ray absorption experiments suggest that copper and coadsorbed chloride

form a bilayer in which copper atoms are sandwiched in-between the top

chloride and the bottom gold layers [34]

Pt(111)/Ag Ag upd peak does not follow the Nernstian behavior of 60 mV shift per decade

change in cation concentration expected [153]

Radimoetric measurements show that adsorption of bisulfate is higher on

silver-covered platinum than on the clean platinum substrate [194]

Pt(111)/Cu Cu upd on Pt(111) in HClO4 is found to be a relatively slow process. The

presence of chloride and (bi)sulfate anions facilitates upd and causes a split-

ting in the voltammetry peaks. This splitting was attributed to competition

between the Cu adatoms and the adsorbed anions [184]

Cu is found to induce an enhanced adsorption of chloride and bromide.

Exceedingly sharp voltammetric peaks are found, and a mechanism for upd

was proposed involving the transient formation of a preadsorbed state

consisting in a Cu-anion adlayer, yielding finally a Cu monolayer covered by

an anion adlayer [166]

XANES analysis supports the idea of a partially discharged copper adlayer

[195] in sulfuric acid media

LEED/RHEED studies show that the addition of different concentrations of

chloride ions leads to the formation of four different superlattices on top of a

pseudomorphic-grown Cu upd layer [173]

It was recognized that anion coadsorption adsorption makes a reliable evalu-

ation of the copper coverage from charge measurements impossible [180]
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However, the sharpness of the voltammetric peaks seems to be related to the nature

of the anion present in the electrolyte. In fact, Chen et al. have studied this system in

different electrolytes [124], finding sharp peaks in sulphuric acid but considerably

smoother voltammetric profiles in perchloric acid. The packing densities of the

different monolayers were found to change with the size of different electrolytes,

showing little agreement with the expectation predicted by the coulometric measure-

ments. This was pointed out as an indication for different amounts of charge transfer

between electrolyte and adatoms. As pointed out above, the system Au(100)/Ag

(Fig. 3.25g, right) shows clear evidence for island formation [74, 75], while in the

case of Au(111)/Ag rather step decoration is found. This different growth type has

been explained on the basis of the different time scales for Ag diffusion on Au(100)

and Au(111) surfaces, using kinetic Monte Carlo simulations [161].

Cu on Au(111) (Fig. 3.25h, left) is one of the systems that probably has attracted

the largest attention among upd, as it has been vastly investigated by a wealth of

experimental techniques [162]. As pointed out above and can be seen in the figure,

Cu upd on Au(111) present two couples of peaks. The peak pair located at about

0.27 V vs. Cu/Cu2+ is attributed to the formation/dissolution of the
ffiffiffi
3
p � ffiffiffiffi

3
p� �

R

30o phase, which is highly reversible with almost no difference in peak potential.

The second peak pair at about 0.13 V vs. Cu/Cu2+, is less reversible and corres-

ponds to the transition between the
ffiffiffi
3
p � ffiffiffiffi

3
p� �

R30o phase and the (1� 1) adlayer.

This system shows non monotonic i/t transients, as studied in detail by H€oltzle
et al. [140–142], who have modeled satisfactorily these transients assuming that

and adsorption (desorption) process takes place parallel to an instaneous nucleation

and growth phenomenon, with both proceeding at different electrode sites. In a

more sophisticated approach, kinetic Monte Carlo simulations along with effective

lateral interactions including adsorbed cations and sulfate anions were used by

Zhang et al. to reproduce these transients [163]. See discussion in Chap. 4. It must

be pointed out that the interpretation of the phase transitions taking place in this

system, responsible for the two couples of peaks mentioned, is considerably more

involved [202–204, 164] than that given above in terms of the monatomic gas

lattice model. The occurrence of islands corresponding to the different phases has

been confirmed in various articles [135–137]. These systems also present relatively

sharp voltammetric peaks, although the less negative pair presents always the larger

irreversibility.

Upd of Ag on Pt(111) presents two main pairs of peaks (see Fig. 3.25h, left)

although its deposition has been divided into four distinct steps [151, 155, 153],

three of them occurring at the more positive potential, related to the formation of

the upd monolayer. These upd processes, taking place at relatively high potentials,

have been the subject of some controversy [162], since they appear to be sensitive

to the quality of the single crystal. Furthermore, they do not follow the expected

Nernstian behavior of 60 mV/decade. The most negative peak couple, close to the

bulk deposition potential, is due to the formation of a bilayer, for which evidence of

island formation has been observed in STM experiments [149]. Concerning the

occurrence of non-monotonic potentiostatic transients, these have been measured
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for metal electrosorption on a Pt(111) surface covered with a monolayer of

iodine [150].

We devote here a sentence to the system Pt(111)/Cu, which has not been

included in the present Table, but has been the subject if intensive research [165–

186]. Cu upd on Pt(111) is extremely sensitive to the anion composition of the

solution, as compared with other systems, as shown in several of these articles. For

example, White and Abru~na have shown that the potential for upd of Cu on Pt(111)

decreases in the order of Cl� > Br� > I� > S2�, following a linear relationship

with the standard reduction potential for the half-cell reaction

CuXþ e� ! Cuþ X�. Remarkably, the sharpest voltammetric components are

found in the case of the most strongly adsorbing Cl� ions. Other systems related to

Pt(111) present a singular behavior, yielding irreversible adsorbates which endure

several oxidation/reduction voltammetric cycles. This is for example the case of Pt

(111)/Tl, Pt(111)/Pb, Pt(111)/Bi, just to mention adsorbates close to those previ-

ously considered.

As we go along the literature involving upd on Ag, Au and Pt, we note an

increasing role of anions in the upd systems on these substrates. A particular case of

this situations are the just mentioned irreversible upd systems on Pt(111), which,

according to experiments in UHV show that water species (HO;O) play a role in the

formation of these deposits. To make this evident, we have summarized in Table 3.6

results for upd on (111) faces, where we indicate, along with the corresponding

reference, the influence of anions in the different systems. Inspection of the

Table shows that while in the case of upd on Ag(111) surfaces the influence of

anions in usually restricted to sharpen the voltammetric upd peaks, in the case of Au

new peaks appear as a consequence of the anions, while in the case of upd on Pt

(111) surface the interaction with the solution is so strong that it ends in occurrence

of irreversible components, in the sense that adsorption/desorption peaks appear

even in the absence of cations in the corresponding solution.

Far from being an extensive analysis, the summary made in Table 3.5 for some

typical upd systems shows the wide universum of behaviors concerning the influ-

ence of electrolyte on upd. The two extrema are exposed in Fig. 3.26. On one side,

the addition of citrate and acetate to Tl upd on Ag(111) barely changes the shape

Table 3.6 Number of particles exchanged by the subsystem in Fig. 3.29 with the reservoir,

according to Eqs. (3.77), (3.84), (3.86), (3.88), (3.90) and (3.92), which added yield the

global reaction (3.79). These numbers are to be inserted in Eq. (3.81)

Equations ΔNM
e ΔNS

e ΔNAa� ΔNMzþ ΔNX� ΔNKþ ΔNW

(3.84) 0 Q1/e0 0 0 �ldis � jdis �kdis
(3.86) 0 0 0 0 �ldesolv � jdesolv �kdesolv
(3.88) 0 z� na n l 0 0 0

(3.90) 0 0 0 0 lsolv jsolv ksolv
(3.92) 0 �Q2=e0 0 0 lch jch kch
(3.77) �λ 0 0 �λ=z 0 0 0
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and height of the voltammetric components. On the other, the addition of chloride

ions to upd of Cu on Pt(111) produces both a splitting and a strong shift of the

voltammetric peaks. While the thermodynamic framework that should be used to

interpret the experimental information was given in Sect. 3.5, the stability of these

systems in terms of model calculations will be addressed in the next Section.

Fig. 3.26 Two extreme behaviors concerning anion effect on upd. Left: effect of the addition of

acetate (2) and citrate (3) to Tl upd on Ag(111) (Reprinted with permission from Ref. [96]). Right:
effect of the addition of different chloride concentrations to Cu upd on Pt(111) (a) (—) 1 mMHCl,

(b) (� � �) 0.1 mM HCl and (c) (. . .) 0.01 mM HCl (Reprinted with permission from Ref. [173])
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3.7 A Thermodynamic Formulation Oriented

to Theoretical Modeling of Underpotential Deposition

as a Phase Transition, Including Ion Coadsorption,

Solvent and Double Layer Effects

We have seen above that the theory developed by Vetter and Schultze provided an

interesting scope on the upd problem, emphasizing on the role that the different

components of the systems play in determining the properties measured. At the time

the previous modeling formulation was developed, the theoretical formulation was

oriented to draw general conclusions and trends on the basis of the experimental

information available. However, in the last decades the increasing computational

power and the systematic application of quantum mechanics have allowed not only

drawing general trends but also being able to make quantitative predictions for

specific systems. This is for example the case of the prediction of electrode

potentials from first-principles calculations, in some cases within a few tenths of

millivolts of the experimental values [196–198]. In this respect, it would be

desirable to establish a thermodynamic formulation that makes it possible to

make predictions making use of these new possibilities. Before setting up this

modeling, we revisit the main features of the upd system, already introduced in

the models present above:

1. The metallic substrate/adsorbate system. This is the part of the system that is

straightforward to treat with the modern quantum mechanical tools. As it will be

discussed in Chap. 5, the underpotential shift ΔEupd defined at the beginning of

this chapter can be estimated from two calculations: the binding energy of the

adsorbate M to the substrate S and the cohesive energy of bulk M. This is a good

approximation for compact adsorbates and in those cases where the work

function difference between bulk M and bulk S is small. In the first case, this

so because in the case of compact upd adsorbates, adatoms present a larger

depolarization [199], so that solvation effects should be smaller and may be

neglected. Figure 3.27 shows effective dipole moments of Ag atoms adsorbed on

Fig. 3.27 Effective dipole

moments in Debyes, as a

function of the coverage

degree for Ag atoms

adsorbed on Au(111), as

obtained from DFT

calculations (Reprinted with

permission from Ref. [28])
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Au(111) as a function of the coverage degree, where it can be appreciated that at

full coverage the effective dipole moment of Ag atoms is practically negligible.

In the second case, if the work functions of M and S are similar, the shift of the

potential of zero charge of the surface upon adsorbate building up will be small

and potential anion coadsorption effects will be diminished.

2. The solvent. As stated in the previous paragraph, this effect may be neglected in

some cases but in the case of upd in the presence of coadsorption it could become

very important.

3. Coadsorbed anions. These will be appear in systems with large shifts in the

potential of zero charge upon adsorbate building up. A paradigmatic example is

the coadsorption of sulfate with copper species on Au(111) [200–204], which

defines an stoichiometric 2D compound. As will be discussed in Chap. 5, it

appears that coadsorbed anions are the main responsible for the occurrence of

upd in this system.

4. The electrical double layer. The effect of the electrical double layer (EDL) on

the stability underpotential deposits has been seldom considered in the modern

upd theories. The EDL contributes to this stability in two ways: first, the double

layer of the substrate disappears upon formation of the deposit. Second, it is

again rebuilt on the substrate/adsorbate system. In the case of S/M metal pairs

presenting large work function differences, this contribution could become

important.

The scheme used to model the upd system taking into account the features

discussed in the previous points 1–4 is given in Fig. 3.28. The physical picture is

very close to that presented in Sect. 3.5.1, but it deviates in some aspects that will be

discussed in detail. The electrochemical cell contains a working electrode, made of

the metallic substrate S on which the adsorbate M is deposited at underpotentials,

but the reference electrode is now made of the bulk metal M. Thus, the potential

difference measured between the two electrodes (using a proper connection) upon

ML formation at equilibrium will be the underpotential shift ΔES�M. The system

under consideration is now connected to an infinite reservoirs containing solvent,

anions and cations at the electrochemical potentials μsolW , eμ sol
X� , eμ sol

Aa� and eμ sol
Kþ , eμ sol

Mzþ ,

respectively. While Mzþ
aqð Þ and A

a� denote species that may interact chemically with

the substrate, Kþ and X� indicate ionic species that only participate (without

adsorbing) in the building up of the electrical double layer, along with the electronic

charge located at the electrode. To fix ideas, if we think of Cu upd on Au(111)

electrodes, Mzþ
aqð Þ would be Cu

2þ
aqð Þ a, A

a� would be SO2�
4 or HSO�4 , K

þ could be Naþ

or another non-adsorbing cation, and X� could be ClO�4 or another non adsorbing

anion. The latter two species should be in excess, constituting the supporting

electrolyte.

We will also assume that the contributions of Mzþ
aqð Þ and Aa� to the EDL are

negligible (that is, their concentrations are negligible in comparison with that of the

supporting electrolyte).

We consider the following electrochemical reactions at the electrodes:
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λ

z
M bulkð Þ !

λ

z
Mzþ

aqð Þ þ λe�M ð3:77Þ
ΔkWþ Δ jKþ þ ΔlX� þMzþ

aqð Þ þ nAa� þ S Q1ð Þ=solv1 þ λe�S

! S�MAn Q2ð Þ=solv2 ð3:78Þ

where Δ k, Δ j, and Δ l denote the changes in the number of water, cationic Kþ and
anionic X� species at the interphase II upon formation of the upd deposit, λ is the
number of electrons flowing to this interphase for the formation of the MAn species,

and Q1 and Q2 denote the charges on the surface of the electrode before and after

Fig. 3.28 (a) Scheme of the electrochemical system used to evaluate underpotential shift

accounting for solvent, the occurrence of anion coadsorption and electrical double layer effects.

The internal dotted line encloses the subsystem containing the electrodes and the electrolyte. The

subsystem is connected to two electron reservoirs and to another reservoir containing solvent W,

the anionic X�, Aa� and cationic Kþ, Mzþ
aqð Þ species at the electrochemical potentials μsolW , eμ sol

X� , eμ sol
Aa� ,eμ sol

Kþ and eμ sol
Mzþ , respectively. (b) zoom of the interphase under study
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this process. The term “solv” indicates that the surface of the electrode is solvated in

states solv1 and solv2 before and after upd respectively.

Addition of Eqs. (3.77) and (3.78) leads to the global reaction:

ΔkWþ Δ jKþ þ ΔlX� þ λ

z
M bulkð Þ þ 1� λ

z

� �
Mzþ

aqð Þ þ nAa� þ S Q1ð Þ=solv1 þ λe�S

 !S�MAn Q2ð Þ=solv2 þ λe�M
ð3:79Þ

Note that in reaction (3.79), a number 1� λ=zð Þ of the Mzþ
aqð Þ core ions building

S�MAn must come from the solution. This is to be contrasted with the reverse of

the cycle shown above in Fig. 3.3. There, we see that to get one adsorbed Mzþ
Sð Þ

species on S, we just need one Mzþ
Mð Þ core ion taken from bulk M. This one-to-one

relationship has as a consequence that the underpotential shiftΔES�M, as calculated
in Eq. (3.5), is independent of the activity of Mzþ

aqð Þ cations in solution. From an

experimental viewpoint, this means that if the underpotential shift is measured

using solutions with different activities (concentrations) of Mzþ
aqð Þ, always the same

ΔES�M value should be obtained. We will see below that in the presence of

specifically adsorbed anions, the situation is different.

Taking into account the reservoir fixing the chemical potential of the species, the

thermodynamic potential describing the stability of the system can be written as:

eG ¼ Gsub � N S
e eμ S

e � NM
e eμM

e � NAa�eμ sol
Aa� � NMzþeμ sol

Mzþ � NX�eμ sol
X�

� NXþeμ sol
Kþ � NWeμ sol

W ð3:80Þ

where Ni denotes the number of i species in the subsystem. The free energy change

for reaction (3.79), according to Eq. (3.80) is:

ΔeG ¼ ΔGsub � ΔN S
e eμ S

e � ΔNM
e eμM

e � ΔNAa�eμ sol
Aa� � ΔNMzþeμ sol

Mzþ

� ΔNX�eμ sol
X� � ΔNKþeμ sol

Kþ � ΔNWeμ sol
W ð3:81Þ

where ΔGsub corresponds to the change of free energy of the subsystem. While this

quantity appears as complicated to calculate, we will see that it is actually relatively

simple. With this purpose, we divide the subsystem into five parts, as illustrated in

Fig. 3.28. These five parts correspond to:

1. Bulk working electrode S. (Region I in Fig. 3.28)

2. Interphase between S and the solution (Region II in Fig. 3.28)

3. Bulk solution (Region III in Fig. 3.28)

4. Interphase between M and the solution (Region IV in Fig. 3.28)

5. Bulk M electrode (Region V in Fig. 3.28)
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Thus we have ΔGsub ¼ ΔGI þ ΔGII þ ΔGIII þ ΔGIV þ ΔGV. Let us consider

each contribution. The bulk of S remains unaltered in reaction (3.79), so ΔGI ¼ 0.

The reservoirs provide ions and solvent, so the bulk of the solution will remain

unaltered, soΔGIII ¼ 0. The only change on the M electrode is the disappearance of

λ/z bulk M atoms, remaining its double layer unaltered. Thus, ΔGV ¼ �λμbulk
M =z

and ΔGIV ¼ 0 and we are only left with the calculation of ΔGII, that is, the Gibbs

free energy change of the substrate/adsorbate interphase. This term is equivalent to

the term γdA in Eq. (3.36) and involves the formation of the upd deposit, with the

corresponding EDL, as well as the disappearance of the nacked substrate/solution

interface. Then, we can write:

ΔGsub ¼ ΔGII � λ

z
μM

bulkð Þ ð3:82Þ

And

ΔeG ¼ ΔGII � λ

z
μM

bulkð Þ
�ΔN S

e eμ S
e � ΔNM

e eμM
e � ΔNAa�eμ sol

Aa� � ΔNMzþeμ sol
Mzþ � ΔNX�eμ sol

X� � ΔNKþeμ sol
Kþ � ΔNWeμ sol

W

ð3:83Þ

Thus, we have simplified the calculation ofΔeG by centering our attention on Region

II, but we still have to deal with the problem of calculating free energy changes for

this charged interphase. Let us now consider the reactions taking place at Region II

in terms of Eq. (3.79), that we split in the following set of processes (reactions), as

shown in Fig. 3.29, giving below each of them the corresponding free energy

changes of this interphase:

Fig. 3.29 Schematic picture of the thermodynamic cycle leading to the sequence of reactions

described in (3.84), (3.86), (3.88), (3.90) and (3.92)
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1. Bringing the charged substrate/solution interphase to the point of zero charge

(PZC):

S Q1; solv1ð Þ þ Q1=e0ð Þe�S ! S Q ¼ 0, solv*1
� �þ jdisK

þ þ ldisX
� þ kdisW ð3:84Þ

where jdis, ldis and kdis represent the number of cations, anions and water molecules

leaving the interphase II during the discharge process. These numbers may be

positive or negative, and must be calculated with a suitable model of the EDL.

Negative values of jdis, ldis or kdis would mean that these species are not leaving but

entering interphase II. In the case of a model representing the solution side of the

EDL as point charges embedded in a dielectric continuum, we would have kdis ¼ 0.

We wrote solv�1 to emphasize that the solvation of the substrate may be different for

the uncharged surface.

The Gibbs free energy change of step 1 is:

ΔG1 ¼ GS Q¼0, solv*1ð Þ � GS Q1;solv1ð Þ ð3:85Þ

where GS Q1;solv1ð Þ is the free energy of the charged substrate/electrolyte interphase

and GS Q¼0, solv*1ð Þ is its free energy at the PZC.

2. Desolvation of the discharged substrate:

S Q ¼ 0, solv*1
� �

 !S Q ¼ 0, vacð Þ þ jdesolvK
þ þ ldesolvX

� þ kdesolvW ð3:86Þ

where jdesolv, ldesolv and kdesolv denote the number of cations, anions and water

molecules leaving interphase II upon substrate desolvation. This step implies

removal of the substrate from the discharged interface, creating two new inter-

phases: the substrate/vacuum and the vacuum/solution ones. Since interphase II is

here at the PZC, the number of anions leaving/entering the interface should be equal

to the number of cations undergoing this process. Thus, we have the mass balance

requirement jdesolv ¼ ldesolv. This free energy change can be written as:

ΔG2 ¼ GS Q¼0,vacð Þ þ Gsol Q¼0,vacð Þ � GS Q1¼0, solv*1ð Þ ð3:87Þ

where GS Q¼0,vacð Þ is the free energy of the substrate in vacuum and Gsol Q¼0,vacð Þ is
free energy of the solution part of the interphase exposed to vaccum, denoted by

“vac”. It must be stressed that this desolvation energy does not involves a

pure solvent, but an ionic solution.
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3. Assembling the adsorbate on the substrate in vacuum, with electrons from the

reservoir attached to the substrate and ions from the reservoir attached to the

solution, so that the substrate/adsorbate system remains free of a surface charge:

z� nað Þe�S þ S Q ¼ 0, vacð Þ þMzþ
aqð Þ þ nAa� !S�MAn Q ¼ 0, vacð Þ ð3:88Þ

No changes take place at the solvent/vacuum interphase at this point. The free

energy change of interphase II at this step amounts:

ΔG3 ¼ GS�MAn Q¼0,vacð Þ � GS Q¼0,vacð Þ ð3:89Þ

where GS�MAn Q¼0,vacð Þ and GS Q¼0,vacð Þ are the free energies of the substrate/adsor-
bate interphase in vacuum and the substrate in vacuum, respectively. The compo-

sition of the solution side remains unaltered, since the ions are provided by the

reservoir.

4. Solvation of the discharged substrate/adsorbate substrate:

S�MAn Q ¼ 0, vacð Þ þ jsolvK
þ þ lsolvX

� þ ksolvW !S

�MAn Q ¼ 0, solv*2
� � ð3:90Þ

where jdesolv, ldesolv and kdesolv denote the number of cations, anions and water

molecules getting into interphase II because of solvation of the substrate/adsorbate

surface. As in step 2, we have the condition jsolv ¼ lsolv and free energy change is:

ΔG4 ¼ GS�MAn Q¼0, solv*2ð Þ � GS�MAn Q¼0,vacð Þ � Gsol Q¼0,vacð Þ ð3:91Þ

where GS�MAn Q¼0, solv*2ð Þ is the free energy of the substrate/adsorbate/solution

interphase (II) at the PZC.

5. Bringing the substrate/adsorbate/solution interphase from the PZC to its final

charged state:

S�MAn Q ¼ 0, solv*2
� �þ jchK

þ þ lchX
� þ kchW !S�MAn Q2; solv2ð Þ

þ Q2=e
�
0

� �
e�S ð3:92Þ

where we have:

ΔG5 ¼ GS�MAn Q2;solv2ð Þ � GS�MAn Q¼0, solv*2ð Þ ð3:93Þ

where jch, lch and kch represent the number of cations, anions and water molecules

coming into interphase II during the EDL charging process.

According to the previous equations, we thus have:

152 3 Phenomenology and Thermodynamics of Underpotential Deposition



ΔGII ¼
X5
i¼1

ΔGi ð3:94Þ

Table 3.6 shows the number of particles exchanged with the reservoirs for each of

these steps.

From Table 3.6, we get the following equalities determining the coefficients in

Eq. (3.79):

Δk ¼ kch � kdis þ ksolv � kdesolv ð3:95Þ
Δl ¼ lch � ldis þ lsolv � ldesolv ð3:96Þ
Δ j ¼ jch � jdis þ jsolv � jdesolv ð3:97Þ

The latter reactions are subject to the electroneutrality condition of the interphase

before and after adsorbate formation. Previous to upd, the surface charge of

substrate Q1 is compensated by the charge of the double layer. We thus have:

Q1 ¼ �e0 jdis � ldisð Þ ð3:98Þ

After upd, and according to the sequence of Eqs. (3.82) to (3.93), we find that λ
¼ Q1=e0 þ z� na� Q2=e0 electrons, one M

zþ ion and nAa� anions have flowed to
the substrate/adsorbate side of interphase II. These events set the condition:

Q2 ¼ Q1 � e0 λþ z� nað Þ ð3:99Þ

On the other hand, charge balance at the substrate/adsorbate solution interphase,

at the final state (r.h.s. of Eq. (3.92)) involves:

Q2 ¼ �e0 jch � lchð Þ ð3:100Þ

So, it comes out the following condition for λ:

λ ¼ � jdis þ ldis þ z� naþ jch � lch ð3:101Þ

Using the previous results and Table 3.6, we can replace into Eq. (3.83) to get:

ΔeG ¼ ΔGII � λ

z
μM

bulkð Þ þ λ eμM
e � eμ S

e

� �� neμ sol
Aa� � 1� λ

z

� �eμ sol
Mzþ

aqð Þ

� Δleμ sol
X
� � Δ jeμ sol

Kþ � Δkμ sol
W ð3:102Þ

We can use the definition of electrochemical potential of the i specieseμ sol
i ¼ μ sol

i þ zie0φsol, and use (3.94), (3.85), (3.87), (3.89), (3.91) and (3.93) to

replace into (3.83) to get:
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ΔeG ¼ GS�MAn Q¼0,vacð Þ � GS Q¼0,vacð Þ � λ

z
μM

bulkð Þ � 1� λ

z

� �
μ sol
Mzþ � nμ sol

Aa-

þ ΔGS
disch þ ΔGS�MAn

ch

þ ΔGS
desolv þ ΔGS�MAn

solv

þ λ eμM
e � eμ S

e

� � ð3:103Þ

where we have defined the following quantities:

ΔGS
disch : ¼ GS Q¼0, solv*1ð Þ � GS Q1;solv1ð Þ � �ldiscμ sol

X� � jdiscμ
sol
Kþ � kdiscμ

sol
W

� �
ð3:104Þ

ΔGS�MAn

ch : ¼ GS�MAn Q2;solv2ð Þ � GS�MAn Q¼0, solv*2ð Þ � lchμ
sol
X- þ jchμ

sol
Kþ þ kchμ

sol
W

� �
ð3:105Þ

ΔGS
desolv : ¼ GS Q¼0,vacð Þ þ Gsol Q¼0,vacð Þ � GS Q1¼0, solv*1ð Þ

� �ldesolvμ sol
X� � jdesolvμ

sol
Kþ � kdesolvμ

sol
W

� � ð3:106Þ

ΔGS�MAn

solv : ¼ GS�MAn Q¼0, solv*2ð Þ � GS�MAn Q¼0,vacð Þ � Gsol Q¼0,vacð Þ

� lsolvμ
sol
X� þ jsolvμ

sol
Kþ þ ksolvμ

sol
W

� � ð3:107Þ

ΔGS
disch represents the free energy change corresponding to the discharging of the

EDL of the substrate/solution interphase, taking it to its point of zero charge, Δ
GS�MAn

ch is the free energy change corresponding to the charging of the EDL of the

substrate/adsorbate/solution interphase, taking it from its point of zero charge its

status when the upd monolayer has been formed. ΔGS�MAn

solv is a solvation term

corresponding to the S�MAn surface and ΔGS
desolv is a desolvation term

corresponding to the S pristine surface (without upd layer).

Equation (3.103) contains all the physics involved in the present problem. The

first line accounts for the free energy of formation of the 2D deposit MAn on S, from

ions in reservoirs (n Aa� anions and one Mzþ cation) and ions stemming from the

reference electrode (λ/z Mzþ cations). The second line is a double layer term,

accounting for the dismantlement (or discharge) of the double layer of the substrate

and the building of the double layer of the upd deposit. Analogously, the third line

accounts for desolvation and resolvation effects. The fourth line considers elec-

tronic flow from/to the two electrodes, and is related to the potential difference that

can be measured between the electrodes shown in Fig. 3.28. This the driving force

for the presente electrochemical reaction.

Equation (3.103) may be used to calculate from first-principles the relative

stability of different S�MAn structures at different potentials. Alternatively, we
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can set ΔeG ¼ 0, and in this case the difference of electrochemical potentialseμM
e � eμ S

e

� �
will be equivalent to the desired underpotential shiftΔUS�M, so we get:

ΔES�M ¼ �1
λ

GS�MAn Q¼0,vacð Þ � GS Q¼0,vacð Þ � λ

z
μM

bulkð Þ

� ��

�nμ sol
Aa� � 1� λ

z

� �
μ sol
Mzþ þ ΔGdl

rech þ ΔGresolv

�
ð3:108Þ

where we have definedΔGdl
rech :¼ ΔGS

disch þ ΔGS�MAn

ch , a recharging free energy and

ΔGresolv :¼ ΔGS
desolv þ ΔGS�MAn

solv a resolvation free energy. Equation (3.108) has a

twofold relevance. From the theoretical point of view, this equation allows the first-

principles theoretical calculation of underpotential shifts. While the quantities in

the first parenthesis in Eq. (3.108) may be obtained precisely from DFT calcu-

lations, μ sol
Aa� and μ sol

Mzþ involve ion solvation energies, which are subject to calcu-

lations errors of the order of a fraction of eV, making the result uncertain. A suitable

alternative for their evaluation would be to use thermodynamic data. The penulti-

mate term, ΔGdl
rech, could be computed from double layer theories, and will be small

as long as the PZC are not markedly different, as is should be the case of metals

with similar work functions. The last term, ΔGresolv is probably negligible in the

case of the formation of relatively compact adsorbates, where the adatoms show a

large depolarization. On the other hand, this equation may be also used to interpret

experimental results. Assuming that the free energy contribution due to

discharging/recharging of the double layer is negligible, we have, λ � z� na.
Thus, Eq. (3.108) results in:

ΔES�M ¼ � GMAn=S Q¼0,vacð Þ � GS Q¼0,vacð Þ

z� na
� 1

z
μM

bulkð Þ

 !
� n

z� na
μ sol
Aa�

"

� 1

z� na
� 1

z

� �
μ sol
Mzþ þ ΔGresolv

z� na

�
ð3:109Þ

Thus, the dependence of the underpotential shift on the activity (and thus on the

chemical potential) of the different ionic species ( Aa� and Mzþ )could yield

information on the stoichiometry of the surface compound S�MAn being formed.

In fact, we see from Eq. (3.109) that the following equations apply:

∂ΔES-M

∂μ sol
Aa�

� �
μ sol

Mzþ

¼ n

z� na
ð3:110Þ
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∂ΔES-M

∂μ sol
Mzþ

 !
μ sol
Aa-

¼ 1

z� na
� 1

z
ð3:111Þ

Although the present restrictions do not apply strictly to their experimental data, it is

worth mentioning here the work of Omar et al. [205] for Cu upd on Au(111) in the

presence of sulfate anions. Figure 3.30 shows voltammograms at a nearly constant

activity of sulfate species. It is observed that while the more negative peak is relative

insensitive to Cu2þ concentration (μ sol
Mzþ), the more positive shows a shift ∂ΔES�M=

∂c sol
Mzþ close to 30 mV/decade, indicating that ∂ΔES�M=∂μ sol

Mzþ
� �

μ sol

Mzþ
� 0:5. Using

Eq. (3.110) with z ¼ 2 and a ¼ 2, we get n ¼ 0:5, in agreement with the expected Cu

(SO4)1/2/S stoichiometry expected for the
ffiffiffi
3
p � ffiffiffi

3
p� �

R300 structure predicted for

this interphase.
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84. Jüttner K, Siegenthaler H (1978) Electrochim Acta 23:971

85. Waszczuk P, Wnuk A, Sobkowski J (1999) J Electrochim Acta 44:1789

86. Wang JX, Adiib RR, Magnussen OM, Ocko BM (1995) Surf Sci 344:111

87. Staikov G, Garcı́a SG, Salinas DR (2010) ECS Trans 25:3

88. Garcı́a SG, Salinas DR, Staikov G (2005) Surf Sci 576:9
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Chapter 4

Applications of Underpotential Deposition

on Bulk Electrodes as a Model System

for Electrocatalysis

4.1 Introduction

The underpotential deposition (upd) of metals may modify the catalytic activity of

substrates in several ways. For the sake of simplicity, we divide the types of impacts

that upd metals can produce in four types, although they all can in principle be

acting on a given reaction at the same time.

1. Geometric effects. These occur due to the presence of adsorbate atoms and

should not depend on their chemical nature. Examples of this are the reactions

in which the adatoms inhibit the formation of a poison, or reactions where the

presence of adatoms enhances the selectivity of the electrocatalyst surface

toward a particular product. In the case of the oxidation of organic substances,

this has often been called the “third body” effect.

2. Bifunctional Catalyst effects. In this case, the adatoms provide the active sites of

preferential adsorption for the species involved in the rate-limiting step, other

species that can be adsorbed on the substrate. In this case the important features

of the adatoms are related to their ability to adsorb the chemically active species.

3. Direct electronic effects. In this case, the catalytic effects are related to the

changes produced by the presence of the adatoms in the electronic structure of

the catalyst surface. This must be important in cases in which the reaction speed

is controlled by a transfer of electrons; this reaction is directly related to the

electronic density of states of the catalytic converter.

4. Indirect electronic effects. We use this terminology to denote the change of the

binding properties of the intermediate level (i.e., a poison) due to the presence of

other co-adsorbed species.

In this chapter, we give a bird’s eye view of the some experimental results and

phenomenological models derived from them that are relevant for theoretical

discussion.
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4.2 Catalysis of the Electrooxidation of Some C1 Molecules

on Pure Pt Surfaces and Bimetallic Catalysis

4.2.1 CO

We shall analyze first the catalysis of the electrooxidation of CO on Pt surfaces

because of the important role that this compound plays in electrocatalysis and in

electrochemical surface science [1–4] and particularly in the electrooxidation of all

C1 molecules (HCOOH, CH3OH and HCHO) [5–7] (whether as a main reaction

path or as a poison).

With the exception of few particular examples where the preadsorbed CO favors

certain oxidation reactions typically [8, 9], adsorbed carbon monoxide acts as a

poisoning intermediate in catalytic processes. Because of this, the ability of active

sites to efficiently oxidize or destabilize this molecule at the surface is highly

desirable [10].

The status of CO as an adsorbate on Pt surfaces under electrochemical condi-

tions presents by itself quite a complex picture, as discussed by Chang and Weaver

[11], a detailed picture of the CO/metal bonding being possible due to the large

dynamic dipole of the C–O vibration and the sensitivity of its frequency, vCO, to the
surface coordination geometry and local environment. In Table 4.1, we see the large

difference in vCO for CO adsorbed in terminal (t) and bridging (b) configurations.

This difference can be understood in simple bond-order terms. The larger coordi-

nation of the bridge state with the surface weakens the CO bond, delivering a

smaller vCO. Not so straightforward to interpret are the corresponding dependencies
of vCO with the applied potential, E. On one side, a source of this dependency can be
explained via a linear Stark effect, that is, the change of the frequency of the C–O

bond in the presence of an external field, E, that can be evaluated by means of first-

order perturbation theory [12]. However, some of the experimental results showed a

deviation from the linear vCO/E prediction that cannot be explained in terms of

linear effects, and a dependency of dvCO/dE on the adsorption site geometry

(terminal< twofold < threefold site) that required the consideration of the bonding

to the metal surface. This was made by Mehandru and Anderson [13] in terms of the

Table 4.1 Some typical IR frequencies vCO and frequency-potential slopes dvCO/dE for CO

adsorbed on Pt/aqueous interface in terminal (t) and bridging (b) geometries

Surface Potential vs. NHEa (V) θCO vtCO dvtCO/dE vbCO dvbCO/dE

Pt(111) 0.1 ~0.65 2062 32 1776 58

Pt(111) 0.55 ~0.65 2072 25 1844 46

Pt(111) 0.25 0.3 2055 40 1836 40

Pt(111) 0.25 0.13 2047 43

Pt(100) 0.25 0.85 2057 36

Pt(110) 0.05 1.0 2069 32

Taken from Ref. [11] with permission
aNHE normal hydrogen electrode
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atom superposition and electron delocalization molecular orbital theory, and an

interpretation of the effect can be made in terms of the CO-metal model shown in

Fig. 4.1.

According to the didactic explanation given by Anderson [15] the CO π∗ and σ
orbitals act as acceptors and donors respectively relative to the metal surface. As the

potential is increased, the Fermi level of the metal is shifted negatively with respect

to the molecule, and the occupation of both orbitals decreases, producing on one

side the strengthening of the C–O bond via the emptying of the π∗ orbital, and a

weakening because the same occurs with the σ one. The former effect predomi-

nates, which results in an increasing of the frequency. The theoretical calculations

also predicted the correct dependence of dσ/dE upon adsorption site geometry, and

delivered the prediction that at more positive potentials linear bonded CO should

predominate on the other species, a fact that was in agreement with results obtained

from infrared (IR) spectroscopy experiments [16]. It is interesting to point out that

the dosing with species that decrease the work function of the system also leads to

an increasing coordination of CO, suggesting an “electrostatic field” approach to

this phenomenon in the sense that the fields at the interface determine the nature of

the CO bonding to the surface. The quantum mechanical factors that influence the

potential-dependent bonding properties of CO on Pt, Ir and Pd have been analyzed

in detail by Wasileski et al. [17] by means of density functional theory calculations.

These authors studied the binding energetics and geometries of COad, as well as the

vibrational properties of the C/O and the metal/CO(M/CO) bonds as a function of

the electric field at the interface. A remarkable feature of these calculations is the

prediction of a broad maximum in the vM/CO vs. E plots. Another important

conclusion was that frequency-bond lengths correlations are expected when the

electric field is varied, in the sense that lower frequencies must be related to larger

bond lengths and vice versa. However, these first-principles calculations showed

that no clear cut correlation should be expected between vM/CO and the metal/CO

binding energy when E is varied. Comparison with ultra-high vacuum (UHV)

Fig. 4.1 Molecular orbital model for a CO molecule interacting with a metal surface. The arrow
pointing towards the metal surface denotes the donation from the CO σ orbital to the metal, and the

arrows pointing to the molecule denote the back-donation to the antibonding π∗ orbital of CO

(Reproduced from Ref. [14])
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results at moderate θCO, where other species like hydrogen and water molecules

may coexist with CO on the surface, allows the study of coadsorption effects

[11]. The physical picture emerging of studies on Pt(111) is the appearance of

CO islands, where the formation of CO patches with a higher concentration of CO is

more prevalent in the presence of coadsorbed water than with hydrogen. The

existence of these islands should be strongly conditioned by the way in which the

associated coverage is obtained. In this way, a given CO coverage obtained by

straightforward dosing from CO solutions should present island formation in much

a lower extent than the same coverage obtained by partial oxidation of a saturated

monolayer [18]. A thorough discussion of different studies of coadsorption in UHV

and their relevance for electrochemistry is also given in Ref. [18]. Combined IR

reflection-absorption spectroscopy/scanning tunneling microscopy (STM) experi-

ments have delivered important information on the structuring of CO on Pt(111)

surfaces at high coverage degrees [19], where the STM technique can be success-

fully applied to image adsorbed CO.

A transition from a 2� 2ð Þ � 3CO θCO ¼ 0:75ð Þ adlayer to a ffiffiffiffiffi
19

p � ffiffiffiffiffi
19

p
R23:4�

�13CO θCO ¼ 13=19ð Þ structure was found at potentials close to 0 V vs. the saturated

calomel electrode (SCE). Furthermore, experiments at potentials below 0.2 V vs. SCE

in the absence of dissolved CO delivered the more open
ffiffiffi
7

p
x

ffiffiffi
7

p
R19:1� � 4CO unit

cell θCO ¼ 4=7ð Þ, denoting the sensitivity of the adsorbed species to the presence of

CO in solution. These compressed adlayers have also been found recently to be

sensitive to the long-range order of the Pt(111) surface [20].

The stoichiometry of the oxidation reaction:

COad þ H2O ! CO2 þ 2Hþ þ 2e� ð4:1Þ

or a similar one for alkaline solutions, suggests that some water species are required

for this reaction to take place. It is in fact currently accepted that removal of

adsorbed CO occurs through a Langmuir-Hinselwood mechanism [21] where the

simplified overall reaction scheme is:

H2O ! OHad þ Hþ þ e� ð4:2Þ
COad þ OHad ! CO2 þ Hþ þ e� ð4:3Þ

According to this scheme, and assuming a 1:1 adsorbate/substrate relationship and a

random distribution of the adsorbates, optimal reaction conditions would be

obtained for θCO ¼ θOH ¼ 0:5. However, the previous discussion shows that:

1. CO tends to segregate water molecules, so that a random distribution of reactants

is not guaranteed, and reaction (4.2) would rather take place at the border of

islands or negative nucleation and growth centers.

2. Reaction (4.3) is potential dependent, so that in order to obtain a reasonable θOH,
a corresponding overpotential must be applied.
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The consideration of these two points shows a way to improve the electro-

catalytic behavior of the surface. It is clear that Pt constitutes a suitable adsorbent

to provide COad, so that an alternative way to improve the reaction rate of reaction

(4.2) is to introduce on the surface some atomic species that are capable to provide

the required OHad species at lower potentials. This opens the field of bimetallic

electrocatalysis that has been analyzed in detail by Ross [22]. Two elements

combine with Pt to present optimal performance for CO electrooxidation: Ru and

Sn [23–27]. In the case of Pt/Ru alloys, CO is found to adsorb and oxidize on both,

Pt and Ru [24]. As long as some Ru sites are set free by oxidation of CO, these sites

are found to be very active for OH adsorption, enhancing the performance of the

catalyst surface, as found in stripping experiments. Ross [22] has emphasized the

difference between this type of mechanisms, where Ru has (as Pt) the dual role of

adsorbing CO and OH, and the original bifunctional mechanism as proposed by

Watanabe and Motoo in their study using Ru adatoms deposited on Pt [28]. In the

latter model, each of the metals constituting the catalyst is specialized in the

adsorption of only one of the reactants. However, potentiostatic experiments for

CO oxidation on pure Ru and pure Pt electrodes, as shown in Fig. 4.2, clearly

indicate that CO and water species adsorb and react on both surfaces.

Fig. 4.2 Electrooxidation at constant potential of an adsorbed monolayer of CO on sputter-

cleaned Ru and Pt electrodes. (a) 800, (b) 900 and (c) 1000 mV. ( ) Currents in the presence

of preadsorbed CO, (-----) background currents in the absence of CO, (· · · · ·) difference between

oxidation and background current. H2SO4 0.5 M (Reproduced from Ref. [24] with permission)
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This difference should be kept in mind to explain the negative reaction order

with respect to CO partial pressure. This is consistent with the fact that when

dissolved CO is oxidized continuously, the oxidation currents in a voltammogram

displace positively with respect to anodic stripping voltammograms, whereas only

preadsorbed CO is oxidized and adsorption is avoided. This is shown in Fig. 4.3 for

a Pt/Ru alloy, and similar results are obtained for pure Pt electrodes. This effect can

be understood in terms of the competition of CO and OH for the same adsorption

sites. In the case of dissolved CO experiments, the continuous adsorption of CO

increases θCO at expense of θOH, and the oxidation rate is decreased.

The nature of the catalytic mechanism makes the performance of the catalyst

very dependent on the preparation of the surface, so that sputtered bulk alloys,

annealed bulk alloys or submonolayer deposits of Ru behave differently from

each other. The latter two systems show a poor performance as compared with

the former, and this can be explained according to the model described above in

terms of a different geometrical distribution of the Ru atoms on the surface.

Annealed bulk alloys and deposited Ru present a trend toward the clustering of

Ru atoms, so that for a given composition the number of Pt/Ru pairs becomes

smaller and the catalytic efficiency decreases. This is illustrated in the voltammetric

behavior of alloys with a very similar surface composition but presenting different

distributions of the atoms in the surface, as shown in Fig. 4.4.

There is still one point that must be considered for complete explanation of the

singular behavior of the Pt/Ru catalyst for CO oxidation, and this is the synergistic

behavior with respect to pure Ru. Since CO seems to interact with Ru in a similar

way to that with Pt, Gasteiger et al. [24] have proposed that the acceleration of

reaction (4.2) must be due to a particular status of COad in the alloys, making it

more active for this reaction. The “pure” bifunctional mechanism could be in part

responsible for the high activity of bimetallic catalysts containing Sn, as is the case

Fig. 4.3 Base voltammogram (· · · · ·), CO-stripping voltammogram ( ) and anodic oxidation of

dissolved CO (-----) in a rotating disc electrode configuration for UHV sputter-cleaned surfaces.

Pt/Ru alloy with a surface composition of 50 % (Reproduced from Ref. [22] with permission)
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of the Pt3Sn(110) surface, since CO has not been detected to adsorb on Sn. As in the

case of Ru, remarkable differences in the performance of the bimetallic catalyst are

found, depending on the way in which they are prepared. In fact, Pt3Sn alloys

perform much better than deposited Sn. Summarizing on the oxidation of CO on

Pt-containing surfaces, we can say that the commonly accepted reaction scheme

and the study of the CO adsorbate status on these surfaces brings to the conclusion

that in the case of the most active (Ru and Sn containing) catalysts, some degree of

bifunctional catalysis occurs (type 2 in our classification in the initial discussion).

According to this mechanism, the geometric arrangement of the active sites for CO

and OH plays an important role. A first glance to reaction (4.2) suggests that if the

availability of OHad is rate-determining, then the problem can be solved by locating

atoms (properly distributed) on the surface that provide this species at a low

potential. However, with this simple analysis we are neglecting the specific nature

of the OHad and COad species participating in the reaction. This can only be

analyzed in terms of their chemical properties, and may be done using quantum

mechanical tools. The importance of the quality of the COad species is precisely one

of the conclusions drawn byWang et al. [29] in studies with Pt3Sn alloys, where the

Fig. 4.4 CO stripping

voltammetry of sputtered

and annealed Pt/Ru alloys

surfaces with a very similar

surface composition as

indicated in the figure but

different atom distribution

on the surface. ( ) First-

sweep CO monolayer

stripping and (· · · · ·) first

sweep after stripping

(Reproduced from Ref. [24]

with permission)
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existence of a particularly reactive state of COad has been postulated at high CO

coverages.

Shibata and Motoo [30] studied the effect of several adatoms (S, Se, Te, Bi, Hg)

on the rate of bulk CO oxidation at Pt. Figure 4.5 compares the currents measured at

450 mV for different adatoms. The catalytic effect clearly depends on the electro-

negativity of the adsorbed metal, increasing in the order Te < Se < S.

Recently, there have been many efforts to optimize these catalysts and improve

the activity of platinum surfaces towards the oxidation of carbon monoxide. It has

been suggested that one could indeed describe the change in the necessary over-

potential with two reactivity descriptors: the free energies of adsorption of CO* and

OH* on the surface. These adsorption energies may be adjusted by means of

modifying the surface structure and composition by positioning appropriate metal

atoms at the surface as overlayers or by making surface alloys and near surface

alloys.

As an example of the viability of the aforementioned approach, Fig. 4.6 demon-

strates how the electrocatalytic activity of the surface of the Pt(111) electrode

towards the electrochemical oxidation of CO changes when there is a change in

the relative position of Cu atoms [31].

According to DFT calculations, the most active surface, which would bind both

*CO and *OH intermediates in an optimum way, is the Cu overlayer on Pt(111)

(Fig. 4.6a). Positioning Cu in the first and second atomic layers of the host metal

reveals the following theoretical activity trend (Fig. 4.6a): Cu overlayer > Cu–Pt

(111) surface alloy (SA) > Cu–Pt near-surface alloy (NSA) > Pt(111).

However, in the experimental realm, the implementation of these systems shows

that the electrochemical stability of the copper overlayer is not sufficient, indicating

Fig. 4.5 Dependence of the

maximum current density

for CO oxidation at 0.45 V

in 0.5 M H2SO4 on the

electronegativity of adatom.

Electronegativity values

from Pauling’s (triangles)
and from Alfred Rochow

(circles) (Reproduced from

Ref. [30] with permission)
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Fig. 4.6 (a) Volcano plot for CO electro-oxidation as a function of the differential free energies of

adsorption of CO and OH on different surfaces: Pt(111), Cu(111), Cu/Pt(111) near-surface alloy

(NSA), Cu/Pt(111) surface alloy (SA), and Cu/Pt(111) overlayer. (b) *CO stripping volt-

ammograms for Pt(111), Cu/Pt(111) SA and Cu/Pt(111) NSA, in HClO4 (CO was adsorbed at

0.05 V, whereas the voltammogram was carried out in a CO-free solution). More active surfaces

enable CO oxidation at lower electrode potentials (Reproduced from Ref. [31] with permission)
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the importance of performing the screenings that include stability descriptors.

Nonetheless, the other materials confirm the theoretical tendency, as shown in

Fig. 4.6b. It could be envisioned that screening procedures which would involve

a wider set of possible material combinations and structures as well as additional

stability descriptors would identify surfaces with higher CO oxidation activities

than those known for the Pt alloys with Sn, Ru, Cu and some other metals.

4.2.2 CH3OH

Different aspects of the electrooxidation of CH3OH on Pt in acid electrolytes,

according to the reaction,

CH3OH þ H2O ! CO2 þ 6Hþ þ 6e� ð4:4Þ

have been subjected to extensive reviews. For example, we can mention the

electrochemical reaction in relationship to vacuum studies [32], reaction mecha-

nism [33] and the electrooxidation process in the context of direct methanol fuel

cells [34]. We discuss here the more salient conclusions drawn on the basis of

experimental studies that will be discussed below in the context of theoretical

studies. It is out of question that the oxidation of CH3OH on Pt surfaces starts

with dehydrogenation of the molecule, as experiments using differential electro-

chemical mass spectrometry (DEMS) clearly show. In Fig. 4.7, we present DEMS

results from Vielstich and Xia [35], showing that the current peak at ca. 0.3 V for

methanol electrosorption on a fresh Pt surface is not accompanied by a corres-

ponding CO2 production.

This dehydrogenation process appears to be very sensitive to the conditions of

the surface, as illustrated in Fig. 4.7c, where we see that addition of small amounts

of SO�2
4 containing electrolytes produces important changes in the voltammetric

profiles [36]. It can also be concluded from the figure that this process disappears

after creation of adsorbed species (i.e., 120-s adsorption at 0.5 V). The other point

clear in the literature is that during the CH3OH electrooxidation process, CO

species occur on the surface, as has been found by Beden et al. [37] by means of

electrochemically modulated IR spectroscopy (EMIRS). In these experiments, clear

evidence was found for the presence of linear and multibonded CO species. These

studies were extended to single crystal surfaces [38]. In all cases, indication of

linear or multibonded CO was found. The former was found to predominate in the

spectra in the cases of the more open (100) and (110) surfaces. In the case of the

(100) face, a complex shaped band at low frequencies was assigned to formyl

species. Quantitative analysis using photoelastically-modulated IR reflectance

absorption spectroscopy showed that the predominant species was in fact linearly

bonded CO, with the additional finding that for equivalent coverage degrees, the

CO adsorbate from CO or CH3OH yielded different spectroscopic behavior

[39]. The monitoring of products during the electrooxidation process has been
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made by using substantively normalized Fourier transform IR spectroscopy. The

detection of significant quantities of HCOOH during the electrooxidation process

[40] may have mechanistic implications, as will be discussed below. A thorough

comparison of the spectroscopic features of COad arising from CH3OH adsorption

with that from the adsorption of dissolved CO was given in the review by Hamnett

[33]. Some of the most important conclusions are:

Fig. 4.7 First potential

scan starting the potential

scan at 0.05 V. (a) Porous

platinum electrode in 0.2 M

CH3OH with 0.1 M HClO4,

current/potential profile,

sweep rate of 0.01 Vs�1.

(b) Simultaneously

recorded mass signal CO2

production. The lower
curves correspond to blank

experiments. (Reproduced

from Ref. [35] with

permission) (c) Smooth

platinum electrode: (· · · · ·)

0.05 M HClO4 base

electrolyte, (———)

0.01 M CH3OH/0.05 M

HClO4, (·-·-·-·) 0.01 M

CH3OH/0.05 M HClO4/

10�3 M Na2SO4, (-----)

0.01 M CH3OH/0.05 M

HClO4. First sweep after

120-s adsorption at 0.5 V

(Reproduced from Ref. [36]

with permission)
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• COad coverages are remarkably smaller in the case of CH3OH adsorption.

• Some indirect coulometric indication exists that other species than COad are

formed at low CH3OH concentrations.

• CO island formation appears to occur to a lower extent in the case of COad

stemming from CH3OH.

• No bridged COad is found for methanol oxidation on Pt(111), for concentrations

between 0.05 and 5 M.

• In contrast to adsorption from dissolved CO where only bridged CO is found,

both bridged and terminal CO appear on Pt(100) when CH3OH is adsorbed.

The fact that methanol suffers dehydrogenation and the finding of COad in

different coordinations as a stable intermediate lead to the conclusion in terms of

a dehydrogenation scheme proposed by Bagotzky et al. [41] that in principle as

many as eight different intermediates may occur before reaching the final CO2

product, ranging from the first dehydrogenated version of CH3OH, i.e., CH2OH, to

the COOH intermediate species also postulated for the oxidation of formic acid. A

whole set of reaction possibilities, including the oxidative desorption of some of

these species to yield formaldehyde or formic acid has been compiled by Hamnett

in the review mentioned above. To the eight possible intermediates mentioned

above, we should also add the methoxy (CH3O) intermediate, assigned by Lopes

et al. [42] to EMIRS vibrational spectra obtained with moderate CH3OH concen-

trations. If the existence of methoxy is confirmed, multiple pathways could be

suggested for methanol dehydrogenation, since isotopic studies by Franaszczuk

et al. [43] indicate that this process should mainly proceed by the scission of the C–

H bond. Concerning the non-methoxy dehydrogenated intermediates, Sun [44]

claims having identified CH2OH, CHOH, CHO and COH, while Nichols and

Bewick assign bands observed in the potential region active for CH3OH methanol

oxidation to the species COH, CHOH or CH2OH. However, these bands were found

to disappear if the potential is lowered 0.2 V vs. SCE. More evidence for other

dehydrogenated species is reported in the work of Sun [44]. The potential com-

plexity of this reaction mechanism opened thus the hypothesis of the existence of

parallel oxidation pathways. Since the firmly identified intermediate COad proves to

be a very electrochemically stable one, much effort has been devoted towards

identifying a more easily oxidizable species, in order to find the way to promote

CH3OH oxidation over this “fast” pathway. The identification of the “easily

oxidizable” intermediate would probably allow for deviating the reaction over

this pathway, with the consequently increased reaction rate. However, at variance

with the case of HCOOH addressed below, where the “fast” pathway has been

identified and clearly promoted, the case of CH3OH has proved to be an extra-

ordinarily difficult one, and the acceleration of the electrooxidation of CH3OH seems

to be rather linked to the acceleration of the slow reaction path via COad. Aside from

COad, the more firmly suggested candidates for alternative reaction pathways have

been C–OH and H–CO out of all the intermediates that may potentially appear

during CH3OH electrooxidation. Besides the original hypothesis sustained by

Bagotzky and Vassilyev [45], the assumption of an H:C:O intermediate was
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revitalized by indirect evidence through differential electrochemical mass spectro-

scopy [46] as well as by ECDTMS [47] experiments, where the loss of hydrogen

associated with CO desorption was detected in thermal desorption diagrams. The

existence of H:C:O has also been suggested on the basis of IR spectroscopy as

discussed above, but has not definitively proved until now in the sense of providing

an experimental body of information capable of determining the kinetic parameters

for the formation and oxidative reaction of this species.

Thus, in general, we can say that there are several traces for the existence of this

intermediate but not a proper characterization as in the case of COad. As the

potential complexity of the reaction mechanism suggests, the analysis of kinetic

data (i.e., Tafel plots) for CH3OH is far from straightforward; the kinetic parameters

depending on oxidation potential, methanol concentration and platinum surface

morphology [33]. The bell-shaped curves obtained for the surface coverage by the

adsorbed species resulting from methanol adsorption at a constant potential [48]

indicate, as can also be inferred from the results shown in Fig. 4.7, that CH3OH is

not able to displace Had for its adsorption, and that an important fraction of the

surface must be free for adsorption to take place.

In recent time, the kinetic modeling of methanol electrooxidation on Pt has

undergone [49] renewed interest, with the aim of establishing the existence of a dual

reaction pathway, like that shown in Fig. 4.8. This kinetic modeling by Sriramulu

et al. [49, 50] for CH3OH oxidation on Pt(111) is based on Langmuir–Hinselwood

kinetics, and points to a H:C:O intermediate more abundant at short times and low

coverages, as well as to a CO intermediate at long times and high coverages.

In contrast to the cases of CO analyzed above or the HCOOH discussed below,

the activation of the electrooxidation of CH3OH by adatom deposition or bimetallic

surfaces has been in many cases found more ambiguous and rather poorly defined.

As an example, we show in on the left of Fig. 4.9 the early results of Motoo and

Watanabe [51] for the Pt(substrate)/Sn(adatoms) system. We can see in this figure

Fig. 4.8 Known (solid arrow) and possible (dashed arrow) electrooxidation pathways for meth-

anol to form CO2. CO species have been identified by IR spectroscopy. Indirect evidence through

differential electrochemical mass spectroscopy [46] as well as by ECDTMS [47] experiments exist

for a H:C:O intermediate (Reproduced from Ref. [32] with permission)
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that while the adatom effect on CO and HCHO oxidation appears as formidable,

it is less important in HCOOH and modest for CHO3H.

From all the bimetallic systems studied in the literature for improving methanol

electrooxidation, the only one that has enjoyed general consensus was Pt/Ru

[22, 34, 52], followed by Pt/Sn, for which much more diverse results have been

obtained. We briefly give here the most relevant features found by experimentalists.

While early studies by Watanabe and Motoo [53] employing adatoms indicated

that a coverage close to 0.5 by Ru would be optimal for enhancing CH3OH

electrooxidation, work using well-characterized Pt/Ru alloys [54] showed that

a 10 % Ru containing alloy performed considerably better than a 50 % one.

We discuss here the mechanism proposed by these authors for the reaction.

The electrooxidation process was proposed to follow the series sequence:

CH3OH���!r1
COad þ 4Hþ þ 4e� þ H2O���!r2

CO2 þ 6Hþ þ 6e� ð4:5Þ

where methanol adsorption would take place only on the Pt sites on the surfaces,

yielding ensembles of Pt atoms with COad, and the Ru atoms would act as OHad

providing centers. The r1 and r2 denote global rates assigned to these processes,

although each of them involves several elementary steps. According to this, the

catalytic improvement would be due to a bifunctional mechanism (type 2), as that

proposed for carbon monoxide. The reason why a Pt/10 % Ru alloy may perform

better than a more Ru-concentrated one can be qualitatively understood in terms of

this scheme. Increasing Ru content increases r2 by providing more adsorbed water

species required to oxidize COad. However, since dissociative electrosorption of the

organic molecule is very demanding of Pt sites, r1 decreases with increasing θRu.

Fig. 4.9 Polarization curves for the oxidation of CO (A, A’), HCOOH (B, B’), HCHO (C, C’) and
CH3OH (D, D’) at 40 �C. (A, B, C, D) on pure polycrystalline Pt, (A’, B’, C’, D’) on Pt with

deposited Sn atoms (Reproduced from Ref. [51] with permission)
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Thus, the rate-determining step (RDS) may change from r2 for θPt ¼ 1 to r1 at some

intermediate θRu, where the first step in Eq. (4.5) is strongly inhibited. In the case

where CH3OH adsorption on Ru is made possible via increasing the temperature of

the cell [55], the optimal composition of the alloy was found to change to a more

concentrated Pt/Ru alloy (30 % in Ru), giving also further support to the explan-

ation given above. Interestingly, these experiments also provided information on

the activation energy, Ea, for the whole electrooxidation process. It was found that

while Ru-concentrated alloys presented Ea values compatible with the dissociative

adsorption of the molecule (ca. 0.6 eV), the Ea values for the 10 % Ru alloy were

rather compatible with those expected for COad diffusion on the surface

(ca. 0.3 eV), indicating that this CO motion on the surface plays a very important

role in the electrooxidation process. More recent work by other groups on the

electrooxidation of CH3OH on Pt/Ru alloys using Fourier transform IR spectro-

scopy [56] or employing Pt single crystal surfaces modified by Ru adlayers [57]

confirm the general bifunctional picture given above. Note that in all the previous

analysis to explain the promotion found with Pt/Ru alloys, an alternative pathway

for CH3OH electrooxidation does not appear at all. In the case of Sn/Pt bimetallic

catalysts, the reports on catalytic improvement are far more diverse than in the case

of Ru/Pt [32, 33]. Here, we provide some of the highlights given by Haner and Ross

[58], because these authors have performed a careful comparative study with

Pt3Sn alloys and Pt single crystal surfaces modified by upd of Sn. Some of the

main results were:

• The Pt3Sn (111) and (100) faces, as well as a polycrystalline 2 % Sn alloy

showed no catalytic improvement with respect to pure Pt surfaces. Partial

dissolution of Sn to increase Pt concentration led to a concomitant increase in

methanol oxidation current.

• Pt(110) and polycrystalline Pt surfaces showed no enhanced activity for any Sn

(II) concentration in solution.

• Pt(111) and Pt(110) surfaces showed enhanced activity for methanol electro-

oxidation at a concentration of Sn(II) ca. 10�6 M. In the former case, the

enhancement was found to disappear if the surface was roughened via Ar+

bombardment.

The authors concluded that tin possessed a negative electronic effect on the

reaction and proposed a mechanism of action of Sn based on dissolved Sn(II)

species, weakly interacting with the surface. This oxygen-containing species should

react with the residues stemming from methanol adsorption to yield CO2, being

regenerated via reaction with OHad. It was also mentioned in this work that the use

of potential sweeps to study the reaction could underestimate the true kinetic

enhancement due to diffusional limitations, a fact that would conciliate the results
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obtained there with others where an important activation by Sn has been reported

[59]. Subsequent experiments by Morimoto and Yeager [60], presented in Fig. 4.10,

indicate the sensitivity of the catalytic activity of the Pt/Sn system to the time scale

in which it is measured, as well as to the roughness of the electrode. While in the

case of smooth electrodes, the long-time behavior of Pt/Sn electrodes is practically

the same, a marked difference is found for high area electrodes, a fact that was

attributed to the dissolution of Sn from the surface.

Because of the fact that the overall activity towards methanol electrooxidation

depends to a large extent on the electrochemical oxidation of CO, it can be

predicted to some degree by the same descriptors as in the case of carbon monoxide

oxidation (as considered in the previous section). Figure 4.11 shows the output of a

theoretical screening performed by Rossmeisl et al., where the theoretical activity

of Pt surface alloys towards CH3OH electrooxidation was analysed [61].

As can be seen from Fig. 4.11a, the Pt–Ru combinations are situated close to the

optimum region of the volcano plot. However, as the Cu–Pt surface alloys

(discussed in the previous section) are active towards CO oxidation, they are also

found to be very close to the theoretical optimum. In order to experimentally

evaluate the effect of Cu on the oxidation of methanol, Rossmeisl et al. [61] did

a series of measurements utilizing Cu overlayers on platinum by changing the

Cu coverage (Fig. 4.11b). From this work, it was possible to estimate experiment-

ally that the optimum Cu coverage is ~0.5 ML, giving an activity approximately

three times as large as that of pure Pt surfaces, which is in qualitative agreement

with theoretical tendencies. Further experiments with real Cu–Pt surface alloys

would be necessary to evaluate this promising catalyst in detail.

Fig. 4.10 (a)

Cronoamperometry of

smooth (a) and high area

(b) Pt, Pt/Ru and Pt/Sn

electrodes in 3 M H2SO4

with 1 M CH3OH at

500 mV vs. RHE

(Reproduced from Ref. [60]

with permission)
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Fig. 4.11 (a) Positions of selected Pt–Ru and Pt–Cu bulk and surface alloys on the volcano plot

for the methanol oxidation reaction. The potential determining step of each region (outlined in

black) is also shown. (b) Activity enhancement factors of methanol electrooxidation activities at

0.3 V/AgCl and 0.35 V/AgCl as a function of Cu coverage (Reproduced from Ref. [61] with

permission)
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4.2.3 HCOOH

The most positive aspect of the electrooxidation of formic acid can be stated by

saying that this molecule contains in itself all it is required to be turned into CO2.

Thus, the only condition that a proper catalyst must fulfill is to be a good dehydro-

genator, provided it is not poisoned by some species occurring during this process.

As simple as it sounds, the conditions for an optimal catalyst usable with practical

purposes have not been yet found. An extensive reviewing on this electrooxidation

process between 1981 and 1988 was made by Parsons and VanderNoot [62] and

more recent discussion has been given by Jarvi and Stuve [32]. In Fig. 4.12, we

present the scheme given by these authors for the reaction pathways of HCOOH on

Pt surfaces, according to the time-being knowledge on this reaction. This reaction

scheme involves the complete oxidation to CO2 (f) via a “reactive intermediate” in

parallel with a pathway where adsorbed CO is formed (d). The latter behaves as a

poisoning intermediate, with a very slow reaction rate (step (e)). The length ratio

solid arrow/dashed arrows show that although three decades of massive extensive

and intensive research on the area, our ignorance on the nature of the species

occurring during this reaction is greater than our knowledge. The main problem

is, as in the case of CH3OH previously discussed, that the stoichiometry of the

intermediates has been mainly inferred through indirect evidence (i.e., current and

charge measurements). IR techniques, extremely powerful to identify the chemical

nature of species, have pointed as a rule to the appearance of adsorbed CO as

intermediate; the existence of other species being masked by the strong IR

adsorbing properties of water. The potential energy picture expected for parallel

reaction pathways, as suggested for HCOOH oxidation is depicted schematically in

Fig. 4.13. In the present case, I2 and I1 would represent the reactive intermediate

and the CO poison respectively. Thus, the reaction should occur mainly through

intermediate I2. However, I2 and I1 are both adsorbed intermediates and compete

for the same adsorption sites, so that I2 accumulates on the surface of the electrode,

Fig. 4.12 Known (solid
arrow) and possible (dashed
arrow) electrooxidation
pathways for formic acid to

form CO2 (Reproduced

from Ref. [32] with

permission)
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the concentration of I1 decreases and the overall reaction rate is concomitantly

decreased.

As in the previous cases, we briefly address here some experimental evidence

that will be used in the context of the theoretical discussion.

As in the case of CH3OH, the dehydrogenation of the HCOOH is concomitant

with the appearance of COad [5, 64], which blocks the surface of the electrode for

some other surface reactions, such as the formation of adsorbed hydrogen. The

blocking of several single crystal surfaces upon HCOOH adsorption has been

quantified by Clavilier and Sun [65] by measuring the electrical charge for hydro-

gen desorption before and after formation of the poison in HCOOH 0.1 M. If we call

these quantitiesQ0 andQf respectively, the percentage of sites blocked was defined:

Sb ¼ 100
Q0 � Q f

Q0

ð4:6Þ

Sb is shown in Table 4.2 for the Pt low index single crystal faces, and the results are

compared with those obtained for the adsorption of CH3OH. From this table it

becomes clear that the site requirements for CH3OH adsorption are larger than for

Fig. 4.13 Potential energy surface for a reaction that may proceed via two alternative interme-

diates: three dimensional representation (a) and contour plot (b) energy as a function of the

position along the two possible minimum energy paths joining reactants and products in the

shown potential energy surface: pathway through intermediate I1 (c) and I2 (d) (Reproduced

from Ref. [63] with permission)
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HCOOH and that more open surfaces show greater susceptibility to poisoning.

These authors have also collected information on the number of electrons, n, trans-
ferred per hydrogen site to oxidize the poison on these and other single crystal faces.

This quantity was calculated according to:

n ¼ Q p

Q
0
0 � Q f

ð4:7Þ

where Qp is the charge corresponding to the oxidation of the poison, and Q
0
0 is the

hydrogen charge recovered after desorption of the poison. These values are also

shown in Table 4.2. The values close to two suggest that the chemisorbed poison

should be essentially linearly bonded CO, while the lower values indicate the

presence of other CO species with a larger coordination with the surface. The

kinetics of CO poisoning during HCOOH electrooxidation on polycrystalline Pt

has been followed using the single potential alteration IR technique by Corrigan and

Weaver [66]. The integrated absorbance of the vCO band Ai was found to deliver a

reliable measure for the coverage degree by COad, so that following this quantity

during the electrosorption of HCOOH was equivalent to following the concen-

tration of the poison. Figure 4.14 shows Ai as a function of time for HCOOH

adsorption under different conditions.

Sun et al. [68] have also measured the kinetics of dissociative adsorption of

HCOOH on Pt, employing for this purpose single crystal electrodes. A very inter-

esting point in these studies, performed using a low concentration of HCOOH, is the

existence of a maximum in the average rate of poisoning. These authors defined an

average rate of dissociative adsorption, v, as:

v ¼ Q

t
ð4:8Þ

where Q is the charge corresponding to the oxidation of the dissociative adsorbate

formed, and evaluated this average rate for t ¼ 1 min at different adsorption

potentials, as shown in Fig. 4.15 for Pt(100). While in the case of CH3OH the

maximum of poisoning is related to the onset of the oxidation of the poisoning COad

Table 4.2 Percentage of sites blocked for hydrogen adsorption on different Pt surfaces after

adsorption in 0.1 M HCOOH and 0.1 M CH3OH [0.1 M HClO4] [65, 67]

Face Sb (HCOOH) n(HCOOH) Sb (CH3OH) n(CH3OH)

111 70.5 2.00 37.0 2.05

100 77.4 2.02 57.0 2.06

110 94.0 1.63 86.0 1.62

Polycrystaline 73.2 1.73 55.0 1.77

Taken from Refs. [65, 67] with permission
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Fig. 4.14 Adsorption kinetics of formic acid at 0 V (squares) and 0.1 V (circles) vs. SCE as

determined from the relative integrated absorbance of the vCO band as a function of time for

various potential steps. Open symbols: previous cleaning at 1.2 V for several seconds; closed

symbols: partial electrooxidative desorption at 0.35 V before stepping back to the adsorption

potential; diamonds correspond to a readsorption at 0 V, with an initial surface coverage close to

0.5 (Reproduced from Ref. [66] with permission)

Fig. 4.15 Variation of the average rate of HCOOH dissociative adsorption v, the coverage degree
of the clean surface with hydrogen, QH, and the oxidation current in base electrolyte with the

potential for Pt(100) in 0.1 M HClO4. HCOOH concentration: 5� 10�4 M (Reproduced from

Ref. [68] with permission)
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species (at ca. 0.5 V vs. the reference hydrogen electrode (RHE)), this is clearly not

the case of HCOOH, where the maximum occurs at ca. 0.28 V vs. RHE. As can be

seen in the Figure, this potential corresponds to a coverage of the surface of 50 % by

adsorbed hydrogen, suggesting that an important source for the poisoning stems

from the reactions of adsorbed organic species with adsorbed hydrogen.

Both the poisoning of the surface and the electrooxidation of HCOOH on Pt

appear as very sensitive to the nature of the single crystal Pt surface employed. The

most active Pt(100) surface, in the sense that the higher currents are obtained there,

is the more poisonable one. The least active and poisonable (111) exhibits anyway

θCO ¼ 0:35 at maximum coverage in the voltammetric experiments [69].

As advanced above in Fig. 4.9 for the case of Sn adatoms, early work with upd

metals delivered very promising results for improving the electrocatalytic activity

of platinum towards HCOOH electrooxidation. Watanabe et al. [70] performed

polarization curves for HCOOH electrooxidation on polycrystalline Pt surfaces

using fourth and fifth group adatoms at different coverage degrees. Some results

from Watanabe et al. are given in Fig. 4.16. From Fig. 4.16a we see that the

presence of Pb, the most remarkable case, increases the activity of Pt in several

orders of magnitudes at low potentials. For other adsorbate metals the enhancement

is less remarkable, as can be seen in Fig. 4.16b, but in most cases a maximum

activity is found at some intermediate coverage degree by adatoms. Other promis-

ing studies involved the use of Pd [71, 72], which is itself active for HCOOH

electrooxidation. Work on the catalysis by adatoms has been reviewed by Adzic

[73], Kokkinidis [52], Parsons and VanderNoot [62] and more recently by Jarvi and

Stuve [32]. Possible hypothesis for the activation mechanism by adatoms have been

analyzed by Parsons and VanderNoot [62], and can be synthesized as follows:

Fig. 4.16 (a) Steady state polarization curves of Pb ad-electrodes for formic acid oxidation. The

number on the curves show the coverages of smooth Pt with Pb adatoms. (b) Relationship between

the coverage of smooth platinum with various adatoms and the current density at 0.25 V vs. RHE.

Conditions: 1 M HCOOH/0.5 M H2SO4, 40
�C (Reproduced from Ref. [70] with permission)
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• Microscopic “mechanical” effects. The motion of adatoms should increase via

collisions with the poisoning species their likelihood of desorption. This is a

poisoning preventing effect.

• Blocking of hydrogen adsorption. This should prevent the reaction of the

HCOOH molecule or reactive intermediate with Had from forming the poison.

• Alteration of the electronic properties of the substrate.

• Blocking of the poisoning reaction (within this family is the so-called third body

effect).

• Bifunctional catalysis.

Let us discuss briefly these items. The collision hypothesis could in any case

work to explain the inhibition of poison formation, but not the enhanced desorption

of the poison. While the kinetic energy of the atoms in the surface is of the order of

kBT (0.026 eV), the binding energy of the poisoning species amounts to ca. 2 eV.

Thus, eventual collisions make a negligible energetic contribution. Furthermore,

mobile metallic atoms would tend to merge and grow islands on the surface, which

is the most stable state for metallic adsorbates.

The second point, inhibition of the poisoning via adsorbed hydrogen, justifies

part of the activation effects observed. However, experiments which avoid hydro-

gen adsorption also present poisoning effects if high concentrations of HCOOH are

used. The third point is not well defined unless a tentative reaction mechanism for

HCOOH is given. In fact, we are in the presence of a bond breaking/creating

reaction, so that the influence of the electronic status of the catalyst must be

accounted for in the rate-determining step of the oxidation reaction. Point five

can also be considered in the context of the activation discussed for CO and

CH3OH. Given a dual reaction pathway, where the species accumulating in the

slow pathway may block the fast one, removal of the blocking species will naturally

lead to a global improvement of the reaction. For this to happen, the removal of

blocking species must already succeed at a potential where the fast pathway is

operative. Thus, we are left with the blocking of the poisoning reaction as a salient

feature of HCOOH with respect to the other systems considered above.

In relation to the different mechanisms discussed above, Leiva et al. [74] devel-

oped a theoretical model to explain the effect of adatoms in the electrocatalysis of

HCOOH oxidation. Assuming square or hexagonal arrays of lattice points to

describe the (100) and (111) single crystal faces of Pt respectively, these authors

performed simulations of the catalytic activity of these surfaces for HCOOH

oxidation in the presence of different adatoms. Three different cases where con-

sidered for the role played by adatoms, which are depicted in Fig. 4.17:

(I) Adatoms cause a true enhancement of the reaction rate, and the substrate surface

is not poisoned by the organic residue. It was assumed that pairs of both free and

adatom-covered sites act as centers for the reaction. Furthermore, it was

assumed that the catalytic activity of such pairs is much higher than the

intrinsic activity of the substrate, so that the latter can be neglected. This case

is illustrated in Fig. 4.17a.

In the case of an hexagonal lattice, the mathematical form of the current (I)
vs. adatom coverage (θ) relationship is:
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I / 1� θð Þ θ þ θ2 þ θ3 þ θ4 þ θ5 þ θ6
� �

(II) Only third-body effects are operative. Adatoms are electrocatalytically inert

and prevent the poisoning of the surface only by steric effects. Poison forma-

tion is precluded at substrate sites which are completely surrounded by

adatoms and these sites are the only ones delivering a contribution to the

oxidation current. This case is illustrated in Fig. 4.17b.

The mathematical form of the current (I ) vs adatom coverage (θ) relation-
ship is:

I / 1� θð Þθn

Where n is 6 or 8 for the hexagonal and square lattice respectively.

(III) Both, third-body and real catalytic effects are operative. The substrate surface

is poisoned by the organic residue at different extents. Besides the sites which

are set free because they are completely surrounded by adatoms, other sites are

set free additionally, assuming that currents are measured at a potential where

the poison starts being oxidized. This case is illustrated in Fig. 4.17c.

The previous modeling was applied to different experimental systems, as

depicted in Fig. 4.18. Figure 4.18a depicts a system that reflects the behavior of

case I. This corresponds to HCOOH elecrooxidation on the Pt(111)/Bi adatoms

system. The full line represents the theoretical predictions, while the filled circles

are experimental results from reference [75]. In the case of the theoretical results, at

zero coverage degree the current is zero because the intrinsic activity of the

substrate is neglected. The current then increases almost linearly over a wide

range of coverages, goes through a maximum, and finally drops when the surface

becomes completely covered by adatoms. The broad linear range occurs because

Fig. 4.17 Model of the adsorbate-covered surfaces employed by Leiva et al [74] to model

electrocatalytic effects of adatoms on the oxidation of formic acid. Empty circles represent the
substrate sites, full circles the adsorbed atoms, and filled triangles the poisoning species. (a) Only

empty sites and adatoms occur on the surface. No poisoning species are built up. (b) These

surfaces consist of poisoning species, adatoms, and empty sites which are free from being

poisoned only because they are completely surrounded by metallic adatoms. (c) This is the more

general case. The surface presents poisoning species, adatoms, free places and substrate sites

which are not surrounded by adatoms but are left empty. The latter could represent those places

which are left free due to oxidative removal of the poison (Taken from Ref. [74] with permission)
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the adatoms keep on contributing to the total current as long as they have at least

one free substrate neighboring site. The linearity also denotes that the current

switches on with a single unoccupied neighboring site close to an adatom, and

then remains constant regardless of the number of unoccupied sites neighboring it.

Figure 4.18b shows the behavior of a system that reflects case II: HCOOH

electrooxidaton on Pt(100)/Sb adatoms. It has been shown that partially covering

a Pt(100) electrode with Sb adatoms causes a linear decrease of the amount of CO

formed in the presence of HCOOH [76, 77]. This is a typical third body effect, aside

from the fact that, additionally, Sb may act as a true catalyst of the reaction. The

experimental results (filled circles) show the necessity for the coverage of Sb to be

above 0.4 in order to produce an increase in current. This is similar to the behavior

expected for the third body effect in the theoretical model (full line). The maximum

effect is obtained for an adatom coverage close to 0.90, which compares very well

with the prediction of the model for the square lattice, 0.889.

Figure 4.18c shows the behavior of a system that may be interpreted in terms of

case III: HCOOH electrooxidaton on Pt(111)/Se adatoms. In the presence of Se

adatoms at Pt(111) a linear decrease of the poison formation with adatom coverage

has been found, the total inhibition occurring at a Se coverage of 0.84 [78]. As can

be seen, the model (full line) fits satisfactorily the experimental data (filled circles),

assuming a linear combination between true catalytic (16 %) and third body (84 %)

effects.

4.2.4 The Oxygen Reduction Reaction

In the previous paragraph, we gave a short outline of some important anodic

reactions in electrocatalysis. In the following we also give a short introduction on

Fig. 4.18 Results from theory ( full lines) and experiment ( filled circles) with behaviors coming

close to the three cases for electrocatalysis by adatoms of HCOOH oxidation described in the text.

Current vs coverage curves for the (a) Case I. Electrooxidation of formic acid at Pt(111)/Bi 0.25 M

HCOOH+0.5 M H2SO4. (b) Case II. Electrooxidation of formic acid at Pt(100)/Sb 0.25 M

HCOOH+0.5 M H2SO4 (c) Case III. Electrooxidation of formic acid at Pt(111)/Se 0.1 M

HCOOH+0.5 M H2SO4 (Taken from Ref. [74] with permission)
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one of the most important cathodic reactions, the oxygen reduction reaction (ORR),

in the light of theoretical calculations. A review on the advances in the kinetics of

the ORR up to 1996 has been given by Adzic [79]. Theoretical aspects of this

reaction have been discussed by Leiva et al. [80].
Depending on the catalyst, ORR goes over a four-electron (direct) pathway or a

peroxide pathway, involving H2O2 as intermediate product. In acid solutions the

reactions are:

O2 þ 4Hþ þ 4e� ! 2H2O direct pathwayð Þ ð4:9Þ
O2 þ 2Hþ þ 2e� ! H2O2 peroxide pathwayð Þ ð4:10Þ

In the second case, hydrogen peroxide may further react electrochemically to yield

water species or undergo chemical decomposition delivering O2. Several schemes

have been proposed to analyze the ORR that consider these reaction pathways,

as well as the coexistence in a number of combinations as in series and parallel.

A discussion in terms of a general scheme proposed by Anastasijevic et al. [81],

containing nearly all intermediates proposed in the literature, is given in the review

mentioned above. In the case of Pt and Pt-family metals, where direct four-electron

reduction is found, two main proposals exist for the first reaction step: Proton

transfer simultaneous with charge transfer. According to this, the RDS should read:

O adsð Þ þ Hþ þ e� ! products ð4:11Þ

Dissociative chemisorption of O2, probably simultaneous with charge transfer. In

this case proton transfer should play no role in the reaction rate [82].

Like in the oxidation of C1 molecules mentioned above, Pt appears as a top

catalyst for this reaction, together with some of its alloys involving some first-row

transition metals. In the latter case, the predominant hypothesis for improved cata-

lysis points towards the shortening of the Pt/Pt distance. However, also in these

cases the reaction appears as too slow, and in acid solution it displays an amazing

complexity. In spite of this, recent progress has been made in assessing the role that

adsorbed non-intermediate species play in inhibiting the oxygen evolution reaction

(OER). Experimental work on ORR on well-defined Pt(hkl) surfaces between 1992

and 1997 has been reviewed by Markovic and Ross [83] and the role of anions has

been recently discussed (see for example Refs. [84, 85] and references therein).

Anion adsorption determines indirectly the role of surface structure on the OER.

For example, strong adsorption of phosphoric acid anions on Pt(111) determines the

lower activity of this crystal face with respect to the other low index faces. Studies

with halides show that in those cases where a strong halide-Pt(hkl) is operative, the

anion blocks neighboring pairs of Pt sites needed for the cleavage of the O–O bond

and hydrogen peroxide is formed in solution. A similar effect appears to take place

in presence of upd adsorbed hydrogen in the most densely packed surfaces.

Summarizing, in the case of electrooxidation on Pt surfaces experimental evidence

support the series pathway, via the HO2(ad) intermediate, with the RDS is suggested

to be:
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O2 þ e� ! O2
� ð4:12Þ

In the case of epitaxial film deposition of Pd [86], the inhibiting role of anions

seems to be stimulated by the negative shift of the potential of zero charge con-

comitant with the decrease of the work function of the surface.

Upd of different metals on Pt has as a rule inhibiting effects on the OER. While

sp metals like Tl, Bi and Pb induce H2O2 formation [87], Cu just presents a blocking

effect with negligible peroxide formation in solution [88]. It is also relevant to

mention here the catalytic effect of Pb and Bi for the ORR on Au(hkl) [89–91]. In

acidic solutions, this reaction is known to occur via a two-electron reduction on

clean Au single crystal surfaces [79]. However, Pb and Bi adatoms lead to a four-

electron process producing water, an effect that will analyzed in terms of a lattice

model for the catalyst surface. The relevant appeal in the book by Bockris and Kahn

[92] to the quantum chemical community to take up the struggle in this field has

found a rather weak echo. We hope this weak response will soon strengthen in the

light of the rapidly growing field of theoretical electrochemistry.

4.2.5 Hydrogen Evolution Reaction

On clean metal surfaces and in acid media, two different mechanisms have been

established for the hydrogen evolution reaction (HER) (see, for example, Ref. [93]).

The first one is the so-called Volmer-Tafel mechanism, which consists of a proton

transfer followed by a chemical recombination reaction:

Hþ þ e� ⇄Had Volmer reactionð Þ
2Had ⇄H2 Tafel reactionð Þ

The second one is the Volmer-Heyrovsky mechanism, where the second step

involves a charge transfer mechanism:

Hþ þ e� ⇄Had Volmer reactionð Þ
2Had þ Hþ þ e� ⇄H2 Heyrovsky reactionð Þ

As general rule, it has been observed that upd generally is inhibited by upd

deposits [94].

On the basis of the previous reactions, it comes out that adatom upd may inhibit

the HER in different ways: by simple geometric blocking, by a decrease in the

number of pairs of uncovered Pt atoms, which decreases the H+H recombination

reaction, and for a change of electronic states of uncovered Pt atoms.

It has been found that, for several Pt/Mad systems, considerable H2 evolution

takes place when the upd of H is completely blocked. This fact provides an

additional proof that upd H has no connection to the intermediates in H2

evolution [94].
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The inhibition of HER by metal adlayers is of interest for fundamental electro-

catalysis and electrode kinetics, but it also of practical significance in promoting

sorption of H into some metals, altering selectivity for some hydrogenation reac-

tions, and in corrosion inhibition (the last being possible when O2 reduction is not

enhanced by metal adlayers.)

Both the chemical nature of the upd metal and the degree of coverage has notable

effects on the reaction mechanism. On Pt, small coverages of Pb, Tl, and Cd cause

pronounced inhibition, but the Tafel slope for the reaction remains the same as for

bare Pt (�30 mV) [94]. The interpretation of this is that the recombination of two H

atoms giving H2 (Had +Had!H2) is the rate-determining step for Pt both with and

without the adlayer. At larger Pb coverages, the Tafel slope becomes �120 mV

(Fig. 4.19) because there are no pairs of Pt atoms for a recombination reaction to

occur, and the mechanism with the ion-plus-atom reaction (Had +H
+ + e�!H2)

rate-determining step becomes operative [95, 96]. Changes of slope from �30 to

�60 and �120 mV have been reported for Pt with Ge [97, 98].

No change of Tafel slope was found for H2 evolution on Au/Pb [95, 96] since on

bare Au the ion-plus-atom reaction, which requires one surface site, is the rate-

determining step. Inhibition of H2 evolution was reported for stationary single-

crystal electrodes for As/Pt(111) [149], Bi/Pt(100), Sb/Pt(100), Bi/Pt(111) and +

[99, 100] surfaces. For the Bi/Pt(111) system, the polarization curves have slopes of

�30 to �35 mV for θBi < 0:04 (0.02), and for 0.14 (0.07) < θBi < 0:33 (0.18), the
slopes are�35 and�54 mV at small and high overpotentials, respectively [99, 100]

(Fig. 4.20). For Pt(100), a linear decrease of the H2 evolution current as a function

of coverage has been observed up to θBi ¼ 0:35 (0.18), and a steep decrease has

been observed above it. For Pt(111), a large decrease of H2 evolution was observed

at small Bi coverages up to 0.1 (0.03), and a linear decrease was seen for larger

coverages. A similar observation was made for polycrystalline Pt with Pb

[95, 96]. Small changes of Tafel slope for low Bi coverages were explained by a

hypothetical mechanism in which a slow recombination and an ion-plus-atom

reaction rate-determining steps occur in parallel. Inhibition effects of As, which

Fig. 4.19 Hydrogen

evolution on a rotating Pt

electrode in 1 M HClO4 in

the presence of Pb adatoms.

The curves 0–6 correspond

to θPb ¼ 0, 017, 0.19, 0.56,

0.67, 0.86, 0.91

respectively. Rotation rate

5000 rpm (Reproduced

from Refs. [95, 96] with

permission)
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is a prototype catalytic poison, have been reported for polycrystalline electrodes

[101, 102] and for a Pt(111) surface [103]. Surprisingly, small inhibition was

observed up to θAs ¼ 1=3 1=6ð Þ for the latter system. The mechanism of significant

H2 evolution on Pt with large coverage of inhibiting metal adatoms is not clear. For

Bi on Pt(100), the existence of the c(2� 2) Bi adlayer was assumed, and it was

proposed that H2 evolution takes place through fourfold symmetry holes in the

adlayer [99, 100]. This adlayer exists at Pt(100) [104, 105], but its structure still

needs to be verified during H2 evolution. In situ verification of the adlayer structure

during the course of H2 evolution has been obtained by surface X-ray scattering for

Pt(111) with a Tl adlayer [106]. Figure 4.21 shows data for Tl adlayers on Pt(111) in

solutions of two different pH values. A significant H2 evolution current flows at

Pt(111) despite the close-packed configuration of the Tl adlayer. The electro-

compression of the Tl–Tl distance with decreasing potential is observed with this

system. H2 evolution has no effect on the structure of the Tl adlayer, but the Tl–Tl

distance ceases to contract at its onset (Fig. 4.21). It is likely that in addition to

defect sites, H2 evolution occurs through hollow sites in the structure of the Tl

adlayer. This prevents further compression with decreasing potential. These data

seem to corroborate the assumption for the H2 evolution through the hollow sites in

the Bi adlayer on Pt(100).

Several approaches were used to quantify inhibition effects of metal adlayers.

These involved calculations of currents of H2 evolution based on the order-disorder

theory of alloys [95, 96, 107], and simulations based on geometric [99, 100, 102]

and long-range electronic effects [99, 100]. Verification of the models used in some

Fig. 4.20 H2 evolution on a

Bi/Pt(111) electrode in

0.5 M H2SO4. Tafel plots

for different Bi coverages:

θBi ¼ 0, 0.13 (0.06), 0.27

(0.13), and 0.36 (0.18)

(Reproduced from Refs.

[99, 100] with permission)
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simulations seems necessary in order to obtain a more complete understanding of

the inhibition effects.

Another realm where the inhibition of H2 evolution might play a role is the effect

of cations on the corrosion of iron. In the presence of Mn2+, Cd2+,and Zn2+, there is

a decrease of the corrosion of Fe in sulfuric acid. A possible interpretation of this is

in terms of the inhibition of H2 evolution by the upd of these metals [108–110].

Similar effects were observed for Pb, Tl, Ge and Ga [109–111]. In deaerated solutions,

the inhibition effect can be quite pronounced. In the presence of O2, however,

an enhanced O2 reduction can increase corrosion rates.

Fig. 4.21 (a) In-plane diffraction pattern from close-packed hexagonal Tl adlayer (open circles)
on Pt(111) in 0.05 M H2SO4 solution with 1 mM Tl+. Solid circles diffractions from Pt(111). (b)

Real space model for Tl adlayer. (c) Tl–Tl interatomic distance determined from the rocking θ
scans at diffraction positions as a function of potential. The electrocompression increases in

solution with pH¼ 3 beyond that observed at pH¼ 0, but it ceases to change when H2 evolution

starts (see text) (Adapted from Ref. [106] with permission)
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4.2.6 Nitrate Reduction Reaction

It is nowadays recognized that the current imbalance in the biogeochemical cycle of

nitrogen is as serious as that of carbon [112–115]. Therefore, effective catalysis of

the electrochemical reduction and oxidation of nitrogen compounds is of particular

importance. Electrochemical conversion of nitrogen compounds, in particular

nitrate, could be done under relatively mild conditions with minimal negative

impact to the environment [116, 117]. The products of nitrate reduction depend

on the catalytic system. For example, Pt electrodes modified with sub-monolayer

amounts of Cu reduce nitrate to NO and ammonia [118], while adsorbed Bi atoms

on Pt can generate N2O [119]. The electroreduction of nitrate to nitrite, which

occurs in acidic media at Ag–Au electrodes, can be considered as a model reaction

where both activity and selectivity play a critical role [120]. Figure 4.22 shows the

results of the experimental activity evaluation of the Ag–Au system.

Fig. 4.22 (a) Cathodic

parts of cyclic

voltammograms of the

Ag/Au electrode with

different coverages

(as deposited) of Ag in

0.1 M HClO4 + 5 mM

NaNO3. dE/dt¼ 50 mV s�1.

(b) The dependence of the

activity towards nitrate-

anion reduction on Ag

coverage for Agad/Au

electrodes. The maximum

of activity is reached at a Ag

coverage of approximately

2/3 ML (Reproduced from

Ref. [120] with permission)
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Silver adatoms deposited on Au surfaces drastically increase the activity of gold

electrodes towards the reduction of nitrate ions (Fig. 4.22a) [120]. A well-defined

volcano-type curve was found that correlated the catalytic activity with the Ag

coverage on the electrode surface, with the maximum activity observed approxi-

mately at 2/3 ML Ag (Fig. 4.22b). This example additionally shows how theoretical

modelling and essentially empirical observations can be combined for the rational

design of bimetallic catalysts.
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95. Adžić RR, Spasojević MD, Despić AR (1979) Electrochim Acta 24:577
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202:2

116. Reyter D, Bélanger D, Roué L (2011) J Hazard Mater 192:507
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Chapter 5

Modelling of Underpotential Deposition

on Bulk Electrodes

5.1 Introduction

As discussed in Chaps. 2 and 3, a wide variety of experimental techniques have

allowed to obtain a wealth of information of upd systems. This information

concerns:

• Structure of the adsorbed monolayer, as determined by GIXS, surface EXAFS,

X-ray standing waves, SHG, and SPM (AFM, STM) techniques.

• Coverage degree of the different adsorbed species as a function of the applied

potential, as determined from cyclic or linear sweep voltammograms under

quasi-equilibrium conditions (at slow sweep rates), from the integral analysis

of potentiostatic and galvanostatic transients, or from radiometric

measurements.

• Kinetic information, via transient electrochemical techniques, eventually

coupled to some of the other in situ techniques, as long as the time scale of the

evens allows it.

• Chemical information, as the oxidation state of the adsorbate, as obtained from

XANES.

• Ex situ information on structure using LEED, RHEED and chemical compo-

sition (using AES).

It will come out below that depending on the type of property to be analyzed,

there are different theoretical approaches that may be used with interpretative or

predictive purposes.

The first attempt to understand a given problem within upd starts with a model,

that is, a description of the upd problem using mathematical concepts and language.

According to quantum mechanics, the most precise description that we can get

for a system, stems from its wave function Ψ(r,R, t), which can be obtained from

the solution of Schr€odinger equation:
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�h
i

∂Ψ r;R; tð Þ
∂t

¼ ĤΨ r;R; tð Þ ð5:1Þ

where we have emphasized that the wave function is a function of the coordinates of

the light (electrons) the heavy (nuclei) particles, and the time, which were denoted

with r, R and t respectively. Ĥ is the Hamiltonian of the system, which contains the

kinetic energy of all the particles and the potential energy describing the interaction

between them, say U(r,R, t). To the best of our knowledge, the dynamic Eq. (5.1)

has never been solved for an upd system. The closest that has been done to the

problem stated in Eq. (5.1) in the upd field was the resolution of the dynamic

behavior of a system of electrons, with the purpose of calculating the plasmon

spectrum of Au nanoparticles decorated with upd Ag atoms [1]. In the case that Ĥ is

time independent, the previous problem reduces to the resolution of the eigenvalue

equation:

ĤΨ r;Rð Þ ¼ EΨ r;Rð Þ ð5:2Þ

where E corresponds to the energy eigenvalues. In order to make the latter equation

solvable, a further simplification is required: the Born-Oppenheimer approxi-

mation, where the wave function is splitted as:

Ψ r;Rð Þ ¼ ψelec r;Rð Þψnuc Rð Þ ð5:3Þ

where ψelec and ψnuc correspond to wave function of the electrons and nucleus,

respectively. The latter approximation leads to two further equations:

Ĥelψelec r;Rð Þ ¼ Eel Rð Þψelec r;Rð Þ ð5:4Þ
Ĥnucψnuc Rð Þ ¼ Enucψnuc Rð Þ ð5:5Þ

where Ĥel is an operator that contains the kinetic energy of electrons and the

electron–electron and electron-nuclei potential energy interactions. Thus, Ĥel and

the eigenvalues Eel(R) in Eq. (5.4) contain the nuclear coordinates as parameters.

Making some further approximations, many of the computer codes based on

Density Functional Theory (DFT) (see Sect. 5.2 below) are able to solve Eq. (5.4)

quite accurately for a few tens of atoms. Eq. (5.5) is the wave equation for the nuclei

of the system, moving in a potential energy provided by the nuclei-nuclei interac-

tion energy and the potential energy delivered by the eigenvalues Enuc. In most

cases, the inner electrons (core electrons) are frozen to solve Eq. (5.4), so Eq. (5.5)

actually represents the motion of ion cores. For elements heavier than hydrogen and

relatively high temperatures, Eq. (5.5) is usually replaced by its classical version:
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mi
d2Ri

dt2
¼ f i with i ¼ 1, 2, 3 . . . Nð Þ ð5:6Þ

where mi is the mass, the index i runs over the N heavy particles of the system 5

and fi is the force exerted on particle i. The fi can be calculated from the potential

energy of the system U({Ri}) according to:

f i ¼ �∇iU Rif gð Þ ¼ �∂U Rif gð Þ
∂xi

� ∂U Rif gð Þ
∂yi

� ∂U Rif gð Þ
∂zi

ð5:7Þ

where (xi, yi, xi) are the cartesian coordinates of particle i. As stated above, the

potential energy for an arbitrary atomic configuration can be obtained from the

eigenvalues Enuc and the repulsive interaction between the heavy particles. Thus,

the resolution of equations of motion (5.6) using the eigenvalues (5.4) along with

Eqs. (5.7) and (5.4) would allow to describe the time evolution of the system.

Unfortunately, such a resolution can be made, with the most powerful computers

nowadays available, for times of the order of picoseconds for a reduced number of

atoms. Thus, what can quantum mechanics be of aid to the upd problem? As stated

above, Eq. (5.4) can be solved very efficiently with modern computer codes for a

given configuration. The eigenvalues Eel(R), together with the repulsive interaction

between heavy particles yields the potential energyU({R}). Thus, theoreticians can
obtain efficiently equilibrium configurations by solving the problem:

f i ¼ �∇iU Rif gð Þ ¼ 0 ð5:8Þ

With the information resulting from these calculations, relevant (static) physical

quantities can be obtained, like lattice contants, bulk modulus and surface energies,

which can be compared with experiment to check the accuracy of the obtained

results. Some first-principles results are compared with experimental values in

Table 5.1, showing a reasonably good overall agreement. Similarly, the binding

energy of an adatom on a foreign substrate can be obtained with a good accuracy,

and underpotential shifts, as were discussed in Chap. 3, can be calculated quite

Table 5.1 Comparison between theoretical predictions from DFT first-principles calculations

(th) and Experimental Results (exp) for the Lattice Constant a (in Bohr), Bulk Modulus

B (in Mbar), and Surface Energies γ (in eV/Å2) of different metals of relevance in electrochemistry

(Taken from Ref. [2])

Metal ath aexp Bth Bexp γth γexp
Ag 7.61 7.73 1.33 1.04 0.091 0.077

Au 7.75 7.71 2.06 1.67 0.090 0.094

Cu 6.71 6.82 1.80 1.38 0.134 0.111

Pd 7.30 7.35 2.22 1.95 0.128 0.125

Pt 7.44 7.41 2.78 2.83 0.145 0.155
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accurately. A detailed discussion on the application of first-principles calculations

to upd is given in the following Sect. 5.2.

To summarize this introductory discussion on the application of first-principles

calculations to upd, we can state that these methods may deliver essentially

information on static equilibrium properties, like lattice constants and binding

energies. Other electronic properties like densities of states, partial charges of

adsorbates and some basic vibrational properties, in the harmonic approximation,

can also be obtained. Thus, all the analysis is usually restricted to ground-state

properties (0 K) or same elementary vibrational properties.

To move forward to the prediction of other properties of upd system, like those

involving a finite temperature, we get into the realm of statistical mechanics. Using

the two postulates of statistical mechanics [3], it can be shown that the eigenvalues

of Eq. (5.2) may be used to predict any equilibrium property of the system. For

example, considering a system of N particles enclosed in a volume V at temperature

T it can be shown that the average value of a mechanical property A may be

calculated through:

Ah i ¼
X
i

PiAi ð5:9Þ

where the brackets denotes statistical average, the sum runs over all the i energy
states of the system, say Ei; Ai is the value of A at the state i and the probability of

observing it is given by:

Pi ¼ exp �Ei=kBT½ �X
j

exp �E j=kBT
� � ð5:10Þ

The denominator of this equation is the so-called canonical partition function,

usually denoted with Q. The classical versions of Eqs. (5.9) and (5.10) look very

similar, but replacing the state sums by the integrals over momenta (p) and

configurational space (r). In the case of the partition sum, we have:

Q ¼ 1

N!h3N

ð
exp �Ĥ r; pð Þ=kBT
� �

drdp ð5:11Þ

where Ĥ(r,p) is the classical Hamiltonian of the system, h is the Planck constant.

Thus, the probability density becomes:

P r; pð Þ ¼ exp �Ĥ r; pð Þ=kBT
� �ð

exp �Ĥ r; pð Þ=kBT
� �

drdp

ð5:12Þ

Since the Hamiltonian can be usually separated into space and momentum compo-

nents, Ĥ r; pð Þ ¼ K pð Þ þ V rð Þ, Eq. (5.12) can be splitted as:
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P r; pð Þ ¼ exp �K pð Þ=kBT½ �exp �V rð Þ=kBT½ �ð
exp �K pð Þ=kBT½ �dp

ð
exp �V rð Þ=kBT½ �dr

ð5:13Þ

The previous equation may be integrated over the momenta to give:

P rð Þ ¼ exp �V rð Þ=kBT½ �ð
exp �V rð Þ=kBT½ �dr

ð5:14Þ

Which yields the probability density of finding a given configuration independently

from the momentum of the particles. The denominator of this equation is termed

configuration integral, since the integral runs over all possible configurations of the

system.

In the case where the number of particles in a system fluctuates in a constant

volume V, in contact with a reservoir at the chemical potential, μ , the equations for

the partition function (5.11) and probability density (5.14) must be replaced by:

Ξ V; T; μð Þ ¼
X
N

1

N!h3N
exp

μN

kBT

� �ð
exp �Ĥ r; pð Þ=kBT
� �

drdp ð5:15Þ

PN rð Þ ¼ exp �V rð Þ þ μNð Þ=kBT½ �X
N

ð
exp �V rð Þ þ μNð Þ=kBT½ �dr

ð5:16Þ

where we note the occurrence of a new sum over the number of particles. The

present statistical mechanical description is often used to describe the electrochem-

ical interphase, since the latter may be envisaged as an open system with respect to

the particles being absorbed, while the volume under study considered encloses the

immediate neighborhood of the substrate/adsorbate system.

The generalization of Eqs. (5.15) and (5.16) to multicomponents systems is

relatively straightforward, involving sums over the different species involved.1

This is the basis of the theories developed in Sect. 5.4. A word of caution is

necessary here. While, as we say, the generalization of the mathematical form of

the partition function and the probability density is simple, their calculation may be

quite involved, if not impossible in general. There are two ways out of this problem.

One of them is to introduce an extremely simplified mathematical form for the

potential energy function V(r), and thus the integral in Eq. (5.15) can be evaluated,

after some simplifying assumptions. The other way out is to calculate the averages

in Eq. (5.9) without going through the partition functions. Although this may sound

some sort of magic, this can be done by means of the Monte Carlo methods, as

explained in Sect. 5.4. For the reader who is eager to know how this incredibly

useful method works, we can advance that the trick consists in making moves

1A example of multicomponent is given in Chapter 6 in the case of upd on nanoparticles.
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(create or destroy particles, displace them, etc.) on the configuration of the system,

such that the probability of accepting these moves depends on a ratio of probability

densities given in Eq. (5.14) or Eq. (5.16), (i.e. P rið Þ=P r j

� � ¼ exp � V rið Þð½ �Vðr jÞÞ=
kBT�) so that the denominators become simplified.

The structure of the present chapter is as follows: we start with the first-

principles approaches to the study of upd. We then describe the applications of

statistical mechanics and follow with Monte Carlo applications. We end describing

miscellaneous theoretical approaches, not included in the previous items.

5.2 Application of Quantum Mechanical Methods

to Underpotential Deposition

5.2.1 Quantum Mechanical Modeling of Underpotential
Deposition Previous to the Application of Density
Functional Theory

Pioneering modeling on metal adatom formation in electrochemistry using quan-

tum mechanical tools is due to Schmickler [4] and Kornyshev and Schmickler

[5]. These authors used a model for electrosorption based on the Anderson-Newns

model for adsorption from the gas phase. The later topic has been reviewed by

Muscat and Newns [6], and Gadzuk [7], and the application of this model to

electrochemistry has been reviewed by Schmickler and Henderson [8]. Figure 5.1

depicts the main ideas involved in the Anderson-Newns model applied to describe

an adsorbate in contact with a metal at the metal/gas interphase.

In the electrochemical approach [4, 5], the total Hamiltonian of the interface

contains the contributions of the valence electrons of the adatoms, the metal

electrons and the solvent molecules. To give a flavor of this model, we briefly

state its components and the interactions between them, as it was discussed in detail

in Ref. [9], where Schmickler considered the occurrence of charge transitions in

metal adsorbates on foreing metal substrates. Assuming that only one adatom

orbital is interacting with the metal, the Hamiltonian of the system was:

Ĥ ¼
X
σ

εanaσ þ Unaσna-σ þ
X
k

εknk þ
X
k

εknk þ
X
kσ

Vkac
þ
kσcaσ þ V*

kac
þ
aσckσ

 !
þ 1

2

X
ν

hων p2ν þ q2ν
� �

þ
X
ν

hων z�
X
σ

naσ

 !
qνgν

ð5:17Þ
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where ε denotes energy, n are number operators,cþ and c are creation and anhilation
operators, the index a denotes adsorbate, σ is the spin, k labels the electronic states
in the metal, and v labels the solvent modes (vibrational, librational). According to

this notation, εa is the energy level of the adsorbate, U is the repulsive interaction

between two electrons in the same orbital, Vka represent the off-diagonal elements

for electron exchange between metal and adsorbate. The first line in Eq. (5.17) is

that present in the Anderson model mentioned above. The second line contains slow

solvent modes, which are represented as a set of harmonic oscillators of frequencies

ωv, momentum pν, and coordinates qv. The model considers, via the third line of

Eq. (5.17), the coupling of the adsorbate with the slow (vibrational, librational)

modes of the solvent molecules, whose interaction with the adatom is proportional

to the adsorbate charge. The term gv represents the corresponding coupling con-

stants. The allowance of electron exchange between the substrate and the adsorbate

results in a broadening of the energy levels of the latter and produces a shift of their

values with respect to the bulk value. Thus, a partial charge arises naturally as a

consequence of adsorption. Kornyshev and Schmickler [5] evaluated partial charge

transfer coefficients for several systems, considering different broadenings of the

adsorbate level and different degrees of adatom solvation. The upd couples showed

an intermediate behaviour between the extreme cases of adsorption of alkali

and halide ions on mercury. In the case of upd, multiple solutions were found to

Fig. 5.1 Scheme of the

Anderson-Newns used

model to describe the

interaction of an adatom

with a metal substrate. The

electronic states |ki of the
metal interact with the

electronic state of the

adsorbate |ai. The
interaction between them is

represented by a hopping

matrix Vka. εF denotes the
Fermi level of the metal
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exist for the occupation probability<n> of the adsorbate orbital as a function of the

energies of the adsorbate relative to the Fermi level of the metal (see Fig. 5.2).

According to the theoretical analysis, the existence of these multiple solutions

would be associated with a weak interaction of the adsorbate with the metal and a

strong interaction with the solvent, behavior that would be expected in the case of

adsorption on flat terraces. As discussed by Schmickler in his work, the occurrence

of multiple solutions could lead to current spikes in cyclic voltammograms.

Extensions of the present model were the inclusion of the dependence of the

partial charge transfer coefficient on the coverage degree [10], the consideration of

two kinds of ions with opposite charge [11], the treatment of a random adsorbate

layer with arbitrary coverage [Mishra AK, (1999) J Phys Chem B 103:1484] and the

formulation by Schmickler of a unified approach to electrochemical electron and

ion transfer reactions [12], with the subsequent inclusion of spin effects [13]. Recent

work by Santos et al. [14] showed that the combination of the previous type of

electron transfer theory with density functional theory calculations (see below)

gives results that agree very well with experimental data for complex reaction like

hydrogen evolution. In the future, this kind of modeling may provide further insight

into the problem of charge transfer in upd systems.

5.2.2 Early Applications of Density Functional Theory
to Underpotential Deposition

As stated in the Sect. 5.1, the most accurate, but computationally demanding

approach to the study of upd systems is the quantum mechanical one. The early

articles that applied quantum mechanics to understand the upd phenomenon based

on Density Functional Theory (DFT) were those of Leiva and Schmickler [15],

Schmickler [16] and Lehnert and Schmickler [17], within the so-called jelliummodel

for a metal. In the first of these articles, the substrate was modeled as a semi-infinite

positive charge background with a given charge density, and the adsorbate was

represented as a slab of a different, positive charge density, see Fig. 5.3. This work

Fig. 5.2 Total occupancy

of the adatom orbital as a

function of the adsorbate

energy εa (Reprinted with

permission from Ref. [9])
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showed that two different mechanisms are operative in upd systems. One is the fact,

already known, that the electrons flow from the adsorbate, usually having a lower

work function, to the substrate, usually having a larger one. The other mechanism is

related to the surface energy. Metals with a high work function usually tend to have a

high surface energy, a behavior which is also supported by predictions of the jellium

model for high electronic densities [18]. In this way, energy is gained when a

substrate is covered with an adsorbate having a surface energy lower than its own.

This fact explained why most substrates employed in upd have particularly high

surface energies.

In the subsequent improvements of the model, the substrate was represented

through a lattice of local pseudopotentials [19] appropriate to the single crystal

plane, while the adsorbate layer was represented as a thin layer of jellium with a

two-dimensional lattice of pseudopotentials commensurate with the substrate

[16, 17]. Lehnert and Schmickler used local pseudopotentials to describe the

metal ion cores, with the aim of calculating the surface dipole induced by the

adsorbate, the work function of the substrate and the substrate/adsorbate system,

and the relationship between the latter and the upd shift for a number of sp metals.

Subsequent DFT calculations within the jellium model used more sophisticated

self-consistent calculations of the electronic density to draw general trends

concerning underpotential deposition on single crystal surfaces. For example,

Leiva and Schmickler [20] analyzed the average electronic density profile for Pb

on Ag(111), as shown in Fig. 5.4. In the bulk of the metal (near to zero) it oscillates

about its average value. There is a maximum at the positions near to the ions and

there is a minimum at the interphase between the Pb overlayer and the Ag(111)

surface. Since the electronic density of Pb is higher than that of Ag there is an

accumulation of electronic charge in the top layer, which rapidly decays to zero

Fig. 5.3 Positive background charge and electronic density profile of the jellium model used to

analyze monolayer adsorption on a foreign substrate. The susbstrate extends over the region x < 0,

while the adsorbate layer is confined to the region 0 � x � d (Reprinted with permission from Ref.

[15])
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outside of the metal surface. Towards the bulk of the metal the electronic density

becomes identical to that for bulk Ag after a few lattice spacing.

Figure 5.4b shows the position of the image plane, measured with respect to the

metal surface, as a function of the surface charge on the metal for Ag(111),

Ag(111)/Pb, and for a surface of Pb(111). The curve for Ag(111)/Pb is close to

that of Pb(111) indicating that a monolayer of Pb on Ag(111) should have almost

the same interfacial capacity as a surface of Pb(111). When the electrode is

negatively charged the excess electrons accumulate mainly in front of the metal

surface, and the image charge is pushed further away from the surface. In contrast,

when the electrode is positively charged the surface electrons withdraw towards the

bulk, and the image plane moves towards the surface.

The same model was used to analyze the electronic surface properties of the upd

system Ag(111)/Tl [21]. Figure 5.5a shows the electronic density before and after

the deposition of a Tl monolayer on Ag(111). The response of the surface electrons

to an external electrostatic field is shown in Fig. 5.5b.
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The jellium model was also used to analyze the lattice constants of adsorbed

metallic incommensurate layers [22], corresponding to upd systems. For surfaces,

the attractive interaction with the neighboring ions is missing, so the lateral pressure

on the electron gas is smaller than in the bulk. Consequently the electronic density

expands in the direction perpendicular to the lattice plane and contracts within the

plane. This results in a shortening of the interplanar distance. When an adsorbate

layer is added to the surface, the interplanar distance increases again.

5.2.3 Density Functional Theory Calculations
for Underpotential Deposition Systems

While local pseudopotentials have been found to deliver reasonably good results for

sp metals, they are not adequate for d metals, which are the most widely used as

substrates in upd. A pioneering step to improve this situation in the field of DFT

calculations applied to upd was given by Kramar et al. [23]. These authors analyzed

the Pt(001)/Cu(2� 2) system using the self-consistent, semirelativistic, all electron

full-potential-linearized plane wave method. In the analysis they considered lattice

parameter relaxation, band structure, partial density of states, electronic density and

work function. This article was pioneering in determining the magnitude of the

Cu-Pt bond, but the Cu cohesive energy was not considered, so that the

underpotential shift was not evaluated. A next step forward was undertaken by

Sánchez and Leiva [24], who analyzed both the binding energy of the adsorbate to

the substrate U bind
S-Mθ

2 and the cohesive energy of the adsorbate Ucoh
S for a number of

systems, thus obtaining the underpotential shift according to:

ΔUupd
S�Mθ

’ 1

ze0
Ucoh

S � U bind
S�Mθ

h i
ð5:18Þ

It is important to note that this equation is approximate and only contains energetic

contributions, so that it is rigorously valid at 0 K. Figure 5.6 shows schematically

the supercell used by these authors to represent the substrate/adsorbate system. The

structure of the substrate was represented by a 5 (111)-planes wide atomic slab, on

which an adsorbate plane was located at each side with (1� 1) adsorption geometry

on the threefold fcc adsorption sites. The supercell is periodically repeated in the

three directions. Two surfaces (top and bottom) were separated by a vacuum region

considered as six times the distance between (111) lattice planes.

Within DFT, the energy of the electronic system illustrated in Fig. 5.6 is

given by:

2 U bind
S�Mθ

is calculated as: U bind
S�Mθ

¼ USþM � USð Þ=NM � Uvac
M , where is USþM is the energy of

substrate + adsorbate, US is the energy of a nacked substrate, NM is the number of M atoms in the

supercell, and Uvac
M is the energy of a single M atom in vacuum.
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U n½ � ¼ Ts n½ � þ UH n½ � þ Ue-nuc n½ � þ Uxc n½ � þ Unuc-nuc ð5:19Þ

where Ts[n] is the functional describing the kinetic energy of a system of non

interacting electrons with density n(r), UH[n] is the Hartree energy, calculated from
the corresponding potential vH(r) and Uxc[n] is the exchange and correlation

energy. The remaining terms correspond to the electron–nuclei (Ue ‐ nuc[n]) and

Fig. 5.6 Schematic illustration of the supercell geometry employed by Sánchez and Leiva, in

order to represent the substrate/adsorbate system. d111 denotes the distance between (111) lattice

planes. The metal slabs representing the system extend over planes perpendicular to the plane of

the page (Reprinted with permission from Ref. [24])
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nuclei–nuclei (Unuc ‐ nuc) electrostatic interactions. The electronic density n(r) is
obtained through the self-consistent solution of the corresponding Kohn-Sham

equations:

�1

2
∇2 þ Vext rð Þ þ VH rð Þ þ Vxc rð Þ

� 	
ψi rð Þ ¼ εiψi rð Þ ð5:20Þ

where Vext, VH and Vxc are the external potential, the Hartree and the exchange-

correlation potentials, respectively, which are given by:

VH rð Þ ¼
ð
dr0

n rð Þ
r� r0j j ð5:21Þ

and

Vxc rð Þ ¼ dExc

dn rð Þ ð5:22Þ

Thus, n(r) is given by:

n rð Þ ¼
Xocc
i

f ið Þ ψi rð Þj j2 ð5:23Þ

where f(i) is the occupation number of state i. The effects of the core electrons and
the nuclei on the valence electrons were replaced by suitable non local, relativistic

pseudopotentials [24]. Table 5.1 shows the work functions for the substrate and

substrate/adsorbate systems obtained by Sánchez and Leiva. Ag(111)/Cu(1� 1)

yields a work function which is lower than that of both bulk metals. This is

reasonable, since the atomic density of Ag(111)/Cu(1� 1) is considerably lower

than that of a Cu(111) surface.

The underpotential shift, calculated according to Eq. (5.18), is also shown in the

fourth column of Table 5.1. A small ΔUupd

S-M ðtheoreticalÞ/eV was obtained for the Au

(111)/Ag(1� 1) system, in agreement with experimental results, and overpotential

deposition (opd) is predicted for Ag(111)/Cu, as found in experiment [26]. How-

ever, for the Au(111)/Cu(1� 1) and Ag(111)/Au(1� 1) systems the theoretical

predictions are at odds with the experimental results. No upd is predicted for Au

(111)/Cu(1� 1), while an underpotential shift of 0.12 V results for Ag(111)/Au

(1� 1). For the later system no upd has been reported in the literature so far. The

case of Au(111)/Cu(1� 1) has been the subject of a long controversy between

experiment and theoretical predictions. Sánchez and Leiva [25] analyzed the

application of different DFT functionals (Local Density Approximation –LDA-

and Gradient Generalized Approximation – GGA) in calculations for different

single crystal surfaces of the system Au(hkl)/Cu. In all cases opd was predicted.

However, a strong change in the work function of the Au(hkl)/Cu(1� 1) system, of
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the order of 1 eV, was obtained upon metal upd monolayer formation. These

authors noted the possibility that anion coadsorption, due to the concomitant shift

of the potential of zero charge of the system, may be providing the extra free energy

required for upd (Table 5.2).

Another important information that can be obtained from the DFT calculations

are the (pseudo)electronic density profiles, and the differential electronic density

plots. The latter may allow to visualize the increase or reduction of electronic

density, as a consequence of bond formation. Accumulation and depletion regions

should lead to an apparent increase of the corrugation of the surface when it is

observed by scanning tunnel microscopy in the constant height mode, if a pure M

surface is taken as a reference. The differential electronic density, δρ(r), is calcu-
lated from:

δρ rð Þ ¼ ρS=M � ρS � ρM ð5:24Þ

where ρS/M, ρS and ρM correspond to the electronic densities of the substrate/

adsorbate system and the separated substrate and adsorbate, respectively. Figure 5.7

presents images of the differential electronic densities, showing the charge

rearrangement that takes places upon bond formation in the system. Figure 5.7a

shows accumulation plots, while Fig. 5.7b shows depletion plots. It is found that

charge accumulates more strongly at the plane between substrate and adsorbate, and

is slightly depleted at the sites corresponding to the first substrate layer.

A further systematic calculation of upd shifts using DFT and first-principles

pseudopotentials was undertaken in 2001 by Sánchez et al. [2]. The excess binding

energies, corresponding to the term in brackets of Eq. (5.18), are given in Table 5.3

for different adsorbates on the fcc (111) face of single crystals of several substrates.
From Table 5.3 it can be observed that for a given substrate, with some notable

exceptions, the excess binding energy tends to decrease for increasing surface

energy of the adsorbate. Conversely, a given adsorbate usually exhibits larger

excess binding energies on high surface energy substrates. These results support

the same general trend already found within the framework of the jellium model,

shown in the first part of this section, that represents the simplest approach to bulk

metals and metal surfaces that takes into account explicitly the electronic

component.

Table 5.2 Calculated and experimental work functions and calculated and experimental

underpotential shift for different systems according to Sánchez and Leiva [24, 25]

System Φtheoretical/eV Φexperimental/eV ΔUupd

S -M ðtheoÞ/eV ΔUupd

S -M ðexpÞ/eV

Cu(111) 5.27 4.94 – –

Ag(111) 4.97 4.74 – –

Au(111) 5.66 5.31 – –

Cu/Ag(111) 4.80 – �0.28 <0 [26]

Ag/Au(111) 5.00 – 0.03 0.04 [27]

Au/Ag(111) 5.32 – 0.12 –

Cu/Au(111) 4.63 – �0.18 0.05 [28]
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5.2.4 Relationship Between Excess Binding Energy
and Surface Energy

Based on the hypothesis that the upd shift is related to the surface energy difference

between substrate and adsorbate, Sánchez et al. [2] considered the thermodynamic

cycle shown in Fig. 5.8. The left part of the figure shows two alternative ways to

generate a free substrate surface and bulk adsorbate material from the substrate/

adsorbate system. On one side, going through the unprimed way (I, II, III), the

process involves: (I) detachment of the M adsorbate monolayer from the

Fig. 5.7 Electronic accumulation (a) and depletion (b) plots for the Ag(111)/Cu(1� 1) systems.

In (a) the darker regions indicate the highest accumulation of the electronic density. In (b) the

darker regions indicate the highest depletion of the electronic density (Reprinted with permission

from Ref. [24])

Table 5.3 Excess binding energies for different adsorbates on different (111) substrates. All

values are given in eV/atom. (Taken from Ref. [2] with permission)

Adsorbate

Surface energy σ eV/Å2
Substrate Ag Au Cu Pd Pt

Ag – 0.17 �0.55 �0.13 �0.15 0.077

Au 0.00 – �0.50 �0.24 �0.40 0.094

Cu �0.38 �0.51 – 0.00 �0.15 0.111

Pd 0.27 0.32 �0.02 – 0.02 0.125

Pt 0.33 0.32 0.06 0.08 – 0.155
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substrate S, (II) dissasemblement of the monolayer into its constituting atoms and

(III) reassemblement of the isolated M atoms to yield the bulk M material. The

energy change calculated along this cycle corresponds to the quantity in the bracket

of Eq. (5.18). The primed path (I0, II0, III0) has the same initial and final states as the

unprimed one, but involves: (I0) compression (expansion) of the adsorbed M

monolayer to fit the lattice parameter of the bulk M material; (II0) setting the

compressed (expanded) monolayer in contact with its bulk material (III0) detach-
ment of the bulk piece of M from the substrate. The excess of binding energy, as

calculated from the primed cycle, results in:

ΔU bind
M ¼ U bind

M � U bind
S�Mθ

h i
¼ ΔUI0 þ ΔUII0 þ ΔUIII0 ð5:25Þ

Neglecting the compression (expansion term), that is, settingΔUI0 � 0, leads to the

following relationship between the binding energy excess and the difference of

surface energies:

ΔU bind
M ¼ f γM; γSð Þ

¼ AM γS � γMð Þ for aS > aM
AS γS � AM=ASð ÞγM½ � þ γM AS � AMð Þ for aS � aM


 ð5:26Þ

where aS y aM denote the lattice parameters and AS and AM are the atomic areas of

substrate and adsorbate, respectively. Figure 5.8b shows the excess of binding energy

as a function of the difference of surface energies between substrate and adsorbate,

f(γM, γS), as plotted according to Eq. (5.26). It is evident that the points scatter

around a straight line with slope one, although the systems Cu(111)/Ag(1� 1) and

Cu(111)/Au(1� 1) deviate strongly from this general trend. This indicates that the

Fig. 5.8 (a) Two alternative pathways to calculate the excess of binding energy of a metal M

adsorbed on a substrate S. For more details see the text. (b) Excess of binding energy vs difference

of surface energies between substrate and adsorbate (Reprinted with permission from Ref. [2])
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approximation ΔUI0 � 0 is not good for these systems. Less meaningful deviations

are observed for the Ag(111)/Cu(1� 1) and Au(111)/Cu(1� 1) systems.

Recently, Greeley [29] has extended the previous work, using DFT calculations

to determine periodic trends in the reversible deposition/dissolution potentials of

admetals on a variety of transition metal substrates. A total of 81 systems were

analyzed using the DACAPO code [30]. Greeley performed calculations involving

adsorbed monomer, dimer and kink adatoms. Calculated underpotential shift results

of that work are given in Table 5.4. For the sake of the analysis we perform below,

we have ordered the metals in the table by increasing cohesive energy.

Since the diagonal terms correspond to metal adsorption on the same material

and should be zero, they can be taken as a measure for the precision of the

calculation method. On the average, we find that the error is of the order of

0.02 eV. From this table, it can be easily visualized that many of the systems

over the main diagonal exhibit positive underpotential shifts. On the contrary, many

systems below the main diagonal exhibit negative values, predicting overpotential

deposition. Remarkable exceptions to this rule are Rh, Ni and Co adsorbates on Pt,

Pt and Co adsorbates on Rh, Cu adsorbate on Au and Pt and Au adsorbates on

Cu. Of all these systems, the most striking result is that of Cu on Au, where upd is

not predicted, at odds with the occurrence of one of the most popular upd systems,

as already discussed in the previous paragraphs.

5.2.5 Density Function Theory Calculations for Expanded
Monolayers

As discussed in Sect. 3.1, and illustrated in Table 3.1, Ag upd on Au(111) yields a

number of expanded structures, as determined by LEED [32]. This work motivated

the study of expanded Ag adlayers adsorbed on Au(111) performed by Sánchez

Table 5.4 DFT-Calculated underpotential shifts in Volts. The values in parenthesis are the

cohesive energies of the corresponding bulk metals (in eV) [31] (Taken from Ref. [29] with

permission)

Adsorbate

Substrate Ir Pt Rh Ni Co Pd Au Cu Ag

Ir (6.94) 0.02 0.20 0.08 0.03 0 0.20 0.12 0.14 0.27

Pt (5.84) �0.16 0.04 �0.16 �0.12 �0.11 0.07 0.12 0.10 0.37

Rh (5.75) �0.03 0.13 �0.02 �0.04 �0.07 0.11 0.11 0.09 0.22

Ni (4.44) �0.12 0.02 �0.10 0 �0.03 0.06 0.07 0.08 0.06

Co(4.39) �0.09 0.11 �0.02 0.02 �0.02 0.09 0.08 0.04 0.04

Pd (3.89) �0.21 �0.02 �0.16 �0.13 �0.11 �0.02 0.11 0.04 0.29

Au (3.81) �0.31 �0.17 �0.42 �0.38 �0.39 �0.1 0.01 �0.18 �0.02

Cu (3.49) �0.21 0.05 �0.26 �0.18 �0.26 0.01 0.07 0 0.05

Ag (2.95) �0.29 �0.13 �0.4 �0.32 �0.39 �0.07 0.04 �0.20 �0.02
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et al. [33]. These first-principles calculations on the stability of expanded Ag

adlayers adsorbed on Au(111) were performed using the SIESTA program [34].

Different structures were considered for the adlayer: p(1� 1), (3� 3), p(
ffiffiffi
3

p � ffiffiffi
3

p
)

R30�, p(2� 2), p(3� 3), and p(4� 4), all adsorbed on Au(111). The corresponding

coverage degrees were θ ¼ 1, 0.44, 0.33, 0.25, 0.11 and 0.07, respectively.

Table 5.5 reports the upd shift and changes in work function values for these

systems, according to Sánchez et al. [33]. These calculations showed that in a

vacuum environment, all Ag expanded monolayers are less stable than the bulk Ag

phase and hence should not present upd. This is a striking discrepancy between

experimental results and theoretical calculations. To rationalize this, it must be

taken into account that DFT calculations consider a vacuum phase environment.

The previous authors mentioned that at least three different effects, related to

changes in the double layer, may contribute to stabilize these expanded structures:

adsorption of anions, negative shift of the potential of zero charge [32, 35] and the

influence of the electric field on the binding energy [33, 36].

Adsorption of various d-metals (Pd, Pt, Cu, Au) and p-metals (Sn, Pb, Bi) at

different coverages on the Pt(111) surface was studied by means of DFT calcula-

tions by Pasti and Mentus [37] using the PWscf code of the Quantum ESPRESSO

distribution [38]. The Perdew–Burke–Ernzerhof (PBE) [39] functional for the

general gradient approximation (GGA) was employed. Upd shifts were determined

at different coverages between 0.25 and 1, using (2� 2) and
ffiffiffi
3

p � ffiffiffi
3

p� �
R30�

surface structures. A (2� 2) cell was used to model coverages of 1/4 and 1/2 of a

monolayer, while a
ffiffiffi
3

p � ffiffiffi
3

p� �
R30� cell was used to model a clean Pt(111) surface

and coverages of 1/3 and 2/3 of a monolayer.

Table 5.6 shows that the fcc-hollow adsorption site is generally the most stable

one. For the d- and p-metals, the adsorption energy increases in the order fcc� hcp>
bridge > atop.

Table 5.5 Results of DFT calculations for different structures involving Ag adatoms on Au(111)

at different coverage degrees (θ): Underpotential shift (ΔUS�M
theoretical) and change in work function

ΔΦ produced by the adsorbate (Taken from Ref. [33])

Structure of Ag on Au(111) θ ΔUu pd

S�M theoð Þ=eV ΔΦ/eV
p(1� 1) 1 0.03 0.98

(3� 3) 0.44 �0.73 0.90

p(
ffiffiffi
3

p � ffiffiffi
3

p
)R30� 0.33 �1.04 0.89

p(2� 2) 0.25 �1.09 0.89

p(3� 3) 0.11 �0.99 0.88

p(4� 4) 0.07 �1.30 0.88
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5.2.6 Analysis of Substrate and Adsorbate Interaction
Energy

The adsorption energy of adatoms may be formally decomposed as [37]:

Uads θð Þ ¼ US�Mθ þ UM�M ð5:27Þ

whereUS�Mθ is the binding of a free standing adlayer to the substrate,
3 andUM�M is

the binding energy of M atoms in a free standing adlayer, referred to isolated atoms

in vacuum. Due to the nature of metallic bond, both quantities are a function of

coverage degree. Figure 5.9 shows US�Mθ and UM�M as a function of θ as obtained

from the DFT-GGA calculations of Pasti and Mentus [37]. The magnitude of

US�Mθ decreases (the deposit becomes more unstable) with increasing coverages

for all systems, concomitantly with the negative shift of the Pt d-band center in the

formation process of the adsorbed monolayer. On the other hand, the magnitude of

UM�M increases with increasing coverage degrees. In the case of Pd, Pt, Cu and Au

the magnitude of UM�M increases with increasing coverage in the entire coverage

range. In the cases of Sn, Pb and Bi, the magnitude of UM�M passes through a

maximum at an intermediate coverage degree. This can be understood taking into

account the appearance of pronounced repulsive forces due to the adatom sizes at

high coverages.

Table 5.6 Adsorption energies (in eV) for some S/M structures on Pt(111) considering adsorption

at different sites for θ ¼ 0:25, using a 2� 2 motif (Reprinted with permission from Ref. [37])

Adsorbate Uads/eV (fcc) Uads/eV (hcp) Uads/eV (bridge) Uads/eV (atop)

Pd �3.20 �3.17 �3.03 �2.27

Pt �4.41 �4.36 �4.18 �3.17

Cu �3.49 �3.48 �3.35 �2.71

Au �3.15 �3.13 �3.04 �2.58

Sn �4.65 �4.64 �4.39 �3.91

Pb �3.84 �3.83 �3.65 �3.29

Bi �4.38 �4.33 �4.00 �3.35

3Note that this quantity is different from the binding energy of an adsorbate atom, U bind
S-Mθ

used in

Eq. (5.18), which is referred to isolated adsorbate atoms in vacuum. That is:

US�M ¼ USþM � US � Uvac
adlayer

� 
=NM where is USþM is the energy of substrate + adsorbate, US

is the energy of a nacked substrate, NM is the number of M atoms in the supercell, andUvac
adlayer is the

energy of a free standing adlayer in vacuum.
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5.2.7 Growth of Deposits Underpotentially formed on
Stepped Surfaces

Theoretical studies of upd growth on stepped surfaces were undertaken by Danilov

et al. in Ref. [40], performing DFT calculations with the Gaussian 03 program.

These authors employed a scheme to construct additive pair potentials from DFT

calculations. These potentials were then used to simulate the growth of Cu

overlayers on different Pt stepped surfaces. The surfaces analyzed comprised

(111) terraces, with (100) and (110) monoatomic steps, including some kink sites

at these steps, see Fig. 5.10a. Figure 5.11 shows the evolution of the system energy

as a function of the number of Cu atoms deposited onto the stepped Pt(111) surface.

First, the Cu atoms are deposited onto the most active sites, that is, on the kink-

positions, see Fig. 5.10a (black spheres) and step 1 in Fig. 5.11. Then, Cu atoms are

deposited at the (110) and (100) steps sparsely (Fig. 5.10b). This process corre-

sponds to step 2 in Fig. 5.11. A new plateau in the U vs. N curve (step 3 in Fig. 5.11)

appears, corresponding to the formation of a continuous row of Cu atoms at the

step, see Fig. 5.10c, d. Then, Cu atoms are deposited preferentially on the wide

terraces as shown in Fig. 5.10e. Figure 5.10f, g displays a Cu
ffiffiffi
3

p � ffiffiffi
3

p� �
R30�

motif on the Pt terraces. The authors pointed out that the open structures shown in

Fig. 5.9 US�M and UM�M, given in Eq. (5.27) of the text, as a function of θ for different metals

adsorbed on a Pt(111) surface (Results taken from Ref. [37] with permission)
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Fig. 5.10f, g were formed as a result of the mutual repulsion between Cu atoms,

carrying a partial positive charge. It must be emphasized that the present model

leads to open adlayers, without the need of assuming the presence of anions on the

surface. Finally, Cu deposition at terraces builds a Cu(1� 1) epitaxial monolayer,

as show in Fig. 5.10h.

Fig. 5.10 Snapshots of the different surface structures resulting from the quantum-chemical

modeling of Cu deposition onto a stepped Pt(111) single crystal surface. From (a) to (d) Cu

atoms are represented as black spheres, while Pt atoms are represented with gray and white

spheres. From (e) to (h) the Cu atoms at steps are represent with black spheres, while Cu atoms

on terraces are represented with gray, and Pt atoms are represented as white spheres (Reprinted

with permission from Ref. [40])

Fig. 5.11 Change in the energy of the system as copper atoms are deposited on a stepped Pt(111)

surface (Reprinted with permission from Ref. [40])
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5.3 A Statistical-Mechanical Approach to Underpotential

Deposition

Blum and Huckaby developed pioneering work in the field of statistical mechanics

devoted to describe chemisorption of a single type of species at the liquid/solid

interface [41, 42] that was latter extended to the study of complex systems, as we

analyze below.

We will not address the technical details of the models, since they are extensively

explained in the corresponding papers, and a complete review on phase transitions at

electrode interfaces has been given by Blum et al. in Ref. [43].We just point out here

their most relevant features, which are illustrative of the methodology employed. In

this approach, a fluid of N molecules with a spherical hard core σC was considered

interacting with a smooth, hard wall with sticky sites, each of them having q nearest

neighbours. This was called sticky sites model (SSM). The sticky interaction with

the wall Us(r) at the point r ¼ x; y; zð Þ was defined as:

exp �Us rð Þ=kBTð Þ ¼ 1þ λδ zð Þ
X
n1, n2

δ R� n1a1 � n2a2ð Þ ð5:28Þ

where z denotes the distance to the contact plane, located at a distance σC/2 from the

electrode surface. R ¼ x; y; 0ð Þ is the position of the surface plane, δ represents the

Dirac delta function, λ is a parameter that represents the likelihood of adsorption of

an individual atom or molecule onto the sticky site. n1 and n2 are integer numbers,

a1 and a2 are lattice vectors spanning a two-dimensional lattice L. The Hamiltonian

describing the fluid was:

Ĥ ¼ Ĥ 0 þ Ĥ S ð5:29Þ

where Ĥ0 is the Hamiltonian of the system in the absence of the sticky sites on the

hard wall, and ĤS represents the interaction with the sticky sites:

ĤS ¼
XN
i¼1

Us rið Þ ð5:30Þ

The analysis of the partition function of this model showed that the SSM maps for

the adsorption on a flat surface onto a two-dimensional lattice problem with an

arbitrary number of interactions. A further approximation was writing the n-body

correlation g0n(R1 . . .Rn) for the smooth wall problem as a product of pair correla-

tion functions g02 Ri;R j

� � ¼ g02 Ri � R j

�� ��� �
according to:
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g0n R1 . . .Rnð Þ ¼
Y
i jh i

g02 Ri;R j

� � ð5:31Þ

The atoms in the 2-d lattice were assumed to have a nearest-neighbor interaction

w(r), which corresponded to the pair potential of mean force of the adsorbed species

interacting at the distance r:

w rð Þ ¼ �kBTln g2 rð Þ½ � ð5:32Þ

For a constant distance between lattice sites, g2 can be visualized as an interaction

parameter, which can be used to fit experimental results. If the lateral interactions

between the adsorbates are attractive and g2 > g2 criticalð Þ then a first-order phase

transition occurs, which is seen as a sharp spike in the voltammogram. If the

interactions are repulsive then only second order (order-disorder) phase transitions

can occur. Since second-order phase transitions are discontinuous in the first

derivative of coverage, they should be seen as small cusps in the voltammogram.

The relationship between the contact density and the potential bias, referred to

the PZC, was assumed to be given by:

ρ0i 0;Eð Þ ¼ ρ0i 0; 0ð Þexp �zi E� E pzc

� �
=kBT

� � ð5:33Þ

The coverage degree θ was written in terms of Padé approximants for low and high

fugacities f. The latter was given by:

f ¼ ρ0i 0;Eð Þλ ð5:34Þ

Once the coverage is obtained as a function of the electrode potential, cyclic

voltammograms may be constructed calculating the current from:

I ¼ � dθ

dt
¼ � dθ

dE

dE

dt
ð5:35Þ

Adsorption isotherms and cyclic voltammograms for different interaction para-

meters are shown in Fig. 5.12. A sharp peak results for the case g2 ¼ 3:1 which

has a transition, whereas a rather broad peak occurs for the case g2 ¼ 2:3, for which
there is no transition.

The previous modeling was extended to a two-adsorbate system, in order to

investigate the upd of Cu on the Au(l11) surface in the presence of sulfate ions

[44]. According to this formulation, the following sequence of events occurs in the

case of a cathodic potential sweep:
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• I- Formation of a
ffiffiffi
3

p � ffiffiffi
3

p
sulfate phase on the gold substrate. See Fig. 5.13.

• II- Adsorption of Cu ions on the free adsorption sites, yielding a honeycomb

lattice.

• III- Replacement of adsorbed sulfate ions by Cu ions.

The mathematical model was similar to that described above, but the interaction

of the copper ions with the Au(111) surface containing the
ffiffiffi
3

p � ffiffiffi
3

p
sulfate film

was introduced. Denoting with λT, the stickiness parameter for the sites on the

triangular sublattice LT, associated with the sulfate groups, and with λH, the

stickiness parameter for sites on the vacant honeycomb lattice LH, the fugacities

of the copper atoms on the different sites were:

g=3.1 g=3.1

g=2.3
g=2.3
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Fig. 5.12 Adsorption isotherms (left) and voltammograms (right) for two different interaction

parameters as given in the figure. Ψ is a reduced potential referred to the pzc, Ψ ¼ E� E pzc

� �
=

kBT (Reprinted with permission from Ref.[43])

Fig. 5.13 Scheme of the geometrical model used by Huckaby and Blum for the theoretical study

of upd of Cu on Au(111) in the presence of sulfate ions. Gold atoms are represented by large white

disks, the adsorption sites for sulfate and copper are depicted as small black disks, and the adsorbed
sulfate groups are depicted as sets of three lines emerging from the adsorption sites to the

neighboring gold atoms (Reprinted with permission from Ref. [44])
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f T ¼ ρ01 0;Eð ÞλT ð5:36Þ

And

fH ¼ ρ01 0;Eð ÞλH ð5:37Þ

and the equivalent of equation (5.32) becomes:

wH ¼ �kBTln g2 dð Þ½ � ð5:38Þ

for two copper atoms on neighbouring sites of LH, and

wT ¼ �kBTln g2
ffiffiffi
3

p
d

� h i
ð5:39Þ

for two copper atoms on neighbouring sites of LT. In this first approach, the

coupling between the two lattices was ignored to make the calculations straight-

forward. The theoretical voltammograms, shown in Fig. 5.14, exhibited features

similar to those of the experimental ones.

The previous model was then extended by Huckaby and Blum to include the

dynamics of the sulfate adsorption-desorption process, assuming a strong

coadsorption of copper with bisulfate [45, 46]. In these articles second nearest

neighbour configurations were also included, and the foot of the voltammetric spike

for Cu upd on Au(111) located at more positive potentials was explained by a

second-order order-disorder hard hexagon surface phase transition. The better

Fig. 5.14 Theoretical voltammogram from Huckaby and Blum [44] corresponding to two first-

order phase transitions (Reprinted with permission from Ref. [44]). The peak couple on the right

corresponds to adsorption/desorption of Cu atoms on/from the adsorption sites left free by a
ffiffiffi
3

p

� ffiffiffi
3

p
sulfate phase on the gold substrate. The peak couple on the left corresponds to replacement of

adsorbed sulfate ions by Cu atoms, leaving a full adsorbed Cu monolayer (or to the reverse

reaction)
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agreement with the experiment introduced by this improved formulation can be

seen in Fig. 5.15.

A further improvement of the model was achieved when kinetic features were

introduced [47], including diffusion reaction kinetics. This extension of the model

to the dynamic regime delivered phenomenological rate constants by fitting the

theory to the experiment and produced a theoretical cyclic voltammogram that was

in fairly good agreement with the experiment, in both the anodic and cathodic

sweeps, as can be seen in Fig. 5.16

The subsequent approaches to upd using statistical mechanics were devoted to

understand the shapes of the voltammogram spikes [48–50] since the simulated

voltammetric profiles obtained frommicroscopic theory or computational modeling

did not agree straightforwardly with the shapes of the experimental spikes. It must

be reminded here that the width of the peaks in Figs. 5.14, 5.15, 5.16 and 5.17 were

tuned by fitting a free parameter, introduced in an error function [44], or in a power

functional form [46, 47]. Also the voltammogram simulated by lattice gas models

exhibits peaks which are considerably sharper than the experimental results, see for

example Fig. 5.35 of Sect. 5.4.3.2.

It was shown by Huckaby and Medved [48] that the rigorous Borgs–Kotecky

theory [51, 52] of finite-size effects near first-order transitions implies that a current

spike from a lattice of a “reasonable” size is about 100 times taller and sharper than
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experimental spikes. Although kinetic effects could be invoked to understand this

discrepancy, many experiments involve very low sweep rates and there is no

indication for kinetic limitations, in the sense that the current profiles obtained in

the anodic and cathodic sweeps are practically the mirror image of each other. The

hypothesis put forward by Huckaby andMedved is that an electrode surface is made

of a huge number of domains (regular arrays of adsorption sites) separated by small

areas of defects (irregular arrays of sites), so that the emerging current spike from

an electrode is the addition of the current spikes from each domain. In Ref. [48]

Huckaby and Medved showed that the lone use of periodic boundary conditions to

simulate voltammograms fail to agree with experiment, so that boundary effects

on the electrode crystals must be of real importance, and therefore, they derived

expressions to obtain the total electrode current density as an average of the current

densities of single crystals having a distribution of sizes and boundary interaction

strengths.

Figure 5.17 shows the agreement between experimental results and the model

prediction for Cu upd on Pt(111). The fitting parameters are the effective

Fig. 5.17 Comparison between experimental results for underpotential deposition of Cu on

Pt(111) from 1 mM Cu2+ and 0.1 M H2SO4 at a scan rate of 1 mV/s [53] (broken line) and the

theoretical modeling of Huckaby and Medvev [48]. The parameters fitted in the theoretical model

were the effective electrovalence of the adsorbed ion γv ¼ 1:981, the reference potential for the

voltammogramEre f ¼ �0:31 V, the interaction parameter between adsorbed species ς ¼ �0:4334
eV and the probability of occurrence of line defects P ¼ 0:1. The latter quantity determines the

distribution of lattice domains sizes on the surface (Reprinted with permission from Ref. [48])
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electrovalence of the adsorbed ion, the reference potential for the voltammogram,

the interaction parameter between adsorbed species (see discussion on the lattice

gas model in Chap. 3, Sect. 3.6), and the probability of occurrence of line defects.

The latter quantity determines the distribution of lattice domains sizes on the

surface.

The previous studies were extended by the authors to consider Cu upd on Pt(100)

and to the more complex system Cu upd on Au(111) [49, 50], allowing an

evaluation of interaction parameters between deposited ions.

5.4 Monte Carlo Methods

5.4.1 Introduction and Generalities

The term Monte Carlo (MC) is often used to describe a wide variety of numerical

techniques that are applied to solve mathematical problems by means of the

simulation of random variables (the name MC itself makes a reference to the

random nature of the gambling at MC, Monaco). These methods first emerged in

the late 1940s and 1950s as electronic computers came into use.

Computer simulations generate information at a microscopic level (atomic

positions and momenta, etc.) that has to be converted into macroscopic information

(pressure, internal energy, etc.). As mentioned in Sect. 5.1, a thermodynamic

property A may be calculated through a weighted average in which the weighting

factors are the Boltzmann probabilities of each microscopic state and in which the

sum runs over all of the states of the system (Eq. 5.9).

In practice, it is impossible to calculate a sum over all of the microscopic states
of a system and, hence, we must propose a way to circumvent this problem.

In a first stage, we might be tempted to approximate the calculation of this

average just by randomly generating a sufficiently large number of configurations

and calculating the weighted average of the instantaneous value of the property A

for each one of the generated states.

Two practical problems arise when we consider the calculation of the property A

through this methodology:

1. Most randomly generated configurations will have a very low probability and,

hence, a very small contribution to the average (which makes this a very

inefficient approach).

2. As mentioned before in Sect. 5.1, the evaluation of these probabilities involves

the calculation of the partition function which, for most systems of practical

interest, is very difficult (if not downright impossible).

An elegant solution to these problems was provided by Metropolis and

co-workers of the Los Alamos team [54]. In the Metropolis approach, instead of

randomly accumulating configurations and then evaluating their probability-
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weighed contribution to the desired average, configurations according to their

Boltzmann probability can be accumulated and then a simple arithmetic average

can be taken.

Thereby the problem is not solved, but merely reformulated. Now we need a way

to generate a set of states in which each state appears a number of times that is

proportional to its Boltzmann probability.

The way this is accomplished in the Metropolis approach can be summarized as

follows:

Given a starting configuration i, a new configuration j is generated by means of a

random change (which can be the simple movement, addition or removal of a

particle). This new state j is accepted with a transition probability Pi! j, which is

calculated as follows:

• If the probability of state j is greater than the probability of state i, then the

transition probability is equal to 1 (i.e. the new configuration is automatically

accepted).

• If the probability of state j is smaller than the probability of state i, then the

transition probability is equal to the ratio between the probabilities of states j and
i (Pi! j ¼ P j=Pi).

Or, in a compact form:

Pi! j ¼ min 1;
P j

Pi

� �
ð5:40Þ

where min(a,b) denotes the minimum value between a and b. This way of defining

the transition probabilities allows us to skip the calculation of the partition function

because, when evaluating the ratio between the probabilities (as defined in

Eqs. (5.12) or (5.13)), the partition functions (which are in the denominators of

the r.h.s. of such equations) become simplified.

Taking this into account, the transition probability becomes:

Pi! j ¼ min 1, exp � V j � Vi

� �
=kBT

� �� � ¼ min 1, exp �ΔVi j=kBT
� �� � ð5:41Þ

The chain of states constructed by this way has a limiting distribution equal to the

probability distribution of the corresponding thermodynamic ensemble. This means

that, at the end, a set of configurations is obtained according to Boltzmann statistics

and the expectation value of the property of interest is obtained simply as the

arithmetic average of values from individual accepted configurations.

So far we have said nothing about the way of generating these new configura-

tions in order to construct the required chain of states. The different ways of doing

so will be addressed in the following sections.
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5.4.2 Off-Lattice Monte Carlo

In the Off-Lattice approach to the MC method, when attempting a move, the new

random configurations are chosen from a continuous set, i.e., the atoms are allowed

to move continuously.

Several ways of accomplishing this condition have been proposed. One of the

simplest (and the most used one) is the following one: At the beginning of a MC

move, an atom is randomly selected and given a uniform random displacement

along each one of the coordinate directions, as shown in Fig. 5.18. The maximum

displacement, δrmax, is an adjustable parameter that governs the size of the region.

After the new configuration j is generated, the transition is accepted with a

probability Pi! j as defined in Eq. (5.41). The whole process is then repeated.

The efficiency of the exploration of the configuration space depends on the value

of δrmax in the following way: if it is too small, the energy changes associated with

the transition will be small and a large fraction of moves will be accepted, but the

configuration space will be explored slowly (i.e., consecutive moves will be highly

correlated). If δrmax is too large, then nearly all the trial moves will be rejected (due

to the high probability of overlapping with other atoms) and, again, there is little

movement through the configuration space. To maximize the efficiency of the

exploration, the value of the parameter δrmax is adjusted during the simulation so

as to keep the acceptance ratio close to 50 %.

In the case of a simulation in the Grand Canonical Ensemble, the chemical

potential is fixed while the number of molecules fluctuates. In order to construct the

Fig. 5.18 State j is
obtained from state i by
moving the selected atom

k with a uniform probability

to any point in the shaded

region
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chain of states, the most used method is the one proposed by Norman and Filinov

[55]. In this technique there are three different types of move:

(a) a particle is displaced.

(b) a particle is destroyed (no record of its position is kept).

(c) a particle is created at a random position.

The displacement of a particle is handled using the normal Metropolis method

described above. If a particle is destroyed, the ratio of the probabilities of the two

states is given by:

P j

Pi
¼ exp �ΔVi j � μ

� �
=kBT

� �NΛ3

V
ð5:42Þ

where N is the number of molecules initially in state i, V is the volume of the

system, and Λ is the thermal de Broglie wavelength, defined as

Λ ¼ h2=2πmkBT
� �1=2

. Similarly, for the creation of a particle, the ratio of proba-

bilities is given by:

P j

Pi
¼ exp �ΔVi j þ μ

� �
=kBT

� � V

N þ 1ð ÞΛ3
ð5:43Þ

In both cases of destruction and creation, the final transition probability is calcu-

lated (like in the case of displacement), as min(1,Pj/Pi).

5.4.2.1 Off-Lattice Monte Carlo: Applications to Underpotential

Deposition

Off-Lattice Monte Carlo methods were early applied not to upd but to an

overpotential deposition system: Cu on Ag(111) [56]. We explain now shortly the

motivation for such work. As pointed very often in the literature [57], important

phenomenological criteria exist to determine if the type of deposit to be formed by

metal on metal deposition is a two dimensional or a three-dimensional one. These

criteria are based on the interaction energy of the adsorbate with the substrate,

US�M, the interaction energy of M atoms with a substrate of the same type, UM�M,

and the crystallographic misfit M-S. According to this analysis, three types of

growth modes of a deposit on a foreign surface can be established. In the case

where US�M � UM�M, crystal growth is expected to proceed via a 3D island

growth or a Volmer-Weber mechanism. In the case where US�M 	 UM�M two

possibilities may in turn be distinguished, depending on the misfit with the sub-

strate. If the misfit is small, a layer by layer growth (Frank-van der Merwe) mode

should be expected. On the other hand, if the misfit is large, a 3D growth on top of

predeposited monolayers (Stranski-Krastanov) should occur. Even when a wide

variety of systems appear to fit adequately into the previous scheme, the

5.4 Monte Carlo Methods 229



measurements made by Dietterle et al. [58] on Cu deposition on Ag(111) showed

that in this system a particular situation occurs, where the classical view seems to be

challenged. While Cu deposition on Ag(111) presents no upd, a fact that would

indicate that US�M < UM�M ,the formation of a pseudomorphic monolayer can be

observed at low deposition overpotentials. On the other hand, three dimensional

clusters are formed only at higher overpotentials, a situation where the deposition

reaction is considerably accelerated. This fact lead Dietterle et al to suggest that a

“delicate balance of adatom-adatom and adatom-substrate interactions” should take

place, to explain this anomalous behavior.

Going back to the theoretical work of Cu deposition on Ag(111), it involved MC

simulations where, like in most of the work discussed in this section, the

interatomic potentials where those of the embedded atom method, which is

discussed in more detail in Sect. 5.4.4.2. Figure 5.19 shows results from these

simulations, for trajectories corresponding to the motion of a single atom (left) and
of a full monolayer (right).

The binding energy of the Cu atoms was evaluated as a function of the coverage

degree, as shown in Table 5.7. It is found that in all cases the binding energies of Cu

are below the cohesive energy of Cu (3.54 eV), so that overpotential deposition is

predicted.

Off-Lattice MC simulations using EAM potentials have been also found useful

to calculate surface stress changes Δσs upon island and monolayer formation of

metal on foreign substrates. Based on a previous work devoted to study the

Fig. 5.19 MC simulation results for Cu deposited on Ag(111). Left: trajectory of a single Cu

adatom indicated as a thin line; spots show the position of the first layer of Ag atoms. Right:
Atomic positions for a monolayer of Cu adatoms (grey clouds) on a Ag( 111) surface (Ag atoms in

the first layer are shown as black clouds). Dashed lines show arbitrary unit cells (Reprinted with

permission from Ref. [56])
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properties of metallic islands [59], Rojas et al. [60] have developed a model to

calculate Δσs using a statistical mechanical argument.

Using the relationship between the Helmholz free energy and the canonical

partition function:

F ¼ �kBTln Q N;V; Tð Þ½ � ð5:44Þ

and the fact that when the stress tensor is diagonal, we can obtain the surface stress

from the derivative:

σs ¼ ∂F
∂S

� �
N,T

ð5:45Þ

Rojas et al. [60] arrived to the following equation to calculate the surface stress

change of the system:

Δσs ¼ �kBT
NM

S

� �
þ ∂US-M

∂S

� �
N,T

* +
� ∂UM

∂S

� �
N,T

* +
ð5:46Þ

where NM is the number of adatoms, S is the surface, US�M and UM are the

interaction potential energies of the substrate-adsorbate and the substrate system

respectively, and the quantities in brackets are evaluated from an isotropic

stretching and compression of the simulation box in the direction parallel to the

surface for each configuration of the production run.

The relaxation of islands on different substrate/adsorbate systems is illustrated

in Fig. 5.20, together with a scheme of the simulation box. The arrows in the figure
denote the displacement of the atoms in the island with respect to their pseudomor-

phic adsorption sites, and the colors indicate the magnitude of the displacement.

It is interesting to compare in the figure different behaviors: the homoepitaxy Ag

(111)/Ag shows practically no relaxation at the center of the island, while some

inwards relaxation at the borders becomes evident. On the other hand, the

remaining systems present outwards relaxation.

Table 5.7 Average binding energies of Cu adatoms on a Ag(111) surface at different coverages.

The ratio nCu/nAg indicates the ratio of Cu to Ag atoms in the simulation cell. The cohesive energy

of Cu is 3.54 eV (Data taken from Ref. [56] with permission)

Ebind/eV nCu/nAg

2.77 1/36

3.37 36/36

3.38 39/36

3.39 42/36
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Fig. 5.20 Top: scheme of the simulation cell used to study the relaxation of an island of adatoms

on a substrate. Bottom: Atom displacements in a 129-atom island for different systems adsorbate/

substrate. The arrows represent the relaxation with respect to the (1� 1) pseudomorphic config-

uration inÅ. (a) Ag(111)/Ag; (b) Pd(111)/Ag; (c) Pt(111)/Ag; (d) Pt(111)/Ag. Colours also denote
a displacement scale (Reprinted with permission from Ref. [60])
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With quantitative purposes, a misfit may be defined according to:

εmf ¼ asubs � aads
asubs

� 100 ð5:47Þ

where asubs and aads denote the lattice constants of substrate and adsorbate respec-

tively. The values of εmf Pd(111)/Ag, Pt(111)/Ag and Pt(111)/Au are �5.1, �4.3

and �4.1 respectively, something that is reflected by the qualitative behavior

observed in the Fig. 5.20.

The surface stress changes calculated for the adsorption of monolayers is shown

in Table 5.5. In the case of Ag/Pt(111), the result of �4.9 N/m can be compared

with �8.8 N/m, which is the value measured by Grossmann et al. [61]. For the

systems Ag/Pd(111) and Au/Pt(111), large compressive stresses were also obtained

(Table 5.8).

Rojas [62] extended the previous EAM Off-Lattice MC simulations to several

systems, involving Ag, Au, Pt, Pd, and Cu. The results for stress changes are shown

in Table 5.9. While the general trend is that a big adsorbate on a small substrate

yields a compressive stress, and the opposite situation leads to tensile stress, there

are also chemically specific effects. Comparison of these results with previous ones

where relaxation of the adsorbate was not allowed [63], indicated that this effect is

very important for the Cu(111)/Ag and the Cu(111)/Au systems, where misfits are

very large.

Rojas also calculated underpotential shifts for all these systems, as reported in

Table 5.10.

Table 5.8 Surface stress change Δσs for the adsorption of a monolayer as obtained from Monte

Carlo Simulations (Taken form Ref. [60] with permission)

System Δσs/J m�2

Pt(111)/Ag �4.92

Pd(111)/Ag �4.88

Pt(111)/Au �3.24

Table 5.9 Surface stress changes in J/m2 for monolayer adsorption onto different (111) sub-

strates, as calculated from Monte Carlo simulations in Ref. [62]. Columns correspond to adsor-

bates and rows to substrates. The notation (P), (E) or (C) indicates if the adlayer is pseudomorphic

or becomes expanded or compressed with respect to the substrate lattice parameter

Substrate/adsorbate Ag Au Pt Pd Cu

Ag(111) 0 1.1 (P) 3.8 (P) 2.1 (P) 0.6 (C)

Au(111) �1.3 (P) 0 2.7 (P) 1.2 (P) �0.5(C)

Pt(111) �4.9 (P) �3.2 (P) 0 �0.9 (P) �0.3 (P)

Pd(111) �4.9 (P) �2.6 (P) 1.5 (P) 0 0.7 (P)

Cu(111) �0.9 (E) �1.6 (E) �6.8 (P) �6.2 (P) 0
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When the values in Table 5.10 are plotted as a function of surface energy

difference, a linear relationship results, as shown in Fig. 5.21. This follows the

predictions made by the jellium model, see discussion in Sect. 5.2.2, as well as

those from first-principles calculations, see discussion in Sect. 5.2.3 and Fig. 5.8

therein.

Oviedo et al. [64] used EAM Off-Lattice MC to study upd on low dimensional

surface defects. They considered the energetics of the deposition of Ag, Cu and Pd

atoms on a Pt(111) surface with vacancies, steps and holes, as compared with

adsorption in monolayers, bilayers, etc. Some of the 0-D defects considered are

illustrated in Fig. 5.22

The main results for the binding energies obtained are summarized in

Table 5.11.

From these results, it can be concluded that for adsorption of a single atom on

defects, the absolute value of the binding energy (bond strength) increases with the

increase of the coordination (Ustep(0D)<Ukink(0D)<Uvacancy(0D)). On the other

Table 5.10 Deposition potential shifts for different metals on S(111) surfaces. All values are

given in V. Taken from Ref. [62]. Positive values indicate upd, negative ones opd

Substrate/Adsorbate Ag Au Pt Pd Cu

Ag(111) 0 �0.04 �0.44 �0.17 �0.16

Au(111) 0.11 0 �0.46 �0.17 �0.07

Pt(111) 0.36 0.30 0 0.15 0.10

Pd(111) 0.27 0.21 �0.16 0 0.02

Cu(111) 0.14 0.23 �0.04 0.04 0

0.4

0.4

0.2

0.2

0

ΔU
P

D
 [V

]

0

–0.2

–0.4

–0.4

Esup – E  sup [eV]

–0.2
ads subs

Fig. 5.21 Underpotential

deposition shifts vs

difference of average

surface energies between

substrate and adsorbate

(Reprinted with permission

from Ref. [62])
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hand, from the viewpoint of the dimensionality of the phase involved, the absolute

value of binding energy decreases(bond strenght) with the dimensionality

Ustep(1D)>Umonolayer(2D)>Ubulk(3D). Concerning upd, the present results indi-

cate that, starting a negative potential sweep from a positive potential value where

the substrate is naked, as the electrode potential is made more negative, the first

sites to be filled with adsorbate should be the vacancies, followed by kink sites and

steps. Then, monolayer formation would follow and finally the bulk deposit would

appear. All these facts were found to be supported by experimental results, as

discussed in Ref. [65] and shown schematically in Fig. 5.23.

Fig. 5.22 Illustration of some of the 0-D defects considered to deposit atoms in a EAM Off-

Lattice MC simulation. Left: terrace and vacancy sites. Right: Step and kink sites (Reprinted with

permission from Ref. [64])

Table 5.11 Absolute value of binding energies in eV for Ag, Cu and Pd adatom adsorption on

different defects/structures on a Pt(111) surface. 0-D denotes single atom adsorption. 1-D denotes

adsorption along a line. 2-D denotes mono-, bi-, 3- etc layer adsorption, 3-D corresponds to the

cohesive energy (Taken from Ref. [64] with permission)

Dimension of the defect/structure Adsorption type: Ag Cu Pd

0D Terrace 2.69 3.06 3.14

Step 3.25 3.91 3.99

Kink 3.65 4.10 4.16

Vacancy 4.45 4.97 5.09

1D Step 3.47 3.99 4.12

2D Monolayer 3.16 3.69 4.06

bilayer 2.96 3.54 3.91

3-layer 2.90 3.49 3.90

6-layer 2.83 3.44 3.88

3D bulk 2.18 3.50 3.89
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5.4.3 Lattice Monte Carlo

In the Lattice MC method, the particles constituting the system are located on the

points of a lattice. This means that, in order to generate the chain of states implied

by the Metropolis method, the displacement of atoms will take place between lattice

points and, in the case of Grand Canonical simulations, atoms will be created or

destroyed at these lattice points, as we discussed in Fig. 3.14. One of the advantages

of these methods is that they allow dealing with a large number of particles at a

relatively low computational cost.

These lattice models are of widespread use in studies of adsorption on surfaces.

If the crystallographic misfit between the involved atoms is not important, it is a

good approximation to assume that the adatoms adsorb on defined discrete sites on

the surface, given by the positions of the substrate atoms. In principle, it must be

kept in mind that continuum Hamiltonians should be much more realistic in those

cases where epitaxial growth of an adsorbate leads to incommensurate adsorbed

phases or to adsorbates with large coincidence cells. On the other hand, the use of

fixed rigid lattices restricts enormously the number of possible configurations for

the adsorbate and its use may be justified on the basis of experimental evidence or

continuum computer simulations that predict a fixed lattice geometry.

Fig. 5.23 Formation of low

dimensional structures in

upd systems at different

substrate inhomogeneities

in the undersaturation

range, depending on

electrode potential

(Reprinted with permission

from Ref. [65])
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5.4.3.1 Simulation of Relatively Simple Underpotential

Deposition Systems

Pioneering application of lattice MC simulations to upd systems was undertaken by

Van Der Eerden et al. [66]. These authors performed MC simulations using an

Ising-type model (see Chap. 3), where the adsorbate atoms were assumed to have a

diameter greater than the distance between two neighbouring adsorption sites on the

substrate surface. Thus, each adatom is assumed to occupy only one adsorption site,

but at the same time, due to exclusion effects, it blocks (first) neighbouring

adsorption sites and prevents them from being occupied by other adatoms. This

modeling has been denominated 1/n adsorption, where n ¼ 1=θmax. The cases

considered were n¼ 2 for a square lattice and n¼ 4 for an hexagonal lattice.

These authors investigated the occurrence of phase transitions as a function of the

quantity ω ¼ ς=kBT, where ς is the interaction between two neighboring adsor-

bates, as defined in Chap. 3. Figure 5.24 shows the behavior of the isotherms for

different values of ω for a square lattice with n¼ 2. A smooth behaviour is found

for θ vs μ/kBT at low ω s, untilω ¼ 1:4. Above this value, a hysteresis, characteristic
for the occurrence of a phase transition becomes evident. We use this word to

denote that the isotherms present separated upper and lower branches, yielding two

coverages at the same chemical potential, one of which corresponds to a metastable

state.

Using this procedure, the authors determined critical ω values for the systems

considered. In the case of the square lattice, the MC simulations yielded

ωcritical ¼ 1:3. Comparison of the MC simulations with experimental results for

the system Pb upd on Ag(100) are shown in Fig. 5.25, where it is found a good

agreement for ω ¼ 0:6, which is a value well below the critical one, so that

according to this modelling a first-order phase transition should be excluded for

this system.

–2.0 –1.0

m / kT

ω

ω

θ

0

0.5

1.0

1.0 2.0

2.0

= 20 incomplete order

1.6 1.4 1.2 1.0 0.8 0.6

0

Fig. 5.24 Simulation of

adsorption isotherms for

adsorption with exclusion

effects on a square lattice.

It is assumed that the

adsorbate blocks two sites

on the lattice substrate.

(n¼ 2, see discussion in the

text) (Reprinted with

permission from Ref. [66])
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As will be discussed in Sect. 5.4.4.2, the proper description of metallic binding

requires the use of many-body potentials, where the embedded atom method has

shown to be a reasonable alternative for many electrochemical applications. At first

sight, this seems difficult to compute with a lattice model. To solve this problem in a

computationally efficient way, the adsorption (desorption) of a particle may be

considered at a site embedded in a certain environment surrounding it, as shown in

Fig. 5.26 for a square lattice, which may be used to represent adsorption on a (100)

fcc surface. The adsorption site for the particle is located in the central box, and the
calculation of the interactions is limited to a circle of radius R. The adsorption

energy for all the possible configurations of the environment of the central atom are

calculated previous to the simulation, so that during the MC simulation the most

expensive numerical operations are reduced to recover the index that characterizes

the configuration surrounding the particle at the adsorption site.

–4.0 –2.0

θ

0

0.5

1.0

2.0 4.00

Fig. 5.25 Simulated

isotherms for n¼ 2

adsorption on a square

lattice with ω ¼ 0:6 (○);

experimental results for upd

of Tl(●) and Pb(□) on Ag

(100) (Reprinted with

permission from Ref. [66])

Fig. 5.26 Environment of

12 sites surrounding an

adsorption site. These may

be employed for the

calculation of the

adsorption/desorption

energies of an adsorbate

atom on a substrate for a

cutoff radius corresponding

to the distance between

third-nearest neighbors. The

particle is adsorbed on the

central box (13) and the

remaining sites may be

occupied by adsorbate or

substrate-like atoms. A total

number of 311

configurations results
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In the case of the electrochemical system, potentiostatic control is in many cases

applied to fix the chemical potential of species at the metal/solution interface. Since

the natural counterpart of potentiostatic experiments are Grand Canonical Monte

Carlo (GCMC) simulations, where the chemical potential μ is one of the parameters

fixed in the simulations, this was the methodology chosen by Giménez and Leiva

[67] to study the formation and growth of low dimensionality phases on surfaces

with defects. This work is somehow a lattice model version of the Off-Lattice

problem analyzed in Sect. 5.4.2. To simulate (100) surfaces, the system was

represented by a square lattice with N adsorption sites, as that shown in Fig. 5.26.

Different arrangements of the substrate atoms allowed for the simulation of various

types of surface defects. Within the procedure described in Sect. 5.4.1 (Metropolis

algorithm), thermodynamic properties were obtained after proper equilibration

steps as average values of instantaneous magnitudes stored along a simulation

run. A key result is the average coverage degree of the adsorbate atoms hθMi at a
given chemical potential μ. To emulate different surface defects, substrate islands

of various sizes and shapes were made by means of the MC-related technique

denominated simulated annealing. Within this approach, a given number of sub-

strate atoms is set on the surface, and a MC simulation is started at a very high

initial temperature T0, of the order of 104 K. The system is later cooled down

according to a logarithmic law (Tnþ1 ¼ Tnαa), where αa is a positive constant lower
than one and Tn is the temperature at the nth iteration step. A given number of MC

steps, say NMCS, are run at each temperature and the simulation is stopped when the

desired Tf is reached. By setting different NMCS, various kinds of structures may be

obtained, as shown in Fig. 5.27.

Fig. 5.27 Different island types obtained from simulated annealing simulations, used to obtain

surfaces with different types of defects. The number of Monte Carlo steps NMCS increases from

upper left to down right.NMCS ¼ 20� 2m�1, where m is the ordinal number of the configuration in

the figure (Reprinted with permission from Ref. [67])
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The shape of the adsorption isotherms obtained with the different islands types

turned out to be strongly sensitive to the structure of the surface, as shown on the

left of Fig. 5.28. The isotherms obtained with more perfect surfaces (less steps)

were steeper, becoming closer to the behavior expected for a first-order phase

transition, which is shown on the right of the figure. We remind from the discussion

performed in Chap. 3, that the voltammetric profiles are the derivatives of the

isotherms, so that rounded isotherms lead to wider voltammetric peaks. Thus, we

see that increasingly imperfect surfaces will lead to wider voltammograms. This is

in rule with the theoretical modelling by Huckaby and Medved [48] that we

presented at the end of Sect. 5.3.

In a further contribution, Gimenez et al. [68] considered several systems involv-

ing Ag, Au, Pt and Pd. It was found that, taking into account some general trends,

such systems can be classified into two large groups. The first one comprises Au

(100)/Ag, Pt(100)/Ag, Pt(100)/Au and Pd(100)/Au, which have favorable binding

energies as compared with the homoepitaxial growth of adsorbate-type atoms, as

shown in Table 5.12. These are systems where underpotential deposition is

expected, see Eq. (3.5) of Chap. 3.

Fig. 5.28 Left: Adsorption isotherms for the decoration of monoatomic steps of Au defective

surfaces with Ag upd. The Au surface structures considered were the final states of simulated

annealing runs similar to those of Fig. 5.27 with m¼ 1, 5, 9, 13 and 16, resulting in the number of

Monte Carlo Steps reported in the figure. The temperature was 300 K. Right: Adsorption isotherms

for Ag upd on a perfect Au(111) surface, at different temperatures (Reprinted with permission

from Ref. [67])

Table 5.12 Excess of chemical potential μS
M � μM

M in eV. Negative values of this quantity indicate

underpotential deposion, while positive values indicate overpotential deposition, see Eq. (3.5).

Values taken from Ref. [68]

Subs/Ads Ag Au Pt Pd

Ag 0.00 0.08 0.53 –

Au �0.17 0.00 0.54 0.14

Pt �0.55 �0.42 0.00 –

Pd – �0.26 – 0.00
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For this type of systems, when the simulations are performed in the presence of

substrate-type islands emulating surface defects, the islands remain almost

unchanged, and the adsorbate atoms successively occupy kink sites, step sites and

the complete monolayer. This is illustrated in Fig. 5.29 for the surface atomic

arrangement of Ag on a Pt(100) surface with Pt islands. The corresponding adsorp-

tion isotherms are shown in Fig. 5.30.

The partial coverage degrees for step and kink sites in Fig. 5.30 were defined

relative to the total number of step and kink sites available respectively. The

sequential filling of kink sites, steps and the rest of the surface can be appreciated

clearly in the partial isotherms.

The second group of systems, as considered by Gimenez et al. [68] is composed

of Ag(100)/Au, Ag(100)/Pt, Au(100)/Pt, and Au(100)/Pd, for which monolayer

adsorption is more favorable on substrates of the same nature than on the

Fig. 5.29 Snapshots of the final state of the surface at three different chemical potentials

(�4.27 eV, �3.44 eV, and �3.06 eV) for Ag decoration of a Pt(100) surface with Pt islands.

The average island size is about 48 atoms. Note that the islands remain essentially unchanged

(Reprinted with permission from Ref. [68])

Fig. 5.30 Isotherms corresponding to the system of Fig. 5.29. θ , θs and θk denote total, step and

kink coverages respectively (Reprinted with permission from Ref. [68])
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considered substrates (see Table 5.11) . When simulations are carried out in the

presence of islands of substrate-type atoms, it is found that they tend to disintegrate,

yielding 2D alloys with adsorbate atoms. This is illustrated in Fig. 5.31 for Pt

deposition on Ag(100). For this second type of systems, the partial adsorption

isotherms do not evidence any particular sequential filling, as can be observed in

Fig. 5.32.

A detailed analysis of the environment of adatoms and substrate atoms at

different adatom coverage degrees was found very helpful to understand the two

types of behaviors described above.

More recently, Gimenez et al. [69] have shown that MC simulations with pair

potential interactions between nearest neighbors may also yield the two types of

behaviors described above, opening the way to a less demanding computational

modeling. These authors have also extended this modeling to consider on-top

adsorption of anions in upd systems [70].

Fig. 5.31 Snapshots of the final state of the surface at three different chemical potentials (�5.74,

�5.32 and �5.21 eV) for Pt decoration of Ag islands on Ag(100). Average island size 53 atoms.

Note the progressive disintegration of the Ag islands (Reprinted with permission from Ref. [68])

Fig. 5.32 Isotherms corresponding to the system of Fig. 5.32. θ , θs and θk denote total, step and

kink coverages respectively (Reprinted with permission from Ref. [68])
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5.4.3.2 Simulation of Cu Underpotential Deposition on Au(111)

in Sulfate-Containing Electrolytes

We devote a special section to the analysis of Cu upd on Au(111) in the presence of

sulfate ions, since the work developed by Zhang et al. [71] represents an interesting

example of the application of the lattice MC technique to complex upd systems. As

we have seen in Chap. 2, (Fig. 2.2) the voltammogram obtained for upd of Cu on Au

(111) in the presence of sulfate anions presents two pairs of peaks, see also Fig. 5.35

below. From now on, the pair of peaks at more positive potentials will be labeled as

#1 and the pair at more negative potentials as #2. According to experimental

information [71–73], these correspond to transitions between a full monolayer

(ML) of Cu at more negative potentials, an ordered
ffiffiffi
3

p � ffiffiffi
3

p� �
mixed copper

and sulfate phase at intermediate potentials, and a disordered low-coverage phase at

more positive potentials. Inspired in the model proposed by Blum and Huckaby

described in Sect. 5.3, these authors assumed that sulfate coordinates the (unrecon-

structed) triangular Au(111) surface through three of its oxygen atoms, with the

fourth S–O bond pointing away from the surface. The Cu atoms were assumed to

compete for the same adsorption sites as the sulfate. In order to obtain the config-

uration energies of the coadsorbed particles required for the MC simulation, the

following three-state lattice-gas Hamiltonian was proposed:

Ĥ cð Þ ¼ �~μC

X
i

cCi � ~μS

X
i

cSi

�
X
n

Φ nð Þ
SS

Xnð Þ

i; jf g
cSi c

S
j þΦ nð Þ

CC

Xnð Þ

i; jf g
cCi c

C
j þΦ nð Þ

SC

Xnð Þ

i; jf g
cSi c

C
j þ cCi c

S
j

24 35�Ĥ 3

ð5:48Þ

where�~μk denotes the change in the chemical potential of species k (k¼ S (sulfate)

or C (copper)) when one i particle is removed from the bulk solution and adsorbed

on the surface, cki the occupation number (0 or 1) of site i by the species k, (n)

indicates the rank of neighborhood between sites (first, second, etc), and �Φ nð Þ
km is

the pairwise interaction energy between particles of type k and m that are first

neighbors. The term Ĥ3 denotes three-particle interactions between sulfates, involv-

ing all second-neighbor equilateral triangles.

The lattice gas parameters were fitted by an iterative process, where they were

finally fixed to yield reasonable agreement of the theoretical predictions with the

shapes of the observed adsorption isotherms and voltammetric profiles, as well as

with the dependences of the CV peak positions on the electrolyte composition in

experiments. The interactions involved in Eq. (5.48) are shown in Fig. 5.33.

Part of the fitting involved the so-called ground-state configurations, which

corresponded to the sets of most stable configurations at 0 K for given electro-

chemical potentials ~μC and ~μS. This allowed the construction of phase diagrams as a
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function of ~μC and ~μS, which are useful to interpreted the results of simulations,

discussed below. Figure 5.34 shows such a diagram and their corresponding

ground-state configurations.

The different phases in Fig. 5.34 are identified with the notation X � Yð ÞθSθC ,
where θC and θS denote the sulfate and copper coverages respectively. For example,

1� 1ð Þ00 denotes an empty surface, 1� 1ð Þ01 denotes a surface covered by a Cu

monolayer,
ffiffiffi
3

p � ffiffiffi
3

p� �1=3
2=3

indicates a surface covered by a mixture of sulfate at

θS ¼ 1=3and Cu atθC ¼ 2=3, etc. It must be noted that the latter, which is the phase

observed experimentally in the potential region between peaks #2 and #1, occupies

a wide region in the ground-state diagram of Fig. 5.34. A detailed discussion

of the occurrence of different phases in terms of the interactions of Eq. (5.48) is

given in Ref. [71], we just point out here some general features to understand the

idea behind the modeling.

The electrochemical potentials, which correspond to the axis on the right of
Fig. 5.34 , are related to the bulk concentration of species k and electrode potential

E according to:

~μS ¼ μ0S þ RTln
S½ �
S½ �0 � zSFE ð5:49Þ

Fig. 5.33 The relative positions of Cu (●) and sulfate (Δ) corresponding to the effective

interactions in Eq. (5.48). Free adsorption sites are denoted by ○. The number underneath each

bond representation is the corresponding effective interaction energy used in Ref. [71], given in

kJ/mol. The interactions are invariant under symmetry operations on the lattice (Reprinted with

permission from Ref. [71])
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~μC ¼ μ0C þ RTln
C½ �
C½ �0 � zCFE ð5:50Þ

where zS and zC are the effective electrovalences of sulfate and copper, respectively,
und the superscript denote reference conditions. Thus, large ~μS positive values

correspond to high sulfate concentrations or large positive potentials (zS is a

negative quantity). On the other hand, large ~μC positive values correspond to high

Cu2+ concentrations or large negative potentials (zC is a negative quantity). This is

the reason why the pure Cu phase 1� 1ð Þ01 appears at large positive ~μC values and

rather negative ~μS. The converse situation (large positive ~μS and negative ~μC) leads

the pure sulfate phase,
ffiffiffi
3

p � ffiffiffi
3

p� �1=3
0

.

According to Eqs. (5.49) and (5.50) the electrochemical potentials ~μS and ~μC are

linearly related, so that when a potential scan is applied to the system, this moves

along a straight line in Fig. 5.34b. Three of these lines are depicted there. The

equation describing this straight line has the form ~μC ¼ constantþ ~μSzC=zS. Let us
consider for example a trajectory along the line labeled with 1, where the potential

scan is initiated on the upper left side of the plot. The system starts with the pure Cu

phase 1� 1ð Þ01 and ends up in the pure sulfate phase
ffiffiffi
3

p � ffiffiffi
7

p� �1=5
0

, coming across

two mixed Cu/sulfate phases. At the lines delimiting the phases, phase transitions

Fig. 5.34 Ground-state configurations (a) and ground-state diagram (b), as given in Ref. [71] for

the system Cu/Au(111) in the presence of sulfate. The free adsorption sites are denoted by ○, and

adsorbed Cu and sulfate are denoted by ● and Δ, respectively (Reprinted with permission from

Ref. [71])
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are expected to take place, with drastic changes in the composition of the surface

structure. These changes in the surface composition are due to the electrochemical

adsorption/desorption of species, involving charge transfer and eventually leading

to peaks in the cyclic voltammograms, as shown in the simulation below.

Since the adsorbed particles are restricted to adsorb on N well defined lattice

sites, the coverage can be easily calculated from θk ¼
X
i

cki =N and the charge

flowing upon adsorption of the species of type k is qk ¼ �e0zkθk. Sulfate coverage
θ2S adsorbed on top of the complete Cu monolayer in the negative-potential

region was represented in terms of the Cu coverage θC and the sulfate coverage

in the first layer θS by the equation:

θ2S ¼ αθC
1

3
� θS

� �
ð5:51Þ

where α was a fitting parameter, expected to be between zero and one. If the latter

were the case, a full Cu monolayer would be covered by 1/3 of a monolayer of

sulfate.

Considering a very low sweep rate so as to assume quasi-equilibrium conditions,

the voltammetric current was calculated from the coverage degrees and their partial

derivatives (obtained from coverage fluctuations [74] in the MC simulations)

according to:

i ¼ e0F
z2S 1� αθCð Þ ∂θS

∂~μS

� 
~μC

þ zC zC � 2

3
αzSθS

� �
∂θC
∂~μC

� 
~μS

þ

zS 2zC þ αzS
1

3
� θS

� �
� αzCθC

� 	
∂θS
∂~μC

� 
~μS

8>><>>:
9>>=>>;

dE

dt
ð5:52Þ

Figure 5.35 shows experimental and room-temperature simulated voltammograms.

Given the complexity of the system, it can be stated that a good overall agreement is

found.

Besides the simulations devoted to comparison with the experimental data,

Zhang et al. performed a finite-size scaling analysis. This is useful at the time of

identifying the order of the phase transitions involved. On the basis of the equiv-

alence of the lattice gas hamiltonian (Eq. 5.48) with the generalized triangular-

lattice model of Blume–Emery–Griffiths [75], the authors concluded that the

transition at peak #1 is a first-order phase transition, while the transition at peak

#2 is a second-order one. These predictions were checked performing simulations

with different system sizes (finite size scaling analysis).
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5.4.4 Kinetic Monte Carlo Applications

5.4.4.1 Introduction

Although MC methods are often used to obtain static, or equilibrium properties of

model systems as described above, this technique may also be utilized to study

dynamical phenomena. This leads to the formulation currently denominated

dynamic Monte Carlo or kinetic Monte Carlo (KMC).

The foundations of dynamical MC simulations have been discussed by Fichthorn

and Weinberg [76] in terms of the theory of Poisson processes, and we give here a

bird’s eye view on this methodology. There are many physical systems where the

events of interest can be described at a coarse-grained, mesoscopic level, assuming

that the complex microscopic behavior leads to various possible transitions that

we can enumerate E¼ {el,e2, . . . ,en }, which can be characterized by average

transition rates R¼ {rl,r2, . . . ,rn }.
As an example, we chose the diffusional trajectories of an adatom on a (100)

single crystal surface, as shown in Fig. 5.36. We assume that we monitor a number

of trajectories where the adatom is initially trapped in the central adsorption site,

ending at one of the four neighboring adsorption sites. At relatively low tempera-

tures, the trajectories will look like those on the left plot, where the adatom spends a

long time (in the atomic scale) at the central site and finally diffuses to some of its

four neighboring sites through trajectories close to the minimum energy path. If the

experiment (eventually the simulation) is made several times, the scape of the atom

from the central site to each of its neighbors will be characterized by a set average

times, say {τ1, τ2, τ3, τ4}. Due to the symmetry of the system chosen for this

example, all these average scape times will be equal, but they may be generally

different (for instance if the environments of the various sites are different). Thus,

Fig. 5.35 Experimental (dot–dashed) and lattice MC simulated (solid) CV current densities. The

left-hand vertical scale shows the current density for a scan rate of 2 mV/s, whereas the right-hand

scale shows the current density normalized by the scan rate, in units of elementary charges per mV

and Au(111) unit cell (Reprinted with permission from Ref. [71])
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the fine grain problem on the left of the figure may be replaced by coarse grain

problem on the right, where the adatom may undergo four different transitions,

E¼{el,e2, . . . ,e4} , at four different average rates R¼ {1/τ1, 1/τ2, 1/τ3, 1/τ4}. These
ideas may be generalized to more complex problems, as long as the kind of events

involved fulfills some features. If each of these events satisfies the conditions

necessary to be a Poisson event,4 the probability density of times between succes-

sive events will have the following exponential form:

f tð Þ ¼ 1

τi

� �
exp �t=τi½ � ð5:53Þ

One interesting property of Poisson processes is that an ensemble of independent

Poisson processes will behave as one, large Poisson processes. In the example of

diffusion above, this means that if we have (simultaneously with diffusion) other

phenomena occurring like adatom adsorption, adatom desorption, etc, that can be

considered themselves as Poisson processes, the whole behavior of the system

(diffusion + adsorption + desorption) may be treated as a single Poisson process.

Thus, our vector of events will look like

E ¼ ediff1 , ediff2 , . . . , e ad1 , e ad2 . . . , edes1 , edes2 , . . .
� � ð5:54Þ

where the upper indices have an obvious meaning: ediff1 is a diffusion event of type

1, ead1 is an adsorption event, edes2 a desorption event, etc. Thus, the vector of events

E contains all the events that may occur at a given instant (configuration) of the

system.

Fig. 5.36 Illustration of how the fine grained motion found in deterministic trajectories, i.e. from

molecular dynamics (left) can be converted into effective or average rates (right)

4 Poisson processes in a nutshell: if Nt(t) is a random variable characterizing the observation of a

number of certain events during a time interval t, Poisson processes are characterized by: (a)

Nt 0ð Þ ¼ 0, (b) Nt(t1) and Nt(t2) are independent if t1 and t2 are disjoint intervals. (c) The probability
of observing a single event in the interval h increases linearly with h. (d) The probability of

observing two or more events in the interval h increases with a power larger than one.
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Similarly, the rates vector will be:

R ¼ 1=τ diff1 , 1=τ diff2 , . . . , 1=τ ad1 , 1=τ ad2 , . . . , 1=τdes1 , 1=τdes2 , . . .
� � ð5:55Þ

Or alternatively:

R ¼ v diff1 , vdiff2 , . . . , v ad1 , v ad2 , . . . , vdes1 , vdes2 , . . .
� � ð5:56Þ

where we have defined the average rates vi ¼ 1=τi A way to visualize the last

equation is to draw a line, where the average rate of each process is represented

by a segment on this line, as it is shown in Fig. 5.37 for three processes. Let us

represent the event vector with E ¼ e1; e2; e3f g and the velocity vector with

R ¼ v1; v2; v3f g.
Since no two Poisson events may occur simultaneously, we can make the status

(configurations) of the system advance by choosing one of the events whose rates

are shown in the figure. To do that, the whole velocity segment may be applied into

the interval [0,1], and a random number η may be generated to select the event to

happen. It is observed from the figure that the random number resulted in the

occurrence of a process whose velocity is v3.
Thus, what it must be done is to allow event e3 to happen. If the processes under

consideration were e1 :¼ diffusion of a particle, e2 :¼ adsorption of a new particle,

e3 :¼ desorption of the particle, we would have to desorb the particle. The new

configuration of the system would be an empty surface, and the new event vector

would only contain a single element, corresponding to particle adsorption. Of

course, in a real system we have many particles that may diffuse, desorb, adsorb,

etc, and the event and rates vectors are very large, but this is the main idea. Upon

updating the configuration of the system, we must update the time in the simulation,

that is, we must add to the accumulated time a time increment representing the

event that has just occurred. To do that, we appeal to an equation similar to

Fig. 5.37 Illustration of the way in which a given process is selected in a kinetic Monte Carlo

simulation where only three processes may occur. The probability of each process to occur is

represented on a straight line by a segment proportional to its rate vi. The sum of all the segments is

normalized to unit length, so that the occurrence of a process can be selected by generating a

random number vS between 0 and 1, and then choosing the process corresponding to the segment on

which the random number is found to fall. Here vS falls in the segment corresponding to the rate v3
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Eq. (5.53), but taking into account that we are considering all the events of the

system. Now, the overall rate is vt ¼ v1 þ v2 þ v3 and Eq. (5.53) turns into:

f tð Þ ¼ vtexp vtt½ � ð5:57Þ

To generate time increments distributed according to the previous equation, we

must use:

Δt ¼ �1

vt
ln vSð Þ ð5:58Þ

where vS is a uniform random number between 0 and 1. Note that random numbers

close to zero lead to large time steps, while random numbers close to 1 yield

short ones.

We see that according to the KMC method, the sampling of the system must

involve transition probabilities based on a reasonable dynamic model of the phys-

ical phenomena involved. The transition probabilities should reflect a “dynamic

hierarchy” related to the processes taking place in the system. With this aim, the

rates vi are usually taken from some suited version of absolute rate theory, adapted

to surface diffusion, electron transfer, etc.

Since in principle all the processes that may potentially occur must be included

in the vector R, the application of KMC methods is restricted to lattice models of

the system.

5.4.4.2 Electrochemical Phase Formation for an Ideal Frank-van der

Merwe System

To illustrate the application of the KMC method, we discuss the system Au(hkl)/

Ag. This is a typical example for M upd on a foreign substrate S, with strong M-S

interaction but negligible M-S misfit (the lattice parameters are 4.09 Å and 4.08 Å
for Ag and Au, respectively). Thus, the Frank-van der Merwe or layer by layer

growth mechanism is expected to operate in this system, in contrast with the

Stranksi-Krastanov growth mode, expected for systems with relatively large misfits

[57], or the Volmer-Weber mechanism, expected for systems where the interaction

with the substrate is relatively weak, as compared with the adsorbate-adsorbate

interaction. As discussed in the literature [77] and in Chaps. 2 and 3 of the present

book, these systems exhibit a number of complex features, like surface reconstruc-

tion, even in the absence of adsorbate, and different expanded phases. However, a

simplified model as that we will discuss here, has been shown to be useful to

understand some of the experimental observations, and may also be helpful to

understand other upd related problems. Giménez et al. [77] have modeled nucle-

ation and growth of Ag upd on Au(100) and Au(111) by KMC. We discuss their

modeling in some detail, since it is illustrative of how this methodology may be

implemented to study upd deposition phenomena.
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Model for the Substrate

As stated above, the KMC methodology requires a finite number of processes

taking place, so that a lattice model for the substrate appears as the best alternative.

Thus, square and hexagonal lattices were selected to represent the Au(100) and

Au(111) substrates respectively. Figure 5.38 shows the square lattice used to

represent the former surface. There, the lattice consists of 1600 adsorption sites

inserted between two Au steps, to simulate both island growth on a surface and at

step borders. The image of the simulation cell is repeated periodically in the vertical

direction (periodic boundary conditions).

Interactions Between the Particles of the System

The choice of proper interatomic potentials is a key issue in computer simulations.

This is particularly the case in upd systems, which are characterized by metallic

many-body interactions. Several methods are available to calculate the total energy

of a many-particle metallic system, with a computational effort similar to that of a

pair potential. Among them, it is worth mentioning the EAM [78], the N-body
potentials of Finnis and Sinclair [79], the second-moment approximation [80] and

the glue model [81]. The article here discussed used the EAM because it showed to

reproduce important characteristics of the metallic binding. The EAM considers

that the total energy Utot of a metallic system made of N particles may be calculated

as the sum of energies Ui corresponding to single particles according to:

Fig. 5.38 Simulation box employed to study Ag nucleation and growth upon upd on a Au(100)

surface. The system has periodic boundary conditions in the vertical direction (Reprinted with

permission from Ref. [77])
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Utot ¼
XN
i¼1

Ui ð5:59Þ

Ui is written as:

Ui ¼ Fi ρh, i
� �þ 1

2

X
j6¼i

Vij rij
� � ð5:60Þ

where Fi is the so-called embedding function, which represents the energy resulting

from embedding atom i in the electronic density ρh,i at the position at which this

atom is located. ρh,i is obtained from the superposition of the individual electronic

densities ρj(rij);

ρh, i ¼
X
j 6¼i

ρ j rij
� � ð5:61Þ

while ρj represents an attractive, many-body electronic contribution, the second

term in Eq. (5.60) represents the repulsion between ion cores. The latter is described

through a pair potential Vij(rij), which depends only on the distance between the

cores rij with the form:

Vi j ri j
� � ¼ Zi rij

� �
Z j rij
� �

=rij ð5:62Þ

where the Zi(rij) represent an effective charge, dependent on the nature of the atom

i. The functions Fi(ρh,i) and Vij(rij) have been parameterized to fit experimental data

for the isolated metals like cohesive energies, elastic constants, bulk lattice con-

stants and bimetallic properties like dissolution enthalpies of binary alloys.

Dynamic Hierarchy: Calculations of Rates for the Different Events

As stated in the introduction, KMC requires establishing a dynamic hierarchy,

which allows the construction of the rate vector R (Eqs. 5.55 and 5.56). Thus, the

rates of the events that may take place must be clearly determined. In the present

case of study, surface phase formation, the following events may occur: (a) adatom

formation (adsorption) (b) adatom oxidation (desorption) (c) adatom diffusion. If

one is interested in the particular study of the formation/disappearance of the upd

phase, processes (b) or (a) may alternatively be neglected with respect to the

complementary one. For example, the study of Ref. [77] was focused on the

deposition of Ag on Au(100) and Au(111), so that the dissolution rate was

neglected and the deposition rate was used as a parameter. On the other hand, the

diffusion rate was calculated using the EAM potentials. With this purpose, the

diffusion of a Ag adatom on a Au surface was considered in different possible

environments as illustrated in Fig. 5.39. The initial and the final positions of the
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diffusing atom are embedded in an environment of six neighboring sites, which

may be free or occupied by Ag or Au atoms, thus yielding a total number of

36¼ 729 configurations. Figure 5.39 shows three sample environments and the

corresponding energy curves along the diffusion paths. The diffusion rates were

calculated from these curves according to [82]:

vdiff ¼ 2v exp �Ea=kBT½ � ð5:63Þ

where v is the attempt frequency and Ea is the activation energy as calculated from a

trajectory between the initial and the final state, using the EAM potentials.

Details on the organization of the KMC procedure and a description of how the

algorithm may be coded, including the storage and search algorithms that are used,

are described for example in the Appendix of the manuscript by Drews et al. [83].

Fig. 5.39 (a)–(c) Sample environments considered for the diffusional motion of a Ag atom on a

Au(100) surface. (d) Potential energy as a function of the distance along the diffusion path for the

environments shown in (a)–(c) (Reprinted with permission from Ref. [77])
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The steps of the KMC algorithm can then be summarized as:

1. A random number, vS1 , is chosen from a uniform distribution in the range (0,1).

2. All the possible Nt events are determined and their rates vi calculated.
3. A transition event is selected from the event vector, by selecting the first index s

for which
Xs
j¼1

vi=
XNt

j¼1

vi 
 vS1 .

4. The even selected is allowed to occur.

5. All vi that have changed as a result of making the move are updated.

6. The time in the simulations is advanced Δt where Δt is:

Δt ¼ � 1XNt

j¼1

vi

ln vS2ð Þ ð5:64Þ

wherevS2 is a second random number, also chosen from a uniform distribution in the

range (0,1).

The previous modeling was used to analyze the different behavior of Ag

nucleation and growth found on Au(100) and Au(111) faces. The KMC simulations

indicated the nucleation and growth should take place with the characteristic time

of tenths of seconds in the case of the Au(100) face and of the order of milliseconds

in the case of the Au(111) face. Therefore, if Ag is deposited at intermediate rates

on both surfaces, island growth is predicted to occur on Au(100) but not on Au

(111), as found in experiment [84, 85]. These features are illustrated in Fig. 5.40.

Fig. 5.40 Snapshots of Ag upd growth on Au(100) (left) and Au(111) surfaces (Right). Note the
occurrence and the absence of islands in the first and the second case respectively (Reprinted with

permission from Ref. [77])
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Another valuable information that can be obtained with this simulation tech-

nique is the number of islands formed as a function of coverage degree at different

adsorption rates, as illustrated in Fig. 5.41.

The present methodology has been very recently extended by Treeratanaphitak

et al. [86, 87] to account for collective surface diffusion processes, in addition to

nearest-neighbor hopping, including atom exchange and step-edge atom exchange,

allowing the study of polycrystalline metal electrodeposition. Thus, the combina-

tion of EAM potentials with KMC appears as a very promising tool for studying the

present and other related phenomena, like for example the formation of surface

alloys.

5.4.4.3 Other Simple Metal Deposition Systems Involving a Foreign

Substrate

The previous formalism has also been used to tackle other upd-related deposition

phenomena. Rather than simulating specific systems, a useful approach is some-

times to vary one or more of the parameters of the model applied and analyze how

they affect the properties emerging from the simulation. The utility of this approach

is twofold: on one side, it can be expected that if a simulation reflects the experi-

ment results, its parameters may be close to those of the experimental system. This

allows getting information that is not directly available from the experiment. On the

other hand, the parameters of the simulation may be tuned to get a given result, like

for example a uniform distribution of islands on a substrate. In this way, the

simulation becomes a useful tool for system design.

Concerning the first type of application mentioned above, Giménez et al. [88]

have used KMC to analyze three different situations for adatom deposition rates, as

Fig. 5.41 KMC results for

the number of islands as a

function of the coverage

degree for Ag upd on Au

(100) at different deposition

rates v, as indicated in the

figure. Each curve

represents an average over

six simulation runs

(Reprinted with permission

from Ref. [77])
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illustrated in Fig. 5.42: (a) a case where the deposition rate is the same on any

adsorbate-free sites on the substrate (Model A); (b) a case where deposition is only

allowed on sites characterized by adsorbate-free surroundings (Model B); (c) a

more general case where deposition at edge sites and terraces is allowed at different

rates (Model C). In the last two cases, the coverage vs time curves were fitted to a

stretched exponential law θ ¼ 1� exp �tα=kBT½ �ð Þ, with the finding that the param-

eter α can be used as a diagnose criterion to differentiate between the two cases.

While in model B, α was found to be always smaller than 1, in model C, α was

found to vary between 1.1 and 2.4, depending on the deposition rates assumed. This

predictions may be contrasted with those of Avrami’s model [89], where the

exponent α is 2 or 3, depending on whether the nucleation is progressive or

instantaneous.

Drews et al. [90] have also used KMC simulations to investigate nucleation and

early stages of growth during metal electrodeposition on a foreign substrate. A

negative overpotential was assumed (overpotential deposition). The authors also

chose conditions where the kinetics of attachment of atoms to the electrode surface

is rate-limiting, that is, low overpotentials. A negative overpotential was assumed

(overpotential deposition). Adatom diffusion, characterized by a diffusion jump

frequency w, was not only considered on the substrate, but also on a monolayer and

on a bilayer of M. Adatom deposition was allowed on both the substrate or the metal

M via a Tafel kinetics, at a deposition rate vdep. Some of the information obtained

from the simulation was concerned with cluster density, average cluster size, and

average cluster height. It was found that the energy barrier for metal-on-substrate

surface diffusion had the strongest effect on the cluster density in the parameter

regimes investigated, while the energy barrier for metal-on-metal surface diffusion

had a weak effect.

In a subsequent article, Drews et al. [83] have used KMC to study the influence

of the presence of metal seed clusters and other parameters on the cluster size

Fig. 5.42 Scheme of the mechanisms for atom deposition considered in Ref. [88]: (a) Particle

adsorption occurs on all unoccupied sites at the same rate k. (b) Particle adsorption occurs only at

sites without neighboring adsorbates at the rate k. (c) Particles are considered to be discharged

preferably at sites with neighboring adatoms at a rate k2 and at a lowest rate, k1, at those sites

without neighboring adatoms (Reprinted with permission from Ref. [88])
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distribution of deposits. According to these simulations, it was found that the best

conditions for producing a uniform size distribution is an initial high number of

seed clusters, a low applied potential and a low metal-surface diffusion energy

barrier.

Although metal deposition on a foreign substrate was also assumed to occur

under overpotential conditions as in the previous case, it is worth mentioning here

the KMC work of Stephens and Alkire [91] concerning nucleation and growth at

monatomic step edges. It was found that the propensity of the deposit to grow at

step edges or to form islands on the surface may be measured by the adimensional

quantity Λ, which was defined as:

Λd ¼ 1

L

ffiffiffiffiffiffiffiffi
D

vde p

s
ð5:65Þ

where D is the diffusion coefficient, vdep is the deposition rate of adatoms and L is

half the distance between steps. Since the denominator represents a diffusion length

of the incoming atoms, it can be expected that ifΛd � 1, atoms being deposited will

diffuse around the surface easily, with the result that most of the deposit would

grow at the step edges. On the other hand, if Λd 	 1, the surface diffusion rate is

small in comparison to the deposition rate, so that atoms will tend to stay near the

site of deposition. The results of the simulation reflected this interpretation, as can

be observed for example in Fig. 5.43, which was obtained from simulations for

homoepitaxial growth. There, we can see the transition from regions of instanta-

neous nucleation Λd > 1ð Þ to progressive nucleation Λd < 1ð Þ. In fact, in the first

case we see little formation of clusters at large values of Λd, since the simulations

show very little formation of clusters other than the growth at the step edges. In the

Fig. 5.43 Cluster density

plotted as a function of Λd

and time. Time is

represented by the amount

of deposit on the surface

(Reprinted with permission

from Ref. [91])
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second case, for small values of Λd, the cluster density shows an approximately

linear relationship with respect to time, consistent with progressive nucleation.

Figure 5.44 shows snapshots of these simulations, for different Λd, as well as for

different jump frequencies w different heights of the diffusion energy barriers.

There, it can be observed the transition from island formation to border decoration

upon Λd increase. On the other hand, the far left column of this figure shows results

obtained with a low jump frequency and low surface diffusion energy barriers that

may be contrasted with the results shown on the far right column, which shows

results obtained with a high jump frequency and high energy barriers. It is apparent

that in the former case large, facetted clusters are formed, while in the latter much

less smooth and smaller clusters result.

Although the results we have shown above in Figs. 5.43 and 5.44 were for a

homoepitaxial system, it was found that heteroepitaxial growth follows the same

principles that govern the cluster density, step edge growth, and other deposit

characteristics.

New advances in related KMC simulations, have been undertaken recently. As

mentioned above, Treeratanaphitak et al. [86, 87] have extended the EAM-KMC

methodology to include atom exchange and other phenomena. Another interesting

improvement of KMC is the introduction of the first passage time algorithm [92] to

replace the computationally demanding simulation of diffusion hops in KMC by

larger jumps when particles are far away from step-edges or other particle. This

innovation has allowed to analyze different categories of deposition systems:

homoepitaxy, heteroepitaxy, multi-layer, step edge, and confined regions [93].

5.4.4.4 Kinetic Monte Carlo Analysis of Cu Underpotential

Deposition on Au(111)

Similarly to the discussion done in Sect. 5.4.3.2 of this chapter, we discuss

separately the work of Brown et al. [94] on the application of KMC techniques to

complex upd systems. As we have seen in Sect. 5.4.3.2, an effective lattice-gas

Hamiltonian was developed for the Au(111)/Cu system in the presence of sulfate

anions. As pointed out above in Sect. 5.4.4.1 a dynamic hierarchy, involving the

calculation of different transitions rates, is necessary for the implementation of the

KMC procedure. It is illustrative to see how Eq. (5.48) can be used, along with some

considerations, to construct such a hierarchy. At first, it is relevant to consider

which processes are to be taken into account. In the present model these processes

were, for both species, Cu and sulfate: (a) adsorption, (b) desorption, (c) one-step

lateral diffusion. To proceed to assignation of rates, since these are related to

processes involving single particles, it is more useful to consider the free energy

associated with a single adsorbed particle of species X (X¼ S (Sulfate) or C

(Copper)) occupying site i for a specific configuration of neighbors and to formulate

the lattice-gas Hamiltonian:
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Fig. 5.44 Snapshots of simulation outputs after deposition of one-quarter equivalent monolayers

of KMC simulated deposition, for several of the simulated parameter regimes. From top to bottom,
the snapshots correspond to increasing Λd values. From left to right, correspond to increasing jump

frequencies and surface diffusion energy barriers (Reprinted with permission from Ref. [91])
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Ĥ i X;Γð Þ ¼ �~μX �
X
n

Φ nð Þ
XS

Xnð Þ

j ið Þ
cSj þ Φ nð Þ

XC

Xnð Þ

j ið Þ
cCj � δX,SΦ

tð Þ
SS

Xnð Þ

Δ ið Þ
cSj c

S
k

24 35 ð5:66Þ

where the symbols have the same meaning as in Sect. 5.4.3.2. The sum
X nð Þ

j ið Þ runs

over all adsorption sites j that are that are nth neighbors of site X, the sum
X nð Þ

Δ ið Þ
runs over all second-neighbor equilateral triangles involving site i, the factor δI,S is
unity when X¼ S and zero otherwise, and the index Γ runs over all possible

arrangements of neighboring adsorbate particles within the maximum interaction

range from site i. The index X may also take the value 0 (unoccupied site), in which

case Ĥ i 0;Γð Þ ¼ 0, regardless of the arrangement of the neighbors.

Let us now consider the desorption-adsorption process in terms of the hamilto-

nian (Eq. 5.66). With this purpose, we appeal to a representation of the free energy

profile of the reaction in terms of the Butler-Volmer approximation [95], as

depicted in Fig. 5.45. To analyze the adsorption of a particle, we move from right

to left of the figure. Three different situations are considered for the ad-state. The

most simple initial case, labeled with I, is an adsorbed particle without neighbors, in

a condition where ~μX ¼ 0. Under this condition Ĥ i X;Γð Þ ¼ 0, the free energy

profile is completely symmetric, with a free energy barrier of magnitude Δ�
0(X). The

next initial ad-case is labeled with II in the figure, and corresponds to an initial

adsorbed particle without neighbors, but in the presence of an electrochemical

potential ~μI 6¼ 0. In this case Ĥ i X;Γð Þ ¼ �~μI. The most general case is that denoted

with III, where the single-particle Hamiltonian is Ĥi(X,Γ). In this case, the free-

energy barrier for adsorption is changed to:

Fig. 5.45 Butler-Volmer-

type free-energy barrier

scheme for considering

adsorption/desorption of

particles. Three different

cases are analyzed, as

discussed in the text

(Reprinted with permission

of Ref. [94])
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Δ*
i X;Γð Þ ¼ Δ*

0 Xð Þ þ αĤ i X;Γð Þ ð5:67Þ

where α a is the so-called symmetry factor, usually assumed to be close to 1/2.

Thus, if the effective interactions of the ad-state are negative, the free energy

activation barrier will be lowered by the amount given by the second term on the

rhs of Eq. (5.67). Through this equation, we have solved a kinetic problem by using

a thermodynamic expression, given by Eq. (5.66). A free parameter Δ�
0(X), which

depends on the species being adsorbed, has emerged from the ansatz (Eq. 5.67).

To get the activation energies for surface diffusion between neighboring sites i

and j, the ansatz proposed was:

eΔ*
i j X;Γð Þ ¼ eΔ*

0 Xð Þ þ 1

2
max Ĥ i X;Γð Þ, Ĥ j X;Γð Þ� � ð5:68Þ

where the max[x, y] is a function that selects the maximum value between x and y

and eΔ*
0 Xð Þ is a new parameter to be chosen.

The parameters introduced in Eq. (5.66) to calculate Ĥi(X,Γ) were not those

presented in Sect. 5.4.3.2 but an improved version of them, which were also

reported in Ref. [94]. The phase diagram obtained with this improved set of

parameters is shown in Fig. 5.46, along with a cyclic voltammogram for Cu upd

onto Au(111) surface.

Rather than on voltammograms, the KMC simulations were focused on

potentiostatic transients, motivated by experimental results that were discussed in

Chap. 2 [96–98]. H€olzle et al. [97] measured current transients in potential-step

Fig. 5.46 (a) Improved ground-state phase diagram for the system Cu/Au(111) in the presence of

sulfate anions, as presented in Ref. [94]. The structure of the different phases can be found in Fig. 5.35

of Sect. 5.3.2. The dotted line represents the isotherm used to simulate the potential-step experiments.

It was chosen to match the transition potentials observed in experiments. (b) Cyclic voltammogram

for Cu upd onto Au(111) surface, taken from Ref. [71]. Note the correlation between the peaks in the

voltammograms (A/A0 andB/B0) in figure (b), with the crossings in the phase boundariesmarkedwith

arrows in figure (a) (Reprinted with permission from Refs. [94] and [71])
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experiments performed at both transitions marked with A/A0 and B/B0 in Fig. 5.46a,
with both positive-going and negative-going steps. Figures 5.47 and 5.48 show

simulated potential steps for the B/B0 and A/A0 transitions respectively. In the first

case, it must be remarked that both transients reflect nucleation and growth mech-

anisms. As observed in the experimental data, the broad maximum becomes

stronger and it shifts to shorter times as the size of the step is increased. In the

second case, Fig. 5.48, it is remarkable that the transients are very different for

positive and negative potential steps. While the positive step present current

transients that are non-monotonic (left), the negative steps lead to monotonically

decreasing transients, which do not present to a simple functional form. Snapshots

of a simulation of this type of negative step shows that equilibration after the step

occurs in a disordered phase with a relatively high sulfate coverage (see Fig. 5.49).

Fig. 5.47 KMC simulation of potential steps across the transition between the 1� 1ð Þ01 andffiffiffi
3

p � ffiffiffi
3

p� �1=3
2=3

phases. Left: Potential step in the positive direction, as illustrated by the arrow B0 in
Fig. 5.46a. Right: Potential step in the negative direction, as illustrated by the arrow B in Fig. 5.46b

(Reprinted with permission from Ref. [94])

Fig. 5.48 KMC simulation of potential steps across the transition between the
ffiffiffi
3

p � ffiffiffi
3

p� �1=3
2=3

and

1� 1ð Þ00 phases. Left: Potential step in the positive direction, as illustrated by arrow A0 in

Fig. 5.46a. Right: Potential step in the negative direction, as illustrated by arrow A in Fig. 5.46b

(Reprinted with permission from Ref. [94])
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The sulfate present collapses first with incoming copper atoms to form a domain of

the phase
ffiffiffi
3

p � ffiffiffi
3

p� �1=3
1=3

, metastable at the potential where the step was made (see

Fig. 5.46a). This phase is filled later with Cu to yield finally the stableffiffiffi
3

p � ffiffiffi
3

p� �1=3
2=3

phase (see Fig. 5.49).

The authors pointed out that the fact that different dynamic paths can give

current profiles qualitatively similar to those observed experimentally indicates

that more study of the copper upd system is desirable. However, it must be

recognized that these studies represented an important step forward in the under-

standing of this puzzling system.

5.5 Miscellaneous Models Applied to Underpotential

Deposition

We devote this section to different models that have been applied to model upd, but

which have not yet evolved to develop a wide branch of theoretical work.

5.5.1 Quantum Mechanical Semiempirical Calculations

Before the availability of DFT programs, much quantum mechanical work was

based on semiempirical approximations. This was for example the case of the semi-

empirical atom superposition and electron delocalization molecular orbital (ASED-

MO) technique [99, 100]. This method became very popular at the end of the 1980s

and the beginning of the 1990s, and found a number of applications to upd.

Mehandru and Anderson [101] used this method to consider the behavior of quarter

of a monolayer and a half-monolayer of Pb atoms adsorbed on Au(100) in rela-

tionship to the binding and orientation of the oxygen molecule on these surfaces.

Fig. 5.49 Series of snapshots after a negative-going potential step to 20 mV below the transition

between the low coverage and mixed layers, see arrow A in Fig. 5.46a. Note the high concentra-

tion of sulfate species at 0 s, the predominance of phase
ffiffiffi
3

p � ffiffiffi
3

p� �1=3
1=3

at 0.25 s and the

predominance of the
ffiffiffi
3

p � ffiffiffi
3

p� �1=3
2=3

at 1 s. The circles were drawn to focus on some compact,

representative domains (Reprinted with permission from Ref. [94])
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Lopez et al. calculated the stability of different Ni upd structures as a function of

surface coverage and electric potential applied to the Pt(111) surface [102], and

they also investigated the influence of different surface structures on coadsorbed

water decomposition [103]. In the first case, the information obtained was related to

the most favorable binding site and the growth mechanism of the metal deposit,

which was accompanied by a molecular orbital analysis. Lopez et al. used the same

methodology to consider the possible structures of copper electrodeposits on Pt

(100) and Pt(111) clusters under different applied electric potentials [104].

5.5.2 Orientational Ordering of Adsorbed Monolayers

We have seen in Chaps. 2 and 3 that Tl and Pb monolayers adsorbed on Ag(111)

surfaces form incommensurate, hexagonal monolayers that are compressed com-

pared to the bulk metals by 0.1–3.2 % and rotated from the substrate [011] direction

in several degrees. A similar observation has been made for Tl and Pb adsorbed on

Au(111). To study these systems, Mola and Blum [105] and Mola et al. [106, 107]
have set up a model for the adsorption energy of a hexagonal close packed

monolayer deposited on a substrate surface of the same structure but different

lattice constant as a function of the epitaxy angle between the principal axis. The

underpotentially deposited Pb on the (111) surface of silver was the subject of

these studies, but the model could easily be extended to other similar cases of

different geometry. Figure 5.50 shows the geometrical arrangement that these

authors employed to represent this system. The substrate S was considered to be

described as a hexagonal lattice with lattice constant a, set equal to 1 for conve-

nience, while the adsorbate defined a superimposed hexagonal arrangement of

Fig. 5.50 Portion of a

geometric arrangement as

that used by Mola and Blum

[105] to study the upd

deposition of Pb on Ag

(111). Filled circles: points
of the substrate lattice.

Open circles: points of the
adsorbate lattice (Reprinted

with permission from Ref.

[105])
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lattice constant b. Coordinate systems (x,y) and (x’,y’) were defined for A and S,

respectively so that the vectors (m,n) and (r,s) with integer components define the

positions of the point lattices A and S. Assuming a common origin for both

coordinates, the angle θ defines the epitaxy angle.

The representation of a lattice point X ¼ m; nð Þ of the adsorbate lattice on the

substrate system, say X0 ¼ x0, y0ð Þ is given by:

X0 ¼ bM θð ÞX ð5:69Þ

where the matrix relating the components in the two systems, which are shown in

Fig. 5.50, has a simple form:

M θð Þ ¼ 2ffiffiffi
3

p sin π=3þ θð Þ sin θð Þ
sin θð Þ sin π=3� θð Þ

� 	
ð5:70Þ

The points at which the two lattices in Fig. 5.50 overlap define a coincidence lattice.

These points, that we label within the adsorbate lattice withRc ¼ xc; ycð Þ, fulfill the
relationship:

d xc; scð Þ ¼ x2c þ y2c � xc yc
� �1=2 ¼ hb ð5:71Þ

where d(xc, sc) is the distance of the pointRc to the center of the coordinates and h is
an integer number. Using Eqs. (5.69), (5.70) and (5.71) we get:

xc
yc

� 	
¼ b

2ffiffiffi
3

p sin π=3þ θð Þ sin θð Þ
sin θð Þ in π=3� θð Þ

� 	
h
0

� 	
ð5:72Þ

which leads to the angle:

θ ¼ sin �1 2xc � yc

2 x2c � y2c þ xcyc
� �1=2

" #
ð5:73Þ

Considering the approximate experimental value of b ¼ 1:2010, Mola and Blum

[105] calculated the values of h, xc and yc compatible with it, as well as the

corresponding θ, finding the best agreement with experiment for h¼ 28,

b¼ 1.2000 and θ ¼ �4:43�.
Extensions of this model were developed by Mola et al. [106, 107], expanding

the potential energy per surface atoms in a Fourier series:

V Rð Þ ¼
X
G

VGexp iG  Rð Þ ð5:74Þ

where G denotes 2-dimensional reciprocal lattice vectors and R indicates the

position of an adatom.
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The binding energy per adatom was evaluated considering up to three or four

harmonics in Eq. (5.74), finding a good agreement between the calculated θ values
and the experimental ones.

5.5.3 Entropic Contribution to Underpotential Deposition
Shift: Lattice Dynamics Analysis

Entropic contributions to underpotential shift (see definition in Chap. 1) have been

seldom considered in the literature [108]. Pioneering work in the modeling of

entropic contributions to underpotential shift was undertaken by Oviedo

et al. [109] by means of lattice dynamics. In this approach, the Hamiltonian of

the system, which takes into account potential and kinetic contributions to the

energy of the system in normal coordinates ξ and momentum _ξ is written as:

Ĥ ξ; _ξ
� � ¼ U 0ð Þ þ 1

2

X
i

f iξ
2
iþ

1

2

X
i

Mi
_ξ
2

i ð5:75Þ

where U(0) is the energy of the system when all atoms are in their equilibrium

positions, fi denotes an effective force constant andMi represents the effective mass

of particle i. The energy of the system was calculated using the EAM , as discussed

in Sect. 5.4.4.2, and the quasi-harmonic lattice dynamic method (EAMLD) devel-

oped by Barrera and co-workers [110]. Within this approximation, it is assumed

that the Helmholtz energy of a crystal at a temperature T can be written as the sum

of static and vibrational contributions:

F ¼ Ustat þ Fvib Tð Þ ð5:76Þ

where Ustat is the potential energy of the static lattice in a given configuration and

Fvib is the sum of the harmonic vibrational contributions from all normal modes.

For a periodic structure, the vibrational frequencies υj(q) (q being a wave vector

defined in the reciprocal lattice of the system) are obtained by diagonalization of the

dynamic matrix, so that Fvib is given by:

Fvib ¼
X3N
j¼1

X
q

1

2
hυ j qð Þ þ kBTln 1� exp � hυ j qð Þ

kBT

� �� �� 	
ð5:77Þ

where the first term is the zero-point energy at T¼ 0 K. For a macroscopic crystal,

the sum over q becomes an integral over a cell in reciprocal space, which can be

evaluated by taking successively finer uniform grids until convergence is achieved.

The normal mode frequencies υj(q) depend on the interactions among the atoms in

the solid, as described by the EAM.
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The vibrational contribution to the entropy is in turn given by:

Svib ¼ kB
X3N
j¼1

X
q

�ln 1� exp � hυ j qð Þ
kBT

� �� �
þ hυ j qð Þ=kBT

exp � hυ j qð Þ
kBT

� 
� 1

h i
24 35 ð5:78Þ

The specific heat at constant volume may be obtained from the previous equation

considering the thermodynamic relationship ∂S=∂Tð ÞV ¼ CV=T. Figure 5.51

shows the supercells used to perform the lattice dynamics analysis for several

systems, including the (111), (100) and (110) faces of different substrate/adsorbate

combinations containing Ag, Au, Pt, Pd and Cu. A 1� 1 commensurate structure

was assumed for all systems.

Figure 5.52 shows the entropic contribution to underpotential shifts for the

systems analyzed, as function of the crystallographic misfit. The misfit was defined

as in Eq. (5.47), but without the factor 100, so that the systems included in this

figure are in the range 12% < εmf < 14%. The first relevant information concerns

the magnitude of the entropic contribution to upd shift, where it is found that this

quantity is rarely largen than 20 meV, which translated into the electrochemical

scale means changes at the most of the order of 20 mV. It can be observed that plots

for all single crystal faces present a positive slope, so that negative and positive

misfits roughly correspond to negative and positive entropic contributions, respec-

tively. This has the following physical explanation: when an adsorbate is

Fig. 5.51 Diagram of the supercells employed to represent the substrate (single crystal face) +

adsorbate system for the lattice dynamic analysis described in the text. It consists of a 14-layer

basis (12 inner substrate layers plus two external adsorbate ones). (a) Slabs and their images in the

z-direction. (b) Top view of the surface. Periodic boundary condition in x-, y- and z-directions
were applied (Reprinted with permission from Ref. [109])
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compressed to fit on a smaller substrate, its motion becomes more restricted

delivering a negative contribution to upd shift. This general trend is modulated by

specific chemical effects, but it seems to be valid in a first approximation. Exper-

imental entropy shifts will very likely differ quantitatively from the values reported

in Fig. 5.52, since the calculations assumed pseudomorphic structures, and real

systems with a large misfit will relax this condition either by adopting incommen-

surate structures or via the occurrence of surface defects in the monolayer.

5.5.4 Application of Molecular Dynamics and Related
Techniques to Underpotential Deposition

Molecular Dynamics (MD) is a computer simulation technique that allows gener-

ating trajectories in the phase space of a given system. This procedure is performed

by numerically solving the classical equations of motion (Eq. 5.6) and (Eq. 5.7),

presented in the introduction of this chapter and can be summarized as:
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Fig. 5.52 Entropic contribution to the underpotential shift as a function of the crystallographic

misfit. The adsorption of M (M¼Ag, Au, Pt, Pd, Cu) is considered on different substrates. (a)

(111), (b) (100) and (c) (110) corresponding to the three single crystal surfaces studied. The inset

shows the symbols employed to represent the different adsorbates on a given substrate. On each

line representing a substrate, the adsorbates were, from left to right: Ag, Au, Pt, Pd and Cu

(Reprinted with permission from Ref. [109])
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mi
d2Ri

dt2
¼ f i with f i ¼ �∇iU Rf gð Þ ð5:79Þ

In the quantum mechanical approach we took in the introduction of this chapter the

set {Ri} represented the position of nuclei or core ions, which were in principle

treated separately from electrons. In a more approximate description often used, the

{Ri} represent the position of the atoms, viewed as a whole. Each atom is not

viewed as composed of a nucleus and electrons, but considered as a whole entity,

which interacts with other atoms via an effective potential. This is, for example, the

case of the Lennard-Jones interaction potential, where the interaction between

particles 1 and 2 is given by:

vLJ12 R12ð Þ ¼ 4εLJ
σLJ
R12

� �12

� σLJ
R12

� �6
" #

ð5:80Þ

where εLJ is the depth of the potential well, σLJ is the finite distance at which the

inter-particle potential is zero and R12 ¼ R2 � R1j j. The potential energy for such a
system can be written asU Rð Þ ¼ 1

2

X
i 6¼ j

vLJi j Ri j

� �
. In order to continue the discussion

of the method, we introduce the atomic momenta p ¼ p1, p2, p3, . . . pNð Þ. Thus,
the kinetic energy of the system (K ) can be written as:

K pð Þ ¼
XN
i¼1

pij j2
2mi

ð5:81Þ

The total energy may then be written as a sum of kinetic and potential terms H¼K
+U. The time integration algorithm most commonly used in molecular dynamics is

probably the so-called Verlet algorithm. The general idea behind this algorithm is to

write third-order Taylor expansions for the positions ri t� Δtð Þ, in different time

directions. If we consider that, for particle i, vi is the velocity, ai is the acceleration,
and bi is the third derivative of ri with respect to t, we can write:

Ri tþ Δtð Þ ¼ Ri tð Þ þ vi tð ÞΔtþ 1

2
ai tð ÞΔt2 þ 1

6
bi tð ÞΔt3 þ O Δt4

� � ð5:82Þ

Ri t� Δtð Þ ¼ Ri tð Þ � vi tð ÞΔtþ 1

2
ai tð ÞΔt2 � 1

6
bi tð ÞΔt3 þ O Δt4

� � ð5:83Þ

By adding the two expressions, we obtain:

Ri tþ Δtð Þ ¼ 2Ri tð Þ � Ri t� Δtð Þ þ ai tð ÞΔt2 þ O Δt4
� � ð5:84Þ

Since we are dealing with Newton’s equations of motion, ai(t) is just the force

divided by the mass, and the force is, in turn, a function of the complete set of

atomic coordinates {Ri}, as established in Eq. (5.79).
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Molecular or atom dynamics simulation as discussed above is a deterministic

technique that allows the prediction of the “real” trajectories of motion at real time.

However, to capture many relaxation processes, the integration time step must be

very small, of the order of 10�15 s, and therefore the period of time explored cannot

usually overcome the nanoseconds, something that makes the technique not suited

for many physical problems involved in crystallization. Furthermore, in some cases

not all the degrees of freedom considered are relevant for the process under study.

Taking metal deposition as an example, in some cases the simulator may interested

in the structure of the deposit being formed. While the coordinates of the discharged

metal atoms are relevant for this purpose, not so the coordinates of the solvent

molecules, since they rather participate as thermal bath where the depositing ions

are immersed. One of the options to solve this situation was discussed in Sect. 5.4.4.

Another, intermediate possibility is Langevin dynamics (LD), which was developed

to follow the trajectories of ions or neutral atoms in a fluid at relatively low

computational cost. The algorithm for LD is closely related to MD and is concep-

tually simple: the motion of the i-th atom with mass mi is governed by Langevin

equation:

mi
d2Ri

dt2
¼ f i � γi

d2Ri

dt2
þ f irand ð5:85Þ

where the terms on the rhs of Eq. (5.85) denote: fi is the force as calculated in

ordinary MD, the second term corresponds to an average frictional force with a

macroscopic friction coefficient given by γi, and firand is a random Gaussian force

obeying the fluctuation-dissipation theorem [111]. Ermak’s algorithm [112] pro-

vides a way to treat properly both the systematic dynamic and the stochastic

elements of Langevin equation.

Schmickler et al. [113, 114] have developed a simulation method combining MD

and LD to study systems of interest in upd. A scheme of this simulation method is

shown in Fig. 5.53. The simulation system consists of three principal parts. The

bottom part, labelled A, contains several layers of metal atoms arranged in an fcc
lattice (or similar) containing 400 atoms per layer; the three bottom layers are kept

fixed, the others are mobile and obey ordinary deterministic MD. The interaction

between these metal atoms is calculated from the EAM [78]. In the electrolyte

solution, only the metal ions are modeled explicitly as particles contained in the

regions B and C. Their motion is described using LD. In region C, the concentration

of the particles is kept constant by adding or removing particles, as required. In

contrast, region B contains a variable number of particles and can thus represent a

depletion layer for metal deposition. The particles in the solution do not interact

with each other, but experience a constant background. Switching between LD and

MD occurs at the interface B and A, allowing atom adsorption/desorption at rates

that depend on the background chemical potential μ0.
Schmickler et al. [113] used the present methodology to study Ag upd on Au

(111) surfaces and Ptopd on Au(111) surfaces. In a subsequent work, Mariscal

et al. [114] used this methodology to analyze the decoration of Au islands on
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Au(111) surface by Ag atoms, and the deposition of Ni on Au(111) and Pt(111)

surfaces. Snapshots of a simulation of the former system are shown in Fig. 5.54

Very recently, MD simulations have also been used along with the two-phase

thermodynamic (2PT) method to study the entropic contribution to monolayer upd

formation [115]. We explain briefly the idea behind this application. In the canon-

ical thermodynamic ensemble, all thermodynamic functions can be calculated from

Fig. 5.53 Scheme of the simulation method developed in Ref. [113] to study the deposition of

metal atoms on a foreign surface, as described in the text (Reprinted with permission from Ref.

[113])
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the partition function Q. In the case of entropy, the relationship between entropy

and the partition function is given by:

S ¼ kBT
∂lnQ
∂T

þ kBlnQ ð5:86Þ

The thermodynamic properties of pure metals are in many cases calculated on the

basis of a harmonic oscillator model using statistical mechanics [116]. Within the

harmonic approximation, the partition function can obtained from the vibrational

density of states DOS(v) of the system according to:

lnQ ¼
ð1
0

DOS vð ÞW vð Þdν ð5:87Þ

where v is the frequency of normal modes and W(v) corresponds to a weighting

function given by W vð Þ ¼ �hv=2kBT � ln 1� exp �hv=2kBTð Þ½ �. The density of

states (DOS) may be calculated from the Fourier transform of the velocity auto-

correlation function [117]. The harmonic approximation may be a reasonable

approach for bimetallic systems with negligible mobility and misfit [109]. However,

in bimetallic upd systems like Pb/Au, characterized by a high adatom diffusivity

Fig. 5.54 Snapshots of a MD-LD simulation of Ag decoration of a Au island on a Au(111) surface

(Reprinted with permission from Ref. [114])
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and misfit, this approach may no longer be valid because of the significant

anharmonic nature of the frequency modes. Furthermore, in very small

bidimensional clusters the translational contribution may become important. This

is the reason for the development of a more sophisticated approach including

translational contributions, like the 2PT model. Within this model, the thermody-

namic properties are determined from the sum of static, translational, and vibra-

tional contributions. In the case of entropy:

S ¼ Stras þ Svibra ð5:88Þ

This is possible by dividing the DOS distribution into solid-like and gas-like

components:

DOS vð Þ ¼ DOSsolid vð Þ þ DOSgas vð Þ ð5:89Þ

The gas component is determined based on the DOS at zero frequency and ensures

that all of the diffusive modes are included in this component. Once the gas-like

component is determined, the solid-like component can be obtained from the

difference between the total DOS and the gas-like DOS. So, the 2PT method allows

the computation of anharmonic effects explicitly. The studies of Ref. [115] dem-

onstrated that very small Pb clusters on Au(111) surfaces show an entropic contri-

bution to their stability. This is expected from the observation of their DOS, as

shown in Fig. 5.55, where the increasing translational contribution for smaller

clusters is marked with arrows in the figure.

The entropic contribution of small clusters to underpotential shift, calculated

using the 2PT method is shown in Table 5.13, together with the energetic and free

energy contributions. It can be observed that the largest contribution to the upd shift

stems from the vibrational part, being the translational practically negligible, even

for the smallest clusters.

Fig. 5.55 Density of states

corresponding to Pb clusters

of different sizes on a Au

(111) surface at 300 K as is

indicated in the legend. The

curves have been

normalized by dividing by

the number of Pb atoms

(Reprinted with permission

from Ref. [115])
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Chapter 6

Underpotential Deposition and Related

Phenomena at the Nanoscale: Theory

and Applications

6.1 General Aspects

Macroscopic materials composed by transition metals such as Ag, Au, Cu, Pd, and

Pt are ductile, malleable, besides displaying excellent electrical and heat conduc-

tivity and high optical reflectivity. These properties have allowed these materials to

be widely used in several areas, such as electronics (electrical contacts and

conductors) and the catalysis of chemical reactions. When the size of these mate-

rials decreases to the nanometric scale, these particles show unique properties,

which cannot be observed in macroscopic-sized materials. The number of synthesis

methods of these nanomaterials and their new and possible technological applica-

tions has increasingly grown during the last decade. This progress has inevitably led

to the commercialization of several nanomaterials. For example, Ag nanoparticles

(NPs) have been used as a type of antimicrobial reactive of broad spectrum in

medicine, mass consumer products, antiseptic aerosols of domestic use, antimicro-

bial water filters coatings, etc. [1]. Apart from these commercial applications,

nanomaterials are largely used in the field of research, e.g. plasmonics, medicine,

reactivity, combustion cells, etc. [2, 3].

These last decades have witnessed important advances in the development, the

characterization and the way to assemble and/or produce molecular-scale devices.

Nanoscience and Nanotechnology are the branches of science in charge of these

advances. Nanotechnology consists of production, manipulation, and integration of

devices at the nanoscale while Nanoscience provides the basic theoretical support

for these achievements [4, 5].

Many construction processes, artificial as well as natural, occur at the nanoscale;

this has inspired many different researchers all over the world to deepen into the

fundamental study of matter at this scale. The new properties possible to be reached

manipulating the matter at these size orders are unprecedented and for this reason,

different authors predict that this technology will lead to a third industrial revolu-

tion much deeper than its predecessors.
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Several examples clearly show that the physical parameters of nanomaterials

such as size, shape, surface coating, and surrounding environment strongly influ-

ence their properties and, therefore, their performance in the applications. Different

shapes of metallic nanomaterials are synthesized in a routine way; these include

spheres, spheroids, cubes, cuboctahedrons, octahedrons, tetrahedrons, decahedrons,

icosahedrons, thin plates, ribs or wires, stars, etc. To this aim, a great number of

techniques, protocols, and manufacturing routines can be summarized in two types

of strategies:

(a) Top-Down, also known as conventional manufacturing: it starts from the big

objects which are then broken down into smaller objects. This type of strategy

has characterized the technological advances of the last century. Some com-

mon examples are the technologies used for the manufacture of microproces-

sors, hard disks based on giant magnetoresistance, focused ion beams, atomic

force microscope tips used as a writing device, etc.

(b) Bottom-up, also known as molecular manufacturing: small individual ele-

ments are linked together in order to form bigger components with a superior

hierarchy, which then in turn are linked to each other until an even bigger

system is formed. For instance, the manufacturing processes that utilize the

specificity of Watson-Crick base pairing to build DNA and other nucleic acids

well-defined structures, the chemical and/or electrochemical synthesis

(organic and inorganic synthesis) aim to design molecules with well-defined

shape, molecular self-assembly for automatic ordering, etc. It is expected that

this type of strategy will prevail in the present century.

Bottom-up methods allow smaller geometries than Top-Down ones and are

generally more economical. Today we face a dramatic transition stage between

these two strategies [1–6].

But, what makes nanothecnology or nanoscience scientifically interesting? This

question has many answers, but perhaps the one of greater importance is that many

of the nanosystems properties can be tuned by controlling the size, shape and

composition of nanosystems. Such is the importance of this topic that a complete

book has been devoted to it [7]. In general, nanomaterials properties separate from

the macroscopic laws of Physics; however, these properties can be rationalized

considering quantum mechanics and/or nanothermodynamics. Ligand molecules

generally coordinate small metallic clusters, commonly less than 1 nm in diameter,

and their behavior is similar to that of a single molecule. In contrast, properties of

metallic NPs, greater than 1 nm in diameter, can be considered as intermediate

cases between the properties of a single molecule and the properties of bulk

material. The following example can help to a better understanding of this situation.

The melting point of a solid is, in a classical way, a constant, an intensive property

of the matter; it is even utilized in the laboratories initial lessons at chemistry

university studies as a method of identification. This picture may not occur at the

nanoscale. It is well-known that the melting point of a bulky piece of Au is

approximately 1337 K, but Au-NPs of approximately 20 nm in diameter start

melting at lower temperatures. The melting point dramatically falls in sizes ranging
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from 3 to 4 nm [8], while for a Au nanocluster of 1.5 nm, it can fall down to

775 K [7].

What effect does nano-size have on the chemical properties of materials? The

answer will be given through another example. The chemical potential of a com-

ponent’s system, μ, is defined as the differential change of Gibbs free energy, G,
given the addition of a new particle to the system, N, maintaining all the other

variables constant. Mathematically speaking this corresponds to:

∂G
∂N

� �
P,T

¼ G

N
¼ μ ð6:1Þ

If the system is infinite (bulk), both equalities in Eq. (6.1) are then fulfilled. In other

words, the chemical potential is only a function of pressure (P) and temperature (T),
that is, we can write μ(P,T ). Let us consider now a NP of the same material, at the

same P and T conditions. The NP chemical potential, called μNP, is:

∂G
∂N

� �
P,T

� μþ αN�1=3 � μNP ð6:2Þ

where α is a surface free energy per atom, N�1=3 appears as a consequence that the

number of surface atoms is proportional to N to the power 2/3. It is worth

mentioning that Eq. (6.2) is a first approach to the chemical potential of a NP. If

the NP was of a smaller size or free standing, other contributions should be added to

Eq. (6.2), such as curvature and rotational terms. The mathematical expression for

μNP depends on the model used to describe it. The most used version consists in

assuming a spherically-shaped NP whereαN�1=3 ¼ 2Mγð Þ= zFρrð ÞwhereM, γ, z, F,
ρ and r correspond to the molar mass, surface energy, cation charge, Faraday

constant, specific mass and NP radius, respectively. This is known in the literature

as Gibbs-Thomson Model. As the NP gets smaller, the second term on the right

hand side of Eq. (6.2) becomes relatively more important and subsequently, major

deviations from the bulk behavior will appear. It is intuitive to infer from Eq. (6.2)

that at the nanoscale, the chemical potential is not only a function of both: P and T,
but also of the NP size as well, that is μNP(P,T,N ).

What effect does nano-size have on the electrochemical properties of materials?
We will attempt an answer by analyzing the effect on the Fermi level of a metal

(εF). The latter magnitude is defined as the electrochemical potential of the elec-

trons inside a metal (eμe). The work function (Φ), is the minimum work necessary to

remove an electron from the Fermi level to the vacuum:

Φ ¼ �εF � e0ϕ ð6:3Þ

where ϕ is the electrostatic potential right outside of the metal. The vacuum level is

the energy of an electron at rest at a point far enough from the surface that the

electrostatic image force can be despised – typically at 10 nm from the surface [9].
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If the electrode is infinitely large, then Φ has a well-defined value for a given

metal and surface structure. Conversely, for spherical metal NPs of intermediate

sizes, the electron removal energy has been found to scale as [10]:

ΦNP ¼ Φ� 2Mγ

zFρ
� 5

8
e20

� �
1

r
ð6:4Þ

whereΦNP corresponds to the NP work function. The term 2Mγ/(zFρ), appears from
considering the change of the NP chemical potential according to the Gibbs-

Thomson model [11], as presented in the discussion following Eq. (6.2). The

term 5e20/8 corresponds to the corrections of the image-charge contributions

according to a classical model introduced by Wood and Plieth [12, 13]. Thus,

work function size dependence may be considered as the addition of two terms:

first, the chemical potential change of the electrons in the metal particle and second,

the image force change. If a NP is used as a nanoelectrode, the position of its Fermi

level regarding the molecular orbitals of the redox species in solution may change;

consequently, its electrochemical behavior may be different. In general for a metal,

the dipolar contribution is greater than chemical contribution, so extracting an

electron from a NP sometimes involves a larger work than taking it out from the

corresponding bulk material and the smaller the NP is, the larger this work will

become. Thus, this early work showed that “nano” effects might become important

in electrochemical processes where the work function is known to play a key role,

for example in determining the potential of zero charge of the electrode. For

instance, Schnippering et al. [14] showed that the work function of Ag particles,

ΦNP
Ag increased from 5:29� 0:05ð Þ to 5:53� 0:05ð ÞeV as the particle size decreased

ranging from 35 to 4 nm. These values are approximately 1.01 to 0.55 eV higher

than for monocrystalline Ag surfaces (4.74, 4.64, and 4.52 eV for [111], [100], and

[110] surface, respectively [8]). As it is mentioned by the authors, this great

difference is also partly attributed to the surface dipole induced by the link

citrate-Au (surface) (about 0.2 eV) and the presence of an oxide film on the

Ag-NPs surface. However, disregarding these contributions, the tendency to

increase ΦNP
Ag with the size is still clear.

6.2 Kinetics and Thermodynamic Driving Force

6.2.1 Reduction Mechanism

The reduction of aqueous metallic oxidized species, Mzþ
aqð Þ, leads to neutral atoms

and these constitute the construction blocks of clusters and metallic NPs. This

process is the result of consecutive redox reactions in which the electrons of a

reducing agent, Redu, are transferred to the metal according to the following

electrochemical equations:
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mMzþ
aqð Þ þ mzð Þe� ! M0

m ð6:5Þ
Redu ! Oxuþ1 þ e� ð6:6Þ

mMzþ
aqð Þ þ mzð ÞRedu ! mzð ÞOxuþ1 þM0

m ð6:7Þ

where Oxuþ1 is the oxidized species. The driving force of the process is the

difference between the redox potentials, ΔE, between reactions (6.5) and (6.6).

The magnitude of ΔE determines the value of the equilibrium constant, K, of
reaction (6.7) according to:

ln K ¼ zF

RT
ΔE ð6:8Þ

The reduction reaction of Mzþ
aqð Þ is thermodynamically possible only if ΔE is

positive, which implies that the redox potential of the reducing agent must have a

more negative value than that of the metallic species. From a practical viewpoint,

this difference must be greater than about 0.4 V, otherwise, it will not be able to

start, or it will proceed at a very slow speed. For example, for the Au o Pt cases, two

metals with high reduction potentials (E0
Auþ=Au ¼ 1:692 V and E0

Pt2þ=Pt ¼ 1:18 V),

the reduction process may occur with weak reducing agents. On the contrary,

metals with low reduction potentials such as Cr (E0
Cr2þ=Cr ¼ �0:913 V) require

stronger reducing agents and more extreme reaction conditions.

If the metal ion intervening in reaction (6.5) is complexed in aqueous solution or

if it is part of a compound, the standard redox potential, E0 will be smaller. The

decrease of redox potential depends on the stability of these complexes; for

instance, Table 6.1 shows the changes occurring in the Ag ion standard potential

due to the formation of complexes with an increase in the stability. These different

stabilities limit the selection of the reducing agents.

Another alternative to modify E0 is the use of the acid–base reactions, which are

generally coupled to the reduction reactions. The reaction pH has a strong impact

on the solute redox potentials and this impact can be quantified by Nernst equation.

Both, complexing and pH effects, can be condensed in the so-called “redox dia-

grams”. These provide detailed information about the way to manipulate the

reaction conditions in order to generate metallic NPs with the desired structure

and size. As an example, Fig. 6.1 shows the redox diagram of Pd2þ, Agþ and

hydrazine when the pH of the solution is adjusted with ammonia, which strongly

makes both cations complexed. The corresponding redox reactions are inserted in

the Figure.

According to Eq. (6.8) an increase in the value of ΔE will translate into a more

spontaneous reaction, leading to smaller sized metal particles due to the generation

of a larger number of nuclei. The size of the metal particles decreases as ΔE of the

reaction increases. So, reduction reactions with very large ΔEmust be employed to

generate nanosized metal particles, which implies the selection of uncomplexed
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metal ions coupled with very strong reducing agents. The requirement of a largeΔE
is a necessary, but not sufficient condition to achieve such monodispersed small

particles. We can infer from Fig. 6.1 that the Pd-NP formation reaction by hydra-

zine oxidation may occur without kinetic hindrances at low and high pH. However,

at pHs about 5,ΔE has a small (but positive) value, indicating according to Eq. (6.8)

that the Pd-NP formation is thermodynamically driven but kinetically hindered.

A similar argument cannot be given for the formation of Ag-NPs with hydrazine.

Another example of manipulation of redox potential with pH can be found in the

article by Sánchez-Iglesias et al. [17]. These authors grew a Ag layer at room

temperature through the reduction of Ag-ions with quinone/hydroquinone on a

Table 6.1 Changes on the

Agþ redox potential as the

result of the formation of

different complexes in

aqueous solution

Redox system E0/V

Agþ þ e� ! Ag0 0.799

Ag NH3ð Þ2
� �þ þ e� ! Ag0 0.38

Ag SO3ð Þ2
� �3� þ e� ! Ag0 þ 2SO2�

3
0.29

Ag S2O3ð Þ2
� �3� þ e� ! Ag0 þ 2S2O

2�
3

0.01

AgI4½ �3� þ e� ! Ag0 þ 4I� �0.09

Ag CNð Þ3
� �2� þ e� ! Ag0 þ 3CN� �0.51

Reedited with permission from Ref. [15]

Fig. 6.1 pH effect on the hydrazine redox potential and the complex ammonium-Metallic of

palladium and silver (Reprinted with permission from Ref. [56])
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Au-NP surface. The coupling of an acid–base equilibrium, allowed these authors to

modify the hydroquinone redox potential with pH [18]. At a pH of 7.4 or higher, the

hydroquinone redox potential is enough to reduce Ag, even if Au-NPs were present

or absent. At pH values below 7 the redox potential becomes less negative and no

reaction occurs even when Au-NPs are present. At intermediate pH values, it is

possible to reduce Ag only on the Au-NPs surface.

Solvents play an important role on the NPs electrochemical synthesis

[19]. These can play a multiple role on the preparation; for example, primary

alcohols (methanol, ethanol) can work as solvent as well as reducing agents in

the preparation of Pd, Pt and Au NPs, while the polyols (glycerol, diethylene

glycol) can perform a triple function: as solvents, stabilizing and reducing agents,

in the preparation of Cu and Ni NPs [20].

6.2.2 Strong Versus Weak Reducing Agents

The reducing agents that produce the metallic reduction reaction in Eq. (6.7) can be

classified as weak or strong. However, as discussed in the previous section, this

depends on the reaction conditions.

One of the most common reducing agents is hydroquinone (H2Q). This agent is

widely used for reducing Ag-ions for photo developing. In the photographic

processing, the BrAg film exposed to light creates small Ag metallic clusters,

which are too small to be visible with naked eyes. This constitutes what is

commonly denominated as a photographic negative. The fogging process consists

in provoking a growth in these metallic clusters through the addition of a solution

containing H2Q and additional Ag-ions. This makes the initial clusters grow until

they become visible. H2Q is incapable of reducing Ag-ions isolated in photographic

film, but it is capable of reducing Ag-ions in the presence of pre-existent metallic

clusters. Fayet et al. [21] proposed that these clusters should be composed of at least

four atoms. The reason for this selection lies in its reduction potential. The energy

used to reduce several Ag-ions to create a precursor seed is markedly different from

the energy used to reduce ions on a pre-formed metallic cluster. This is the

difference between homogeneous and heterogeneous nucleation, as we will discuss

later. Table 6.2 shows estimates of the redox potential of different Ag metallic

clusters [18]. From Table 6.2, we can observe that the hydroquinone redox potential

is E0
Q=H2Q

¼ �0:7 V for pH¼ 1 and it is incapable of exceeding the highly negative

redox potential required to produce an isolated Ag atom, E0
Agþ=Ag0

1

¼ 1:8 V. How-

ever; it is enough to reduce Agþ-ions if there are previously existing clusters made

of four or more atoms, on which the redox potential for Agþ is E0
Agþ=Ag0

4

¼ �0:4 V

or higher. It is worth mentioning that the Agþ ions could also be reduced on solid

Ag, because E0
Agþ=Ag01

¼ 0:8 V. An analogous situation should occur in the forma-

tion of the Ag-NPs in solution.
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Borohydride BH4ð Þ� is one of the strongest reducing agents widely utilized in

the generation of NPs and in many other applications in organic and inorganic

chemistry. The redox potential, at pH¼ 14, isE0
H2BO

�
3 =BH

�
4
¼ �1:24 V. Borohydride

reacts quickly with Agþ-ions in solution to create Ag-NPs. Given its high reduction
potential, this agent is used in the formation of initial clusters of almost all transition

metals. In the particular case of Ag, and when observing the reduction potentials

shown in Table 6.2, it seems contradictory that the BH4ð Þ� may reduce Agþ-ions.
Nevertheless, it should be taken into consideration that in general, for a reaction to

take place in solution, the Agþ -ions are complexed, a fact that reduces the free

energy necessary (or the potential) to form the precursor seed, as it can be observed

in Table 6.1. To thoroughly analyze this problem, we can resort to the experiment

by Gentry et al. [18], whose results are represented in Fig. 6.2. There, we see the

absorption spectra for Ag nanoparticles grown using as reducing agents (a) H2Q and

(b) BH4ð Þ� /H2Q. Figure 6.2a shows the spectrum when the solution containing

Ag-ions is exposed to reduction of H2Q; no formation reaction is observed. On the

contrary, when BH4ð Þ� is added to the electrolyte solution, Ag-ion reduction starts

and a shoulder near 400 nm (Fig. 6.2b) starts to appear in the absorption spectrum.

After the whole BH4ð Þ� has reacted, then authors proceed to add H2Q observing an

increase in the absorption spectrum intensity, thus indicating the growth of the

Ag-NPs previously formed (Fig. 6.2b). In other words, H2Q is useful as a weak

reducing agent (incapable of forming initially Ag) once a strong reducing agent

such as BH4ð Þ� is employed to start the formation process. A similar discussion is

valid with stronger and weaker reducing agents other than borohydride and

hydroquinone.

6.2.3 Formation Mechanism of Monoatomic Nanoparticles

Metallic atoms generated by reduction according to Eq. (6.7) are substantially

insoluble in aqueous media and, therefore, they become gradually added in groups

called embryos. Embryos are dynamic entities that intervene in the process of

Table 6.2 Redox Potential required to produce an Ag cluster of a given size

Redox system E0/V

Agþ þ e� ! Ag01 �1.8

Agþ þ e� þ Ag03 ! Ag04 �0.9

Agþ þ e� þ Ag04 ! Ag05 �0.4

Agþ þ e� þ Ag01�1 ! Ag01 0.799

Qþ 2Hþ þ 2e� ! H2Q �0.699 ( pH¼ 1)

Qþ 2Hþ þ 2e� ! H2Q �0.3 ( pH¼ 7)

H2BO
�
3 þ 5 H2O þ 8e� ! BH�

4 þ 8 OH� �1.24 ( pH¼ 14)

C6H6O6 þ 2Hþ þ 2e� ! C6H8O6 0.13

Values taken from Ref. [18]

284 6 Underpotential Deposition and Related Phenomena at the Nanoscale: Theory. . .



continuous dissociation-condensation. As new metallic atoms are generated,

embryos grow until they reach a determined size, called precursor seed. The nuclei

size depends on several reaction parameters such as the solubility constants, solute

concentration, redox potential, temperature, nature, and concentration of surfac-

tants, of solvent viscosity and surface tension. These nuclei are, as a rule, metasta-

ble since they represent a system of relatively large free energy. These nuclei can

grow through two different mechanisms: reduction of material on the seed surface

and through addition of other nuclei in themselves. To produce NPs of practically

the same size (monodispersity), the coalescence process among nuclei must be

hindered at the early stages. This objective can be fulfilled by manipulating the

electrostatic and/or steric effects of each NP. Electrostatic stabilization, strictly

based on manipulating the equilibrium between attractive and repulsive forces, has

little impact on the concentrated systems. There, the double layer is compressed due

to the high ionic strength and, consequently, the NPs can get closer and undergo

aggregation. By contrast, in dilute systems, the impact of the double layer is quite

effective and has the advantage of leading to stable dispersions because the

extension of the double layer is large. Electrostatic stabilization consists in the

adsorption of surfactant, polymers, or polyelectrolytes, which counterbalances the

van der Waals forces. The efficiency of both types of hindrance significantly

depends on the system under study.

Let us consider for simplicity the free energy of formation of a monoatomic,

naked, free-standing nanoparticle at an overpotential η, which is given by:

ΔeGform ¼ GNP � NMμ
bulk
M

� �þ ze0NMη ð6:9Þ

where GNP is the free energy of the NP, NM is the number of its constituent atoms,

and μbulkM is the chemical potential of the atoms in the bulk metal, since we are
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Fig. 6.2 Extinction spectra on (a) unseeded and (b) seeded samples. The unseeded colloid

contained 1.0 mol fraction HQ relative to the number of moles of AgNO3, but no NaBH4. The

seeded colloid was initially charged with 0.02 mol fraction NaBH4. HQ (6.0 mol fraction) was

added to the seeded sample after 3 min. All samples contained 0.2 mM AgNO3 and 0.2 mM

sodium citrate (Reprinted with permission from Ref. [18])
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considering this material as the reference. Following Eq. (6.2), at first approxima-

tion, GNP � NMμbulk
M

� �
term is positive and proportional to the number of surface

atoms, so GNP � NMμbulk
M

� � � αN2=3
M . Then Eq. (6.9) may be approximated by:

ΔeG ¼ αN2=3
M þ ze0NMη ð6:10Þ

This equation has been widely used to analyze nucleation and growth phenomena.

Note that the first chemical term is proportional to N
2=3
M and the second one, the

electrochemical term, is proportional to NM. Thus, the electrochemical factor has a

larger power dependence in ΔeG than the surface term and the former will predom-

inate in the limitNM ! 1. Thus, the behavior ofΔeG will be of two different types,

depending on whether η > 0 or η < 0. This situation is illustrated in Fig. 6.3.

In the first case, η > 0, the electrochemical factor will add the monotonic

growing function ze0NM to the surface energy term, so that ΔeG becomes always

positive for all NM. This behavior is the natural consequence of the increasing area

of the growing NPs, and shows that, subject to the chemical potential of the bulk

metal M, particles of all sizes will tend to dissolve.

In the second case, where η < 0, the electrochemical contribution will add a

monotonic decreasing term to the monotonic increasing surface term, so that a

maximum will appear at NM ¼ N*
M, corresponding to the critical cluster size. This

situation is illustrated qualitatively in the broken line of Fig. 6.3, and corresponds to

systems where the thermodynamic stable state is the bulk material. Particles of size

N�
M are in an unstable equilibrium. Smaller particles will dissolve, and larger

particles will grow towards the bulk condition. The application of a more negative

overpotential, η << 0, shifts N�
M to lower values, but the maximum still persists.

Figure 6.4 shows the energetic contribution to ΔeG for the growth of an Au-NPs

with two different crystalline structures, as obtained from computer simulation

based on semiempirical embedded atom potentials [22–24]. It can be observed

that the overall behavior is qualitatively similar to that described in Fig. 6.3 and

Fig. 6.3 Qualitative

scheme of the excess of

Gibbs energy, ΔeG, as a

function of the number of

atoms of the NP, NM. Note

the monotonically growing

behavior for η > 0 and the

occurrence of a maximum

for η < 0, corresponding to

an unstable state
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Eq. (6.9). However, the presence of a crystalline structure generates a sawtooth

behavior of the curve, something that is characteristic of this type of systems

[25, 26]. While the minima marked by arrows in Fig. 6.4 correspond to the

completion of full shells in the NP, the fine structure is due to growth of individual

facets. The latter are a consequence of the local minimization method employed in

[27, 28] and could disappear if global optimitization methods are used [3]. The

layer-by-layer growth characteristic of these metastable systems [7, 27], may be

understood in terms of the presence of local minima, separated by barriers of the

order of the eV, we will later return to this issue. The beginning of crystal growth

(nucleation) takes place under supersaturation conditions. That is, the electrochem-

ical potential of the metal ions must be larger than that corresponding to the bulk

phase ( η < 0 ). Under supersaturation conditions any NP size is unstable and,

consequently, the NP should grow ad infinitum or dissolve. This “grand canonical”

picture (in the sense of an open system) of NP growth actually occurs in the

synthesis in a rather short period of time. As the NP grows, the concentration of

ions in solution starts to decrease, the system approaches equilibrium and subse-

quently the μNPM ! μbulk
M . The later conditions correspond to a rather “canonical”

picture of growth. Both pictures regarding NP growth coexist in the literature. As it

will be further seen, a canonical view is useful to understand the processes of

nucleation and growth, while a grand canonical view allows understanding stabil-

ities in the processes of NP formation via upd.

A consequence of the fact that μNPM > μbulk
M , making the NP unstable with respect

to the bulk material, is that most of the methods of NP synthesis must control their

size and morphology using kinetic strategies to block their growth. In order to

understand this, a scheme was proposed by LaMer in the 1950s [28] and it is known

as the “burst nucleation” concept. As it was mentioned in the above paragraphs,

most of the methods employed in the formation of NPs require a supersaturation to

proceed. In this process, many nuclei are generated at the same time, and then these

nuclei start to grow. Because all of the particles nucleate almost simultaneously,

Fig. 6.4 Potential energy excess as a function of the number of atoms NM for octahedral (black
lines) and icosahedral (red lines) Au nanoparticles. The plots correspond to overpotentials of (a)

η ¼ 0 and (b) ze0η ¼ �75 mV. Some selected numbers of atoms, corresponding to closed shells,

are marked with arrows
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their growth histories are nearly the same. This is the essence of the “burst-

nucleation” process, which makes it possible to control the size distribution of the

ensemble of NPs as a whole during growth. “Burst nucleation” has been adopted as

an important concept in the synthesis of monodisperse NPs. As a synthetic strategy,

this method is often referred to as “the separation of nucleation and growth”. In this

homogeneous nucleation process, there exists a high free energy barrier, mainly due

to the appearance of a new interface between the new (growing) phase and the

original one (precursor).

How does burst nucleation work? At a given moment, the precursor agent starts

to be injected. Let us further assume that diffusion is infinitely fast, so that matter is

uniformly dispersed all over the volume of the system, and that its temperature

remains unchanged. As the initial concentration of precursor is small, μNPM > μMzþ
aqð Þ
,

where μMzþ
aqð Þ

is the chemical potential of Mz+ in solution. A typical point in this

region would be for example point P1 in Fig. 6.5b. The work of nucleation should

be similar to that described in curve P1 in Fig. 6.5a. This condition is generally

called subsaturation region. Upon further addition of matter, μNPM < μMzþ
aqð Þ
, locating

the system in the supersaturation region. Supersaturation increases continuously

until the injection of matter stops. This point corresponds to step II, called “the

nucleation stage”. At this moment, the amount of metallic precursor is maximal, so

that metal activity and the solubility coefficient take their largest value. This

corresponds to the point marked as P2 in Fig. 6.5b. The work of nucleation under

these conditions will look like the curve P2 in Fig. 6.5a. At this time, the critical

nucleus size reaches its lowest value. As the system is under supersaturation

conditions, very frequently growth nuclei are formed; many of them being unstable,

but occasionally large fluctuations are produced so that these fluctuations overcome

the above-mentioned critical nuclei. These NPs are stable and begin their growth.

At the same time these nuclei grow, other new nuclei are formed, and the precursor

concentration drastically decreases. The situation at this intermediate period is for

example that of point P3 in Fig. 6.5b, and its work of nucleation is described by

curve P3 in Fig. 6.5a. In LaMer’s curves, this corresponds to the third stage of the
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Fig. 6.5 (a) Typical free energy profile for the growth of a NP according to Eq. (6.9). (b) LaMer

plot, change of saturation as a function of reaction time

288 6 Underpotential Deposition and Related Phenomena at the Nanoscale: Theory. . .



process, and the latter is generally called the “growth stage”. When the precursor

concentration decreases, the critical nucleus size displaces toward larger values. At

this stage, the probability of nucleation is relatively low. This prevents the forma-

tion of new nuclei and favors the growth of those already existing. Growth

continues and μNPM decreases asymptotically to μMzþ
aqð Þ
. At this moment, the critical

nucleus size has reached a very large value; a typical point for this situation has

been marked as P4 in Fig. 6.5a, b. At this stage, the nucleation process is practically

suppressed and only the growth of nucleus previously formed is observed. The

experiment described above is the essence of the separation between the nucleation

and growth processes. As the transition time between stages I and II becomes faster,

the monodispersity of the NPs formed increases.

In systems with a rather low speed of metal reduction, the formed nuclei can

fluctuate between crystal structures and twined crystals [29]. This frequency of

structural exchanges decreases when the NP size increases, until the point in which

the NPs are trapped in one of these structures. These structures will serve as a guide

for growth. Many applications need to be able to select some of these structures. A

solution to this may be including new components to the system, which allow

differentiating them even more in energy and finding a way to separate selectively

nuclei from each other to obtain a better monodispersity of the NPs structures

synthesized. For example, this is the case of adding to the reactants small quantities

of oxygen and chloride ions to select the Ag-NP type to be obtained. In presence of

these two components, the twinned structures can be dissolved because the twin-

ning sites provide active sites for NP oxidation (little coordination). This corre-

sponds to an etching process, where chloride acts as a coordinator causing also

oxidation of these sites. As a result, the final NPs present only crystal structures

with {111} and {100} type facets [30].

The differences between theoretical predictions and experimental results suggest

that the nucleation process of NPs in aqueous solution does not proceed via the

classical pathway from LaMer’s point of view; but it follows ways that are more

complex and it involve several steps. For example, little nuclei can be linked

together to form bigger and more stable nuclei. In order to understand this phe-

nomenon, two models have been proposed: the Lifshitz-Slyozov-Wagner model

[31, 32] and the two-stage model [33]. There is evidence that clusters of smaller

sizes than the critical one, are sufficiently stable to the extent that successive

aggregation of these units cause a rise in the speed of NPs formation [34]. The

interaction (coordination) between solvent and/or surfactants molecules with small

clusters can stabilize the molecules enough time so that these little units can be

added to form a single big group, which eventually nucleates towards the bulk

phase. Then, the presence of other components in the thermodynamic formulations

is necessary to allow analyzing the effect of anions, solvents, surfactants, and so

on. Important advances on the influence of these contributions on the formation of

upd monolayers have been the pivot of the discussion in Chap. 3 of the present

book. However, its extrapolation to the nanoscale still corresponds to a vacant issue

in current literature.
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6.2.4 Statistical Mechanic Formulation on the Stability
and Metastability of Nanoparticles

In the present Section we will focus on the problem of stability of homoatomic

nanosystems, with the aim of extending later these concepts to the study of upd on

nanoparticles. To this purpose, we will use the Hill and Chamberlin model

(HC) [35] originally developed to study the conversion of metastable (nanometric)

drops of a liquid into its bulk phase. Important similarities arise for the formation of

NPs in solution. This formalism was based on nanothermodynamics rules. For an

introductory view, we address the readers to the first chapter of Hill’s book on small

systems [36].

The partition function of an incompressible, completely open system may be

written as follows:

ϒ μ; Tð Þ ¼
X1
NM¼1

Q NM; Tð Þexp μNM=kBT½ � ð6:11Þ

where Q(NM, T) corresponds to the canonical partition function of an N-atoms sized

cluster at temperature T. If we further consider that the system is made of a

spherical cluster, Q(NM, T ) takes the form:

Q μ; Tð Þ ¼ c Tð ÞN4
Mexp �α Tð ÞN2=3

M þ μbulk
M NM=kBT

h i
ð6:12Þ

The term c(T)N4
M corresponds to rotational and translational contributions, α(T) is

proportional to the surface tension and the term μbulkM NM/kBT is related to the

partition function of NM particles in the bulk. Replacing Eq. (6.12) into Eq. (6.11)

yields:

ϒ μ; Tð Þ ¼ c Tð Þ
X1
NM¼1

N4
Mexp � φNM þ α Tð ÞN2=3

M

� 	h i
ð6:13Þ

where the coefficient of saturation has been defined as φ ¼ μ bulk
M � μ


 �
=kBT. If φ

> 0 the system is in a subsaturation region; if φ < 0 it is in supersaturation

conditions. If φ ¼ 0 the system is right at the saturation limit. The probability

density of observing a cluster made of N atoms may be written as follows:

PNM
μ; Tð Þ ¼

c Tð ÞN4
Mexp � φNM þ α Tð ÞN2=3

M

� 	h i
ϒ μ; Tð Þ ð6:14Þ

The main idea in the HC model is to analyze stability in terms of the numerator of

PNM
μ; Tð Þ, since ϒ(μ,T ) is fixed for the given μ and T. Then, a plot of f(NM, μ, T)
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defined as f NM; μ; Tð Þ ¼ PNM
μ; Tð Þϒ μ; Tð Þ will present the same behavior as PNM

μ; Tð Þ out of a constant factor. A more suitable form to represent f is to make the

changes of variables n ¼ α3=2NM and δ ¼ α�3=2φ, to get:

f NM; μ; Tð Þ ¼ f nð Þ ¼ n4exp �δn½ �exp �n2=3
h i

ð6:15Þ

Figure 6.6a shows a contour plot of f(n) as a function of δ and log(n) at 300 K. We

have selected four representative iso-saturation lines to this purpose:

δ ¼ 0, � 0:04, � 0:07, and �0:09, which are plotted in Fig. 6.6b–e. Each of the

factors in Eq. (6.15) has been marked in Fig. 6.6b–e to illustrate the different

contributions to f(n). We can mention that the surface component is always a

decreasing quantity (green curve), and that its value depends on the surface energy

of the NP being formed. The rotational-translational contribution (red curves) is

always a monotonically increasing function. The product of the two former com-

ponents (the case of δ ¼ 0, black curve) determines a maximum of f(n) around log

nð Þ � 2:6 (Fig. 6.6b). This maximum indicates a finite probability of finding

nanoclusters of a given size at δ ¼ 0 and it is a consequence of the rotational-

translational contribution. Turning into our focus of interest, that is, metallic NPs,

the previous results a rather awkward prediction, since this would mean the

occurrence of stable NPs at zero overpotential. On the contrary, we are aware

from experiment that always overpotential is required for the growth of a new

phase, to overcome the critical nucleus size, as analyzed above in Fig. 6.3. One of

the points to be considered is that the traditional electrochemical conditions are

usually not with free-standing NPs but deposited on a substrate, where the

rotational-translational contribution, responsible for the maximum in Fig. 6.7b,

vanishes. The other point to consider is the magnitude of the parameter α. An
estimation of α yields in the range of 31 < α < 57 and 53 < α < 55 at room

temperature for Au and Ag, respectively [38]. So the “drop” size would yield

between 7 < NAu < 13 and NAg � 8, that is, very small values. It must be

emphasized that such a prediction is absent in the formulation leading to Fig. 6.3,

where the rotational-translational considerations were absent. At moderate super-

saturation conditions, for example δ ¼ �0:04, the term containing the chemical

potential (blue curve) starts to be noticeable, and the maximum of f(n) is shifted
towards larger n values, while its value increases (see Fig. 6.6c). At larger super-

saturations, for example δ ¼ �0:07, Fig. 6.6d, the behavior remains the same and a

steep increase is found in f(n) above log nð Þ � 7. This sudden increase in f(n) after
the maximum denotes the mathematical divergence of the probability density for

n ! 1, because of the fact that the supersaturation term is dominating the prob-

ability density for large nanodrop sizes. This divergence is associated to the

occurrence of the bulk phase.

In Fig. 6.6d, it can be noted that in the region 5:7 < log nð Þ < 7 the probability

density of finding a nanocluster is practically negligible. This area of low proba-

bility acts as a bottleneck for the transition of n-sized drops towards the bulk phase.
However, this situation reaches a limit at larger supersaturations. For example,
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Fig. 6.6e shows that at δ ¼ �0:09 the region where f nð Þ � 0 has disappeared, and it

can be expected that small fluctuations, even of one particle, may lead to the

transition to the bulk liquid. At very large supersaturations (not shown here), the

Fig. 6.6 (a) Contour plot of the function f(n) at a constant temperature. Contributions of the

different factors in Eq. (2.10) at diverse values of the normalized supersaturation δ. (b) δ ¼ 0, (c)

δ ¼ �0:04, (d) δ ¼ �0:07, and (e) δ ¼ �0:09. In (b–e) the green curve has been multiplied by a

factor 104 to fit into scale. See discussion in the text
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metastable nanocluster should no longer be observed, remaining only a monotonic

growth towards the bulk phase. In Fig. 6.6a it can be observed how the region

corresponding to the bottleneck progressively becomes thinner with increasing

supersaturation. The rate at which the steep increase in f(n) moves towards small

n for decreasing δ is larger than the rate at which the metastable state moves towards

large n. White broken lines in Fig. 6.6a represent this. The broken line on the left

shows the position of f(n) maximum, while the broken line on the right shows the

evolution of a point at which f nð Þ ¼ 103. Although the two lines have not

converged into a representative point in the region analyzed in Fig. 6.6a, it can be

seen that the dark blue region (bottleneck), i.e., the one with a negligible probabil-

ity, has disappeared for δ ¼ �0:09, so that the system will no longer be confined to

a metastable state at this supersaturation value.

The bottleneck in Fig. 6.6 represents a kinetic hindrance for the phase transition

under consideration. The size of the gap may be related to an activation energy [39],

in the sense that if this activation energy is large enough (wide probability gap), the

transition will not take place at the timescale of experiment. This “confination”

allows the computation of the thermodynamic properties of the nanoclusters, even

when their structures do not correspond to a global minimum of the free energy of

the system.

The idea of what Hill and Chamberlin called physical convergence of the

probability density emerged from the previous analysis [25]. When the mathemat-

ical divergence is shifted onto large drop sizes (δ ! 0�, to denote that we are

approaching the zero from small negative values), and we are interested in the

calculation of properties of the metastable NP, the sum in Eq. (6.13) may be

truncated to give:

ϒ μ; Tð Þ ¼ c Tð Þ
XN0

NM¼1

N4
Mexp � φNM þ α Tð ÞN2=3

M

� 	h i
ð6:16Þ

where N0 corresponds to a value of N at the minimum of the argument of the sum.

Please note that N0 ¼ N0 μ; Tð Þ is a function of chemical potential and temperature.

As it is always the case, knowledge of the partition function allows calculation of all

properties related to the metastable nanocluster.

When the system is in undersaturation conditions (δ > 0), no divergence is found

in the probability density, since under these conditions the sum (6.16) always

converges. At moderate undersaturations ( δ ! 0þ, to denote that we are

approaching the zero from small positive values), f(n) presents a maximum and

the nanocluster properties may be evaluated straightforwardly, since the local

maximum in f(n) is also a global one. Despite the simplicity of the model, Hill

and Chamberlin showed that just at the saturation point (and at small subsaturation

coefficients), clusters can be thermodynamically stable. That means that a super-

saturation is not necessary to form initial clusters. Rotational and translational

contributions are responsible for this “extra stability” not considered in Eq. (6.10).
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6.2.5 Bimetallic Nanoparticles

Preparation of bimetallic NPs, from its precursors, is relatively more complex than

the homoatomic synthesis. In general terms, this can be divided into two alterna-

tives: a co-reduction or a successive reduction.

Co-reduction is the simplest method, where two or more precursors are simul-

taneously reduced. Morphology and space distribution of species within the NP,

mainly depend on the velocity constants of the NP intrinsic processes: reduction

potentials, self-diffusion, exchanges, etc. When the redox potentials of the two

metals are similar, (E0
1 � E0

2) and ΔE is big (see Eq. (6.8), predominantly alloyed

NPs are obtained [40, 41]. When the redox potentials of the two metals are different

and are moderately big, the metallic species with the higher redox potential will

precipitate first, forming the NP nucleus, followed by co-solubility of the second

component, which prevails on the surface. It is worth mentioning that the solubility

sequence can be reverted by the formation of complexes with ligands that creates a

complex significantly stronger with the core formation metal. For example, in

Fig. 6.1 it can be observed that Pd oxidizes at a more positive potential than Ag,

so that attempt of reduction of both materials under similar conditions should

prioritize mainly a core of Pd and an external layer rich in Ag. Nevertheless;

when ammonia is added to the solution (at a relatively high pH), the reduction

potentials are inverted, modifying the reduction priorities. In this last case, we

should expect a core rich in Ag and a Pd shell.

In the successive reduction method, each reduction stage is carried out in

different periods. The second reduction is carried out on the pre-formed NP surface

(called seed-NP). This kind of growth implies a second nucleation stage. The

temporary phase-lag of the stages is special for the NP posterior growth or the

formation of core@shell NP. This kind of growth mechanism has been known from

the beginning of the last century. It has also been used for the growth of

homoatomic NPs as well as for bimetallic ones [42, 43]. We will discuss this

kind of deposition in Sect. 6.4, where a model to describe the stability of preformed

NPs will be set out.

Getting into the electrochemical field, it comes out that various strategies,

originally used for the modification of flat surfaces, are nowadays successfully

applied to design and modify nano-sized structures. Among these, it is of great

interest the modification of a metal surface by upd, which as discussed in previous

chapters consists in metal deposition on a foreign substrate at potentials positive

with respect to the Nernst thermodynamic prediction. The potential utility of upd is

due to the relatively rapid, simple, and precise modification of the reaction condi-

tions, which allow controlling the degree of coverage of the adsorbate metal on the

substrate surface. The main obstacle to the implementation of upd for a large

number of systems is the fact that this phenomenon is usually limited to the

deposition of a less noble metal on a nobler one. In the case of electrocatalytic

applications, this situation is right the opposite to the desired one. One way to

circumvent this problem is to use a technique denominated galvanic replacement
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(gr). In this method, the substitution of a sacrificial upd sub/monolayer by the

desired noble metal atop in circuit allows to obtain the desired catalyst. Applied

together, upd and gr allow reducing the quantity of noble metal used to a minimum

amount, thus reducing the economic costs of the final product. This is a key

objective for potential industrial applications. Thus, both upd and gr appear as

attractive bottom-up methods, with great prospects for the development of novel

nanomaterials. Upd and gr are considered particular types of successive reduction

methods.1

6.2.6 Deposition Mechanisms at the Nanoscale

In analogy with metallic deposition mechanisms on planar surfaces [44], three types

of growth at the nanoscale have been described:

• “Volmer-Weber” or three-dimensional island growth,

• “Frank-van der Merwe” or layer-by-layer growth,

• “Stranski-Krastanov” or three-dimensional island growth on a pre-formed layer.

In the first mechanism, the binding energy between the adsorbate and the

substrate is smaller in absolute value than the binding energy of the native metal.

This type of growth is common in systems presenting overpotential deposition

(opd). In the second and third mechanisms the binding energy between the adsor-

bate and the substrate is larger than the binding energy of the native metal. Thus,

two-dimensional phases can be formed driven by this magnitude. These growth

types are typical of systems presenting upd. The difference between the second and

the third growth types lays in the crystallographic mismatch between the adsorbate

and the parameters of the substrate. For systems displaying a fairly small difference

between their lattice parameters, it is expected that they follow a layer-by-layer

growth type. On the other hand, for systems displaying a fairly large difference

between their network parameters, it is expected that they follow the Stranski-

Krastanov mechanism. As the number of deposited layers increases, a tension

(caused by the crystallographic mismatch) accumulates so that the shell breaks on

top and the growth method changes from layer-by-layer to three-dimensional island

growth. Clearly, this division of growth mechanisms is a rather simplified picture of

the real situation. It is well known that for a NP of a single material, the lattice

parameter of the subsequent layers composing the NP varies according to size. The

definition of crystallographic mismatch, as it is taken from flat surfaces makes no

sense; at the nanoscale, this parameter is function of size. These deformations

generate instability. There are two types of instabilities at the nanoscale [45]. The

first one is that produced inherently by the geometry of the NP, which may deviate

in its inner structure from that expected for the bulk material. This is for example

1 See discussion on Sect. 7.1 in Chap. 7.
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the occurrence of icosahedral structures in the case of metals with bulk fcc struc-

ture. This instability increases when the number of the layers of the nanoparticle

grows. The second type of instability appears in the case of substrate/adsorbate

systems, where the lattice mismatch between the adsorbate and the substrate leads

to the Stranski-Krastanov growth type.

6.3 Towards Electrochemical Control in Synthetic

Routines for Free-Standing Nanoparticles

In the early 2000s, detailed electrochemical studies on nanoparticles were carried

out by Park and Weaver [37, 46], who investigated by voltammetric experiments

the upd of Cu on Au NPs of different sizes. Figure 6.7a schematically shows Park

and Weaver experimental design [37, 46]. Here, the NPs are placed above a

conductive film that is in contact with the electrolytic solution containing ions

Cuþ2; the NPs surface potential was controlled by a potentiostat. Figure 6.8a shows

the voltamperometric profile obtained for the deposition of Cu on 13 nm-in-

diameter NPs (solid trace) in the presence of sulfate ions. Cathodic and anodic

sweeps show the presence of two pairs of reversible processes, a-a0 and b-b0,
associated with the electrodeposition of upd-Cu and of bulk Cu (see also

Fig. 6.8). The curve represented in a dotted line corresponds to the potential

sweep in the absence of NPs, thus indicating that the conductive film is not

permeable to Cuþ2 ions. So, these authors concluded that the measured current is

produced only by the reduction of Cuþ2 on Au NPs.

Au

Au     Au Au Au Au

Electrical

conductor

2Cu+

e-

a)  upd b) gr

Au

Au     Au Au Au Au

Electrical

conductor

4Pt+

e-

2Cu+
2Cu+

Fig. 6.7 Schematic representation of the process used by Park and Weaver to produce core@shell

NPs of Au@Cu and Au@Pt using (a) underpotential deposition and (b) underpotential deposition

in conjunction with galvanic replacement (Adapted with permission from Ref. [37])
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Similarly, Fig. 6.7b shows a scheme of the model used by Park and Weaver in

Reference [37] for the fabrication of Au@Pt NPs using Cu upd and subsequent

galvanic replacement of the upd deposit by Pt4+. Figure 6.8b shows the

voltammogram for Au@Pt NPs in absence (continuous curve) and in the presence

(dotted lines) of CO. The current peak in the dotted line curve appearing between

0.4 and 0.5 V corresponds to the CO irreversible electrooxidation characteristic for

Pt surfaces. Figure 6.8c shows the voltammogram for Pt NPs of 6 nm diameter, in

the presence and absence of CO. The comparison of Fig. 6.8b, c shows that the

electrochemical behavior, concerning CO electrooxidation, of the Au@Pt core-

shell is similar to that of pure Pt.

In a different approach, Zhang et al. and Lu et al. [47, 48] presented a synthesis

protocol where the electrons needed for the metallic reduction process are released

by a molecule which is in solution, see Fig. 6.9a, thus avoiding the use of a

potentiostat as electrons source. These authors seeded Au-NPs of 12 nm diameter

on graphitic carbon (GC) and grew a Pt layer on the surface of the Au-NPs using

ascorbic acid as reducing agent.

The reduction equation that represents this growth is:

Pt4þ þ AuNP=GCþ 4e� ! AuNP @ Pt=GC

where electrons are provided by the oxidation reaction of ascorbic acid. Fig-

ure 6.9b shows cyclic voltammograms obtained with 12 nm diameter Au NPs and

Au@Pt NPs, both deposited on GC. The Au-NPs/GC electrode shows the elec-

trochemical behavior of a typical Au electrode. However, when substituted by a

Au(core)@Pt(Shell)/GC system, the CVs resemble the one of a pure Pt electrode.

This can be visualized in the CV in the characteristic peaks of hydrogen adsorp-

tion/desorption between �0.3 and +0.1 V, as well as in platinum oxide formation

and reduction at higher potentials. The absence of the peak corresponding the

a

0.0

a
b

a´

b´

25 µA / cm2 25 µA / cm2

0.0 0.00.5

E / V vs. SCE

0.5 0.5

b c

25 µA / cm2

Fig. 6.8 Voltammograms (a) at (5 mV s�1) for Cu deposition on Au-NPs (dNP � 13 nm) in 0.1 M

H2SO4 + 1 mM CuSO4 (Solid trace). Baseline (dashed trace) was obtained in the absence of

Au-NPs. (b) Solid trace: cyclic voltammogram (50 mV s�1 ) for Pt modified Au-NPs in 0.05 M

H2SO4; dashed trace is for electrooxidation of irreversibly adsorbed CO. (c) Similarly to (b), but

for Pt-NPs (dNP � 6 nm) in absence and presence of a CO adlayer (Reprinted with permission from

Ref. [37])
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Au oxidation (� 0.9 V) indicates that the Au cores are completely covered by

Pt. Pt deposition on Au surfaces is a typical system with opd growth. Conse-

quently, in Zhang´s et al. experiment previously described, it is not possible to

control the thickness of the Pt layer thermodynamically. These authors obtained a

Pt layer between 38 and 48 nm thick. It should be noticed that in this type of

experiments the potential (fixed by the reductant, here ascorbic acid) may be

considered as constant during all the reaction. Thus, Zhang´s experiment can be

compared with an electrochemical growth at a constant potential in the

overpotential region.

Selvakannan et al. [15] showed that tyrosine can be used as reducing agent in

alkaline conditions, to reduce Ag+ ions on the surface of Au-NPs without the need

of a support. The reduction process of the Ag+ ions can be represented as follows:

Agþ þ AuNP þ e� ! AuNP @ Ag

where AuNP@Ag denotes a free standing NP in solution. The electrons necessary

for the reduction process come from the oxidation of tyrosine, according to the

following oxidation reaction:

Tyr� ! semi-quinine þ e�

in which semi-quinine refers to the structure obtained after tyrosine oxidation. The

global electrochemical equation is:

Agþ þ AuNP þ Tyr� ! AuNP @ Agþ semi-quinone

Tyrosine presents acid–base activity:

GC

Au     Au Au Au Au

u u pRed e Oxp - ++
4Pt +

a) b)

 

Fig. 6.9 (a) Schematic representation of the process of NP formation of core@shell type using

molecules with redox activity as reducing agent. (b) Cyclic voltammogram (50 mV/s)

corresponding to Au NPs of 12 nm (dotted line) and Au(core)@Pt(shell) NPs of 50–60 nm in

0.5 M of H2SO4 (Reprinted with permission from Ref. [47])
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TyrÆTyr� þ Hþ

where we note that the species which causes the Ag reduction reaction is Tyr� but

not Tyr. At high pH values the ionization of the tyrosine phenolic group is

produced, leading to a semi-quinone structure. Figure 6.10 shows the NPs forma-

tion scheme by Selvakannan method [15].

At intermediate or acid pH values, this ionization is hindered and consequently

Ag reduction does not take place. Thus, the pH of the solution was used as a switch

(on/off), to control the occurrence of the reaction. Other amino acids such as

tryptophan and aspartic acid, allow the reduction of Au ions, but do not allow the

reduction of Ag+ ions [49, 50].

Fonticelli et al. showed in 2007 [51] that p-benzoquinone (a molecule with

similar characteristics to those of tyrosine) can be used to reduce Ag+ ions on the

surface of a Au-NP coated with thiol molecules. The main difference between the

experiments of Selvakannan et al. and those of Fonticelli et al. is that in the first

case, the reducing molecules were on the surface of the NP while in the second, they

were free in solution. This is a slight but significant difference, since the reducing

molecules on the surface of the NP may be influenced by the presence of a second

material, thereby affecting the deposition process.

The equation of oxidation for the reducing agent in the case of Fonticelli et al. is:

QH2ÆQ þ 2Hþ þ 2e�

in which QH2 and Q represent p-benzoquinone and p-hydroquinone, respectively.

The equilibrium potential (Nernst) of the couple is:

E r
Q=QH2

¼ E0
Q=QH2

þ RT

2F
ln

aQa
2
Hþ

aQH2

� �

in which E0
Q=QH2

¼ 0:6992 V vs NHE is the standard potential of the couple. It is

clear that E r
Q=QH2

is a function of pH, as illustrated in the inset of Fig. 6.11b. If the

pH of the solution is selected lower than 1, the deposition potential (controlled by

the redox couple) is moved to more positive values than the Ag bulk deposition

Fig. 6.10 Formation scheme of a core-shell Au@Ag NP according to Selvakannan´s method

(Reprinted with permission from Ref. [15])
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potential E r
Agþ=Ag and consequently Agþ reduction takes place in upd region.

Figure 6.11b shows an adsorption isotherm obtained for Ag deposition on Au-

NPs, as obtained from measurements from different authors, as reported in the work

mentioned. The vertical dotted line indicates the potential fixed by the redox

couple, at which the Au@Ag NP synthesis took place. For the sake of comparison,

a voltammogram for Ag deposition on the surface of Au(111) can be observed in

Fig. 6.11a, under similar conditions. We conclude that this work showed that the

electric potential for metal deposition on free standing NPs suspended in solution

can be continually tuned using reducing molecules (and their oxidized counterpart)

with acid–base activity, in very much the same way that a potentiostat is used to

Fig. 6.11 (a)

voltammogram for Ag

deposition on the surface of

Au(111) (b) θAg vs. E plot

obtained from different

data. Circles correspond to

coverage obtained using the

Q/QH2 redox couple. Inset:

E r
Q=QH2

vs. pH plot for the

redox couple (concentration

¼ 1� 10�3 M). The

horizontal dashed lines

indicate the potential

selected for depositing Ag

by using the Q/QH2 redox

couple (Reprinted with

permission from Ref. [51])
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control the surface potential of an electrode. Thus, within this picture, the NP

resembles a nanoelectrode that can be wired to a desired potential via a redox

system.

We end the section stating that in analogy with the definition given for flat

surfaces in section Chap. 3, metal deposition on NPs that are free in solution, can

also be classified into:

• underpotential deposition (upd) for E r
Q=QH2

> E0
M=Mzþ ,

• overpotential deposition (opd) for E r
Q=QH2

< E0
M=Mzþ .

This classification is relevant for the discussion given in the following section.

6.4 Thermodynamics of Underpotential Deposition

at the Nanoscale

We will begin our analysis by considering a modelling similar to the one exposed in

Sect. 6.2.3 of this chapter (see Fig. 6.3), with the difference that the analysis of

thermodynamic stability will be made for a metal deposited on a NP, yielding a

core@shell type NP. The model is shown in Fig. 6.12 and it consists of a typical

Fig. 6.12 Scheme of the electrochemical system used to analyze underpotential deposition on

freestanding nanoparticles, where a redox system is used to set the potential applied to the metal

nanoparticles. The broken line encloses the subsystem containing the electrodes, the nanoparticles,

and the electrolyte. The broken line denotes a membrane that is permeable to all components of the

system, with exception of the molecular species involved in the redox couple. The inner electro-

static potentials at both sides of the membrane are in principle different due to the presence of the

redox system (Readapted with permission from Ref. [135])
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electrochemical cell containing two infinitely large electrodes: the working elec-

trode (W) and the reference electrode (R). The chemical species found in the

electrolytic solution are metal ions to be deposited (Mzþ
aqð Þ ), the NPs made of a

metal S, and the redox couple. The electrochemical cell is large enough so that the

bulk properties of the electrolyte are not affected by the reactions on the surface of

the NPs. We will denote this cell, that is, the electrolytic solution plus the two

electrodes with the term “sub system” (see internal dotted line in Fig. 6.12). The

later, together with the reservoirs will be called “system”. While the subsystem is

open, exchanging electrons and heat with the reservoirs; the complete system is

isolated.

Let us consider for this system the free energy change due to the transfer of NM

atoms from the bulk electrode on the right to the surface of a NP on the left

compartment.

First, NM cations are generated at the electrode R and the electrons stemming

from the metal oxidation go to electron reservoir, e�R :

M bulkð Þ ! Mzþ
aqð Þ þ ze�R ð6:17Þ

These cations go through the membrane towards the left compartment:

Mzþ
aqð Þ-right ! Mzþ

aqð Þ-left ð6:18Þ

Since we assume that the membrane is permeable to the Mzþ
aqð Þ cations, the free

energy change for this step is zero. Then, these cations are deposited on the surface

of a NP made of p metallic atoms of S:

NMð ÞMzþ
aqð Þ þ zNMe

�
RC þ S p ! S p @ MNM

ð6:19Þ

The electrons, e�RC, required for their reduction are provided from the simultaneous

oxidation of the redox couple:

zNM

n

� �
Redu ! zNM

n

� �
Oxuþn þ zNMe

�
RC ð6:20Þ

Then, an electron exchange is allowed to take place on the surface of the I electrode

(inert surface), returning the redox system to its reduced original state:

zNM

n

� �
Oxuþn þ zNMe

�
W ! zNM

n

� �
Redu ð6:21Þ

The electrons, e�W, required for this process are provided by the electron reservoir on
the left. As result of this process, M deposition on the surface of the S-NP occurs.

The electrochemical global reaction that takes place is:
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NMMþ Sp þ zNMð Þe�W ! Sp @ MeNM
þ zNMð Þe�R ð6:22Þ

The related free energy of this reaction may be obtained using the free energy

differences of products and reactants:

ΔeG ¼ GSp@MNM
� GSp � NMμ

bulk
M

� �þ zNM eμ R
e � eμW

e

� � ð6:23Þ

As shown above, when electronic equilibrium establishes at the left compartment,

the electrochemical potentials of electrons at the NP, the redox system and the I

electrode are equal. Thus, electrons from the reservoir on the left may reach the

surface of the NP without the need of an electrical work.

In Sect. 3.1 of this book, it has been stated that the difference of the electro-

chemical potentials of electron corresponds to eμ R
e � eμW

e


 � ¼ ze0η, so that the

previous Eq. (6.23) reduces to:

ΔeG ¼ GSp@MNM
� GSp � NMμ

bulk
M

� �þ ze0NMη ð6:24Þ

Equation (6.24) looks very much like Eq. (3.71) of Chap. 3 for flat surface. We

write, “looks very much like” because the contributions in Eq. (6.24) involve a

number of subtleties not present in the case of upd on flat surfaces. The first is that

the presence of the redox couple generates a difference between the inner potentials

of the solution in the left and right compartments, say Δφ. Since the membrane

separating the compartments of the cell has been assumed to be permeable to the

Mzþ
aqð Þ cations, the electrochemical potential in both compartments is the same. Thus,

the activities of the cations must be different. Alternatively, if the membrane had

been impermeable to the aMzþ
aqð Þ
cations and the same activity had been introduced in

both compartments, a extra term �ze0NMΔφð Þ would appear in Eq. (6.24).

The other difference between flat and curved surfaces concerning the free energy

of formation of structures, is that ΔG in Eq. (3.71) involves an infinitely large

surface, while in Eq. (6.24) the term in brackets corresponds to a finite system. Even

more, since the present system is of nanoscopic size, the correct formalism to deal

with it is nanothermodyanics, as established by Hill [35, 36]. To state these

differences shortly, we can say that in the flat surface formulation ΔG is extensive

with respect to the number of adatoms, in the sense that if we multiply the number

of adatoms by a constant all the properties of the system will be scaled accordingly.

In Eq. (6.24), this is not the case. This can be better understood if we consider the

effects of the curvature. As the NP becomes of a smaller size, curvature effects

become more important and in general, this fact gradually weakens the metallic

bound. Thus, the properties of this type of systems are not extensive.

Figure 6.13 shows the qualitative behavior ofΔeG as a function of the number of

M atoms, NM deposited on a NP for systems presenting (a) opd and (b) upd. In the

case of opd, Fig. 6.13a, the behavior ofΔeG looks very much like that usually found

in the analysis of classical models of nucleation and growth, see discussion in
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Sect. 6.2 (Fig. 6.3). The behavior for upd systems, shown qualitatively in

Fig. 6.13b, is strikingly different. There, we find a minimum in the ΔeG vs. NM

curve for a number of adatoms that we denote with Nmin
M . As discussed below,

several minima may eventually occur. This minimum will eventually subsist at zero

or slightly positive overpotentials, defining a global extremum. On the other hand,

this minimum could also remain for slightly negative overpotentials, thus defining a

local minimum or metastable state. This would imply the existence of core@shell

nanostructures under overpotential conditions where bulk-growth should occur.

The height of the free energy barrier, occurring at N�
M, depends on overpotential,

and so will the lifetime of the metastable state.

The qualitative picture presented in Fig. 6.13 has been verified by Grand

Canonical Monte Carlo computer simulations [26]. Alternatively, Fig. 6.14 shows

the behavior of ΔeG approximated from static energy calculations, as a function of

the amount of metal atoms, which constitute the shell. The results shown are for the

deposition of Ag atoms on an Au (1289) truncated octahedral NP and for the

deposition of Pd atoms on an Au (1289) NP. We note that the general behavior is

Fig. 6.13 Qualitative scheme of the excess Gibbs energyΔeG as a function of the number of atoms

NM for the electrochemical formation of a core@shell nanostructure. (a) Corresponds to a situation

where the interaction of the deposited atoms with the substrate, is weaker than the interaction with

each other (opd). (b) Opposite case of (a), (upd) (Reprinted with permission from Ref. [136])

Fig. 6.14 Energy excess as discussed below Eq. (6.24) for the deposition of (a) Ag atoms and (b)

Pd atoms on an Au NP made of 1289 atoms with octahedral structure. The different coloured lines

denote in both cases the completion of a monolayer (Reprinted with permission from Ref. [26])
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similar to Fig. 6.13. However, the discrete atomic nature and the packing of atoms

in the NP produce deviations from the simplified behavior shown there. A magni-

fication of Fig. 6.14a (see inset) shows a more complex sawtooth behavior, with

14 maxima, grouped into two families (6 + 8). These maxima correspond to a 2D

nucleation and growth phenomenon located on each of the facets of the truncated

octahedron. However, this saw motif should be wiped out by thermal effects at

300 K. While decoration of the NP is expected at zero overpotentials for the system

Au(1289)@Ag (Fig. 6.14a), no spontaneous decoration is predicted for the system

Au(1289)@Pd (see Fig. 6.14b).

Equation (6.24) can also be obtained from statistical mechanical considerations

[26]. The partition function ϒ(μM, Sp,T ) of the nanosystem shown in Fig. 6.12 is:

ϒ μM; S p; T

 � ¼ X1

NM¼0

Q NM; S p; T

 �

exp βNMμM½ � ð6:25Þ

where Q(NM, Sp,T) corresponds to the canonical partition function and β ¼ kBTð Þ�1
.

Using Eq. (6.24), Eq. (6.25) can be rewritten in term of excess quantities:

ϒ μM; S p; T

 � ¼ A

X1
NM¼0

exp �βΔGsub
� �

exp �zFβNMη½ � ð6:26Þ

where A ¼ exp �βGS p
� �

. According to statistical mechanics, this equation contains

all we need to calculate the thermodynamic properties of the NP system, since from

it, all equilibrium properties may be calculated. However, there are at least two

handicaps for such a calculation. One is the calculation of the free energy change

ΔGsub which in turn implies knowledge of the canonical partition function Q(NM,

Sp,T ). This calculation involves the sum over all energy states compatible with

NM, Sp and T. Even assuming a lattice model, and thus restricting the positions of

the M and S atoms to a finite number of point in the configurational space, such a

calculation appears as computationally extremely demanding due to the number of

possible permutations. The other additional problem is the existence of infinite

many terms in the sum of Eq. (6.26).

In Sect. 6.2.2, we presented the Hill-Chamberlin Model applied to understand

supersaturated metastable states. It is possible to apply the same formalism to the

case of under/over potential deposition. To show this, let us consider the probability

of having NM metallic atoms deposited on a NP made of Sp atoms at the

overpotential η and temperature T:

pNM
η; S p; T

 � ¼ exp �βΔGsub � zFβNMη

� �
ϒ μM; S p; T

 � ð6:27Þ

Since for given conditions the ϒ(μM, Sp, T) is a constant, we have that the product
pNM

η; S p; T

 �

ϒ(μM, Sp, T ) is monotonic with pNM
η; S p; T

 �

and also its (kBT )
th

power:
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f NMð Þ ¼ pNM
η; S p; T

 �

ϒ μM; S p; T

 �� �kBT ð6:28Þ

thus, plot representation of f(NM), that can be calculated from Eq. (6.24), yields a

straightforward visualization of minima and maxima in pNM
η; S p; T

 �

without

knowledge of ϒ(μM, Sp,T ).
Figure 6.15a shows the f(NM) representation for the underpotential region (η > 0

) for a NP of Au(1289) with truncated octahedral shape at 300 K, obtained for

computer simulations [26]. We can note the convergence of the sum, forNM > 600.

For η close to the bulk deposition potential of M, 0< η< 4 mV, the system presents

the highest probability at NM � 480 (note a2< b2 in Fig. 6.15a). In this region an

ensemble of systems should be mainly composed of core–shell NPs with a coverage

close to 75 %. At η � 4 mV the system has a2� b2 and therefore we would observe

the coexistence of particles with two different coverages. At larger η, for example in

the range of 4 mV< η< 13 mV, the highest probable density is for a coverage close

to 15 %, where NM � 98. This value corresponds to the decoration of all {100}

facets.

In the overpotential region, the sum (6.26) will diverge and some physical consid-

erations must be made to get physical insight into the present problem in spite of

this mathematical divergence. Figure 6.15b shows the normalized f(NM) (to its max-

imumvalue) for the same conditions as in Fig. 6.15a but for η< 0 (overpotential). The

local maximum is shifted fromNM � 480 toNM � 636 for�5 mV < η < �220 mV

(See inset in Fig. 6.15b). Similarly to the observation within the HC model, as the

overpotential becomes more negative (oversaturation), the mathematical divergence

of the probability function is shifted towards lower NM.

We must note that for the present system the core-shell structure is not

completely formed at underpotentials, and due to border effects, it requires large

negative overpotentials to occur. However, large negative overpotentials will make

the monolayer eventually unstable and a multilayer will appear.
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Fig. 6.15 Probability density of observing NM Ag atoms deposited on a truncate octaedral Au

(1289) core as a function of the number of atoms that conform the shell at different (a)

underpotentials and (b) overpotentials (Reprinted with permission from Ref. [26])
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6.5 Atomistic Model for Underpotential Deposition

on Nanoparticles

In order to make a qualitative analysis, a simplified model can be set up that allows

describing ΔGsub in terms of the geometry of the NP. Figure 6.16 shows a scheme

of the simplified model we address here. We define three regions in the system: an

inner part (inner), an intermediate part (intermediate), and an external part (mono-

layer). The former two belong to the pre-existing seed and they build the core of a

core@shell structure in the case of heteroatomic growth.

We will characterize the energy of the inner atoms by the chemical potential of

the bulk S atoms, μbulkS and define two types of atoms in the intermediate region:

those located on the facets, characterized by the free energy gfacetS , and those located

at border sites, with the free energy gborderS . In the case of the monolayer, we also

differentiate between facet and border adatoms, with their free energies given by

gfacetS=M and gborder
S=M respectively, see Fig. 6.16.

According to the model mentioned before, the Gibbs free energy of the core

(initial state) may be approximated as:

GS p ¼ N core
S μbulk

S þ N facet
S gfacet, 0S þ N border

S gborder,0S ð6:29Þ

As we will analyze later, the second term of the right side of the equality (6.29) may

be interpreted as the “surface” effects while the third term can be interpreted as

“curvature” effects. On the other hand, the Gibbs free energy of the core@shell NP

may be estimated as:

Fig. 6.16 Schematic representation of the simplified model used to analyze upd on NPs, described

in terms of five different atom types
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GS p@MNM ¼ N core
S μ bulk

S þ N facet
S gfacet, 0S þ N border

S gborder, 0S þ N facet
S=M g facet

S=M

þ N border
S=M gborder

S=M ð6:30Þ

We should notice that gfacet, 0S 6¼ g facet
S and that gborder,0S 6¼ gborder

S given that the

presence of the shell modifies the configuration (and the energy) of the core surface

layer. The difference of formation energy may be estimated by subtracting

Eq. (6.30) from Eq. (6.29), so that:

GS p @MNM � GS p ¼ N facet
S g facet

S � gfacet, 0S


 �þ N border
S gborder

S � gborder,0S


 �þ
N facet

S=M g facet
S=M þ N border

S=M gborder
S=M

ð6:31Þ

Equation (6.31) indicates that the free energy changeGS p@MNM � GS p only depends

on the energetic of the two more external layers. ΔGsub can be estimated as:

ΔGsub ¼ N facet
S g facet

S � gfacet, 0S


 �þ N border
S gborder

S � gborder, 0S


 �
þ N facet

S=M g facet
S=M � μbulk

M

� 	
þ N border

S=M gborder
S=M � μbulk

M

� 	 ð6:32Þ

It can be noticed that Nfacet
S and Nfacet

S=M are linearly related, such as N facet
S ¼ κN facet

S=M ,

where κ is a geometrical coefficient (generally κ > 1). The same occurs for Nborder
S

and Nborder
S=M . We can rewrite the previous equation as:

ΔGsub ¼ N facet
S=M gfacet, eff

S=M � μ bulk
M

� 	
þ N border

S=M gborder, eff
S=M � μbulk

M

� 	
ð6:33Þ

Then, ΔeG may be estimated from:

ΔeG ¼ N facet
S=M gfacet, eff

S=M � μbulk
M þ ze0η

� 	

þ N border
S=M gborder, eff

S=M � μ bulk
M þ ze0η

� 	
ð6:34Þ

The present model implies that the excess of energy has at least two components:

one related to the facets and other related to the borders. IfN border
S=M << N facet

S=M as it is

the case for relatively large NPs, ΔeG is reduced to the behavior of an infinitely flat

surface.

The generalization of model for NPs formed by different types of facets and

borders is straightforward:
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ΔeG ¼
Xsites
i

N i
S=M gi, eff

S=M � μbulk
M þ ze0η

� 	
ð6:35Þ

6.6 Strengthening and Weakening of Underpotential

Deposition at the Nanoscale. Underpotential

Deposition-Overpotential Deposition Transition

To analyze a little more in detail how curvature effects play a role in favor or

against upd, we can consider a relationship between Nborder
S=M and Nfacet

S=M, within a

given family of NPs, that is, with a particular geometry. In a general way, we can

define N border
S=M ¼ δ N facet

S=M

� 	1=2

where δ > 0 is a geometrical factor that depends on

the shape of the NP. In this way, the number of variables in Eq. (6.34) can be

reduced. In this context, we can find from the later equation that [52]:

ΔeG ¼ 0 ) Nfacet,*
S=M ¼ δ

gborder, eff
S=M � μbulk

M þ ze0η
� 	

gfacet, eff
S=M � μbulk

M þ ze0η
� 	

2
4

3
5
2

ð6:36Þ

Nfacet;�
S=M must be interpreted as a threshold value that must be overcome for a

thermodynamically spontaneous deposition, with ΔeG < 0. The number Nfacet;�
S=M is

straightforwardly related to the total number of atoms in the shell NM, since

NM ¼ N border
S=M þ N facet

S=M .

The reason for the system to present a ΔeG < 0 lays on the strong interaction

between adsorbate and substrate in the facets. In the case of infinite planar surfaces,

this is the interaction responsible for upd. If metal atoms deposited on a facet of S

are more stable than in the bulk state, gfacet;eff
S=M will be more negative than μbulkM and

we will have the inequality gfacet, eff
S=M � μbulk

M

� 	
< 0. Let us analyze the consequence

of this condition in Eq. (6.34), for η ¼ 0, which becomes equal to Eq. (6.33). Since

the second term in Eq. (6.33) is usually positive, the condition ΔeG ¼ 0 will be

fulfilled at some Nfacet;�
S=M . Thus, the adsorbate atoms will subsist on the surface of S at

more positive potentials than the Nernst reversible potential for bulk M deposition.

This reminds us the occurrence of the upd phenomenon on flat metal surfaces. The

reverse situation will take place when gfacet, eff
S=M � μ bulk

M

� 	
> 0, since ΔGsub in

Eq. (6.33) will be always positive. The latter is clearly an unsuitable condition for

size and shape control of nanosystems since when η < 0, the bulk deposit can be

formed so that the application of an overpotential allowing the deposition on S

should inevitably drive it to M-bulk growth, at least from a thermodynamic

viewpoint. In the model described in Fig. 6.16 and Eqs. (6.28), (6.29), (6.30),
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(6.31), (6.32), (6.33), (6.34), and (6.35), gfacetS=M and gborder;eff
S=M have been assumed to be

constant. In the real case, these quantities are a function of NP size.

Figure 6.17 shows adsorption isotherms for Ag adsorption on a Au NP of

octahedral shape, as well as on planar Au(111) and Au(100) surfaces. These were

obtained from lattice Grand Canonical Monte Carlo simulations using embedded

atom potentials. It is illustrative to compare the potentials at which the {111} and

{100} facets are filled, in comparison with the decoration of the infinite surfaces. It

is found that in the case of the NP, curvature plays a destabilizing role concerning

upd. It can be noted that while upd on (111) and (100) faces occur at μbulk
Au 111ð Þ=Ag

� �2:968 eV and μbulk
Au 100ð Þ=Ag � �3:018 eV, the related processes on the facets of

the NP take place at μNP
Au 111f g=Ag � �2:907 eV and μNP

Au 100f g=Ag � �2:990 eV. These

values correspond to shifts in the deposition chemical potentials of ΔμNPAu 111f g=Ag
� 61 mV of ΔμNP

Au 100f g=Ag � 28 mV for the {111} and {100} facets respectively.

Thus, these simulations clearly show the existence of a positive shift of metal

deposition towards larger chemical potentials for nanoparticles, thus weakening

upd. We remind that more positive chemical potentials correspond to more negative

electrode potentials in the electrochemical scale.

Going back to Eq. (6.36) for NPs, we find that the stronger the border effects,

given by the gborder, eff
S=M � μbulk

M

� 	
term, the larger the NP size at which the upd-opd

transition occurs will be. On the opposite, systems with large upd shifts in flat

surfaces, involving a large gfaceta, eff
S=M � μbulk

M

� 	
contribution, will present the

upd-opd transition at smaller NP sizes. According to computer simulations, upd

has been predicted to disappear for small particles sizes in the Au(core)/Ag(shell)

Ag/Au(100)

Ag/Au(111)

shift

shift

q

  / eVm

Fig. 6.17 Adsorption isotherms for Ag deposition on a Au truncated octahedral nanoparticle

made of 1289 atoms. For comparison, the isotherms corresponding to Ag deposition on Au(100)

(black dashes) and Au(111) (red dashes) are shown
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[25, 26, 136, 137] and Au(core)/Pd(shell) systems [52]. In the experimental field,

there is evidence that upd may disappear for Pb and Cd deposition on Ag NPs [138,

139, 140]. Figure 6.18 shows Off-Lattice Gran Canonical Monte Carlo (GCMC)

simulations for the system Au(core)@Ag(shell), where it comes out that the upd

phenomenon disappears for core sizes smaller than 512 atoms. Representative

snapshots of GCMC simulations, corresponding to different overpotentials, are

presented on the right of Fig. 6.18b–e, where selective decoration of some facets

of the NP becomes evident.

In the case of systems with relatively strong substrate-adsorbate interactions, it is

possible to obtain an adsorbate bilayer at underpotentials, as was discussed in

Chaps. 2 and 3. Following the preceding discussion, bilayer upd may also be

weakened (strengthened) by the occurrence of positive (negative) curvatures.

According to theoretical predictions, this should be the case of the system

Pd@Au(bilayer). For this system, we have calculated the excess potential energy

using Pd-seed NPs of icosaedral structure with different sizes, on which different

numbers of atomic layers of Au-adsorbate were located. These excesses are shown

in Fig. 6.19. When analyzing Fig. 6.20, it must be taken into account that the curves

connect systems with the same number of layers. For example, the black curve

connects Pd(13)@Au(42), Pd(55)@Au(92), Pd(147)@Au(162), Pd(309)@Au

(252), Pd(561)@Au(362) and Pd(923)@Au(492), that is, increasing Pd core sizes,

always covered by a Au monolayer. As can be observed, the free energy excess for

small NPs is positive. However, the excess of free energy for monolayer formation

turns negative for Pd(309)@Au(252) and remains negative for larger cores, indi-

cating that upd could be possible for larger NPs. It is also remarkable that the curve

for the formation of the bilayer presents a maximum, indicating that for larger NP

sizes bilayer formation could be spontaneous at η ¼ 0.

Fig. 6.18 (a) Excess energy as a function of the number of deposited Ag atoms for Au

nanoparticles of different sizes at η ¼ 0. Representative atomic configurations taken for Au

(1289) at (b) η ¼ �220 mV, (c) η ¼ �40 mV, (d) η ¼ �20 mV, and (e) η ¼ 0 (Reprinted with

permission from Ref. [136])
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Going back to the nanohollow case, computer simulations of this phenomenon

were undertaken by Luque et al. [53] using the Off-Lattice GCMC methodology.

These studies showed that depending on the interaction between the adsorbate and

the substrate as compared with the adsorbate–adsorbate interactions, the deposit

may grow defining a cluster over the surface level, like Au(111)/Cu or heal the

damage on the surface with the subsequent formation of a monolayer, like Au(111)/

Ag. In the former case, Cu deposition remains confined to the defects generated on

the surface, since the formation of clusters on the Au(111) is disfavoured. On the

contrary, Ag deposition on the flat Au(111) surface occurs after the filling of the

nanocavity.

Figure 6.20 shows the results from Off-Lattice GCMC atomistic simulations for

the decoration of nanocavities on Au(111) with Ag atoms. The decoration of the
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Fig. 6.20 Number of deposited Ag atoms as a function of the chemical potential for decoration of

a nanocavity on a Au(111) surface. (b) Snapshots of the simulation showing the different stages of

nanohole decoration, corresponding to the numbers of part (a). The chemical potentials were

μAg ¼ �3:155 eV, μAg ¼ �3:12 eV, μAg ¼ �3:03 eV, and μAg ¼ �3:00 eV (Reprinted with

permission from Ref. [53])

Fig. 6.19 Excess of binding free energy for the formation of a Pd(core)@Au(shell) nanoparticle

as a function of the number of atoms forming the shell. Each curve corresponds to a given number

of adlayers deposited on different core sizes (Reprinted with permission from Ref. [141])
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nanocavity starts at μAg ¼ �3:155 eV at its bottom, being the first Ag atoms

deposited on the border sites. The basis of the nanocavity becomes completely

covered at μAg ¼ �3:12 eV and its filling occurs at μAg ¼ �3:03 eV. All these

processes take place at chemical potentials more negative than that corresponding

to the bulk Ag metal, μAg ¼ �3:00 eV. These atomistic simulations showed for

the first time that negative curvatures allow metal deposition at more negative

chemical potentials (more positive electrode potentials en the electrochemical

scale) than those corresponding to upd on planar surfaces with the same crystal

orientation.

6.7 Experimental Research

Although a bimetallic nanocrystal consists of only two elements, it may exist in

many different structures depending on the spatial distributions of these two

elements. We will describe some techniques of electrochemical origin that allow

the manipulation of this degree of freedom, as follows:

6.7.1 Seed-Mediated Growth

The growth of NPs or nanorods (NRs) mediated by seeds has demonstrated to be an

easy and versatile route for metallic nanocrystal formation with well-defined size

and shape [16, 54–57]. Originally, Zsigmondy called this technique “nuclear

method” [58] and its origin dates from the beginning of last century. In 1920,

Svedberg stated that any reducing agent (known at that time) could produce Au-

NPs from HAuCl4 [59]. The technique is very versatile and can be applied in

aqueous systems as well as in organic systems [60, 70] at different temperatures

and for a large number of systems that include Au, Ag, Pd and Pt [30, 48, 61–

71]. The first step consists in the production of clusters and/or NPs which may be

used as growth seeds. Generally, this process is called “first nucleation”. Metallic

salts may be reduced at room temperature with a strong reducing agent (for

example, borohydride). It is necessary to overcome the large barrier of homogenous

nucleation for the formation of a new phase. In a second stage, this preformed seeds

are put into a solution to serve as preferential sites for a new process of nucleation

and growth. This second step is called “growth stage”. The growth of a second

metal can be involved in this second stage, or not. In Sect. 6.2.2 we discussed these

topics and we presented the LaMer model to understand the behavior of the phases

in this stage.

The driving force for NP growth is the difference between the redox potentials

(ΔE) of the two reactions (metallic reduction and oxidation of the reducing agent).

A larger ΔE means a more spontaneous reaction. Reagent concentration,
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temperature, and pH influence the growth kinetics as well as the size, shape and

structure of the final NPs. For example, a strong reducing agent such as NaBH4 or

phosphorus can be used for the production of small size Au NPs, while ascorbic

acid –a weak reducing agent – produces larger NPs. NP aggregation can be avoided

through a strong shaking or by adding stabilizing agents.

Homogeneous nucleation and growth generally produces irregularly shaped

particles and a wide size distribution. The activation energy for the process of

heterogeneous nucleation is significantly lower than the activation energy for the

process of homogeneous nucleation. As a result, heterogeneous nucleation is

thermodynamically favored with respect to homogeneous nucleation. While homo-

geneous nucleation and growth can be described in terms of a curve like that shown

in Fig. 6.13a, its heterogeneous counterpart can be represented by Fig. 6.13a or

Fig. 6.13b, depending on the effective interactions between the elements that

constitute the core and the shell. In practice, seed-mediated growth takes place at

a relatively slow rate in soft conditions, such as those provided by a weak reducing

agent and/or low temperatures. The reduction on the surface of the seed can be

viewed as an autocatalytic process. As the NP acquires a larger size, the nucleation

barrier becomes smaller.

In general, metals tend to nucleate and grow in thermodynamically stable

nanoparticles, which exhibit a compact shape. These NPs expose facets of low

energy in order to minimize the total energy of the surface. Highly anisotropic

shapes are not favorable from the thermodynamic point of view, but can be obtained

by inserting agents that can alter the surface energies of the different crystallo-

graphic faces [71]. Carb�o-Argibay et al. [61] analyzed in detail the growth of Au

nanorods (NRs) using well-characterized Au-NPs as growth seeds. Initially, see

Fig. 6.21a, the NRs present eight {110} and {100} facets, alternated in their lateral

parts. Their tips consist of {001}, {110} and {111} facets. The first step in the

{001}

{100}

{001} {110}

{110}

{110}

{111}

{111}

{111}
{111}

{111}
{111}

{111}

{111}

{110}
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Fig. 6.21 Structural model of Au nanorod growth. Left: Original nanorod with octagonal cross-

section and {100}, {110}, {111} facets. Center: Rod with sharp tips, square cross-section, {110}

and {111} facets. Right: Growth of a sharpened rod into an octahedral particle by deposition of Au
atoms (dark spheres) along the {110} facets (Reprinted with permission from Ref. [61])
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growth consists in the preferential deposition of Au atoms on the 4 {100}-type

facets from the lateral part and on the 2 {100}-type facets at the tips (see

Fig. 6.21b). As a result, 4 lateral {110} facets were obtained, as well as sharp tips

made from 4 {111} facets (Fig. 6.21b). The second growth stage consisted in a

morphological transition to become an octahedron. This is produced by means of a

delicate balance between the growth rates on facets {110} and {111}. Fig. 6.21c

shows schematically the growth on {110}-type facets, forcing facets {111} to grow

until they join in the final octahedral structure.

The mechanism described in Fig. 6.21, is based on the preferential growth of

certain crystal facets. It could be formally correlated with the sequence of surface

energies in the following order: {100}> {110}> {111}. This does not agree with

the sequence of surface energies of Au, which follows the order: (110)> (100)>
(111). However, as these authors noted in Reference [61], the effective values of

surface energies can be affected by the adsorption of chemical species such as ions

and molecules in a significant way and thus, they can be assumed to be responsible

for such changes and could explain such a tendency. Although there is no concrete

evidence to support these assumptions, these results show that the crystallographic

structure of the seeds, together with the chemical nature of the bath where they

grow, play a key role in the determination of the NPs final structure and shape.

Thus, these results present a strong indication that surfactant ions and molecules

can affect the growth kinetics and can help to control the final shape of the NPs. For

example, citrate binds strongly to Pd {111}-type facets, leading the synthesis

towards octahedra and icosahedra formation [72]. In contrast, polyvinylpyrrolidone

is a protecting agent, which binds stronger to Pd {100}-type facets, favoring the

formation of truncated cubes [73, 74]. Besides, bromide ions promote Pd-NP

formation exposing {100} facets [75].

A versatile approximation to the formation of bimetallic NPs core@alloy type is

called co-reduction mediated by seeds [76–78]. In this technique, two metallic

precursors are simultaneously reduced on a NP used as growth seed. This technique

allows control of the NP morphology, obtaining branched NPs commonly called

nanodentrites. DeSantis et al. [76] made a systematic study on the influence of

synthesis conditions on the morphology of nanodendrites. These authors analyzed

the role of the concentration of precursors (ratio Au/Pd), reaction pH, and concen-

tration of NP protecting agent. For example, Fig. 6.22 shows the structural variation

of Au/Pd NPs at different pH values for otherwise the same reaction conditions. The

pH was adjusted by adding different amounts of HCl to the system (from A up to F

corresponds to 2 mL of 0.0, 12.5, 25.0, 37.5, 50.0, and 62.5 mM HCl, respectively).

Pd became dispersed all over the surface of the octopods and became localized

along the tips of the branched nanostructures, with Au predominating in the interior

of the particles (Fig. 6.22 4A, 4B). We note that Pd-rich regions appear lighter in

TEM and STEM images, as ZAu> ZPd. With decreasing pH, the SEM images reveal

regions of negative curvature associated with the absence of {100} facets of what

would otherwise be cuboctahedral particles (Fig. 6.22 4C–4E). Finally, a perfect

octahedral NP was obtained at a relatively low pH (Fig. 6.22 4F). At a larger content

of HCl (lower pH) the inner part of the NPs becomes more abundant in Au and
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show cuboctahedral or octahedral structures. These are thermodynamically favored

structures. In opposite conditions, at high pHs, the amino acid reducing capacity is

larger; consequently, the reduction velocity is faster and the system has not enough

time to re-adapt, thus obtaining structures very different from the ones predicted by

thermodynamics (kinetic control). Another way to control morphological changes

is the formation of complexes with CTAB by etched Au. It is known that the Au

oxidation rate under these conditions depends on pH, so that the regions with larger

curvature are more prone to oxidation [79].

As a corollary to this section and the following, we can state that all the

information gained through research about the effect of solution composition

(ions, molecular adsorbates) on the stability of upd deposits on single crystal

surfaces is worth being analyzed with the aim of their application to the synthesis

of NPs. Alternatively, many of the questions arising in the synthesis of

nanoparticles may probably be answered by means of electrochemical studies of

metal upd (and the related galvanic replacement technique) on single crystal

surfaces.

SEM

STEM

EDX

4A
Decreasing pH

4B 4C 4D 4E 4F

TEM

Model

Fig. 6.22 From top to bottom, AuPd nanocrystals characterized by higher magnification SEM as

well as 3D models (yellow represents Au-rich and red represents Pd-rich regions), TEM, STEM,

and STEM-EDX mapping (yellow indicates Au and red indicates Pd). Note: all SEM images are at

the same magnification. Similarly, TEM, STEM, and STEM-EDX mapping are at the same

magnification (Reprinted with permission from Ref. [76])
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6.7.2 Shape Control of Nanoparticles Synthesis
by Underpotential Deposition

Liu and Guyot-Sionnest [80] proposed, in 2005, an explanation for the role of Ag

ions in the directed growth of Au NPs. They suggested that upd of metallic silver

occurs at different extents on the different crystal facets of Au NPs, leading to

symmetry breaking and rod formation. It is known that upd of Ag is stronger on

more open surfaces, involving the sequence stability {111}< {100}< {110}. In

fact, electrochemical measurements yielded underpotential shifts of 0.24 and

0.07 V for Ag upd on Au{100} and Au{111} surfaces, respectively [81, 82]. The

same trend has been found in theoretical calculations, predicting that the upd shift

should be 0.14 V for Ag on Au(100) and 0.10 V for Ag on Au(111) [83]. As a

consequence of this, an appropriate tuning of the deposition potential would allow

decorating selectively facets (see Figs. 6.17 and 6.18). Similarly, a silver monolayer

on the Au{110} facet acts as a strong binding agent, inhibiting further growth, so

that other low index faces grow faster and become dominant in the final structures.

The {100} and {111} facets are only partially covered by silver or remain adsorbate

free, and therefore grow faster than {110}. This leads to a one-dimensional growth

along one direction. The growth rate ratio between {100} and {110} facets is

adjustable by varying the Ag+ concentration. Then, upd provides a general mech-

anism to control shape evolution in metallic nanostructures [84].

Seo et al. [85, 86] determined the major influencing factor for shape conversion

of cuboctahedral NPs. Cuboctahedral NPs are built from {100} and {110} facets, as

shown in Fig. 6.23a (middle picture) and Fig. 6.23c. Ag0 reduced from Ag+ was

preferentially deposited onto the {100} facet to form silver layers, which

suppressed epitaxial overgrowth of the gold layers during the reaction. The {111}

facets grew producing changes in the NP morphology. This change transformed the

NPs from octahedral shapes to cuboctahedral and then to cubic shapes (Fig. 6.23a,

d). In the absence of silver ions, the addition of Au3+ precursor enhances {100}

growth to increase the surface fraction of {111} facets. That process makes

cuboctahedral NPs to become octahedral ones, where only {111} facets are present

(Fig. 6.23a, b). This procedure was also applied for redirecting and controlling Pt

NPs growth [87].

Mirkin and coworkers [88] have also shown that a fine control of NP shape is

possible using Ag upd to direct the growth of different Au-NPs morphologies: for

example, octahedrons with {111} facets, rhombic dodecahedrons with {110}

facets, truncated ditetragonal prisms with {310} facets, and concave cubes with

{720} facets. In a later work, Mirkin and coworkers [89] analysed in detail the

effect of including other additives like chloride, bromide and iodide on NP growth

under Ag-upd control. These authors showed how different sets of NP shapes can be

obtained via kinetic control, surface passivation, or a combination of both.

A number of important findings emerged from this work, some of them are:
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(a) In the absence of bigger halides (bromide and iodide), increasing concentra-

tions of silver ions stabilize particles with a larger number of exposed surface

atoms per unit surface area, enabling the formation of high-index

nanostructures.

(b) In the presence of silver ions as a shape-directing additive, the addition of a

large amount of the bigger halides (bromide and iodide) greatly decreases the

stability of the Ag upd layer and blocks silver deposition, limiting the number

of particle shapes that can be formed.

(c) The enhanced stability of the Ag-upd layer in the presence of chloride causes

growing Au-NPs to become kinetically “trapped” or “locked” into a particular

facet structure early in their growth, enabling the formation of a wide variety

of shapes as well as concave particles.

6.7.3 Galvanic Replacement and Underpotential Deposition

The main obstacle for the implementation of upd to a large quantity of systems is

the fact that this phenomenon is usually limited to the deposition of a less noble

metal on a more noble one, as it is for example the case of the Au(hkl)/Cu and Pt

(hkl)/Cu systems. In the case of electrocatalytic applications, the situation is right

a

b c

Au3+ Au3+/Ag+

d

Fig. 6.23 (a) Shape evolution of cuboctahedral seeds by changing the growth solutions. SEM

images of (b) large octahedra grown by addition of the gold precursor, (c) cuboctahedral seeds, and

(d) cubes grown by addition of Ag+ and the gold precursor. The bar represents 500 nm (Reprinted

with permission from Ref. [86])
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the opposite to the desired one, for example Cu(hkl)/Pt structures are wished. One

way to circumvent this problem is to use a technique denominated galvanic

replacement (gr). In 2001, Brankovic et al, followed by other groups, reported a

facile route to the synthesis of Pt monolayers on Pd as base metal via gr of an upd

Cu monolayer on a Pd core with a Pt precursor [46, 90, 91]. A year later, the first

example of gr involving nanoscale objects was reported by Sun et al. [92]. The gr

reaction is driven by the difference in electrochemical potentials, between a sacri-

ficial template made of one metal and the ions of another metal in a solution phase

[93, 94].

In the case of pure metals, galvanic corrosion is a redox process, in which a metal

N is corroded by the ions of a second metal Mzþ
aqð Þ when they are in contact, in a

solution phase [95]. The corrosion process can be represented by:

N Sð Þ ! Nþ
aqð Þ þ e� E0

1


 �
Mzþ

aqð Þ þ ze� ! M Sð Þ E0
2


 �

giving the global reaction:

Mzþ
aqð Þ þ zN Sð Þ ! M Sð Þ þ zNþ

aqð Þ ΔE ¼ E0
1 þ E0

2


 �

where the N metal is dissolved in solution, simultaneously with M deposition.

According to Eq. (6.8), if ΔE is positive, then the corrosion reaction is driven

thermodynamically.

In the case of the denominated galvanic replacement applied to upd systems, it

involves oxidation and dissolution of an upd template accompanied by reduction of

the ions of a second metal and deposition of the resultant atoms on the template:

N=S hklð Þ ! Nþ
aqð Þ þ e� þ S hklð Þ E0

3


 �
Mzþ

aqð Þ þ ze� þ S hklð Þ ! M=S hklð Þ E0
4


 �

giving the global reaction:

Mzþ
aqð Þ þ N=S hklð Þ ! zNþ

aqð Þ þM=S hklð Þ ΔE ¼ E0
3 þ E0

4


 �

here, a monolayer of N initially deposited (via upd) on a S surface is dissolved

simultaneously with M deposition. By manipulating stoichiometry of the partici-

pant species, it is possible to control the degree of coverage of the metal being

deposited. For example, a upd monolayer of Cu deposited on a Au(111) surface

may generate [90]:

• In the presence PtCl4½ �2�, a Pt monolayer on Au(111).

• In the presence PtCl6½ �2�, half a Pt monolayer on Au(111).
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• In the presence of Agþ, up to a bilayer of Ag on Au(111).

Galvanic corrosion and upd clearly present similarities but also important

differences. Among the later, the most relevant is related to the ΔE value. The

reduction couples E0
1–E

0
3 and E0

2–E
0
4 are different, due to the presence of the S

surface.

When a metallic substrate occurs at the nanometric scale, gr can be used as a

versatile and powerful method for the generation of core@shell type NPs. Park

et al. in 2002 [46] (see Fig. 6.7) showed the possibility of the formation of Au@Pd

and Au@Pt core@shell type NPs via gr, starting from Au@Cu NPs. Besides its

employment for the formation of core@shell type NPs [46, 96–102], gr is widely

used today to obtain reversed NPs, hollow particles, hollow nanorods, nanorattles,

nanoboxes, alloys and dealloys, among others nanomaterial shapes [103–109]. We

will return to this later.

Yu et al. [110] have reported that the electrons which are generated in the gr

reaction, may accumulate mainly over specific regions of the NP. The electronic

distribution that depends on geometry can be used to direct facet growth. These

authors used two metallic precursors: Ag and Pd with a colloidal solution of

polyhedral Au NPs. Ag reduced fast on Au-NPs to make an upd layer. Then, this

core@shell was subjected to a gr process with Pd2+ ions. The electrons in the

galvanic replacement reaction accumulate mainly at high curvature regions of the

NP such as corners and borders. This preferential accumulation of electrons, which

is spatially heterogeneous, directs the deposition to those regions rich in electrons.

The distribution of electrons can be altered by controlling the kinetics of electron

generation. A slow electron generation rate allows the electrons to accumulate only

in regions of the highest curvature, that is, corners of the polyhedral NPs. On the

other hand, a fast electron generation rate can disperse the electrons over a wider

area, although regions of high curvature are still preferred. In this case, the electrons

Fig. 6.24 Schematic

illustration of the

architectural diversity of the

NP configurations that can

be obtained by tuning the

shapes of the central NP

(vertical axis) and satellite

NPs (horizontal axis) by
method described in

reference (Reprinted with

permission from Ref. [113])
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may congregate along the edges [111]. Fig. 6.24 schematically illustrates some

complex nanostructures that can be obtained by using the present synthetic scheme.

The first step consists in controlling the amount of Ag adsorbed on the surface of

a NP. A variable amount of Ag deposited allows a galvanic replacement variable

process, as shown in SEM and TEM images for relatively low (Fig. 6.25a–c) and

high (Fig. 6.25d–f) AgNO3 concentrations. The Ag layer formed by “in situ” upd, is

consumed by the galvanic substitution reaction and it is continuously regenerated

by supplying Ag+. This Ag- regenerative layer provides a continuous supply of

electrons to the corners of the NP in order to support island growth there. A lower

AgNO3 concentration directs a slow formation of Ag upd, thus island growth is

restricted. This is the basis of the difference between semicorner-selective deposi-

tion and full-corner-selective deposition, schematically shown in Fig. 6.26.

Figure 6.26 shows that the accumulation of electrons, and consequently the

deposition along the border regions instead of corners is possible by adjusting the

growth kinetics of Au and Pd in combination. Since the growth kinetics of Pd atoms

favors the exposure of {100} facets and the growth kinetics of Ag atoms favors the

increase in the proportion of {111} facets (see for example Fig. 6.21), each of these

facet types would be preferentially exposed if the growth kinetics were dominated

by that of Pd atoms or Ag atoms, respectively. With the increase of the Ag/Pd ratio,

the combined growth kinetics can be modified from Pd dominance to Ag domi-

nance. Figure 6.27 shows SEM and TEM images of core(Au)@shell(Ag-Pd) NPs at

different relations of Agþ=Pd2þ. At relatively low relations Agþ=Pd2þ, the NP

shape is truncated octahedral, showing that in synthesis conditions the exposition of

facets {100} type has been favored. Under these conditions, Pd directs the growth.

As the Ag+ concentration increases, an increase in the size of facets {111} type is

gradually observed indicating that Ag upd plays the key role.

Fig. 6.25 Images obtained for the selective growth of Ag-Pd on Au NPs at different concentra-

tions of AgNO3: (a) 1 μM, (b) 3 μM, (c) 6 μM, (d) 10 μM, (e) 60 μM and (f) 80 μM. The H2PdCl4
concentration was 70 μM. Column 1 shows images obtained by SEM, column 2 images obtained

by TEM and column 3 shows cut profiles of the geometrical models along the direction <110>.

The red arrows show the V-shape grooves projected from the gaps and depressions (Adapted with

permission from Ref. [110])
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6.7.4 Hollow Nanoparticles Through Galvanic Replacement

NPs are usually defined as polyhedra formed by facets of {111} and {100} type

such as cubes, tetrahedra, octahedra, prisms, cubeoctahedra, etc. [112]. Hollow NPs

(H-NPs) are nanometric scale crystals formed by facets with Miller indices {hkl}

larger than the unit [88, 89, 113–116]. H-NPs surfaces are characterized by a great

density of steps with low coordinated atoms, which confer large surface energy.

Nanocrystals with hollow interiors and porous walls are of great interest and

importance for catalytic and electrocatalytic applications, as they can provide

high specific surface areas and enhanced activities relative to their solid counter-

parts. Galvanic replacement offers a facile and versatile approach to the generation

of metal nanocrystals with hollow interiors and porous walls.

Figure 6.28 shows the main stages involved in a galvanic replacement reaction

for the formation of H-NPs. When a small amount of HAuCl4 is added to an

Fig. 6.26 Schematic illustrations of corner- and edge-selective depositions. The corner- and edge-

selective depositions are shown in rows a and b, respectively. (i) Au central nanocore (NC) with a
well-defined morphology. (ii) The Ag precursor is reduced first due to upd and a Ag monolayer is

quickly formed on the central NCs. (iii) This in situ formed Ag layer then undergoes galvanic

replacement reaction with the Pd precursor due to the difference in their reduction potentials. The

electrons released by the galvanic oxidation of the Ag layer then travel and accumulate at the

corners (a) or the edges (b) of the Au central NCs because of the high curvatures there. The Pd

precursor is reduced and deposited preferentially on those electron-rich regions. (iv) The Ag layer
is self-sustaining due to the swiftness of upd, that is, once the Ag atoms in the Ag layer are

oxidized and dissolved, upd of Ag immediately occurs to replenish the Ag atoms lost by oxidation.

The newly formed Ag upd layer is then be oxidized and regenerated. The cycle goes on (the boxed

regions in iii and iv). (v) This cyclic process ensures a continuous supply of electrons to the corners
of the central NC to sustain the reduction there. For the preparation of edge-satellite HMNCs, the

surface of the Au central NCs was modified by Pd-coating (b(i)), and a Ag layer was formed on the

Pd-coated Au NCs (b(ii)) (Reprinted with permission from Ref. [111])
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Fig. 6.27 images obtained for the selective growth at the borders shown in Fig. 6.24 and 6.26. The

concentrations of AgNO3 are (c) 20 μm, (d) 40 μm and (e) 60 μm H2PdCl4 concentration was

100 μm. Snapshot 1 shows images obtained by SEM, snapshot 2 images obtained by TEM and

snapshot 3 shows cut profiles of the geometric models along the direction <110> and <110>
(Adapted with permission from Ref. [110])
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aqueous solution containing Ag NPs, the galvanic replacement of Ag by Au will

start in the regions with large surface energy (for example, imperfections, vertex,

corner regions). As a result, Ag atoms oxidize and dissolve into the solution; this

generates a small hollow in the NP facet. At the same time, electrons migrate

rapidly to the NP surface and are taken by AuCl�4 to generate Au atoms through a

reduction reaction. Due to their similar crystal structures and lattice constants

(4.086 Å vs. 4.078 Å for Ag and Au, respectively), the recently formed Au atoms

tend to deposit epitaxially on the surface of the NP (step 1 in Fig. 6.28). The

deposition will lead to the formation of a thin and complete Au layer on the facets of

each NP that prevents the reaction of other Ag atoms with AuCl�4 below this layer,

thus physically blocking the reaction. However, the small hollow generated at the

beginning serves as preferential region for the continuous dissolution of Ag atoms.

This hollow must have certain size that allows the income of other species allowing

the galvanic replacement to take place inside the NP.

The exchange processes and /or surface diffusion may lead to a mixing of the

atoms (step 2 in Fig. 6.28), since a homogeneous alloy is thermodynamically more

stable than a mixture of segregated Au and Ag phases. In an intermediate state of

the galvanic replacement reaction, a hollow interior and an alloy shell (step 3 in

Fig. 6.28) characterizes this nanostructure. The thickness of the shell depends on

Fig. 6.28 Schematic illustration of the morphological and structural changes at different stages of

the galvanic replacement reaction between a Ag nanoparticle and HAuCl4 in an aqueous solution

(Reprinted with permission from Ref. [124])
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the size of the initial Ag-NP as seed (sacrificial template) as well as on the

stoichiometry of the reacting Au complex. The addition of large amounts of

HAuCl4 to the reaction system, drives a dealloying process by selective elimination

of Ag atoms from the alloy shell. This process generates many uncoordinated

atoms, vacant regions, etc. which lead to a large increase in the surface free energy.

These vacant regions join together, generating small hollows that coalesce and form

hollow NPs. The dealloying process can also cause defragmentation of the NP into

small Au clusters (step 5 in Fig. 6.28). Different SEM images can be observed in

Figs. 6.29b–d, showing the different stages previously described. The addition of a

chelate like Fe(NO3)3 is an alternative to favor the process of dealloying of the

Au-Ag NP. This chelate dissolves Ag, generating pores in the facets, thus yielding

NPs with hollow structures as can be observed in Fig. 6.29. The size of the pores can

be controlled by adding a larger amount of Fe(NO3)3 as shown in the SEM images

in Figs. 6.29e–g.

In 2011, Gonzáles et al. [117], reported a new application of the traditional

concepts of corrosion at the nanoscale. They showed that gr together with the

Kirkendall effect can be used to form hollow Au-NPs of many layers. The

Kirkendall effect occurs in systems where the diffusion velocities of one on the

other material are markedly different, such as Ag diffusion on Au that is larger than

Au diffusion on Ag. The process begins with a picture similar to that exposed in

Fig. 6.28a, b. The galvanic replacement has generated a hollow Ag cube covered by

an external Au layer. Since Ag diffusion on Au is faster than Au diffusion on Ag,

this produces a net flow of vacancies from the surface to the core. The concentration

of vacancies increases until they coalesce in bubbles that grow at the metallic

interface and join, forming a continuous cavity parallel to the cube wall. This

allows the interior walls to be coated with Au. These “empty boxes” increase

significantly the area/volume ratio of the material and could be used to transport

or protect molecules, thus providing important applications in the fields of medicine

and energy storage [118] (see Fig. 6.30a).

Trimetallic Ag-Au-Pd structures may also be produced by using the gr method

together with the Kirkendall effect. The final product is a double wall nanobox with

a Ag nucleus situated between the walls (see Fig. 6.30b), coated with a PdAu alloy

or a Au-Pd layer, depending on the addition of the precursors being simultaneous or

sequential. In the nanoboxes shown in Fig. 6.30b, Au and Ag form an alloy with

interior parts richer in Ag while Pd is preferentially found at the wall surfaces.

6.7.5 Nanoparticles Growth Inside Dendrimers

In the early 2000s, Crooks and coworkers developed a technique for the generation

of metallic NPs, denominated “dendrimer-encapsulated nanoparticles (DENs)”

[119–121]. A scheme of this procedure is shown in Fig. 6.31.
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Fig. 6.29 (a) Schematic illustration of two different methods for dealloying involving the use of

HAuCl4 and Fe(NO3)3, respectively, as the etchant. (b–d) SEM images of samples obtained by

de-alloying 120 nm partially hollow Au-Ag nanoboxes with increasing amounts of HAuCl4. The

100 nm scale bar in (d) applies to (b) and (c). (b–d) are reproduced with permission from Ref.

[142]. (e–g) TEM and SEM (insets) images of samples obtained by de-alloying 50-nm partially

hollow Au-Ag nanoboxes with increasing amounts of Fe(NO3)3. The 50 nm scale bar in (g) applies

to (e) and (f). The scale bars in the insets of (e–g) are 50 nm. (e–g) are reproduced with permission

[107] (Reprinted with permission from Ref. [124])
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Fig. 6.30 Characterization of double wall nanoboxes. (A1) Intensity profile obtained on the

z-contrast image of AuAg double-walled nanoboxes. (A2) EDX elemental map, together with a

scheme of the elemental distribution. (A3) HRTEM characterization. (b) TEM image and EDX

elemental maps for trimetallic PdAuAg nanoboxes (Reprinted with permission from Ref. [117])

Fig. 6.31 Scheme of the dendrimer-encapsulated nanoparticles method (Reprinted with permis-

sion from Ref. [132])
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In a first step, S2þ cations are embedded into the dendrimer matrix, yielding a

complex G6� OH S2þ

 �

n

� �
, where G6� OH is a sixth-generation, hydroxyl-

terminated polyamidoamine (PAMAM) dendrimer, and n is the amount of ions

encapsulated in the dendrimer. The driving force for encapsulation of metal ions

within dendrimers is usually based on covalent bond formation, electrostatic inter-

actions, complexation reactions, or a combination thereof [119]. In a second step,

the cations are completely reduced by using borohydride. In this way, metallic NPs

were obtained within the cavities of the dendrimers. The DENs synthesis offers

some significant advantages over other methods for preparing nanoparticles in very

a small size range [122]. Since the cations are embedded in the polymeric matrix,

the later determines the NP size. The cation/dentrimer ratio allows the adjustment

of the amount of cations in the matrix and consequently, the adjustment of the final

NP size. Typically, this strategy yields a NP size distribution having standard

deviations of 0.3 nm [123]. This process leads to stable, nearly size-monodisperse

NPs composed of Pt, Pd, Au and Cu [125–129]. It is also possible to prepare alloyed

and core@shell bimetallic DENs using a slight variation of the basic approach

[130, 131]. For example, PtPd bimetallic NPs containing an average of 180 atoms

and being composed of seven different Pt/Pd ratios have been prepared within

sixth-generation, hydroxyl-terminated, polyamidoamine dendrimers [130]. Fig-

ure 6.32a shows how the electrochemical response can be manipulated by changing

the composition of a PtPd NP. For example, the current peak for oxygen reduction

on the electrode modified with G6-OH(Pt180) is found at 0.67 V, but the electrodes

coated with bimetallic PtPd DENs having low percentages of Pd exhibit oxygen

reduction reaction peaks at more positive potentials (e.g., 0.70 and 0.68 V for

G6-OH(Pt150Pd30) and G6-OH(Pt120Pd60), respectively). Figure 6.32b summarizes

the voltammetric data by showing the potential of the current peak for the oxygen

reduction reaction as a function of increasing Pt percentage in each electrocatalytic

particle. A maximum is reached when the NP is composed of G6-OH(Pt150Pd30).

In a further step, a monolayer of a less noble metal may be electrodeposited onto

the DENs by upd to yield G6� OH Sn@Mmð Þ½ �. Subsequent galvanic replacement

of the upd monolayer may yield different core@shell NPs. For example, Carino

et al. [132] have analyzed the voltammetric behavior of Cu deposition on Pt-DENs

of 55, 147, and 255 atoms, see Fig. 6.33. Their results indicate that a single atomic

monolayer of Cu is deposited onto Pt DENs cores containing an average number of

147 and 225 atoms, while more than one monolayer deposits onto Pt DEN cores

containing an average of 55 atoms. Two remarkable features emerge from the

voltammetry of these systems:

(a) As NP size decreases, the peak potentials of anodic and cathodic processes

show a shift towards lower potentials, that is, Cu upd weakens for relatively

small NPs.

(b) Deposition and stripping peaks become splitted into two components.

The first behavior can be analyzed in terms of NP size. The smaller the NPs, the

more important become surface effects, and the deposition potential moves to lower
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potentials. This is an evidence for the extinction of the upd phenomenon at the

nanoscale, analyzed in Sect. 6.7. The second behavior, the occurrence of two

shoulders in the voltammograms, was assigned to the presence of different facets

and/or the different behavior of borders and facets. It is known that for a very small

NP it is not possible to differentiate the superficial regions into facets and borders.

However, when the NP is of a bigger size, these regions may be differentiated and

this fact becomes evident through this wave splitting. Very recent results by

Plowman and Compton [133] confirm the extinction of Cu upd for Au NPs of

1.8 nm in citrate media.

As mentioned at the beginning of the present section, the development of NP

synthesis by means of dendrimers presents two appealing aspects. On the one side,

it allows the generation of metallic NPs with a very sharp size distribution. On the
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0. (b) A plot of the current

peak position for the oxygen

reduction reaction as

function of n for G6-OH

(PtnPd180� n). Scan rate:

50 mV/s; electrolyte

solution: aqueous 0.5 M
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(Reprinted with permission
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other side, this method allows the generation of metal NPs with very small sizes,

between 1 nm and 2 nm. These two factors allow correlating straightforwardly

experimental results with theoretical predictions. In this respect, it is worth men-

tioning the work of Yancey et al. [134] and Carino et al. [132]; they contrasted

experimental results of electrochemical deposition with density functional (DFT)

calculations for NP of similar sizes. Carino et al. [132] showed that upd of Cu onto

Pt-NP(147) occurs in two steps: first onto the {100} facets (partial deposition) and

then onto the {111} facets (full deposition). The partial and full shell structures

were characterized by voltammetry and the experimental results were compared

Fig. 6.33 Cyclic

voltammograms obtained

using G6-OH(Ptn) DENs in

aqueous electrolyte

solutions containing 0.10 M

H2SO4 + 0.010 M CuSO4.

The scans started at 0.64 V

and were initially swept in

the positive direction at a

rate of 10 mV/s (Reprinted

with permission from Ref.

[132])
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with computational models generated by using DFT and molecular dynamics

(MD) simulations. Figure 6.34a shows the different models used by Carino

et al. [143] to emulate the Cu upd phenomena. Binding energies were calculated

using DFT for Cu adsorbed on Pt{100} and Pt{111} facets of a “solvated” NP, in

which SO4 ligands were adsorbed on the surface to mimic the solvent� surface

interactions existing in the experiments. The calculated binding energies were

found to correspond well with the peaks observed in the CVs of Cu upd onto Pt

NPs(147) (see Fig. 6.34b). In contrast, the same calculations performed on a naked,

SO4-free (solvent free) NP model did not fit the electrochemical data.
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Chapter 7

What Is Coming Next?

In the following sections we will discuss on some tendencies and prospects

concerning underpotential deposition (upd) research, related to both theoretical

and experimental work.

7.1 Underpotential Deposition as a Precision Design Tool

Tuning of size, shape, and properties of nanomaterials is of primarily importance

for the development of basic science and technological progress in view of multiple

applications. In this context, a peculiarity of upd makes this phenomenon an

extraordinary tool as a bottom-up method: it allows a strict morphological control
at the nanoscale. Such a level of control has up to date not been achieved by other

techniques in the solution phase. In the case of techniques applied under vacuum

conditions, the Atomic Layer Deposition (ALD) method has been able to achieve

similar results, but using ultra high vacuum conditions, which require a costly and

relative involved infrastructure. Along Chaps. 2, 3, 4, 5 and 6 we have analyzed

numerous examples of various systems where it is possible to obtain deposits whose

width varied between one and two atomic monolayers. It is even possible to reach

monolayer fractions, expanded structures with different stoichiometries, etc. Fur-

thermore, it is possible to achieve selective decoration of step borders, with one, and

eventually two adsorbate rows. In most cases, this surface control may be achieved

in a fast, reversible and reproducible way, even under several experimental condi-

tions. Thus, from the point of view of the so-called bottom-up nanostructuring

methodology, upd has shown to be a powerful tool as “building technique”. A

relevant example of this upd application are the studies of Mirkin and coworkers on

Au nanoparticles (NPs) growth controlled by Ag upd [1, 2] in the presence and in

the absence of anions, as illustrated in Fig. 7.1, and discussed more in detail in

© Springer International Publishing Switzerland 2016
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Chap. 6. There, we can see the three types of NP growth that appear as a result of

different procedures. They are:

(a) Kinetically controlled products. Here the control of the rate of Au+ reduction

directs NP shape.

(b) Upd controlled products. Here, the upd of Ag onto the Au-NP surface blocks

the growth of particular facets and thus dictates NP shape.

(c) Different products arising from the increasing destabilization of upd by

anions.

We turn now to do a little of bibliometric analysis concerning upd. Figure 7.2a

shows the number of published articles as a function of the year, using the Scopus

[3] searching engine, under the keyword “underpotential deposition”, using the

“Articles title, Abstract and Keywords” filter. Modulated by an oscillating function,

the plot shows a roughly linear growth in the period (1976–2014), with a slope that

amounts about 2 articles/year. From the 1802 publications found in this search,

16 correspond to patents which are homogeneously distributed (1 or 2 per year) in

the interval 1989–2014. The year 2013 stands out with four patents. These results

show that the relationship between patenting and overall publications amounts a

0.9 %. The previous figures indicate that even in the current times, where the

“nano” world floods internet, magazines and even sci-fi movies, upd does not

Fig. 7.1 Schematic representation of the two growth pathways on Au nanoparticles (Reprinted

with permission of Ref. [1])
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seem to show up meaningfully in publications, all this in spite of the great

possibilities it has to manage surface control as stated above. Which is the reason

for this unnoticing of upd in the scientific community? Far from having the definite

answer to this question, we can put forward a (not-very-chemical) hypothesis to

explain this. As a general rule, upd is restricted to metal couples where the substrate

is a more noble metal than the adsorbate. We have shown and analyzed in numerous

experiments how Au or Pt are covered by less noble metals like Ag, Cu, Pb, Tl, etc.

These actions are just in the opposite direction of the driving force that makes the

world go round: economy. This may explain in part the low patenting rate found in

relationship to upd at present times. For this reason, we come now to consider the

wealthy brothers of upd: Galvanic Replacement (gr), Surface Limited Redox

Replacement (SLRR) and Electrochemical Atomic Layer Deposition (E-ALD)

also knew as Electrochemical Atomic Layer Epitaxy (ECALE).

Galvanic replacement [4] is an electrochemical corrosion process,1 which

involves the oxidation of a compound or metal (usually denominated sacrificial

template) by another one, which has a more positive reduction potential. This

process allows the oxidation of the template and its corresponding dissolution,

while the second metal or compound is reduced and deposited onto the template. On

its side, SLRR, E-ALD and ECALE [5] are referred to the experimental strategy

based upon multiple applications of a protocol for submonolayer or monolayer

surface modification via gr. Figure 7.2b shows the time evolution of articles

including the terms “Galvanic Replacement”, “Surface Limited Redox Replace-

ment”, “Electrochemical Atomic Layer Deposition” and “Electrochemical Atomic

Layer Epitaxy” under analogous conditions to those of the upd search addressed

above. For the sum of the search results (red broken line), the number of publica-

tions in the field before 2003 grew at a rate lower than 3 publications/year. After

Fig. 7.2 Evolution of the number of publications as a function of the year according to the Scopus

search engine with the strings (a) “underpotential deposition” and (b) black “galvanic replace-

ment”, blue “electrochemical atomic layer deposition” and green “surface limited redox replace-

ment” plus “Electrochemical Atomic Layer Epitaxy”. In (b) red broken line corresponds to the

sum of all searches

1 Galvanic corrosion is a phenomenon known since the nineteenth century.
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2003, the number of publications acquired renewed impetus, mirrored in an

increase in the slope of the plot up to 23 publications/year. The analysis of the

four most cited articles found in 2003–2004 (582 cites for [6], 253 cites for [7],

244 cites for [8] and 174 cites for [9]) shows a common denominator: the articles

report on the formation of nanocages, nanohollows, hollow nanoparticles,
nanotubes, nanocubes, nanoshells, etc. Thus, the most straightforward conclusion

is to associate this new impulse with the emerging activity in nanoscience. How-
ever, these applications of galvanic corrosion at the nanoscale did no use the upd

technique as a previous step, as originally proposed by Brankovic et al. in 2001 [4]

for planar surfaces and later extended by Park et al. to NPs [10]. Currently, research

is going in this direction, where the joint use of upd with gr allows to design new

materials at the nanoscale, with completely new properties and construction details

never found before by other techniques. Synergy between upd and gr allows on one

side to use the fine control of nanostructures that may be achieved by upd to build

substrates with a well-controlled morphology (template), and on the other, the great

versatility of gr to modify the latter [11]. The simultaneous application of both

techniques offers a simple and versatile way to the fabrication of multifunctional

nanostructures like hollow-NPs and many other appealing characteristics. Upd and

gr may also be coupled with other methods, as sequential reduction, co-reduction

and Kirkendall effect to generate nanostructures with much greater complexity [12]

as was shown in Chap. 6. Combination with other physicochemical processes or

synthetic techniques will allow the fabrication of nanomaterials with unexplored

structures and properties. Great experimental progress is taking place right now on

these topics. However, many questions remain open and new ones arise, and even

many aspects of upd remain unclear, as will be addressed below. For example, it is

has been shown theoretically [13] and then experimentally [14] that at the nano-

scale the redox equilibrium potential of an upd adsorbate changes with the size of

the NPs on which it is formed, so that the driving force for gr should be sensitive to

the size of the nanosystem as well. Thus, a unified theoretical framework is

necessary for the understanding of all these processes, something which is still in

progress. No doubt that the basic theoretical tools for such an achievement will be

nanothermodynamics, statistical mechanics and/or quantum mechanics.

7.2 Towards an Accurate and First-Principles Modeling

of Metal Underpotential Deposition/Dissolution

We have discussed in Chap. 5 different ways to model the kinetics of upd through

Kinetic Monte Carlo methods, which allow performing calculations of reactions in

a time scale which approaches the experimental one. In some cases, different

kinetics were assumed for atom deposition in different environments [15]. On the

other hand, Brown et al. [16] modeled adsorption/desorption of particles on

the basis of the Butler-Volmer description of electrochemical charge transfer.
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In this approach, the deposition (vdep,x(E))/dissolution (vdis,x(E)) rates of the atomic

species are calculated from an equation of the type [17]:

vdep,x Eð Þ ¼ kdep,xaMzþexp �ΔG# 0ð Þ
dep,x

RT

 !
exp

1� αð ÞzFE
RT

� �
ð7:1Þ

vdis,x* Eð Þ ¼ kdis,x*exp �ΔG# 0ð Þ
diss,x

RT

 !
exp

αzFE

RT

� �
ð7:2Þ

where the indices x and x* label the type of sites where the adatom is deposited on

(desorbed from), the ΔG# (0) values are the activation free energies for the ion

transfer from the solution to the crystal, or vice versa, at E ¼ 0, kdep,x and kdis,x* are

rate constants for deposition and dissolution reactions at sites x and x*, respectively.
α is the charge transfer coefficient and the remaining symbols have their usual

meaning. This type of modeling introduces environment-depending rates, where

adatom deposition/dissolution rate depends on the type of site where it is incorpo-

rated or dissolved from. The usual way to do this is to approximate the dynamic

property ΔG# (0) by some simple function of the related thermodynamic quantity, as

it is the corresponding free energy.

The next step to improve the modeling would consist in obtaining the rates vdep,x
and vdis,x* using first principles calculations and computer simulations. In this

respect, it is worth mentioning an important step in this direction taken by Pinto

et al. concerning the electrochemical deposition of Ag [18] and the deposition/

dissolution of divalent metal ions [19]. The modelling by these authors consists of a

combination of:

(a) electron-transfer theory with spin polarization [20],

(b) density functional theory (DFT) calculations and

(c) molecular dynamics (MD) simulations.

The general idea of the former was introduced in Chap. 5, where we saw that the

Hamiltonian of the system includes not only adatom-substrate but also adatom-

solvent interactions. The DFT calculations are used to investigate the electronic

interactions between the adatom and the metal surface, and allow to fit the coupling

constants between the relevant orbitals of the adatom and the respective surface.

The third ingredient, the MD simulations, provide information on the potential of

mean force of the interaction of the ion with the solvent, and play a key role to

understand the stability of ions with different charges and thus different solvation

energies. Such a modeling allows obtaining detailed information on the free energy

surface, as can be observed in Fig. 7.3 for the reaction:

Znþ2 þ 2e� ! Zn ð7:3Þ

The methodology used to calculate the information of Fig. 7.3 could be used to

analyze upd in different systems and environments, and could become a powerful

tool to simulate these systems.
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7.3 Computer Experiments

In relation to the previous item, it can be stated that the increasing computational

power, the development of semiempirical potentials [21] and the improvement of

electronic structure calculation methods (DFT) [22] have opened a new way to

compare the predictions of theoretical models with calculations: the performance of

computer experiments. In fact, it is nowadays possible to simulate on a PC the

thermodynamic properties of different systems in the same size scale as those in

experiments. These computer experiments allow to save time and money, and in

many cases they may orientate and design experimental strategies. As an example

for the present problem under consideration, it may be mentioned that in 2008

computer experiments showed that upd should vanish for some systems in the

nanoscale [12]. Although there is some indication that this happens [13], more

laboratory experiments are still necessary to check the general validity of this

prediction.

DFT calculations stand out over other calculation methods, since they allow to

obtain information on electronic structure, something that is very important to

analyze in the case of electrochemical systems. In principle, DFT calculations

would allow to involve in the calculation all the components of the upd system:

substrate, adsorbate, adsorbed ions, capping molecules, base electrolyte, water, etc.

We say “in principle” because even with the current computational power the

inclusion of all these elements in the simulations is a formidable task. Computer

experiments have earned nowadays an important place in almost every research

work, and upd is of course not an exception. Recently, Anderson et al. [23] have

shown the power of DFT to analyze the energetics of Pd, Pd@Cu and Pd@Pt NPs
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Fig. 7.3 Free energy surface (left) and occupation of the Zn 4 s orbital (right) for the reaction

Zn2þ þ 2e� ! Zn, where the final state is a Zn atom deposited on the terrace. The initial state for

the deposition reaction is a Zn2þ ion located at the upper left region of these plots. This ion

undergoes a first one-electron reduction at the saddle point at the top-left of the Figure, and a

second electron transfer at the saddle point at the bottom-right of the Figure (Reprinted with

permission of Ref. [18])
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made of up to 309 atoms. Another example, analyzed in detailed in Chap. 6, is the

joint work of the experimental group of Crooks and the theoretical group of

Henkelman on the deposition of Cu on Pt-NPs [24] in the presence of adsorbed

sulfate ions. These authors used the symmetry properties of the NP to reduce the

DFT-computational cost associated with the large number of atoms involved in the

calculations. The error associated with this approximation was lower than 0.1 eV

for the binding energy of Cu atoms. For example, the model labeled with (SO4)Pt

(147)@Cu(full)DFT-half contained 19 sulfate molecules surrounding the half-NP.

7.4 Curvature Effects in Underpotential Deposition at

the Nanoscale

Recent years have witnessed relevant progress concerning modeling of upd

[25]. These advances have contributed to understand the role of substrate nature

and structure and in some cases the effect of anions, for the case of planar surfaces.

In the case of upd at the nanoscale, the situation is more complex, since the

formation of core@shell bimetallic nanostructures appears to be very sensitive to

a number of parameters, like temperature, pH, capping agents, strength of reducing

agent, precursor concentration, reactant injection rate, physical properties of the

seeds (this concerns size, shape, faceting, composition), and to the characteristics of

the interfacial region resulting from differences of lattice constants, electronega-

tivities and binding energies. Some of these topics have been addressed in the

present book. The large degrees of curvature of NPs and nanocavities lead to a

weakening or strengthening of the substrate/adsorbate interaction, with conse-

quences for upd, to such a point that systems presenting upd on planar surfaces

may not show it at the nanoscale, for small enough NPs sizes, as discussed in the

previous Chapter. Conversely, systems not showing upd on planar surfaces could

present this phenomenon in small nanocavities, with a large enough negative

curvature, like those present in hollow NPs. While there is experimental evidence

for the occurrence of the first phenomenon, the second one has not been observed so

far. This is clearly a pending issue to be addressed through experiments. Cu

deposition on Ag concave nanostructures is a good candidate to be addressed.

7.5 Role of Protective Molecules in Underpotential

Deposition

The role played by surfactants or protecting agents in upd is an ongoing research

field, involving a relatively large complexity. Chemisorption of a capping agent

may alter the surface energy of the different facets of NPs, so as to revert the

ordering of their stability [26]. As we have analyzed in detail in Chap. 6, recent
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Fig. 7.4 Atomic configuration taken from molecular dynamic simulations for ligand attachment

to Au NPs of different sizes. (Left) bare Ico Au NPs containing 55, 147, 309, and 561 atoms,

(middle) amine-protected Au NPs, (right) thiolate-protected Au NPs. (Pink spheres: Au, Green:
NH2, Yellow: S, Cian: Alkyl chains) (Reprinted with permission of Ref. [30])
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experiments are oriented to control site selectivity for adatom deposition, by means

of the application of a proper capping agent. As a consequence, the study of new

protecting agents that bind selectively to a given facet type may by a promising

research field deserving exploration. In this respect, experience accumulated in the

study of upd on planar surfaces may provide useful information to take the initial

steps in such a research. Protecting or capping molecules may play several simul-

taneous roles in the synthesis of nanomaterials: they may prevent NP aggregation

[27], act as reducing agents and may favor (or not) the occurrence of the upd

phenomenon [28, 29]. Theoretical studies in this area are still in their infancy and

doubtless there is still much work to do. In this respect, it is worth mentioning the

work of Olmos-Asar et al. [30], who have developed a semiempirical potential to

analyze the role of surfactants on the morphology of Au-NPs. Figure 7.4 shows

different configurations obtained from a MD simulation for naked and amine- and

thiol-capped Au-NPs, where the role of the surfactants can be appreciated in the

final morphology of the NPs. The atomic structure of the amine-protected NP does

not seem to be appreciably affected by the ligands, while in the case of the thiol-

protected NPs, a strong deformation on the geometry is evident, in particular for the

smallest NPs, where crystallinity has disappeared. Similar conclusions were drawn

by Yancey et al. using MD-DFT calculations [31] for very small NPs.

7.6 New Models of Nucleation and Growth at

the Nanoscale

In spite of the important progress in the synthesis of metallic nanocrystals with well

defined structures, it is necessary to deepen into the understanding of the nucleation

and growth mechanisms of the synthesis of these new structures. We have men-

tioned in the previous paragraphs that the structural control of NPs is not a trivial

task. For this reason, more studies are necessary for a proper understanding of

nanocrystal growth. Such knowledge will provide a feedback to experimental work

and thus allow improved synthetic routines. A new scheme has been proposed

recently to handle electrochemical nucleation and growth at the nanoscale

[12, 24]. This model addresses the possibility of growing a new phase without the

need of surmounting the free energy barrier corresponding to the nucleation stage.

This bears deep implications, opening the way to a thermodynamic control of

nanostructure growth, instead of the kinetic route traditionally employed. While

this proposal has been made on the basis of computer simulations for the Au@Ag

and Pd@Au systems, its experimental trial is still missing. To mention work going

in this direction, we show in Figs 7.5 and 7.6 two growth types at the nanoscale, as

obtained by Gilroy et al. [32]. These authors analyzed the formation of bimetallic

Au-Ag NPs in Ag growth-solutions under three different kinetic regimes: slow,

moderate and fast. These regimes were obtained via different injection rates and

different amounts of the reducing agent (ascorbic acid). While slow kinetics leads
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to a bimetallic Au-Ag heterodimer of Janus type, moderate kinetics yields an

octahedral Au@Ag NP and rapid kinetics also lead to a Au@Ag NP but with a

growth that follows closely the shape of the seed. The moderate regime shows that

the nucleation and growth process takes place on the {100} facets of the Au-NP,

yielding a pyramidal Ag growth (see yellow arrows in Fig. 7.5g). Ag growth then

continues through the edges of the NP, connecting the six {100} facets (see green

arrows in Fig. 7.5g). At the end, the {111} facets are decorated (see red arrows in

Fig. 7.5g). The core@shell NP obtained under these conditions presents a tetragonal

structure. SEM images, elemental maps and scan lines support the sequence

mentioned.

The fast regime, as defined by the previous authors, shows that nucleation takes

places on the {100} facets, but not with a pyramidal shape but in layer-by-layer

steps. This growth rapidly reaches the edges of the NP (yellow and green arrows in

Fig. 7.6g). Growth continues on the {111} facets (red arrows in Fig. 7.6g) and the

final core@shell NP presents the shape of a truncated octahedron.

Fig. 7.5 Early stage morphological and elemental characterization of bimetallic Au�Ag struc-

tures formed in the regime of moderate kinetics. (a) Schematic depictions of the topography

expected for bimetallic structures formed after the deposition of Ag on the {100} facets of [111]-,

[110]-, and [100]-oriented Au seeds. (b) SEM images of the structures formed in the early stages of

the reaction and their corresponding (c) Au, (d) Ag, and (e) Au +Ag elemental maps and (f) line

scans. (g) SEM images showing the early to late stage progression in morphology which reveals a

Au seed being overgrown with Ag to the point of encapsulation (Reprinted with permission of

Ref. [31])
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The work of Gilroy et al. opens an interesting question: while these experiments

are seemingly free from NP capping agents, the experiments presenting the slowest

kinetics depart from the thermodynamic predictions made in Chap. 6, see Fig. 6.19

there. One of the reasons is clearly due to the fact that the simulations were made

close to upd condition, while this is clearly not the case of Gilroy experiments. It

would be interesting to perform experiments with strict potential control, to check

the theoretical predictions given in Chap. 6.

7.7 Underpotential Deposition Voltammograms: What

About the Spikes?

As we pointed out in Chap. 3, a first order-phase transition occurring during a linear

potential sweep obtained under quasi-equilibrium conditions should be accompa-

nied by a discontinuity in the adsorption isotherms, something that would appear as

Fig. 7.6 Morphological and elemental characterization of bimetallic Au@Ag structures formed in

the regime of fast kinetics. (a) SEM images showing the observed progression in morphology

where a Au seed is overgrown on its {100} facets followed by the overgrowth of its {111} facets to

the point of encapsulation. (b) Schematic depictions of the topography expected for a [111]-,

[110]-, and [100]-oriented structure derived from a growth mode which is dominated by the near

uniform overgrowth of the {100} Au facets with Ag. SEM images of the observed structures taken

in (c) secondary electron and (d) backscatter modes and their corresponding (e) Au and (f) Ag

elemental maps and (g) line scans (Reprinted with permission of Ref. [31])
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a very sharp peak in the corresponding voltammogram (spike). The argument for

the previous statement is based on:

(a) Phenomenological equations in terms of an effective interaction parameter,

given in Sect. 3.6 of Chap. 3.

(b) Theoretical considerations on the basis of mechanical statistical arguments,

like those given in References [33–35] and discussed in Chap. 5 and also

discussed qualitatively in Chap. 3 on the basis the Onsager’s equation.
(c) Monte Carlo (MC) simulations of the lattice gas models, as those performed in

Reference [36], which show that steps occur in the isotherms, as was presented

on the right of Fig. 5.28, Chap. 5. In this Figure it was shown that a stepwise

isotherm behaviour is expected for Ag deposition on Au(111), even if the

experiment could be performed for temperatures as high as 500 K.

While the theory exposed in Refs. [33–35] proposed an explanation for the

widening of the experimental peaks in terms of the occurrence of a large collection

of crystals on the electrode surface, with various sizes, shapes, and boundary

conditions, we propose here the opposite verification, via the realization of exper-

iments with many, as identical as possible, small systems. This ensemble of systems

should be small enough so as to present as few defect as possible, but be large

enough so as not to present finite size effects. Such a collection should show the

spikes characteristic for the first-order phase transition, or at least, should show an

indication for its occurrence as the monodispersity of the isolated systems is

approached. This experiment will be challenging, but its performance would be

useful to shed light into the essence of the upd phenomenon.

7.8 The Puzzling Occurrence of Low-Density Structures

and the Need to Improve the Underpotential Deposition

Modeling to Consider Electrochemical Features

of the System

Going back to Chap. 3, and with the insight gained in Chap. 5, we notice that the

results shown in Fig. 3.5 and Table 3.1 [37] of the former represent a challenge for

all theoretical efforts to understand upd. These results show, under conditions

where anion adsorption is minimized, the ex-situ occurrence of several Ag upd

structures on the Au(111) surface, which correlate with different silver coverages.

Remarkably, it is found that structures obtained at low coverage degrees are the

most stable (the p(3� 3) followed by the p(5� 5)). These results cannot be

understood in terms of pure metallic binding, as described by DFT calculations,

which predicts that the most stable structure should be Ag (1� 1) on Au(111)
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(See Chap. 5, Table 5.4). A number of points addressed byMrozek et al. [37] should

be kept in mind when modeling the present system:

• The formation of the p(3� 3) and p(5� 5) structures in both fluoride and sulfate

media indicates that their occurrence is relatively insensitive to the type of anion

coadsorbed with silver adatoms.

• The Au-Ag chemical bond is polar and, in consequence, an effective positive

charge resides on a Ag adatom. This polarization is evidenced by the shift of

almost one eV in the work function of the Au(111) surface upon Ag monolayer

formation (See Chap. 5, Table 5.4).

• Fluoride may interact with the positively charged localized surface sites.

• Coadsorbed solvent molecules may have a strong influence on the upd adlattice

stability.

Thus, the former discussion leads to the conclusion that the proper prediction of

the stability of this (relatively) simple upd system, will require from first-principles

calculations where the nature of the solvent, as well as the characteristic of the

anions participating at the metal/solution interphase, must be taken into account.

Something similar can be stated concerning many other more complex upd systems,

where there is clear evidence for an important participation of anions in the upd

phenomenon, where solvent effects obviously cannot be excluded. Furthermore,

also the rest of the double layer should be accounted for in terms of a more

simplistic model, since charging effects of the electrostatic double layer will be

important due to the shift of the potential of zero charge that takes place upon upd

monolayer formation (See discussion in Chap. 5, Sect. 5.2.3).

However, not all the job should be left to theoreticians concerning the present

issue. The discussion given in Chap. 3, Sect. 3.5.2 showed that the thermodynamic

analysis of electrochemical data yielded extremely valuable information on the

composition of the upd adlayer for the Cu/Au(111) system, so that a similar attempt

should be undertaken for many other upd systems.
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