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Foreword

International concern in scientific, industrial, and governmental communi-
ties over traces of xenobiotics in foods and in both abiotic and biotic envi-
ronments has justified the present triumvirate of specialized publications in
this field: comprehensive reviews, rapidly published research papers and
progress reports, and archival documentations. These three international
publications are integrated and scheduled to provide the coherency essen-
tial for nonduplicative and current progress in a field as dynamic and
complex as environmental contamination and toxicology. This series is
reserved exclusively for the diversified literature on “toxic” chemicals in our
food, our feeds, our homes, recreational and working surroundings, our
domestic animals, our wildlife and ourselves.Tremendous efforts worldwide
have been mobilized to evaluate the nature, presence, magnitude, fate, and
toxicology of the chemicals loosed upon the earth. Among the sequelae of
this broad new emphasis is an undeniable need for an articulated set of
authoritative publications, where one can find the latest important world
literature produced by these emerging areas of science together with doc-
umentation of pertinent ancillary legislation.

Research directors and legislative or administrative advisers do not have
the time to scan the escalating number of technical publications that may
contain articles important to current responsibility. Rather, these individu-
als need the background provided by detailed reviews and the assurance
that the latest information is made available to them, all with minimal lit-
erature searching. Similarly, the scientist assigned or attracted to a new
problem is required to glean all literature pertinent to the task, to 
publish new developments or important new experimental details quickly,
to inform others of findings that might alter their own efforts, and eventu-
ally to publish all his/her supporting data and conclusions for archival 
purposes.

In the fields of environmental contamination and toxicology, the sum of
these concerns and responsibilities is decisively addressed by the uni-
form, encompassing, and timely publication format of the Springer 
triumvirate:

Reviews of Environmental Contamination and Toxicology [Vol. 1 through
97 (1962–1986) as Residue Reviews] for detailed review articles con-
cerned with any aspects of chemical contaminants, including pesticides,
in the total environment with toxicological considerations and conse-
quences.
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Bulletin of Environmental Contamination and Toxicology (Vol. 1 in 1966)
for rapid publication of short reports of significant advances and dis-
coveries in the fields of air, soil, water, and food contamination and pol-
lution as well as methodology and other disciplines concerned with the
introduction, presence, and effects of toxicants in the total environment.

Archives of Environmental Contamination and Toxicology (Vol. 1 in 1973)
for important complete articles emphasizing and describing original
experimental or theoretical research work pertaining to the scientific
aspects of chemical contaminants in the environment.

Manuscripts for Reviews and the Archives are in identical formats 
and are peer reviewed by scientists in the field for adequacy and value;
manuscripts for the Bulletin are also reviewed, but are published by photo-
offset from camera-ready copy to provide the latest results with minimum
delay. The individual editors of these three publications comprise the joint
Coordinating Board of Editors with referral within the Board of manu-
scripts submitted to one publication but deemed by major emphasis or
length more suitable for one of the others.

Coordinating Board of Editors
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Preface

The role of Reviews is to publish detailed scientific review articles on all
aspects of environmental contamination and associated toxicological con-
sequences. Such articles facilitate the often-complex task of accessing and
interpreting cogent scientific data within the confines of one or more closely
related research fields.

In the nearly 50 years since Reviews of Environmental Contamination
and Toxicology (formerly Residue Reviews) was first published, the number,
scope and complexity of environmental pollution incidents have grown
unabated. During this entire period, the emphasis has been on publishing
articles that address the presence and toxicity of environmental contami-
nants. New research is published each year on a myriad of environmental
pollution issues facing peoples worldwide. This fact, and the routine dis-
covery and reporting of new environmental contamination cases, creates an
increasingly important function for Reviews.

The staggering volume of scientific literature demands remedy by which
data can be synthesized and made available to readers in an abridged form.
Reviews addresses this need and provides detailed reviews worldwide to
key scientists and science or policy administrators, whether employed by
government, universities or the private sector.

There is a panoply of environmental issues and concerns on which many
scientists have focused their research in past years. The scope of this list 
is quite broad, encompassing environmental events globally that affect
marine and terrestrial ecosystems; biotic and abiotic environments;
impacts on plants, humans and wildlife; and pollutants, both chemical and
radioactive; as well as the ravages of environmental disease in virtually all
environmental media (soil, water, air). New or enhanced safety and envi-
ronmental concerns have emerged in the last decade to be added to inci-
dents covered by the media, studied by scientists, and addressed by
governmental and private institutions. Among these are events so striking
that they are creating a paradigm shift. Two in particular are at the center
of ever-increasing media as well as scientific attention: bioterrorism and
global warming. Unfortunately, these very worrisome issues are now 
super-imposed on the already extensive list of ongoing environmental 
challenges.

The ultimate role of publishing scientific research is to enhance under-
standing of the environment in ways that allow the public to be better
informed. The term “informed public” as used by Thomas Jefferson in the
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age of enlightenment conveyed the thought of soundness and good judg-
ment. In the modern sense, being “well informed” has the narrower
meaning of having access to sufficient information. Because the public still
gets most of its information on science and technology from TV news and
reports, the role for scientists as interpreters and brokers of scientific infor-
mation to the public will grow rather than diminish.

Environmentalism is the newest global political force, resulting in the
emergence of multi-national consortia to control pollution and the evolu-
tion of the environmental ethic. Will the new politics of the 21st century
involve a consortium of technologists and environmentalists, or a progres-
sive confrontation? These matters are of genuine concern to governmental
agencies and legislative bodies around the world.

For those who make the decisions about how our planet is managed,
there is an ongoing need for continual surveillance and intelligent controls,
to avoid endangering the environment, public health, and wildlife. Ensur-
ing safety-in-use of the many chemicals involved in our highly industrial-
ized culture is a dynamic challenge, for the old, established materials are
continually being displaced by newly developed molecules more acceptable
to federal and state regulatory agencies, public health officials, and 
environmentalists.

Reviews publishes synoptic articles designed to treat the presence, fate,
and, if possible, the safety of xenobiotics in any segment of the environ-
ment. These reviews can either be general or specific, but properly lie in the
domains of analytical chemistry and its methodology, biochemistry,
human and animal medicine, legislation, pharmacology, physiology, toxicol-
ogy and regulation. Certain affairs in food technology concerned specifi-
cally with pesticide and other food-additive problems may also be
appropriate.

Because manuscripts are published in the order in which they are
received in final form, it may seem that some important aspects have been
neglected at times. However, these apparent omissions are recognized, and
pertinent manuscripts are likely in preparation or planned. The field is 
so very large and the interests in it are so varied that the Editor and the
Editorial Board earnestly solicit authors and suggestions of under-
represented topics to make this international book series yet more useful
and worthwhile.

Justification for the preparation of any review for this book series is that
it deals with some aspect of the many real problems arising from the pres-
ence of foreign chemicals in our surroundings. Thus, manuscripts may
encompass case studies from any country. Food additives, including pesti-
cides, or their metabolites that may persist into human food and animal
feeds are within this scope. Additionally, chemical contamination in any
manner of air, water, soil, or plant or animal life is within these objectives
and their purview.
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Manuscripts are often contributed by invitation. However, nominations
for new topics or topics in areas that are rapidly advancing are welcome.
Preliminary communication with the Editor is recommended before vol-
unteered review manuscripts are submitted.

Tucson, Arizona G.W.W.
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I. Introduction

A growing body of scientific knowledge demonstrates that children
(persons less than 18yr of age) may suffer disproportionately from some
environmental risks. These risks may arise because children’s neurological,
immunological, and digestive systems are still developing. In addition, chil-
dren are more exposed to pathogens in the environment because of poor
or lack of sanitary habits. Because all enteric microorganisms have a poten-
tial to be transmitted by the fecal–oral route, waterborne exposure is a
major concern.

Children are potentially at a greater risk of infections from serious
enteric viral illness for a number of reasons (Table 1). Most important is
the immune system, which is needed to control the infection processes; this
can lead to more serious infections than in adults, who have fully developed
immune systems.

It has been shown that the immune system in the infant is immature. B-
lymphocyte function is immature in neonates and impaired in children less
than 2yr of age, which is partially caused by immature T-cell helper func-
tion (Cummins et al. 1994). The spleen in children <2yr of age is charac-
terized by an immature marginal zone compartment, which indicates that
B cells are not as well developed and do not react to antigenic stimuli as
effectively (Timens et al. 1989).

Immunoglobulin A (IgA) is essential in combating microbial infections
in the gastrointestinal tract. Levels increase with age, with adults having
70–300 times that of newborns (Roy 1995). Even at 10yr of age, IgA levels
are half those found in an adult. It has been demonstrated that there is an
increase in macrophage production, and the percentage of these cells
expressing immunoreactive interferon-alpha in infant lungs is lower when
compared with fetal lungs (Khan et al. 1990).

Heinberg et al. (1964) proposed that infection with coxsackievirus B1 in
young mice is fatal because of an inadequate production of interferon,
whereas older animals that produce interferon can usually survive these
infections. It is thought that foreign nucleic acids must enter the cell for
interferon to be produced, but it has also been proposed that viral infec-
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Table 1. Why Children are at Greater Risk of Gastrointestinal Infections.

Immature immune system
Intestinal mucosa more permeable to water
Proportionately less extracellular fluid than adults
Physiological deficiency in IgAa

Reduced stomach acid and pepsin secretion
Absent or poor sanitation habits

aImmunoglobulin A, a group of antibodies in bodily secretions.



tion can occur so quickly that cells are destroyed before they can produce
interferon (Kunin 1964).

In a study evaluating the increased susceptibility of newborns to infec-
tions by group B streptococci, it was proposed that phagocytic defenses in
utero and at birth may be lacking.The newborn is unable to produce enough
phagocytes in adequate numbers to deliver them to the site of infection
(Wilson 1986); this may also play a role in enteroviral infections. Lung
macrophages from monkeys and rabbits less than 7d old have less micro-
biocidal activity than lung macrophages from adults (Bellanti et al. 1979;
Jacobs et al. 1983).

The digestive system of children is also not fully developed, resulting in
greater susceptibility to enteric viral disease. Enteric pathogens need to pass
through the harsh acidic environment of the stomach before they can 
initiate infection and disease. Infants and undernourished children may
have a reduced acid and pepsin secretion by the gastric mucosa; as a result,
these agents may better survive the transit from the stomach to the 
intestine.

The intestinal tract of the newborn mouse has been shown to be an inef-
fective barrier against orally acquired group B coxsackieviruses, whereas
the adult mouse is very resistant to infection by this agent (Loria et al.
1976). The intestinal tract of the adult mouse offers two modes of protec-
tion against oral infection. First, it acts as a barrier that prevents the virus
from passing through the mucosal side of the gut and, second, provides a
clearance mechanism that eliminates the virus from the enteric tract after
infection (Loria et al. 1976).

Infants and children are more susceptible to dehydration because
secreted liquids, as a proportion of extracellular fluid, may be twice as much
as that of adults. Infants are at higher risk of dehydration, as their intestinal
mucosa tends to be more permeable to water. Therefore, the same patho-
logic process in infants may result in greater loss of water and electrolytes
than in older children whose intestinal mucosa is less permeable to water
(Roy 1995).

The neurological system of children may also be less likely to defend
against a viral infection. Enterovirus infections are generally more severe
in infant humans and mice. It has been shown that the brains of mice less
than 48hr old are more prone to infection by coxsackievirus B and typi-
cally die of encephalitis, whereas the brains of adult mice are resistant to
infection (Khatib et al. 1980).

The heart and endocrine system are also more likely to be affected in
children than in adults during enterovirus infection. Myocarditis is typical
among mice less than 48hr old infected with coxackievirus B1 and B4, but
infected mice less than 14d old experience myocarditis less frequently.
Adult mice infected with coxsackievirus B1 or B4 do not develop myocardi-
tis (Khatib et al. 1980). Pancreatitis is a more common condition in mice
less than 14d old than in adult mice.

Viral Infections in Children 3



Exposure to fecal–oral agents is also more likely in children. Infants are
not yet developmentally capable of habits that would reduce their expo-
sure; these include toilet use and handwashing. The frequency of hand-to-
mouth or fomite (inanimate object)-to-mouth contact is also greater in
children. Small children may bring their hands to their mouths once every
3min (Springthorpe and Sattar 1990).

II. Viral Diseases in Infancy and Childhood
A. Diarrheal Diseases

Diarrheal diseases are the leading cause of childhood morbidity and mor-
tality in developing countries (Kosek et al. 2003). It has been estimated
(LeBaron et al. 1990) that infectious gastroenteritis in the United States
alone causes more than 210,000 children of 5yr of age or younger to be hos-
pitalized, at a yearly cost of nearly $1 billion. Throughout the world, 3–5
billion cases of diarrhea occur (LeBaron et al. 1990). In the U.S., 250–350
million cases of diarrhea occur every year, with more than 4,000 deaths in
all age groups (Glass 2000).

Worldwide, more than 500 million episodes of diarrhea occur each year
in children under 5yr of age (Fimberg et al. 1993), with an associated 2.5
million deaths, representing the leading cause of infant mortality. Approx-
imately half of those deaths are among children under 1yr of age (Kosek
et al. 2003). Case fatality rates average from 1.8% in children under 1yr of
age to 0.15% in children aged under 5yr (Kosek et al. 2003). Although
developing countries account for the majority of all diarrheal disease
deaths, the diarrheal syndrome is one of the 10 leading causes of death in
infants in the U.S. An estimated 21–37 million episodes of diarrhea occur
annually in children under 5yr of age; 10% of the affected children are seen
by a physician, more than 200,000 are hospitalized, and 300–400 die of the
illness (Wyllie 1999).

From 1968 to 1991, a total of 14,137 deaths associated with diarrhea were
reported in the U.S. Infants (1–11mon) accounted for 78% of these deaths.
Although the median age at the time of death, from 1961 to 1985, was
reduced from 5 to 1.5mon and the disease mortality decreased by 75%, no
further reduction in mortality has been recorded since then, with a yearly
average of 300 gastroenteritis-associated deaths (Kilgore et al. 1995).

No etiological agent is identified in the majority (79.5%) of hospital
admissions of children associated with gastroenteritis in the U.S. However,
viral gastroenteritis is the leading cause of identified causes of diarrhea-
associated hospitalization in children, accounting for 25.3% of such admis-
sions, followed by bacteria (5.4%) and parasites (<0.3%) (Parashar et al.
1999). Rotavirus, adenovirus, Norwalk virus, astrovirus, and calicivirus are
the most common viral pathogens, rotavirus being the most common, with
16.5% of all diarrhea-associated hospital admissions (Newman et al. 1999).
In Connecticut, the annual incidence of diarrhea-associated hospitalizations

4 N. Nwachuku and C.P. Gerba



from 1987 through 1996 was 49.4 per 10,000, whereas the cumulative 
incidence over the first 5yr of life was 247 per 10,000. A breakdown by 
ethnicity and race indicates that the incidence of diarrhea-associated 
hospitalizations is greater in Hispanics and African-Americans than in
Anglo-whites (Parashar et al. 1999).

Greater Susceptibility of Children. Age plays a significant role in the
pathogenesis of diarrhea. It was shown in the Philippines that age was
inversely related to the duration of diarrhea in children (San Pedro and
Waltz 1991). Many of the host defense mechanisms of the enteric mucosa
are immature or inefficient in the newborn. Secretory immunoglobulin A
(sIgA) provides a major line of defense against enteric pathogens. However,
in infants and children there is a physiological deficiency of this type of 
antibody. This deficiency is partially compensated by breastfeeding (Roy
1995).

There is indirect evidence that some, still unidentified, components of
maternal milk may enhance the ability of the infant to mount a more vig-
orous immune response (Haffejee et al. 1990). Breast-fed infants had 
significantly higher antibody titers (i.e., concentration) to the oral polio
vaccine (OPV) than infants fed formulas (Pickering et al. 1998). A study
conducted in Sri Lanka showed that infants breast-fed for 3mon or less
developed respiratory and gastroentric infections earlier than infants who
were breast-fed for longer periods, whereas those who were never breast-
fed suffered earlier and more severe infections (Perera et al. 1999). In 
addition, in the first year of life, the incidence of diarrheal illnesses 
among breast-fed infants is half that of formula-fed infants (Dewey et al.
1995).

Infants and children are more susceptible to dehydration because the
absorbed and secreted liquids, as a proportion of extracellular fluid, may be
as much as twice that of adults. Infants are at highest risk of dehydration
because their intestinal mucosa tends to be more permeable to water.
Therefore, the same pathological process in infants may result in a greater
loss of water and electrolytes than in older children whose intestinal mucosa
is less permeable to water (Roy 1995).

Enteric pathogens need to pass through the harsh acidic environment of
the stomach before they can initiate infection and disease. Infants and
undernourished children may have reduced acid and pepsin secretion by
the gastric mucosa; as a result, these agents may survive better the transit
from the stomach to the intestine. Furthermore, undernourished infants
have a reduced ability to replace lost epithelial cells of the intestinal mucosa
(Sherman and Litchman 1995). Ironically, it has been postulated that the
relatively uncommon occurrence of rotavirus gastroenteritis in neonates
may be related, in part, to their immature proteolytic enzyme inability to
cleave viral protein 4 (VP4) of virulent strains, rendering them noninfec-
tious (Haffejee 1995).

Viral Infections in Children 5



Low birth weight has been identified as a significant risk factor for infant
hospitalization with viral gastroenteritis. Infants weighing less than 1.5kg
were at highest hospitalization risk, whereas those weighing more than 
4.0kg had a decreased risk (Newman et al. 1999).

In addition to physiological differences between children and adults,
young children seldom follow proper sanitary practices unless closely
supervised. Therefore, children are more prone to acquire infections trans-
mitted through the fecal–oral route (Sherman and Litchman 1995).

Rotavirus. Rotaviruses are the most important agents of infantile gas-
troenteritis around the world. The antigenic characteristics of rotaviruses
are defined by group, subgroup, and serotype. There are seven rotavirus
groups (A through G), whose specificity is given by the viral protein VP6.
All seven groups are found in animals, but only A, B, and C are found in
humans (Kapikian 1996).

Group A rotavirus is endemic worldwide. It is the leading cause of severe
diarrhea among infants and children, and accounts for about half of the
cases requiring hospitalization. In temperate areas, it occurs primarily in
the winter (Kapikian and Chanock 1996), but in the tropics it may occur
throughout the year (San Pedro and Waltz 1991; Stewien et al. 1991;
Kapikian 1996). Worldwide rotavirus infections in children cause 2 million
hospitalizations, and 352,000–592,000 deaths in children less than 5yr of age
(Parasher et al. 2003). In the U.S. alone, as many as 18,000 hospitalizations
occur each year from rotavirus (Fischer et al. 2004).

Group B rotavirus, also called adult diarrhea rotavirus, has caused major
epidemics of severe diarrhea affecting thousands of persons of all ages in
China (Ramachandran et al. 1998). Group C rotavirus has been associated
with rare and sporadic cases of diarrhea in children in many countries
(Kapikian and Chanock 1996). Rotavirus infections are very common in
both developed and underdeveloped countries, as evidenced by the preva-
lence of serum antibodies, which are found in the majority of children by 
3yr of age.

In adults, rotaviral infection is usually subclinical. However, rotavirus
gastroenteritis outbreaks have occurred in army recruits, geriatric patients,
and hospital staff (Kapikian and Chanock 1996). Over 3 million cases of
rotavirus gastroenteritis occur annually in the U.S. It has been estimated
that rotaviruses, in the U.S. alone, cause more than 1 million cases of severe
diarrhea and up to 150 deaths per year.Worldwide, close to 1 million infants
and young children die of rotavirus infection each year. Rotavirus infection
does not result in an efficient or long-lasting immunity. Therefore, rotavirus
infection in the same child often occurs up to six times during childhood
(Kapikian and Chanock 1996).

Most reports agree that the highest incidence of rotavirus gastroenteri-
tis occurs in children 6–24mon old; however, some studies have found the
highest incidence at 6–12, and 9–14mon. In general, infants in developing
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countries tend to become infected by rotavirus much earlier than children
in the developed world (Haffejee 1995).

Apparently, rotavirus infection occurs at a very early age. A study con-
ducted in South Africa showed that 15 of 19 rotavirus-infected asympto-
matic neonates shed rotavirus during the first 5d of age; among those,
2 excreted the virus during the first 24hr of life (Haffejee et al. 1990).
Nevertheless, rotavirus gastroenteritis in neonates is relatively uncommon
and when present is usually mild. It has been established that approximately
80%–90% of rotavirus-infected babies remain asymptomatic, probably
because of the presence of maternal antibodies (Haffejee 1995).

The highest prevalence of rotavirus gastroenteritis occurs in children
between 6 and 24mon of age, with the next highest prevalence in infants
1–6mon of age, with neonates experiencing a low rate of rotavirus gas-
troenteritis (Kapikian 1996; Bartlett et al. 1988). Nevertheless, outbreaks of
neonatal gastroenteritis caused by rotaviruses have been documented
(Steele and Sears 1996).

During 1993–1995, 13.5% of hospitalizations among U.S. children aged
1mon through 4yr were associated with diarrhea (162,478/year). Rotavirus
was the most common pathogen identified (16.5%), with an average of
26,798 cases per year (Parashar et al. 1998) (Fig. 1). Most hospitalizations
caused by rotavirus occur in the 12- to 23-mon-old age group (Ferson 1996)
(Fig. 2).

In a Connecticut study from 1987 through 1996, diarrhea-associated hos-
pitalizations peaked from February through April, especially in children 
4mon to 3yr of age. The apparent lower incidence peak was not observed
among infants 1–3mon of age (Parashar et al. 1999). This difference has
been associated with the presence of protective maternal antibodies in chil-
dren born from October through December (Newman et al. 1999).
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In the U.S. from 1993 to 1996, rotavirus was identified as the cause of
10.4% of gastroenteritis-associated hospital admissions, increasing from
8.6% in 1993 to 14.7% in 1996. The annual incidence of rotavirus-
associated hospitalizations was 4.4 per 10,000. The unadjusted median cost
of a diarrhea-associated hospitalization during 1993–1996 was estimated to
be $2,428 (Parashar et al. 1999). Each year in the U.S., rotavirus gastroen-
teritis results in $264 million in direct medical cost and more than $1 billion
in total cost to society (CDC 1999c). The prevalence of rotavirus infection
in children around the world varies from country to country, but most
studies report a prevalence of 25%–50% (Table 2).

Enteric Adenoviruses. Enteric adenoviruses (Ead) are double-stranded
DNA icosahedric viruses approximately 70nm in diameter (Joki-Korpela
and Hyypia 1998). At least 49 human adenoviruses have been identified
(Calisher and Fauquet 1992). Adenoviruses may cause acute respiratory
disease, pneumonia, epidemic conjunctivitis (Straus 1984), and acute gas-
troenteritis in children (Uhnoo et al. 1986). Documented waterborne out-
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Table 2. Rotavirus Prevalence in Selected Countries.

Country Prevalence (%) Reference

Australia 39.6 Ferson et al. 1996
England and Wales 43.0 Ryan et al. 1996
United States 39.0 Brandt et al. 1979
Hong Kong 28.5 Tam et al. 1986
Philippines 33.9 San Pedro et al. 1991
Mexico 49.0 Velazquez et al. 1993
Brazil 25.0 Stewien et al. 1991



breaks of conjunctivitis, by adenovirus type 3 (Martone et al. 1980;
McMillan et al. 1992) and type 4 (D’Angelo et al. 1979), have been reported.
Two outbreaks of gastroenteritis associated with drinking water have been
reported (Kukkula et al. 1997; Divizia et al. 2004).

Ead 40 and 41 have been recognized as important etiological agents of
gastroenteritis in children throughout the world (Uhnoo et al. 1986; Brandt
et al. 1985; Leite et al. 1985; Albert 1986; Cruz et al. 1990; San Pedro and
Waltz 1991), second in importance only to rotavirus. Where extensive
studies have been conducted, it appears that Eads may be more important
than rotavirus as a cause of diarrhea in developing countries (Herrmann
and Blacklow 1995; Cruz et al. 1990).

Ead types 40 and 41 have been associated with outbreaks of gastroen-
teritis in day-care centers for children in the U.S. (Van et al. 1992). A large
outbreak of keratoconjunctivitis within two day-care centers in Australia
was caused by Ead type 8 (McMinn et al. 1991). An investigation in
Guatemala (Cruz et al. 1990), showed that Ead40 (Reina et al. 1994;
Parashar et al. 1999) and Ead41 were associated with diarrheal episodes in
ambulatory children three times more often than rotaviruses.The incidence
of adenovirus gastroenteritis in the world has ranged from 1.5% to 12.0%.
Other types of adenoviruses have also been isolated from feces, but only
Eads 40 and 41 have been consistently associated with gastroenteritis 
(Herrmann and Blacklow 1995).

In a 13-yr survey conducted in Australia in hospitalized children (0–
14yr of age), the Eads 40 and 41 were identified as the second most common
cause of acute viral gastroenteritis,with an overall incidence of 6%;however,
Ead infection was more common among infants (9.4%) (Barnes et al. 1998).
In the Philippines, Eads have been associated with 5.4% of infant gastroen-
teritis, mainly during the rainy season (San Pedro and Waltz 1991).

Intussusception has been associated in some patients with adenovirus
(types 1, 2, 5, and 6) infection. Mesenteric adenitis has been suggested as
the probable cause; however, hyperirritability of the small intestine as a
result of adenovirus infection has also been proposed as a possible cause
of intussusception (Horwitz 1996). Eads may cause serious life-threatening
illness in the immunocompromised (Gerba et al. 1996). For example, in
cancer patients who are immunosuppressed the fatality rate for adenovirus
infection is 53% (Hierholzer 1992). Similar fatality rates have been noted
in bone marrow transplant patients.

There have been only two suspected drinking water outbreaks where an
adenovirus may have been involved (Kukkula et al. 1997; Divizia et al.
2004). The lack of epidemiological evidence, the small number of studies,
and limitations of methods of detection make this difficult to demonstrate.
However, waterborne outbreaks of conjunctivitis and nose and throat infec-
tion by adenovirus types 3 and 4 are well documented (Martone et al. 1980;
D’Angelo et al. 1979; McMillan et al. 1992). The Eads, in contrast to other
adenoviruses, are not shed in respiratory secretions (Petric et al. 1982;
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Blacklow and Greenberg 1991); thus, their transmission must be limited to
the oral–fecal routes as with important waterborne pathogens (Beneson
1990).

Williams and Hurst (1988) reported that the number of indigenous ade-
noviruses detected in primary sewage sludge was 10 times greater than that
of the enteroviruses. In addition, a greater number of adenoviruses than
enteroviruses has been consistently found in raw sewage around the world
(Irving and Smith 1981; Hurst et al. 1988; Krikelis et al. 1985a,b; Girones 
et al. 1993; Puig et al. 1994). Adenoviruses may survive longer in water than
other enteric viruses (Enriquez et al. 1995).

The enteric nature of the adenoviruses 40 and 41, their presence only in
the gastroenteric tract, and their extensive distribution suggest that water
may play a role in the transmission of these agents. Furthermore, adenovirus
type 31 has been increasingly detected during the last few years as an impor-
tant cause of infant gastroenteritis (Thorner et al. 1993). Results of a com-
parative study of cytopathogenicity using immunofluorescence and in situ
DNA hybridization as methods for the detection of adenoviruses from
water, suggested that 80% of infectious adenoviruses in raw sewage may be
Eads (Hurst et al. 1988).

As with other viral gastroenteritis, treatment of Ead diarrhea is directed
at prevention of severe dehydration and electrolyte imbalance. Depending
on the severity of dehydration, oral or intravenous rehydration may be
needed (Hermann and Blacklow 1995).

Astrovirus. Astroviruses were first observed by electron micrographs of
diarrheal stools by Madeley and Cosgrove (1975). These are icosahedral
viruses with a starlike appearance and a diameter of approximately 28nm.
The human astrovirus group includes seven serotypes (Willcocks et al.
1994). Astrovirus type 1 seems to be the most prevalent strain in children.
Type 4 has been associated with severe gastroenteritis in young adults.
Astrovirus-like particles have been found in feces of a number of animals
suffering from a mild self-limiting diarrheal infection, but no anti-
genic cross-reactivity has been found between these agents and human
astroviruses.

Astrovirus infections occur throughout the year, with a peak during the
winter/spring seasons in temperate zones in warm climates, but the highest
incidence of astrovirus infection has been registered in May. Astroviruses
cause a mild gastroenteritis after an incubation period of 3–4d. Overt
disease is common in 1- to 3-yr-old children. However, adults and young
children are also affected. Astrovirus infection has been observed also in
immunocompromised individuals and the elderly. Astroviruses are trans-
mitted by the fecal–oral route. Outbreaks of astrovirus infection have been
associated with oysters and drinking water (Kurtz and Lee 1987). An epi-
demiologic study in Guatemala showed that the astrovirus infection rate
was 38% among children less than 3yr of age, followed by Eads (22.3%),
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and rotaviruses (10.3%). Although astroviruses are common in developing
countries, they have been identified also as a significant cause of infantile
gastroenteritis in developed countries. A 10-yr study of astrovirus preva-
lence in Japan reported that 6%–10% of viral gastroenteritis cases in that
country are caused by astroviruses. In England, these agents have been
found in 7% of diarrheal samples examined by electron microscopy (Cubitt
1987). Astroviruses have also been associated with outbreaks in day-care
centers for children (Mitchell et al. 1999).

A study in Glasgow reported that 80% of infants shedding astroviruses
were suffering from gastroenteritis whereas 12% remained asymptomatic
(Caul 1996b). Seroprevalence studies have indicated that by the age of 4yr,
64% of all children have antibodies to astrovirus, with this number increas-
ing to 87% in 5- to 10-yr-old children (Caul 1996b).

Caliciviruses. Caliciviruses are transmitted by the fecal–oral route. These
viruses are important etiological agents of acute epidemic gastroenteritis
that affect adults, school-age children, and family contacts (Kapikian 1996;
Roper et al. 1990). Until recently, they were thought to only rarely infect
children; however, recent studies (Koopmans et al. 2000; Inouye et al. 2000;
Pang et al. 1992) suggest that they are a common cause of diarrhea in chil-
dren <5yr of age. In one study, the prevalence of diarrhea in children <5yr
exceeded that of rotavirus (Koopmans et al. 2000). It is now believed that
the majority of previously undiagnosed cases of nonbacterial gastroenteri-
tis is associated with caliciviruses (Glass et al. 2000). In a large study of out-
breaks of infectious intestinal disease involving 40,000 cases in England and
Wales, SRSVs (caliciviruses) were the most commonly identified agents
(43% of cases), being more numerous than the cases of gastroenterititis
caused by Salmonella and Campylobacter (Evans et al. 1998).

The family Caliciviridae is currently divided into four genera (Green et
al. 2000). Vesivirus and Lagovirus contain only animal caliciviruses, which
do not infect man. The human caliciviruses are divided into two genera,
noroviruses and sapporoviruses. The noroviruses are divided into two sub-
groups based on genotyping (Table 3).

Immunity to caliciviruses is poorly understood. Infectivity studies with
volunteers have shown that immunity correlates inversely with serum or
intestinal antibodies (Kapikian and Chanock 1996). Individual resistance 
to norovirus gastroenteritis is more important than acquired immunity
(Blacklow et al. 1987). It has been suggested that genetically determined
factors are the primary determinants of resistance to norovirus infection,
perhaps at the level of cellular receptor sites (Blacklow et al. 1987). In
developing countries, antibodies to norovirus are acquired early in life, and
peak incidence of illness may also occur among younger age groups than
that in developed nations (Roper et al. 1990). It has been proposed that
noroviruses may circulate in low numbers in a population until an infected
individual contaminates a common source of food or water, resulting in
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explosive outbreaks (Roper et al. 1990). Noroviruses and related viruses
usually produce a mild and brief illness, lasting 1–2d, characterized by
nausea and abdominal cramps, followed commonly by vomiting in children
and diarrhea in adults (Gouvea et al. 1994). The involvement of norovirus
as a pathogen of adults was further suggested by Numata et al. (1994), who
reported a very low prevalence of antibodies to recombinant norovirus
capsid protein in children <7yr of age, but an increasing prevalence in indi-
viduals from 12 to 50yr of age in Japan. Recent studies suggest that they
may be the most common cause of foodborne outbreaks (Inouye et al. 2000;
Deneen et al. 2000).

Oral rehydration is generally sufficient to treat Norwalk virus and cali-
civirus gastroenteritis. In rare cases, intraveneous administration of liquids
and electrolytes may be necessary (Estes and Hardy 1995).

B. Hepatitis Viruses

Hepatitis A Virus (HAV). HAV is a picornavirus that is morphologically
indistinguishable from other members of the same family (Hollinger and
Ticehurst 1996). Relatively resistant to heat, it is partially inactivated after
12hr at 60°C. Infectivity at room temperature is maintained for 1mon after
drying, and the virus can survive for days to months in different types of
water (Hollinger and Ticehurst 1996). Each year, approximately 140,000
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Table 3. Human Calicivirus Genera and Representa-
tive Strains.

Genus and genogroup Virus common name

Noroviruses
Genogroup I Norwalk virus

Southhampton virus
Desert Shield virus
Cruise ship virus

Genogroup II Snow Mountain agent
Hawaii virus
Toronto virus
Lordsdale virus
Grimsby virus
Gwyneld virus
White River virus

Sapporoviruses Sapporo virus
Manchester virus
Parkville virus
London virus
Houston virus



persons in the U.S. are infected with HAV with an approximate annual cost
of $200 million (Fishman et al. 1996). A more recent study placed the costs
for adolescents (>15yr of age) and adults between $332 and $580 million a
year (Berge et al. 2000). The highest rates of disease are among persons
5–14yr old (CDC 1999b) (Fig. 3).

The incubation period for HAV is approximately 28d. The infected indi-
vidual sheds HAV actively during the initial stage of the infection period,
1–2wk before overt disease (Fishman et al. 1996). Propagation of HAV is
mainly fecal–oral because hepatitis A is often associated with unsanitary
and crowded conditions; however, bloodborne transmission may be possi-
ble during the viremic phase that occurs in the initial stage of the disease
(Fishman et al. 1996). Personal contact accounts for 25%–30% of HAV
cases in the U.S., followed by day-care centers (10%–15%), contaminated
food or water (3%–8%), and travel to endemic areas (9%) (Fishman et al.
1996) (Table 4). In almost half the cases, no source of exposure can be 
documented.

Hepatitis A is usually a mild illness, which almost always results in com-
plete recovery. Severity and disease manifestation are age related. An esti-
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Fig. 3. Incidence of hepatitis A by age in the U.S. (1997). Data from Brandt et al.
(1979).

Table 4. Sources of Hepatitis A Virus (HAV).

Source Percent

Personal contact 25–30
Day-care centers 10–15
Contaminated food and water 3–8
Travel to endemic areas 9
Unknown 50



mated 80%–95% of infected children younger than 5yr of age do not
develop overt disease, whereas clinical manifestations are observed in
approximately 75%–90% of infected adults (Harrison 1999). Neither
chronic hepatitis nor a carrier state results from HAV (Fishman et al.
1996).

The mortality rate in children of 14yr or younger is 0.1%; this rate rises
to 0.3% in individuals between the ages of 15 to 39yr, reaching 2.1% in
those older than 40yr (Hollinger and Ticehurst 1996). Although hepatitis A
is usually benign in children, studies in India have shown that 10% of cases
of acute liver failure are associated with HAV infection. Furthermore, HAV
coinfection with hepatitis E virus (HEV) accounts for 22.5% of acute liver
failure in children, with the 5- to 10-yr-old group being the most affected.
The mortality rate observed in these patients was 63.6% (Arora et al. 1996).

In developing countries, the incidence of symptomatic hepatitis A in
adults is relatively low because of exposure to the virus in childhood. Most
individuals 18yr and older possess an immunity that provides lifelong pro-
tection against reinfection (Hollinger and Ticehurst 1996). In the U.S.,
the percentage of adults with immunity increases with age (10% for those
18–19yr of age to 65% for those >50) (Margolis et al. 1997).

In areas with poor sanitation, nearly all children up to 9yr of age have
been infected by HAV. In these areas, outbreaks rarely occur, and clinical
disease related to HAV infection is uncommon. Under better sanitation,
HAV infection shifts to older individuals, and the incidence of overt disease
increases.

Hepatitis A is one of the few viral diseases that has been clearly proved
to be transmitted by the water route. In a retrospective study of waterborne
disease outbreaks, occurring in the U.S. from 1946 to 1980, Lippy and
Waltrip (1984) reported that viral hepatitis was frequent, with 68 outbreaks
and 2,262 cases. Many outbreaks have been traced to the consumption of
raw shellfish (Rao and Melnick 1986).

Treatment of hepatitis A is usually supportive, although passive immu-
nization with pooled human immunoglobulin (Ig) containing high titers 
of anti-HAV has been the only means to provide preexposure or post-
exposure immunoprophylaxis against hepatitis A. Although a hepatitis A
vaccine was first licenced in 1995, hepatitis A continues as one of the most
frequently reported vaccine-preventable diseases in the U.S. (CDC 1999b).
Initially, immunization against HAV was mainly of children living in com-
munities with the highest rates of HAV infection (CDC 1996). To reduce
HAV incidence, widespread vaccination of appropriate susceptible popula-
tions needs to be implemented. The Advisory Committee on Immunization
Practices (ACIP) recently recommended the routine vaccination of chil-
dren from communities with rates that are twice the 1987–1997 national
average (10–19 cases per 100,000 population) and the consideration of
routine vaccination of children from communities with rates higher than
the 1987–1997 national average (CDC 1999b).
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Two inactivated HAV vaccines have been licensed in the U.S. (CDC
1999b). HAV exists as a single serotype and exposure to it induces a life-
long immunity. In HAV-endemic areas, children of 10–15yr of age are likely
to be HAV seropositive. Due to the high HAV antibody prevalence in
adults in the U.S., pooled sera contain titers of anti-HAV immunoglobulins
that are protective (Fishman et al. 1996).

Hepatitis E Virus (HEV). The hepatitis E virus (HEV), formerly known
as enterically transmitted non-A, non-B hepatitis virus, is the leading etiol-
ogy of acute viral hepatitis in developing countries (Bradley et al. 1992;
White and Fenner 1994). HEV accounts for more than 50% of acute hep-
atitis cases in Asia and Africa and is the most common cause of hepatitis
in children (Fishman et al. 1996). In the U.S. and in Europe, most hepatitis
E cases have been confirmed only in people returning from endemic areas
(Fishman et al. 1996).

HEV was originally placed in the Calicivirdae family but has now been
removed (Berke and Matson 2000). Its taxonomic position is now uncer-
tain. Isolates of this agent can be broadly grouped into two serotypes,
Mexico-HEV and Burma-HEV, the latter being more prevalent. In exper-
imental trials, primates infected with the Burma isolate were protected from
infection by the Mexico-HEV. This finding indicates that these two sero-
types share neutralizing antigens (Bradley et al. 1992). Balayan (1993) has
suggested that the higher prevalence of HEV in adults may result from a
silent infection early in life, with subsequent waning of immunity after
10–20yr, becoming again susceptible to infection by HEV at a later age. An
important epidemiological feature of HEV infection is the frequent occur-
rence of outbreaks associated with consumption of sewage-polluted water
(Balayan 1993).

In contrast to hepatitis A, hepatitis E occurs in young and middle-aged
adults. In addition, most cases originate from a primary source, with infre-
quent cases among secondary contacts, compared to hepatits A in which
close contact is a common risk factor (Harrison 1999).Transmission of HEV
is fecal–oral, often through contaminated water and food (Tan et al. 2003).
Outbreaks often occur during the rainy season, monsoons, or flooding, with
sporadic cases resulting from person-to-person transmission (Fishman et al.
1996). Current evidence suggests that HEV is zoonotic and can be trans-
mitted by undercooked deer, pork, and boar meat (Tei et al. 2004).

The incubation of HEV is 2–8wk with an average of 5–6wk, which is
slightly longer than HAV (White and Fenner 1994). The most evident
pathologic feature of hepatitis E, in contrast to hepatitis A, is cholestasis.
Hepatitis E is a self-limiting, acute disease. Similar to hepatitis A, its sever-
ity increases with age; this may explain why the disease is mostly reported
among young adults, whereas children are usually unaffected. However,
simultaneous infection of young children with HEV and HAV has resulted
in severe disease, sometimes with acute liver failure (Arora et al. 1996). The

Viral Infections in Children 15



disease is most often seen in older children to middle-aged adults (15–40yr
old). The disease is often mild and resolves in 2wk, leaving no sequela;
however, the fatality rate may be high (2%–3%) (Haas et al. 1999). Fur-
thermore, pregnant women appear to be exceptionally susceptible to severe
disease, and the fatality rate may reach 17%–33% (Haas et al. 1999). There
is no evidence of immunity against HEV in the population that has been
exposed to this virus (Margolis et al. 1997).

HEV has been isolated from pigs in the U.S., and this isolate has been
shown to be infectious to primates. In addition, the pig isolate is highly
homologous, at the nucleotide level, to HEV strains isolated from humans
(Harrison 1999).

Unlike hepatitis A, specific antibodies do not prevent or mitigate the
clinical manifestation of hepatitis E; therefore, only the implementation of
appropriate sanitary practices and the consumption of uncontaminated
drinking water and food may diminish the risk of HEV infection (Fishman
et al. 1996). Treatment is only supportive of the clinical symptoms.

C. Enteroviruses

Enteroviruses (polioviruses, coxsackieviruses, echoviruses, and entero-
viruses) are among the most common and significant causes of infectious
illness in infants and children. Non-polio enteroviruses are estimated to
cause 10–15 million symptomatic infections in the U.S. annually (Zaoutis
and Klein 1998). They are associated with a broad spectrum of clinical syn-
dromes, including aseptic meningitis, herpangina, hand-foot-mouth disease,
conjunctivitis, pleurodynia, myocarditis, poliomyelitis, various exanthems
(rashes), and nonspecific febrile illness. While all age groups can become
affected, the most serious outcomes are in the newborns, young children,
and adults. Poliomyelitis, once a common crippling disease, largely in older
children in the U.S., has largely been eliminated around the world due to
the development of poliovirus vaccines in the 1950s. Because enteroviruses
were the first human viruses grown in cell culture, a great deal has been
learned about their epidemiology. Infections are most common in child-
hood. Isolation of echovirus and coxsackievirus from stools of children may
be as high as 8%–10% during the summer months (Fox and Hall 1980).The
fecal–oral route is believed to be the main route of transmission, although
respiratory transmission may also be significant for some types (Morens 
et al. 1991). It is believed that almost all enteroviruses (except possibly
enterovirus type 70, which causes eye infections) can be transmitted by the
fecal–oral route.

Incubation periods vary greatly with the type of virus and may be as
short as 12hr for coxsackievirus type A24 (eye infections) to as long as 
35d for poliovirus. The presentation of symptomatic illness is also highly
type- and strain dependent. Some enterovirus infections may pass through
a community with no illness observed (Fox and Hall 1980). Echoviruses
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usually cause milder illnesses than those of coxsackievirus. The overall case
fatality ratio in recognized cases of enterovirus illness has been reported to
range from 0.01% to 0.94% (Assad and Borecka 1977). The incidence of
serious neonatal coxsackievirus infections is about 1 in 2,000 live births,
10% of which are usually fatal (Kaplan et al. 1983). Such infections are
usually acquired by the mother and transmitted to the child after birth.
Because of the large variety of symptomatic to asymptomatic cases among
enterovirus types, long incubation periods, a wide variety of symptoms, and
costly isolation methods, it has been difficult to document common-source
outbreaks.

Newer technologies, such as polymerase chain reaction (PCR), are rapid
and sensitive testing methods for diagnosis of enteroviral infections, which
may expand the list of diseases attributable to this group of pathogens.
Although treatment of enteroviral infections remains unsatisfactory, immu-
nization against poliovirus has been remarkably successful.

Properties of the Enteroviruses. The enteroviruses are a subgroup of single-
stranded RNA, nonenveloped viruses belonging to the Picornaviridae 
family (pico = small,RNA = ribonucleic acid).They include the polioviruses,
coxsackieviruses, echoviruses (echo = enteric cytopathogenic human
orphan), and unclassified enteroviruses. Early classification of enteroviruses
involved groupings based on cytopathological effect in tissue culture. Newly
discovered enteroviruses are now simply assigned enterovirus type numbers.
The enteroviruses currently recognized to infect humans are outlined in
Table 5.

The virion consists of an icosahedron-shaped protein capsid and an RNA
core. Although the capsid proteins determine antigenicity, there are no sig-
nificant antigens common to all members of this group of viruses. The virus
can withstand the acidic pH of the human gastrointestinal tract and can
survive at room temperature for several days. These features enable the
fecal–oral mode of transmission. Most enteroviruses can grow in primate
(human or nonhuman) cell cultures, exhibiting cytopathic effects.
Enteroviruses are commonly referred to as “summer viruses” because
resulting infections occur primarily during the warmer, summer months
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Table 5. Human Enteroviruses.

Group Serotypes

Poliovirus 1–3
Coxsackievirus group A 1–22, 24
Coxsackievirus group B 1–6
Echovirus 1–9, 11–27, 29–33
Enterovirus 68–91



(May through October) in temperate northern hemisphere climates such
as in the U.S. In tropical climates, enteroviral infection is seen all year
without seasonal variation. Humans are the only known natural hosts for
enteroviruses.

The fecal–oral route is the most common mode of transmission, but
oral–oral and respiratory spread are also possible. Risk factors for infection
include poor sanitation, crowded living conditions, and low socioeconomic
class. Children <5yr of age are the most susceptible to infection, partly
because of a lack of prior immunity and the poor hygienic habits associated
with this age group.

Enterovirus Illness. The incubation period for most enteroviral infections
ranges from 3 to 10d. The virus enters the host via the oral and/or respira-
tory tract, then invades and replicates in the upper respiratory tract and
small intestine, with a predilection for lymphoid tissue in these regions
(Peyer patches, mesenteric nodes, tonsils, and cervical nodes). Virus then
enters the bloodstream, resulting in a minor viremia and dissemination to
a variety of target organs, including the central nervous system (CNS),
heart, liver, pancreas, adrenal glands, skin, and mucous membranes.

The infections cause a wide spectrum of disease that can involve almost
any organ system (Table 6). Disease severity can range from life threaten-
ing with significant morbidity to mild or subclinical. It is believed that
approximately 50% of non-polio enterovirus infections are asymptomatic.
The more common syndromes include nonspecific febrile illness, aseptic
meningitis, herpangina, hand-foot-mouth syndrome, and exanthems. The
clinical manifestations of infection in the neonate can be distinct and are
discussed separately. Currently, there are no vaccines (except poliovirus) or
treatment of enterovirus infections, except those supportive of clinical
symptoms.

Paralysis. Before the advent of vaccination, poliovirus was a major cause
of permanent paralysis in the U.S. Vaccination has largely eliminated
poliomyelitis in the U.S., and no indigenous wild viruses have been detected
in the U.S. since 1979 (Morens et al. 1991). Most infections are asympto-
matic (90%–95%), with only 0.1%–2% resulting in paralytic poliomyelitis.
Most poliovirus infections occur in children <4–5yr of age, but the older the
age of infection, the greater the severity of the outcome. Mortality in chil-
dren averages 2.5% for symptomatic infections and 30% in adults (Morens
et al. 1991).

Non-polio enteroviruses have been associated with paralysis, but this is
uncommon compared to poliovirus (Gauntt et al. 1985; Grist and Bell 1984).
Coxsackievirus A7 has been associated with outbreaks of paralytic disease
(Grist and Bell 1970), and outbreaks of enterovirus 71 have been involved
in several outbreaks of CNS involvement, with fatal cases mostly in chil-
dren (Melnick 1984).
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Perinatal and Neonatal Infections. Neonates represent a population at
great risk from severe enteroviral disease. Adverse effects also occur from
enteroviral infection during pregnancy with adverse effects to the fetus. In
the prevaccine era, paralytic poliomyelitis occurred during pregnancy in
apparent excess of age-adjusted expected rates, suggesting predisposition
among pregnant women (Abzug et al. 1995). Infections of pregnant women
by the non-poliovirus enteroviruses occur frequently. In a seroepidemio-
logic study, Brown and Karunas (1971) found a 42% rate of infection during
pregnancy in a population evaluated prospectively over a 10-yr period. In
a review of coxsackie B infections, Modlin and Rotbart (1997) suggested
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Table 6. Common Clinical Syndromes Associated with Enterovirus Infections 
in Children.

Syndrome Predominant Virus Clinical Features

Nonspecific febrile All types Febrile illness (fever), with 
illness nonspecific upper respiratory

and gastrointestinal tract 
symptoms

Aseptic meningitis Echovirus, group B Fever, meningeal signs with mild 
coxsackieviruses, cerebrospinal fluid (CSF) 
and polioviruses pleocytosis, usually normal CSF 

glucose and protein, and absence 
of bacteria

Herpangina Group A Fever, painful oral vesicles on 
coxsackieviruses tonsils and posterior pharynx

Hand-foot-mouth Coxsackievirus A16 Fever, vesicles on buccal mucosa 
disease and tongue and on interdigital

surfaces of hands and feet
Nonspecific Echoviruses Variable rash (usually rubelliform 

exanthem but may be petechial or 
vesicular), with or without fever

Pleurodynia Coxsackievirus B3, B5 Uncommon, epidemic, fever, and 
severe muscle pain of chest and 
abdomen

Myocarditis Group B Uncommon, myocarditis/
coxsackieviruses pericarditis, which can present 

with heart failure or dysrhythmia
Acute hemorrhagic Enterovirus 70 Epidemic cause of conjunctivitis 

conjunctivitis with lid swelling, subconjunctival 
hemorrhage, and eye pain 
without systemic symptoms

Paralytic disease Poliovirus, enterovirus Paralysis
71, echoviruses, and
coxsackieviruses



that greater viral replication and prolonged maternal enterovirus excretion
occurring in late pregnancy may well enhance the risk of infection of the
newborn infant in the perinatal period.

Neonatal non-polio enteroviral infections are common. Estimated attack
rates indicate that disease in newborns and young infants is comparable or
exceeds symptomatic neonatal infections caused by herpes simplex virus
and cytomegalovirus (Jenista et al. 1984; Kaplan et al. 1983; Modlin 1986).
Enteroviruses were responsible for the majority (65%) of >3mon-old infant
admissions to one hospital in one community for suspected sepsis (Dagan
et al. 1989; Kaplan et al. 1983; Modlin 1986). In another study, enteroviruses
were the most frequently identified pathogen between days 8 and 29 of life,
accounting for at least one-third of all cases of neonatal meningitis (Dagan
et al. 1989; Kaplan et al. 1983; Modlin 1986; Shattuck and Chonmaitree
1992).

Age is one of the most important determinants of outcome of entero-
virus infections. Different age groups have different susceptibilities to infec-
tion, different clinical manifestations and degrees of severity, and different
prognoses following enteroviral infection. Young children have higher
attack rates. In one study, echovirus 9 disease attack rates in children were
found to be 50%–70% compared with 17%–33% in adults (Lerner et al.
1963). Age-specific attack rates of echovirus 30 per 1,000 persons in an out-
break in the United Kingdom ranged from 19.7 (children age 0–9yr) to 7.11,
4.82, 4.73, 1.5, and 0 for the succeeding 10-yr age cohorts, respectively
(Irvine et al. 1967).

Severity of illness may also be age dependent. With poliovirus infection,
adults are more likely to be severely affected, tending to acquire paralytic
poliomyelitis rather than nonparalytic poliomyelitis (i.e., aseptic meningi-
tis) or asymptomatic infections. On the other hand, coxsackie B virus infec-
tion is clearly more severe in newborns than in older children and adults,
often causing myocarditis, encephalitis, hepatitis, and death (Eichenwald et
al. 1967; Gear and Measroch 1973; Woodruff 1980). Coxsackievirus and
echovirus encephalitis and aseptic meningitis are most frequent among
those 5–14yr old (Ball 1975; Forbes 1963; Karzon et al. 1961), while
myocarditis is most common in adults and neonates. In another study (Dery
et al. 1974), the mean age among patients with coxsackievirus B meningi-
tis was 7.7yr, pericarditis was 9.9yr, and gastroenteritis was 1.3yr.

Herpangina. Herpangina is characterized by a painful vesicular eruption
of the oral mucosa associated with fever, sore throat, and pain on swallow-
ing. It is seen most commonly in children ages 3–10yr (Morens et al. 1991).
Group A coxsackieviruses are the most common etiological agents, but
group B coxsackieviruses and echoviruses also have been isolated from
patients. Fever, usually mild, develops suddenly, but higher temperatures up
to 41°C (105.8°F) can be seen, particularly in younger patients. Nonspecific
early symptoms may include headache, vomiting, and myalgia. Sore throat
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and pain with swallowing are the most prominent symptoms and precede
the characteristic exanthem (eruption of mucous membranes) by approxi-
mately 1d. Herpangina is self-limiting, and symptoms resolve within 1wk.
Young children are at risk for dehydration because of refusal to eat or
drink.

Aseptic Meningitis. Non-polio enteroviruses are the leading causes of
aseptic meningitis, accounting for 70%–90% of all cases from which an eti-
ological agent is identified (McGee and Barmger 1990; Zaoutis and Klein
1998). The most common enterovirus types associated with aseptic menin-
gitis are coxsackievirus B5 and echovirus 4, 6, 9, and 11.These have occurred
in epidemic outbreaks as well as sporadic cases, being most common in the
5- to 15-yr age group (Morens et al. 1991). Outbreaks have been associated
with child-care centers (Helfand et al. 1994; Mohle-Boetani et al. 1999).

The initial presentation of enteroviral meningitis is similar to that of non-
specific febrile illness. Commonly, a biphasic pattern of symptoms is seen,
with signs of CNS involvement in addition to recurrence of fever. Evidence
for meningeal irritation commonly includes headache and photophobia,
with 50% of children >1–2yr of age also developing a stiff neck.

The course of enteroviral meningitis usually is self-limiting and benign,
but there has been an ongoing debate about the occurrence of long-term
sequelae (Modlin and Rotbart 1997). Recent studies have shown that there
are no long-term neurological, cognitive, or developmental abnormalities
from this infection in older children (Rorabaugh et al. 1993). However,
several investigations have documented that 10% of children <3mon of age
who have aseptic meningitis may suffer long-term sequelae, especially
speech and language delay (Etter et al. 1991).

Nonspecific Febrile Illness. The most common clinical presentation of non-
polio enterovirus infection is a nonspecific febrile illness (fever). Typically,
fever develops suddenly, and temperatures range from 38.5°C to 40°C 
(101°F to 104°F) and last an average of 3d. Occasionally, a biphasic pattern
of symptoms can be seen, with an initial fever for 1d, followed by 2–3d of
normal temperatures and recurrence of fever for an additional 2–4d.

Studies have found that enteroviruses are the major cause of hospital-
ization for young infants (<2–3mon of age) for suspected fever caused by
septicemia during the summer and fall (Dagan 1996). A recent study of
infants <90d of age found that non-polio enteroviruses were the most
common cause of fevers in infants requiring hospitalization (Byington et al.
1999). More than 25% of the infants were infected; the average stay was 
3d with average medical costs of $4,500.

Exanthems (Eruption of the Skin). Non-polio enteroviruses are the
leading cause of exanthems in children during the summer and fall months.
The most common serotype causing exanthem is echovirus 9. The classic
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enteroviral exanthem consists of a pink, macular, rubelliform rash. The rash
may be the sole manifestation of infection or may be present in association
with febrile illness or aseptic meningitis. Enteroviral exanthems are seen
most commonly in children <5yr of age and decrease in prevalence with
age. The rash is self-limiting and disappears in 3–5d (Zaoutis and Klein
1998). Most infections occur in infants and young children 3–10yr of age
(median, 4yr) (Morens et al. 1991). An outbreak has been reported in a
day-care center (Moreira et al. 1995).

The best known enteroviral exanthem is hand-foot-mouth (HFM)
disease. It is commonly associated with coxsackievirus A16, but may also
be caused by coxsackievirus A5 and several other enteroviruses including
enterovirus 71 (Hagiwara et al. 1978). Children usually have a fever, with
multiple discrete red macular lesions of about 4mm appearing on the 
palms, soles, fingers, and toes. The infection is usually self-limiting, lasting
1–2wk.

Complications associated with HFM disease caused by enterovirus type
71 include encephalitis, meningitis, hemorrhage, acute flaccid paralysis, and
myocarditis. During a large outbreak of HFM disease in Taiwan in 1990 of
enterovirus type 71, 129,000 cases were estimated, resulting in 405 hospi-
talizations and 78 deaths (Ho et al. 1999). Almost all the severe cases and
deaths were in children <5yr of age.

Respiratory Illness. Worldwide enteroviruses appear to account for
2%–15% of all viruses that cause upper and lower respiratory tract diseases
(Chonmaitree and Mann 1995). The illness is most commonly associated
with coxsackie A10, A21, A24, and B2 (Moren et al. 1991). Both children
and adults are affected, with infections lasting only a few days. Pneumonia
associated with enteroviral infection has been reported in both outbreaks
and individuals (Chonmaitree and Mann 1995). Fatal pneumonia has 
been associated with coxsackievirus and echovirus infections in infants 
and children (Boyd et al. 1987; Cheeseman et al. 1977; Craver and Gohd
1990).

Acute Hemorrhagic Conjunctivitis (AHC). This explosive epidemic con-
junctivitis, first described in 1969 in Africa and Asia, is now found world-
wide. It is common in tropical and densely populated regions. The majority
of outbreaks have been caused by enterovirus serotype 70, but recently cox-
sackievirus A24 has been isolated during outbreaks (Morens et al. 1991).
AHC is characterized by sudden onset of severe eye pain, photophobia, and
blurred vision. Subconjunctival hemorrhages, erythema, edema of the lids,
and eye discharge are characteristic of infections. Recovery occurs within
7–10d. Spread is by the eye-hand-fomite route, in contrast to the fecal–oral
route seen with most enteroviral infections. Overall, it is more common in
adults, but it also does affect school-age children. Some enterovirus out-
breaks have been associated with poliomyelitis-like paralysis.
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Diabetes. Insulin-dependent diabetes mellitus (IDDM) is the most
common severe chronic childhood illness, affecting an estimated 123,000
children in the U.S. (Libman et al. 1993). More than 11,000 new cases are
diagnosed annually. The disease is the leading cause of renal failure, blind-
ness, and amputation and a major cause of cardiovascular disease and pre-
mature death in developed countries (Rewers and Atkinson 1995). IDDM
occurs most frequently at the ages of 2, 4–6, and 10–14yr, perhaps because
of physiological increases in sex hormone levels and insulin resistance or
because of alterations in the pattern of childhood infections. Season and
latitude affect incidence, suggesting an infectious etiology (Rewers and
Atkinson 1995). The infectious agents most commonly linked to IDDM
have been the enteroviruses.

To date, epidemiological studies have failed to prove or disprove the
association of enteroviruses with IDMM (Green et al. 2004), perhaps
because the nature of the disease may involve both genetic factors of the
host and environmental exposure, with clinical symptoms taking years to
develop. Autoimmunity, potentially induced by a preceding enterovirus
infection, could play a role in human IDDM (Rewers and Atkinson 1995).
Recent studies continued to support some association with enterovirus
infections and IDDM (Nairn et al. 1999; Pallansch 1997; Smith et al. 1998;
Knip and Akerblom l998, 1999; Hoyoty et al. 1998, Honeyman et al. 2000;
Lonnrot et al. 2000).

Pleurodynia (Bornholm Disease). Pleurodynia or epidemic myalgia is
characterized by an acute onset of severe muscular pain in the chest and
abdomen accompanied by fever. Coxsackieviruses B3 and B5 are the major
causes of epidemic disease; rare sporadic cases have been described with
other non-polio enteroviruses.

The muscular pain is sharp and spasmodic, with episodes typically lasting
15–30min, although they can last up to several hours. During spasms,
patients may develop signs of respiratory distress or appear shocklike with
diffuse sweating and pallor. Pain localized to the abdomen in young chil-
dren may falsely suggest intussusception or appendicitis. The illness usually
lasts 1–2d, but frequent recurrences are possible several weeks after the
initial episode. Associated signs and symptoms include anorexia, headache,
nausea, and vomiting. In contrast to many other enteroviral syndromes,
pleurodynia is more common in older children and adolescents.

Cases are recognized mostly in school-age children and adults, with the
peak age being children 2–9yr old (Morens et al. 1991). However, older
boys have also been reported to develop orchitis or inflammation of the
testes (Morens et al. 1991). It has not been established whether involve-
ment of the ovaries occurs.

Myocarditis. Coxsackievirus B infections are increasingly being recog-
nized as a cause of primary myocardial disease in adults as well as children
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(Melnick 1997). In some studies, up to 39% of persons infected with cox-
sackievirus B5 developed cardiac abnormalities. Coxsackieviruses of group
A and echoviruses have also been implicated, but to a lesser degree. The
illness is common in neonates and adults. Older adults represent the vast
majority of cases, with patients aged 40 and older composing 69% of the
cases (Martino et al. 1995). Although the incidence is less in neonates, the
outcome is potentially more severe, with mortality among infants reported
to be 30%–50% (Modlin and Rotbart 1997). Symptoms usually begin within
the 10th day of birth with fatigue, poor feeding, or mild respiratory distress.

Most children and adults recover; however, one or more recrudescences
several weeks to more than a year later have been reported in approxi-
mately 20% of the cases after the initial illness (Modlin 1990). Persistent
electrocardiographic abnormalities (10%–20%), cardiomegaly (5%–10%),
and chronic congestive heart failure indicate that permanent heart damage
occurs as a result of this illness.

Diseases Associated with Immunocompromised Children. Enteroviruses
are not prominent among the microorganisms that cause serious morbidity
and mortality among the immunocompromised. In childhood, serious
enterovirus infection does not appear to be particularly common in the T-
cell immunodeficiency syndromes (Morens et al. 1991). However, entero-
viral infections pose significant risk to children who have defects in
B-lymphocyte function, the most common of which is X-linked agamma-
globulinemia (Gewurz et al. 1985; McKinney et al. 1987; Hertal et al. 1989).
Unlike other viruses that are combated by cellular immune mechanisms,
enteroviruses are eliminated from the host by humoral immune mecha-
nisms. An intact B-cell response is believed to be necessary to block viral
entry into the CNS. Children who have agammaglobulinemia may develop
chronic enteroviral infection, most commonly meningoencephalitis.
Patients experience headache, lethargy, seizures, motor dysfunction, and
altered sensorium. Symptoms may wax and wane for years, but there is an
overall progressive deterioration in CNS function. Infections are fatal in
most children who are immunodeficient. Echovirus 11 has been the most
common cause of chronic infection, but cases caused by other echoviruses
and coxsackieviruses have been reported (Morens et al. 1991).

Enterovirus infections in infants who have received organ transplants
can result in serious complications (Chuang et al. 1993; Aquino et al. 1996).
Serious life-threatening infections of both echovirus and coxsackievirus
have been documented in infants receiving both bone marrow and liver
transplants. Children cancer patients receiving chemotherapy may also
suffer from severe illness when infected with a coxsackievirus (Geller and
Condie 1995).

Other Illnesses. Enteroviruses have been associated with a number of
other illnesses that affect children (Kennedy et al. 1986), including juvenile
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rheumatoid arthritis (Blotzer and Myers 1978) and gastroenteritis (Joki-
Korpela and Hyypia 1998). Case reports have also linked enteroviruses to
short-term mental impairment in children and other illnesses or symptoms
in children (Table 7). Other studies have suggested relationships between
enterovirus infections and sudden infant death syndrome (SIDS)
(Rambaed et al. 1999), risk of schizophrenia from infections early in child-
hood (Rantakallio et al. 1997), amyotrophic lateral sclerosis (Lou Gehrig’s
disease) (Berger et al. 2000), vertigo (Simonsen et al. 1996), and chronic
fatigue syndrome (Galbraith et al. 1997; Lane et al. 2003). These studies
have been limited in scope or speculative.

III. Incidence of Enteric Virus Infection by Age
A. Rotavirus

Rotavirus is the major cause of childhood gastroenteritis, although all 
age groups are affected. The highest incidence of the disease is in the fall
and winter in the U.S. In one study rotavirus was detected in 29% of the
stools of children <2yr of age, with 48% of the cases being asymptomatic
(Champsaur et al. 1984a,b). In another study the incidence of rotavirus gas-
troenteritis was found to be 40% in the 1–2yr age group, 12% in the 2–3yr
age group, and 5% in adults (Rodriguez et al. 1987). Crowley et al. (1997)
found that almost 65% of the diagnosed cases in England and Wales
occurred in the 6-mon to 1-yr age group (Table 8).
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Table 7. Less Common Illnesses Associated with Enterovirus Infections in 
Children.

Syndrome Reference

Rheumatoid arthritis Blotzer and Myers 1978
Heaton and Moller 1985
Zaher et al. 1993

Pancreatitis Kennedy et al. 1986
Hemorrhagic syndrome el-Sageyer et al. 1998 
Gastroenteritis Birenbaum et al. 1997 
Hepatitis Jeffery et al. 1993 
Mental Disorders Hirayama et al. 1998
Alice in Wonderland syndrome Wang et al. 1996
Schizophrenia Rantakallio et al. 1997
Vertigo Simonsen et al. 1996
Hydrancephaly (absence of cerebral hemisphere in Marlin et al. 1985

the newborn)



B. Adenovirus

The incidence of adenovirus gastroenteritis in the world has ranged from
1.5% to 12.0% (Herrmann and Blacklow 1995). In England, a survey of
stool samples from patients suffering from viral gastroenteritis showed that
enteric adenoviruses were present in 14% of the examined specimens.
Recent studies in England and Wales (Caul 1996b) have indicated that
enteric adenoviruses account for 8.2% of all viral gastroenteritis. Although
most reports indicate that the enteric adenoviruses are only second in
importance to rotavirus as a cause of viral gastroenteritis, an epidemiolog-
ical study in Guatemala showed that the adenoviruses 40 and 41 were asso-
ciated with diarrheal episodes in ambulatory children three times more
often than rotaviruses (Cruz et al. 1990).

C. Caliciviruses

Recent research suggests that calicivirus diarrhea may be common among
infants and young children (Koopmans et al. 2000; Inouye et al. 2000; Pang
et al. 1992). Koopmans et al. (2000) reported that it was a more common
cause of gastroenteritis in children <5yr than rotavirus. Norwalk virus anti-
bodies are acquired gradually, beginning slowly in children, and increasing
in adulthood. By age 50, approximately half the population has developed
antibodies to Norwalk virus (Estes and Hardy 1995).

D. Hepatitis A Virus (HAV)

Infection of HAV in children is usually asymptomatic; however, the risk of
symptomatic cases increases to 75% in adults in whom the most severe
cases are seen. The incidence of reported hepatitis A in the U.S. is 9.7 cases
per 100,000 (CDC 1996). However, the actual incidence may be much
higher because many persons do not seek treatment and because physicians
are believed to report fewer than 15% of hospital diagnosed cases
(Hollinger and Ticehurst 1996). Thus, the true incidence is at least 6.6 times
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Table 8. Distribution (Percent) by Age of Gastroenteritis Infections in Small Children in
England and Wales, 1990–1994.

Total
number

Virus <1mon 1–2mon 3–5mon 6–11mon 1yr 2yr 3yr 4yr of cases

Rotavirus 1.6 4.9 10.8 29.3 35.3 12.2 4.2 1.7 6,591
Adenovirus 1.6 8.3 15.7 27.2 27.5 11.5 5.4 2.8 10,362
SRSV 1.5 5.0 12.7 27.5 29.8 12.9 6.9 3.6 1,756
Astrovirus 0.5 4.6 12.5 25.0 31.1 16.5 6.3 3.5 1,760

Source: Crowley et al. (1997).



that reported (i.e., 0.1%). Also, this incidence does not take into consider-
ation the number of asymptomatic cases, which occur commonly among
young children. In an endemic area of Italy, De Filippis et al. (1987) found
that 8.2% of stool samples from healthy individuals contained HAV, with
the highest prevalence found in children. The greatest incidence is among
children 5–14yr of age. It has been estimated that 95,000–180,000 infections
occur yearly in children <10yr of age in the U.S. (Armstrong and Bell 2002).

E. Hepatitis E Virus (HEV)

In a survey in Mexico, where HEV is endemic, it was found that 10.5% of
3,549 individuals had antibodies to HEV. Seroprevalence increased with
age, from 1.1% in children <5yr old to 14.2% in the group of 26- to 29-yr-
olds (Alvarez-Munoz et al. 1999). Similar seroprevalence was observed in
Ghana, where 1% of children 6–7yr of age were HEV seropositive. This
number increased to 8.1% among children 16–18yr of age (Martinson et al.
1999).

F. Enterovirus

In two studies on virus occurrence in solid waste, Peterson (1974) isolated
enteroviruses in 10% of the fecally soiled diapers that she examined (Table
9). The excretion rate of enteroviruses has been found to vary with month,
with the greatest percentage from May to October in the U.S.The incidence
in children over the entire year ranges from 2.4% to 13.3%, with the higher
excretion rate in the lower socioeconomic group (Melnick 1997). The most
extensive work done on virus excretion was during the “Virus Watch”
studies in which the incidence of virus illness and excretion was conducted
in families for many years in several locations across the U.S. (Fox and Hall
1980). In Seattle and New York, stool samples were collected from family
members regularly, usually at monthly intervals, whether illness was present
or not. Over a 3-yr period, the incidence of excretion of any enteric virus
in children (<15yr of age) was found to range from about 10% in the winter
to almost 40% during the summer. During summer and autumn months
(June through October), more than one-third of healthy children were
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Table 9. Percentage of Stool Samples Positive for Enteric Viruses.

Virus <1yr 1–4yr 5–14yr 15–74yr >74yr

Rotavirus group A 10.3 8.8 4.5 2.0 0.0
Adenovirus types 40 7.1 6.1 1.8 0.0 0.0

and 41
Astrovirus 7.1 4.0 0.9 1.2 0.0
SRSVa and Calicivirus 17.8 13.5 9.9 5.2 4.5

aSmall round structured viruses (Tompkins et al. 1999).



excreting some virus in the feces, as detected by cell culture. Overall, the
frequency of illness associated with echovirus infections was 44%.
However, symptomatic infections were greater for children <4yr of age;
78% for 0- to 4-yr-olds, and 12% for children >5yr of age and older. The
rate of symptomatic infections among adults was 28% for both coxsackie-
virus and echovirus versus 42% for children <4y of age (Table 10).

IV. Economic Impact of Enteric Viral Infections in Children
A. Rotavirus

Rotaviruses are the most common cause of severe vomiting and diarrhea
in children, with an estimated 3.1 million cases annually in the U.S. (Smith
et al. 1995). A study of hospitalizations in children involving diarrhea from
1993–1995 indicated that rotavirus was the most common identified agent
(Parashar et al. 1998). In total, viruses accounted for 32.9% of hospitaliza-
tions involving diarrhea, followed by bacteria (4.1%), and parasites (0.3%).
Overall, rotavirus accounted for 16.5% of hospitalizations for diarrhea
among children aged <5yr. A study by Parashar et al. (1999) on hospital
discharge data in Connecticut found that the median cost of diarrhea-
associated hospitalization during 1987–1996 and 1993–1996 was $1,941 and
$2,428, respectively (Table 11). Because only about half the children admit-
ted to hospitals may be tested, the actual data based on hospital discharges
may be underestimated. Hospitalization due to rotavirus gastroenteritis has
been estimated at 65,000 to 70,000 annually in the U.S., with 125 deaths
(Smith et al. 1995). Ryan et al. (1996) estimated that in England and Wales
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Table 10. Incidence of Enteric Virus Infections in the United States.

Pathogen Incidence (%) Remarks Reference

Enterovirus 10 Occurrence in fecally soiled Peterson 1974
diapers

30–40 During the summer months Fox and Hall 1980
(June–Oct.): all enteric 
virusesa

2.4–13.3 12mon average Melnick 1997
Hepatitis A 0.0097 Reported cases of clinical CDC 1996

illness
8.2 Occurrence of virus in DeFilippes et al. 1987

stools of healthy persons
Rotavirus 10.4 Annual rate of clinical Ho et al. 1999

infection
29 All age groups Champsaur et al.

1984a,b

aAny virus isolated from stool samples causing destruction of cell culture.
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the hospitalization rate for rotavirus-related illness for children <5yr old
was 5/1000.

Smith et al. (1995) estimated, in 1993 dollars, outpatient visits at $94 per
visit, hospitalization at $3,615, and loss of productivity at $66/d. For a non-
hospitalized child with mild diarrhea (3.5d of illness), total direct and indi-
rect costs would be $325 per case. Crabtree (1996) estimated total direct
and indirect costs of $176/case for those not needing medical attention,
$512–$672 for those needing outpatient medical attention, and $4,340 for
those needing hospitalization. Yearly costs of childhood rotavirus in the
childhood rotavirus in the U.S. were in 1993 determined to be approxi-
mately $1.8 billion.

B. Calicivirus

Crabtree (1996) attempted to estimate the cost to individuals due to Norwalk
virus illness that might be attributable to drinking water. From a review of
outbreaks of Norwalk virus, it was determined that an average of 28% of all
cases visited a physician and 2.5% were hospitalized. No deaths were
reported in any of the outbreaks;however, to assess costs that may incur from
death, a 0.0001% case-fatality rate was applied (Bennett et al. 1987). Direct
and indirect costs (1993 dollars) for those who did not see a physician were
estimated at $88/case, those seeing a physician at $336–$480/case, and those
hospitalized at $1,151/case. It was estimated that more than $1 billion/yr may
be associated with Norwalk virus illnesses in the U.S., with nearly $0.5 billion
attributable to waterborne transmission (Payment et al. 1991).

C. Hepatitis A Virus

Two studies have examined the cost benefits of hepatitis A immunization
in developed countries. O’Connor et al. (1999) evaluated the economic 
benefits of vaccinated adults and estimated the per case nonhospitalized
medical cost at $142, hospitalized at $7,138, and fatal cases at $19,603. Das
(1999) estimated average direct medical costs of $1,070–$2,460 per case.
Although estimates of indirect costs are available, Lucioni et al. (1998)
studied the economic cost of hepatitis A caused specifically by the con-
tamination of food. The direct and indirect cost per patient was $662; costs
of hospitalized patients were as great as $86,899.

D. Enterovirus

Studies on the economic cost of non-polio enterovirus infections have only
recently been attempted. Pichichero et al. (1998) conducted a study on 
children >4yr to assess the economic impact of enterovirus infection. Some
380 children in two clinics, over a period of 4mon in different regions of
the U.S., were involved in the study. The children were followed for 2wk to
document absenteeism and follow-up medical care. The majority of the 
illnesses were mild, and no hospitalizations were required. Most of the ill-



nesses occurred in children 4–12yr of age. The duration of illness in most
children was prolonged, 9.5d on average. The total of direct medical care
costs and indirect costs per case ranged from $132 for hand-foot-and-mouth
disease to $1,193 for meningitis (Fig. 4).

In 1991, a large outbreak of echovirus 30 meningitis occurred in New
England, affecting more than 1,500 individuals (Rice et al. 1995). A cost
analysis of the hospital billing for the inpatient and outpatient care of 103
patients involved in the outbreak was performed at a hospital serving 
the region. The average inpatient management cost of a patient with
enterovirus meningitis, in this outbreak, was $1,757 ± $198 and the outpa-
tient management cost was $477 ± $63. Indirect costs were not determined.
Crabtree (1996) estimated the direct and indirect costs of enterovirus
aseptic meningitis to range from $512 to $702 for nonhospitalized cases and
$5,403 for hospitalized cases. The indirect costs of cases that did not see a
physician were estimated at $176 per case. Bennet et al. (1987) estimated
the numbers of aseptic meningitis cases in the U.S. by multiplying the
number of estimated enterovirus cases by 6.34%, which is the percent of
enterovirus illnesses related to a specific meningitis and reported to the
Centers for Disease Control (CDC 1981). From these analyses, the total
medical and productivity costs were estimated to range from $1.8 billion to
$7 billion annually, with potentially $2.4 billion attributable to water
(assuming 35% are waterborne) (Payment et al. 1991).

V. Exposure
A. Drinking Water

Infants and young children have a greater environmental exposure to
enteric organisms than adults. They have not yet developed proper sanitary
habits (e.g., use of toilet facilities, hand-washing, frequent hand-to-mouth
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or fomite-to-mouth contact) (Springthorpe and Sattar 1990). Object-to-
mouth and mouth-to-mouth contact is much greater among children than
adults. Viruses are readily transferred from contaminated objects (fomites)
directly to the mouth or contamination of the hand. The median number of
such contacts by age, per day, are as follows: 1–12mon, 64; 13–24mon, 34;
25–30mon, 27; 31–36mon, 5; and 37–48mon, 10 (Hutto et al. 1986). During
recreational activities, they may ingest greater quantities of dirt and water
(Sedman and Mahmood 1994). However, they do consume less tapwater
than adults do (Roseberry and Burmaster 1992), although children <10yr
of age consume more per body weight than any other age group (EPA
2000). Children <11yr of age consume almost half the amount of tapwater
consumed by adults (Fig. 5). However, pregnant and lactating women ingest
more tapwater than other women (Burmaster 1998). Because it is believed
that many of the serious fetal and neonatal enteric viral infections are 
contracted from the mother (see enteroviruses in Section C), a greater
exposure via tapwater to pregnant and lactating women would imply
greater exposure to the fetus and the neonate.

B. Social Economic Factors (Environmental Justice)

Numerous studies have documented the greater incidence of enteric viral
infections in lower social economics groups (see II. 3) Behnke et al. 1988.
During community-wide outbreaks of hepatitis A in the U.S., neighbor-
hoods of lower socioeconomic status have been identified as a risk factor
(Shaw et al. 1986). Households that lack piped water and access to safe
water supplies also suffer higher attack rates (Cama et al. 1999; Gurwith et
al. 1983; Hyams et al. 1992).
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VI. Infectivity (Infectious Dose)

No studies could be found in which an attempt had been made to deter-
mine if the infectious dose or infectivity of enteric viruses was different for
adults compared to children. Dose–response models have been developed
from studies involved in the oral exposure of poliovirus types 1 and 3 (Regli
et al. 1991) in which infants and premature babies were used as subjects.
The dose response of those viruses is similar to that observed for echovirus
12 and rotavirus in adults; however, infectivity is not directly comparable
because this is likely dependent both on the type and strain of virus. Factors
that could predispose children to have a greater probability of becoming
infected from a given dose than adults are reduced stomach acid and pepsin
secretion (Haffejee 1995) (see Section I). Although the severity of illness 
is usually greater for children than adults, it is currently not known if 
severity is related to dose for enteric viruses (see II.C. Properties of
Enteroviruses).

VII. Risk Assessment

Microbial risk assessment is the application of the principles of risk assess-
ment to estimate the consequences from an exposure to infectious micro-
organisms. This approach can be used to estimate the magnitude of the risk
and the probability of adverse effect (Haas et al. 1999). There is epidemio-
logical evidence that members of all the enteric viruses are transmitted 
by water (EPA 1999a,b; Haas et al. 1999). Quantitative microbial risk
assessments have been conducted for adenovirus (Crabtree et al. 1997),
coxsackievirus (Crabtree 1996), and rotavirus (Gerba et al. 1996) in drink-
ing water.

These assessments are patterned after the widely accepted paradigm on
chemical risk assessment developed by the National Academy of Sciences
in 1983 (NAS 1983). This approach follows the processes of first identify-
ing the pathogen of concern, then developing a dose–response relationship
between ingestion of the pathogen and a susceptible host, determining the
risk of infection from a given exposure and, finally, characterizing the
overall risk.

A. Dose–Response Models

The probability density functions are relatively simple models, with several
inherent assumptions (e.g., infection has occurred, the chance of contract-
ing disease is independent of ingested dose). Generally, the first step in the
probability analysis is the determination of the probability of infection
based on the application of the exponential model or the beta-Poisson
model (Haas et al. 1999). The second step is to determine the relationship
between infection and developing clinical disease.
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In assessing exposure to waterborne adenovirus (Crabtree et al. 1997),
an exponential model was used. The probability of becoming infected (Pi)
was calculated as:

Pi = 1 - exp(-rN)

where

Pi = probability of being infected
N = number of organisms ingested or inhaled
r = 0.4172 for adenovirus (Rose et al. 1996), the probability after ingestion

or inhalation that the organism survives to initiate an infectious focus

The “r” value is derived from human exposure studies. For both viruses, the
probabilities of developing clinical illness (Pillness) and of dying as a result
of this illness (Pm) were also determined. The probability of becoming ill
from exposure was calculated by multiplying the probability of infection
(Pi) by the morbidity rate of 0.5 for adenovirus (Haas et al. 1993).

Crabtree et al. (1997) calculated the probability of death by multi-
plying the probability of infection (Pi) by the mortality rate of 0.0001 for
adenovirus.

Gerba et al. (1996) assessed the risks associated with exposure to water-
borne rotavirus in tap water using the beta Poisson probability model to
calculate probabilities of infection, of illness, and of mortality. The proba-
bility of infection was calculated as:

Pi = 1 - (1 + N/b)-a

where

Pi = probability of being infected
b = 0.42 and a = 0.26 (Haas et al. 1993), parameters that describe host-virus

interaction after ingestion or inhalation
N = number of organisms ingested

The probability of clinical infection (Pillness) and the probability of dying
as a result of illness (Pm) were also determined. The probability of becom-
ing ill was calculated by multiplying the probability of infection (Pi) by the
morbidity rate of 0.5 (Haas et al. 1993). The probability of death (mortal-
ity) from infection was calculated by multiplying the probability of infec-
tion (Pi) by the morbidity rate and a case/fatality of 0.0001.

The beta Poisson model has been identified as the model that best fits
most of the dose–response data for viruses and which provides a conser-
vative method for low-dose extrapolation (Haas et al. 1993; Regli et al.
1991). However, several assumptions are made that limit the use of proba-
bility models from estimating risks from exposure to pathogens in drinking
water. The Poisson model assumes random distribution of microorganisms
in drinking water. The risk estimates for low-level exposures are based on
extrapolation to low doses and, at very low pathogen concentration, the
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relationship between risk of infection and dose is approximately linear
(Haas et al. 1993). The models assume that the exposed population is
equally susceptible to a single exposure and ingests 2L of water per day.
The relationship between infection and the development of clinical illness
is regarded as a conditional probability that, once having been infected, a
certain number of individuals will develop disease (Haas et al. 1993). The
chance of developing a symptomatic illness once infected by a virus is
assumed to be independent of dose. Each exposure is regarded as statisti-
cally independent [i.e., the chance of developing an infection (illness or
death) from one exposure is not related to prior exposures and effects].The
calculated risk is for the nonimmune person; therefore, immunity plays no
role in the risk assessment for a nonimmune person.

B. Epidemiological Evidence for Transmission of Viral Diseases to
Children by Water

Because of the need to consume fluids, drinking water-associated outbreaks
inadvertently affect all age groups. Two epidemiological studies, designed
to study the impact of conventionally treated drinking water meeting all
standards, found that children were the most affected group (Payment 
et al. 1991). Figure 6 shows the relative incidence of gastroenteritis by age
in those individuals drinking tapwater and those drinking tapwater after fil-
tration by a reverse-osmosis filter, designed to remove pathogens (Payment
et al. 1991). A greater impact of highly credible gastrointestinal illness was
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seen among children who drank the nonfiltered tapwater. In the other study,
families were provided with purified bottled water, or with tapwater deliv-
ered from the water treatment plant after treatment (bottled tapwater), or
drank only tapwater after it had been delivered through the distribution
system (Payment et al. 1997). Using the purified water as the baseline, the
excess of gastrointestinal illness associated with tapwater was 14% in the
bottled tapwater group and 19% in those who consumed water from 
the tap in the home. Children 2–5yr old were the most affected, with an
excess of 17% in the bottle tapwater group and 40% in those drinking water
from the tap. In either study, the agent causing the illness was not identi-
fied. The system was served by a poor-quality surface water.

Rotavirus. Rotavirus has been responsible for several drinking water-
borne outbreaks worldwide (Gerba et al. 1996). In a 1981 outbreak of
rotavirus in Colorado, an estimated 1,500 individuals were infected, includ-
ing both adults and children (Hopkins et al. 1984). In a waterborne out-
break in a school in Brazil, higher attack rates of gastroenteritis were seen
in nursery-age and kindergarten-age children (Sutmoller et al. 1982). A
study in Lima, Peru, found that attack rates were higher in children who
were not exclusively breast-fed in early infancy and who also lacked piped
water in their homes (Cama et al. 1999).

Caliciviruses. Numerous drinking waterborne outbreaks of caliciviruses
have been documented. Several outbreaks have occurred at elementary
schools and summer camps (Kaplan et al. 1982; Taylor et al. 1981), while
others were community outbreaks in which individuals of all ages were
affected (Goodman et al. 1982).Although attack rates were similar for both
adults and children, secondary transmission rates were greater among chil-
dren. In one swimming-associated outbreak, the secondary attack rate was
highest among children <10yr of age (Baron et al. 1982). Also, attack rates
were significantly higher during common source outbreaks, such as drink-
ing water (median, 60% vs. 39% for person-to-person) (Kaplan et al. 1982).
A study of viral diarrhea in three native Indian villages in Canada noted
that infections of Norwalk virus were greatest in infants in the one com-
munity with an untreated water supply (Gurwith et al. 1983).

Adenovirus. Although there has only been two suspected drinking water
outbreak involving an adenovirus (Papapetropoulou and Vantarakis 1998),
there have been numerous outbreaks of swimming-associated adenovirus
infections, many involving children (Foy et al. 1968; McMillian et al. 1992;
Martone et al. 1980). Outbreaks have been associated with adenovirus 3, 4,
and 7 causing conjunctivitis or pharyngoconjunctival fever affecting chil-
dren 1–18yr of age. Attack rates have been as high as 67% in children, with
secondary attack rates of 19% for adults and 63% for children (Foy et al.
1968) (Fig. 7).
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Hepatitis A Virus (HAV). Waterborne outbreaks of HAV are well docu-
mented in the U.S. (Gerba et al. 1985). Although asymptomatic infections
are more common among children than adults (see earlier section), higher
attack rates have been observed during waterborne outbreaks in older chil-
dren. In an outbreak in Maryland traced to a heavily contaminated spring
used as drinking water, the highest attack rates were in the 10–14-yr age
group (Whatley et al. 1968). In an outbreak associated with a water foun-
tain, the 16–20-yr age group (Bowen and McCarthy 1983) was affected the
most.

Hepatitis E Virus (HEV). During the past decade, at least 30 outbreaks of
HEV have been associated with waterborne outbreaks involving drinking
water in 17 countries (Craske 1992).Although outbreaks of hepatitis E have
not been reported in the U.S., it has recently been found to occur in 
pigs, which may serve as a reservoir of human infection (Meng et al. 1998,
1999). Although children become infected with HEV during waterborne
outbreaks, the most serious resulting illness occurs in adults. In two drink-
ing water-associated outbreaks in Mexico, the attack rate for persons 
<15yr of age was 1%–2% vs. 10% for those >15yr of age. However, mor-
tality among pregnant women generally ranges from 20% to 30% and can
be as high as 40% (Craske 1992). Thus, the fetus is at serious risk of mor-
tality during waterborne outbreaks. Hepatitis E infection in children has
also been associated with the lack of indoor plumbing in the developing
world (Hyams et al. 1992).
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Enteroviruses. Although there have been no clearly documented drinking
water outbreaks associated with enteroviruses, several recreational out-
breaks have been documented among children. An outbreak of coxsack-
ievirus B4 or B5 meningitis linked to swimming in a lake occurred at a boys’
summer camp (Hawley et al. 1973). Another outbreak of meningitis, this
time caused by coxsackievirus A16, occurred due to exposure to lake water
(Denis 1974). An epidemiological study among bathers swimming in non-
disinfected lake waters demonstrated an association with increased risk of
enterovirus infection. D’Alessio et al. (1981) surveyed children 1–15yr of
age at a pediatric clinic to determine where they had been swimming and
the location and frequency of the swimming during the prior 2wk. Children
swimming at a beach versus in a pool with a chlorine residual had a statis-
tically significant increase in the relative risk of having an enterovirus
illness. Of the 134 viruses isolated from the patients, 119 (90%) were non-
polio enteroviruses and 33.6% were coxsackievirus type A.

Echovirus 30 transmission to children has also been associated with a
community swimming pool (Kee et al. 1994). The risk of echovirus 30 was
greatest among those who swallowed pool water.

C. Endpoints

An assessment endpoint for microbial risk assessment has usually been risk
of infection (Regli et al. 1991). Greater uncertainty exists in assessing the
probability of illness and mortality, because this is dependent not only on
the type of virus but on also a particular strain. Other factors include the
immune state of the host, age, and other preexisting conditions. In the case
of HAV, very young children are more likely to develop clinical symptoms
than older children and adults, and the disease is generally more severe in
adults. However, in the case of rotavirus, the resulting diarrhea is more
severe in children than adults, which is reflected by the large number of 
hospitalizations for rotavirus infections in the U.S. Adenoviruses and 
astroviruses appear to be largely involved in infections of children. In 
contrast, Norwalk viruses appear to affect all age groups almost equally.
Enteroviruses cause a wide range of illnesses, being most severe in neonates
and children. Although most children recover, infections in neonates, espe-
cially of coxsackieviruses, are frequently fatal. With the possible exceptions
of hepatitis A and E, a greater severity of illness and risk of mortality exists
for children than adults. Thus, in assessing the risks of enteric viral infec-
tions in children, it is important to assess the endpoints of severity of illness
and mortality because they can be significantly greater than in adults.

D. Risk Characterization of Enteric Viruses in Water and Children

The only dose–response data available for children are those obtained from
studies conducted with vaccine strains of poliovirus. Lepow et al. (1962)
conducted studies on newborn infants less than 5d old with poliovirus Sabin
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type 1 (LSc-2). Minor et al. (1980) exposed 2-mon-old infants via the oral
route with a syringe with a vaccine strain of polio type 1. Plotkin et al. (1959)
and Katz and Plotkin (1967) orally exposed premature infants to an atten-
uated strain of poliovirus type 3 (Fox strain). The probability of being
infected by ingesting one virus in these studies was assessed by Teunis
et al. (1996). They found that the probability ranged from 7.14 ¥ 10-4 to 1.90
¥ 10-1 (Table 12). The range probably reflects the type of virus and method
of administration. Using the data of Roseberry and Burnmaster (1992) on
average ingestion of tapwater by age, an assessment was made of the prob-
ability of infection in different age groups for poliovirus type 1 (Table 13).

The risk of infection, illness, and death associated with coxsackievirus
levels in conventionally treated water are shown in Table 14 for children.
The data suggest that significant risks of illness for children could exist from
these exposure levels; however, outcome would always be dependent on the
virulence of the individual virus.

VIII. Conclusions

This review suggests that children and immunocompromised individ-
uals bear the greatest burden of illness associated with drinking water-
transmitted enteric viral diseases. They suffer the highest attack rates and
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Table 12. Probability of Infection from Different Types of Poliovirus by the Oral
Route in Children.

Virus type Probability 
and Strain of infection ID50

a Reference

1 LSc-2 7.14 ¥ 10-4 6.93 ¥ 104 Lepow et al. 1962
1 9.10 ¥ 10-3 76.2 Minor et al. 1981
3 Fox 1.90 ¥ 10-1 5.5 Plotkin et al. 1959
3 Fox 2.66 ¥ 10-1 5.0 Katz and Plotkin 1967

aThe number of viruses required to cause infection in 50% of the individuals exposed.
Source: Teunis et al. (1996).

Table 13. Probability of Infection by Poliovirus Type 1 by Age-Adjusted Exposures
for Tapwater Ingestion.a

Daily risks of Yearly risks of
Age (yr) Exposure (L) infection infection

<1 0.323 2.94 ¥ 10-4 1.04 ¥ 10-1

1–11 0.701 6.38 ¥ 10-4 2.08 ¥ 10-1

11–20 0.907 8.25 ¥ 10-4 2.60 ¥ 10-1

21–65 1.265 1.15 ¥ 10-3 3.43 ¥ 10-1

aAssuming ingestion of one infectious virus in 10L of drinking water.
Exponential model of Teunis et al. (1996); r = 0.009102.



the most severe illness. To better quantify the impact on children, the liter-
ature should be further reviewed for case studies of waterborne outbreaks
where data are available on the resulting illness by age group. The EPA
and/or Centers for Disease Control should attempt to collect these data as
future outbreaks are documented.

Given the differences in the physiology between children and adults, it
may be that children have a greater probability of infection with a given
dose than adults. Studies in animals or vaccine strains of viruses with 
children should be conducted to determine if a significant difference exists.
Because the major route of infection of neonates by enteroviruses appears
to be transmission from the mother to the child, at or shortly after birth,
greater development of dose–response data in animals may be useful to
assess if a greater susceptibility of the mother to enteroviruses occurs
during pregnancy. Better documentation of long-term sequelae, particularly
for enterovirus infections, is needed.

Summary

Children are at a greater risk of infections from serious enteric viral illness
than adults for a number of reasons. Most important is the immune system,
which is needed to control the infection processes. This difference can lead
to more serious infections than in adults, who have fully developed immune
systems. There are a number of significant physiological and behavioral 
differences between adults and children that place children at a greater 
risk of exposure and a greater risk of serious infection from enteric 
viruses.

Although most enteric viruses cause mild or asymptomatic infections,
they can cause a wide range of serious and life-threatening illnesses in chil-
dren. The peak incidence of most enteric viral illnesses is in children <2yr
of age, although all age groups of children are affected. Most of these 
infections are more serious and result in higher mortality in children than
adults. The fetus is also affected by enterovirus and infectious hepatitis
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Table 14. Risk of Infection, Illness, and Death Associated with Coxsackievirus Levels 
in Tapwater.

Exposure Daily risk Yearly risk
Age (L) Infection Illness Mortality Infection Illness Mortality

<1 0.323 1.2 ¥ 10-5 9.34 ¥ 10-6 5.6 ¥ 10-8 4.5 ¥ 10-3 3.4 ¥ 10-3 1.99 ¥ 10-5

1–11 0.701 2.7 ¥ 10-5 2.0 ¥ 10-5 1.2 ¥ 10-7 9.8 ¥ 10-3 7.3 ¥ 10-3 4.3 ¥ 10-5

aConcentration of 0.005 MPNCU (most probable number of cytopathic units)/L of virus in the tapwater
(Payment et al. 1985): surface water supply.

Risk of infection and mortality from Crabtree (1996).
A cytopathic unit is defined as destruction of cells in culture by a virus.



resulting in significant risk of fetal death or serious illness. In addition to
the poliovirus vaccine, the only vaccine available is for hepatitis A virus
(HAV). A vaccine for rotavirus has currently been withdrawn, pending
review because of potential adverse effects in infants. No specific treatment
is available for the other enteric viruses.

Enteric viral infections are very common in childhood. Most children 
are infected with rotavirus during the first 2yr of life. The incidence of
enteroviruses and the viral enteric viruses ranges from 10% to 40% in 
children and is largely dependent on age. On average, half or more of the
infections are asymptomatic. The incidence of hepatitis A virus is much
lower than the enteric diarrheal viruses. There is no current evidence for
hepatitis E virus (HEV) acquisition in children in the U.S.

Enteric viral diseases have a major impact on direct and indirect health
care costs (i.e., lost wages) and amount to several billion dollars a year 
in the U.S. Total direct and indirect costs for nonhospitalized cases may 
run from $88/case for Norwalk virus to $1,193/case for enterovirus aseptic
meningitis. Direct costs of hospitalization ran from $887/case for Norwalk
virus to $86,899/case for hepatitis A. These costs are based on 1997–1999
data.

Generally, attack rates during drinking water outbreaks are greater for
children than adults. The exception appears to be hepatitis E virus where
young adults are more affected. However, pregnant women suffer a high
mortality, resulting in concurrent fetal death. Also, secondary attack rates
are much higher among children, probably because of fewer sanitary habits
among this age group. Overall, waterborne outbreaks of viral disease have
a greater impact among children than adults.

To better quantify the impact on children, the literature hould be further
reviewed for case studies of waterborne outbreaks where data are available
on the resulting illness by age group. The EPA and/or Centers for Disease
Control should attempt to collect these data as future outbreaks are 
documented.
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I. Introduction

With regulatory limitations on the use of cholinesterase-inhibiting insecti-
cides, synthetic pyrethroids have become increasingly important in both
agricultural and structural pest control (USEPA 1996, 2000). Pyrethroid
chemistry and action are classified as type I or type II depending on the al-
cohol substituent. Type I pyrethroids contain a descyano-3-phenoxybenzyl
or other alcohols. The type II, or alpha-cyano pyrethroids, contain a-cyano-
3-phenoxybenzyl alcohol, which increases insecticidal activity about 
10-fold.

The California Department of Pesticide Regulation (DPR), Worker
Health and Safety Branch (WH&S) is responsible for public and worker
safety wherever pesticides are used in the state. Their mission is accom-
plished through several programs: exposure monitoring, exposure assess-
ment and mitigation, pesticide illness surveillance, and workplace
evaluation and industrial hygiene.The WH&S Pesticide Illness Surveillance
Program (PISP) is generally acknowledged as the nation’s most compre-
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hensive and reliable reporting system (Mehler et al. 1992; U.S. Government
Accounting Office 1994). Data generated from illness reports have made
DPR’s worker protection program a model for other states (Western Farm
Press 2001). WH&S has previously analyzed PISP data to develop retro-
spectives of illnesses, injuries, and deaths related to pesticide exposures in
California to determine risk factors for exposure to organophosphate insec-
ticides in agricultural workers and to summarize investigations of exposure
incidents related to specific pesticides (Maddy et al. 1990; O’Malley et al.
1990; O’Malley 1998b; O’Malley and Verder-Carlos 2001). WH&S has also
evaluated PISP data to determine the effectiveness of California’s worker
protection program regarding field posting, hazard communication, notifi-
cation and retaliation requirements, and irrigator and pesticide handler
exposures (Fong 2001; McCarthy 2003; Spencer 2001).

This survey summarizes California’s recent experience with pyrethroid-
related illnesses, using PISP data, pesticide use reporting data, and investi-
gations of three large group illness episodes related to exposure to type 
II pyrethroids cyfluthrin and l-cyhalothrin (Edmiston et al. 1998, 1999).
Cases were reviewed by use, structural class and routes of exposure for the
years 1996–2002, focusing on 317 cases involving exposure to one or more
pyrethroid compounds (DPR, unpublished data).

Illnesses associated with pyrethroid exposures during packaging, during
agricultural and indoor/structural applications, and resulting from indoor
residue exposures have been documented (He et al. 1988; Muller-Mohnssen
1999; Pauluhn 1996; Prohl et al. 1997). Few studies have evaluated agricul-
tural occupational exposures to pyrethroid residues (Kolmodin-Hedman 
et al. 1982, 1995). Although pyrethroid residues on crops, agricultural prod-
ucts, and foliage have previously been investigated, pyrethroid dissipation
is not well understood, as compared to the dissipation of organophospho-
rus pesticides (Argauer et al. 1997; Bellows et al. 1993; Dejonckheere et al.
1982; Edmiston et al. 1999; Estesen and Buck 1990; Giles et al. 1992;
Hernandez et al. 1998; McEwen et al. 1986; Miyata et al. 1993; Nakamura
et al. 1993; Papadopoulou-Mourkidou et al. 1989). This review provides
recent data on agricultural and nonagricultural illnesses related to
pyrethroid exposures and augments the data available on pyrethroid
residue dissipation.

II. Pyrethroid Mode of Action

Pyrethroids cause prolongation of sodium channel currents in the nervous
system, and many of their adverse effects are related to this property. For
all pyrethroids, the major neurotoxic hazard is acute excitation. Exposure
to pyrethroids can cause dermal irritation and paresthesia, very often
without producing visible erythema of the skin (Cagen et al. 1984). Similar
irritant effects occur in the respiratory tract (Pauluhn et al. 1996; Pauluhn
1999; Ray 2000). Systemic toxicity has been reported on ingestion 
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(O’Malley 1997) and may also occur with a high degree of occupational
exposure (He et al. 1988, 1989). The a-cyano subgroup of compounds (type
II pyrethroids) produce more prolonged sodium channel currents than type
I compounds and often are relatively more potent as insecticides and mam-
malian toxins (Casida et al. 1983). In laboratory animals, the toxidromes
produced by type I and type II compounds are considered distinct (Ray
2000). Type I pyrethroids cause the simplest poisoning syndrome, charac-
terized in animal studies by severe fine tremor, marked reflex hyper-
excitability, sympathetic activation, and, for dermal exposure, paresthesia.
Type II pyrethroid poisoning is more complex and causes more severe
symptoms. In addition to sympathetic activation and paresthesia, the tox-
idrome exhibited profuse watery salivation, coarse tremor, increased exten-
sor tone, moderate reflex hyperexcitability, choreoathetosis, and seizures
(Ray 2000).

III. Illness, Exposure, and Pesticide Use Data
A. Illness and Use Report Data

California has implemented a full-use reporting system for pesticides since
1990. Since 1981, DPR’s PISP has maintained a database of pesticide-
related illnesses and injuries. DPR receives case reports from physicians
and via Workers’ Compensation records.The local county agricultural com-
missioner investigates circumstances of exposure for each case.WH&S then
evaluates the medical records and investigative findings and enters the data
into an illness registry. WH&S may conduct investigations when it appears
that significant hazards contributed to the exposures, such as in the three
group episodes of exposure to type II pyrethroids discussed later.

Table 1 summarizes both use and illness data associated with the 317
pyrethroid-related illnesses reported to PISP between 1996 and 2002. For
the 13 active ingredients associated with those illnesses, 4,629,851 lb
(2,100,068kg) were reported to DPR as being used in the state during 
the same time period (Table 1) (DPR 2004). Two compounds, permethrin
and cypermethrin, accounted for 75% of total use. Type II compounds
accounted for 42.8% of the reported pounds used (1,979,352 lb; 897,820kg),
but were associated with 220 (69.4%) of the cases. A single compound,
cyfluthrin, was associated with 122 cases (55% of illnesses related to 
type II pyrethroids and 38.4% of all pyrethroid illnesses). Cyfluthrin use
(308,191 lb; 139,793kg) comprised 15.6% of total type II usage and 6.6% of
total pyrethroid usage. Type I compounds accounted for 2,650,500 lb
(1,202,248kg), 57.2% of the reported use, and 97 (30.6%) of the reported
illness cases. The type I compounds most frequently associated with ill-
nesses were resmethrin (38 cases) and permethrin (44 cases).

Agricultural use includes uses for treatment of crops, nurseries, livestock,
agricultural research facilities, and the handling of raw agricultural com-
modities in packing houses. These uses accounted for 118 (37.3%) of the
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reported cases, with all but 2 cases (related to bystander drift) associated
with employment. Agricultural cases were primarily (95%) associated with
applications to either crops (86 illnesses, 62 of which were in oranges) or
food processing/storage facilities (26 illnesses). For the 199 cases (62.8%)
associated with nonagricultural use, 132 (66.3%) were occupationally
related. Nonagricultural cases were predominantly (80%) related to appli-
cations inside or outside of buildings and homes (159 illnesses). Nonagri-
cultural uses included residential, retail, service and institutional uses,
structural pest control, rights-of-way, parks, landscaped urban areas, and
public health vector control (Table 2).

B. Group Versus Individual Illness

Approximately equal numbers of illnesses resulted from individual expo-
sures (167 cases) and group exposures (150 cases). The majority of illnesses
related to agricultural use (75%) occurred in seven group episodes (88 ill-
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Table 1. Summary of Pyrethroid-Related Illnessesa and Reported Pyrethroid Useb

in California, 1996–2002.

Reported use Reported use
Pyrethroid No. illnesses (lb) (kg)

Type I
Allethrin 3 571 259
Bifenthrin 11 199,302 90,402
Permethrin 44 2,445,525 1,109,273
Phenothrin 1 583 264
Resmethrin 38 4,519 2,050

Total Type I 97 2,650,500 1,202,248
Type II

Cyfluthrin 122 308,191 139,793
Cypermethrin 43 1,091,419 495,060
Deltamethrin 3 45,216 20,510
Esfenvalerate 26 234,886 106,543
Fenpropathrin 2 117,637 53,359
Fluvalinate 3 19,929 9,040
l-Cyhalothrin 12 153,621 69,681
Tralomethrin 9 8,453 3,834

Total Type II 220 1,979,352 897,820
Total Use 4,629,852 2,100,068

aReported to California’s Pesticide Illness Surveillance Program; illness was related to one
or more pyrethroids as the primary causal agent.

bReporting required for agricultural use, all use by pest control businesses, all restricted
materials, all institutional use of pesticides on the groundwater protection list, and all post-
harvest commodity treatment; does not include home and garden use of products sold over-
the-counter.



nesses). The majority of nonagricultural use-related illnesses (69%) were
due to individual exposures (137 illnesses).

C. Symptom Array and Exposure Route

The symptom arrays associated with the pyrethroid illnesses are summa-
rized in Table 3. Irritant effects or paresthesias of the eye, skin, or respira-
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Table 2. Summary of Pyrethroid-Related Illnesses Reported to California’s Pesti-
cide Illness Surveillance Program, 1996–2002, by Number of Persons Involved in
Group Illness Episodesa versus Individual Illnesses.b

No. persons exposed in group No. persons exposed in
illness episodesa (no. episodes) individual illnessesb

Year Agriculturalc Nonagriculturald Agriculturalc Nonagriculturald Total

1996 2 (1) 6 (1) 1 16 25 (2)
1997 55 (2) 10 (5) 9 22 96 (7)
1998 0 7 (1) 4 7 18 (1)
1999 0 21 (3) 4 15 40 (3)
2000 26 (2) 9 (4) 4 25 64 (6)
2001 5 (2) 9 (2) 4 17 35 (4)
2002 0 0 4 35 39 (0)
Total 88 (7) 62 (16) 30 137 317 (23)

aEpisode: a single exposure event; one or more persons may became ill from a single pesticide expo-
sure incident.

bIllness: indicates a single individual became ill.
cUses intended to contribute to the production of agricultural commodities including crops, nursery

products, and livestock. It includes transportation and storage of pesticides on farmlands and use at agri-
cultural research facilities and in packing houses. It excludes forestry operations and the manufacture, trans-
portation, and storage of pesticides before arrival at the site of agricultural production. Pesticides used
agriculturally retain their agricultural designation regardless of exposure location.

dThe pesticide(s) were not intended to contribute to the production of agricultural commodities. This
includes residential, retail, service, and institutional uses, structural pest control, use in rights-of-way, parks,
and landscaped urban areas, and the manufacture, transportation, and storage of pesticides except on 
farmlands.

Table 3. Summary of Symptoms for Pyrethroid-Related Illnesses Reported to 
California’s Pesticide Illness Surveillance Program, 1996–2002.

Total illnesses by
Symptom array Type I pyrethroids Type II pyrethroids symptom array

Irritanta 26 107 133
Irritant/systemic 41 95 136
Systemic 30 18 48
Total illnesses 97 220 317

aDermal, eye, and/or respiratory irritant symptoms.



tory tract were present in 269 cases (84.9%).Type II pyrethroids were more
frequently associated with isolated irritant symptoms (107 cases) than the
type I pyrethroids (26 of 97 cases). Systemic symptoms were reported in
184 illnesses (58% of cases). Isolated systemic effects occurred in 48 cases
(15.1%), but systemic effects were also present in 136 (50.6%) of the 269
cases with irritant symptoms. Isolated systemic symptoms were reported in
30 of 97 cases related to type I pyrethroids and in 18 of 220 cases involving
type II pyrethroids. Specific symptoms reported included headache, nausea,
vomiting, epigastric pain, weakness, lethargy, fatigue, dizziness, sweating,
and/or muscle pain.

Residue exposures accounted for 158 illnesses (49.8%), with the 
majority of the illnesses (149, 94%) occurring in the following activity cate-
gories: field worker (69 cases), routine indoor exposures (55 cases), and
packing/processing (25 cases) (Table 4). Direct exposures accounted for 75
illnesses (23.7%), with the majority occurring while persons were involved
in application (39 cases) and mixing/loading (9 cases) tasks, emergency
response activities (8 cases), and activities categorized as other (8 cases).
Drift exposures accounted for 62 illnesses (19.6%), with the majority occur-
ring during routine indoor activities (34 cases), application tasks (15 cases),
and routine outdoor activities (9 cases). Because of the three illness clus-
ters, the residue exposure cases accounted for a large majority (79.7%) of
the 118 agricultural cases. Only 32.1% of the 199 nonagricultural cases were
associated with residue exposure. Seven illnesses resulted from intentional
or accidental ingestion and 15 had unknown/other exposure routes. The
latter group included notable illnesses or injuries following explosions that
occurred when excessive application of indoor foggers ignited vapors from
pilot lights.

D. Pesticide Use Violations

Single or multiple violations of pesticide use regulations contributed to
exposures in 90 of the 317 illnesses (28.4%); 76 were related to nonagri-
cultural pyrethroid use. The most common violations involved pesticide
misuse (78 cases), including failure to control drift, failure to notify build-
ing occupants of a structural application, and use of higher than label rates
in applications (including residents using multiple aerosol foggers to treat
dwellings). Other contributing violations, alone or in combination with pes-
ticide misuse, included failure to wear proper protective equipment and
early reentry following an application.

IV. Three Group Illness Episode Investigations

The following summarizes WH&S investigations of three group illness
episodes where respiratory and dermal irritation symptoms were promi-
nent. The episodes were related to agricultural exposures to type II
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pyrethroids cyfluthrin (two episodes) and l-cyhalothrin (one episode)
(DPR, unpublished data; Edmiston et al. 1998, 1999).The cyfluthrin illnesses
were included among the 317 discussed previously. The l-cyhalothrin ill-
nesses were not included in the preceding discussion because propargite
and sulfur residues were also present. Although all three episodes involved
harvesters entering treated fields well after applicable restricted entry inter-
vals had elapsed, the product in the l-cyhalothrin episode had been mis-
takenly and illegally applied to grapes, at rates far higher than legally
permitted for registered crop uses.
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Table 4. Summary of Pyrethroid-Related Illnesses Reported to California’s Pesti-
cide Illness Surveillance Program, 1996–2002, by Symptom Array, Exposure Route,
and the Relationship to Agriculturala or Nonagriculturalb Pesticide Use.

Symptom array

Exposure route Total Irritantc Irritant/systemic Systemic

Directd 75 45 18 12
Agriculturala 11 10 0 1
Nonagriculturalb 64 35 18 11

Drifte 62 20 30 12
Agricultural 12 4 4 4
Nonagricultural 50 16 26 8

Residuef 158 57 81 20
Agricultural 94 31 50 13
Nonagricultural 64 26 31 7

Ingestiong 7 0 4 3
Unknown/other 15 11 3 1

Agricultural 1 0 0 1
Nonagricultural 14 11 3 0

Grand totals 317 133 136 48

aUses intended to contribute to the production of agricultural commodities including crops,
nursery products, and livestock. It includes transportation and storage of pesticides on farm-
lands and use at agricultural research facilities and in packing houses. It excludes forestry oper-
ations and the manufacture, transportation, and storage of pesticides before arrival at the site
of agricultural production. Pesticides used agriculturally retain their agricultural designation
regardless of exposure location.

bThe pesticide(s) were not intended to contribute to the production of agricultural com-
modities. This includes residential, retail, service, and institutional uses, structural pest control,
use in rights-of-way, parks, and landscaped urban areas, and the manufacture, transportation,
and storage of pesticides except on farmlands.

cDermal, eye, and/or respiratory irritant symptoms.
dBody contact with appreciable quantities of pesticide.
eAirborne exposure during pesticide application or preparation for application.
fExposure to any amount or component of a pesticide that remains in the environment

after application.
gAccidental or intentional ingestions.



A. Cyfluthrin Orange Harvester Episodes

Cyfluthrin was involved in 121 of the 317 illnesses described previously.
Sixty-nine illnesses were related to agricultural uses, with 61 illnesses 
occurring in oranges: the two group episodes described below involved 55
harvesters. The other 6 illnesses included three field workers exposed in
individual illnesses, two applicators and one mixer/loader. Fifty-two ill-
nesses occurred in nonagricultural use settings, predominantly (38 illnesses)
affecting persons exposed to residue (29 illnesses) or drift (9 illnesses) while
involved in routine indoor activities.

The two group illness episodes occurred in Tulare County in May 1997,
when 55 Valencia orange harvesters became ill while working in groves that
were treated with cyfluthrin 3–10d earlier (Edmiston et al. 1998, 1999).
Although the restricted entry interval was 12hr, the registration status of
cyfluthrin changed in April 1997 when the preharvest interval was reduced
from 150d to the day of harvest. The harvesters sought medical care for
symptoms involving primarily respiratory irritation, including rhinitis
(54.2%), sneezing (81.9%), coughing (21.7%), and sore throat (33.7%).
Other symptoms included headache (21.7%), nausea (6.0%), and skin
(16.9%) and eye irritation (16.9%). The symptoms were transitory, and
most of the harvesters returned to work the following day.

B. Cyfluthrin Inhalation Monitoring Study

As part of the episode investigation, WH&S monitored the inhalation 
exposures of three experienced orange harvesters during 6hr of harvest-
ing (Edmiston et al. 1998). The monitoring began 30hr after the Valencia
orange grove was treated with cyfluthrin at the rate of 1 lb/A (0.45kg/A).
Cyfluthrin dust was trapped on 25-mm glass fiber filters housed in Institute
of Occupational Medicine (IOM) samplers attached via tubing to personal
air sampling pumps. Table 5 presents cyfluthrin residues found on the filters
(mean = 5.13mg/sample), inhalation concentration (mean = 7.13mg/m3),
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Table 5. Potential Inhalation Exposure for Orange Harvesters Exposed to
Cyfluthrin Residues in California, 1997.

Cyfluthrin Inhalation Potential Absorbed 
residues concentration inhalationa dosagea

(mg/sample) (mg/m3) (mg/kg) (mg/kg/day)

Worker 1 2.19 3.04 38.72 0.553
Worker 2 5.60 7.78 100.24 1.432
Worker 3 7.60 10.56 136.42 1.949
Mean 5.13 7.13 91.79 1.311

aBased on 8-hr exposure.



potential inhalation exposure (mean = 91.79mg/kg, based on 8-hr exposure),
and estimated absorbed dosage (mean = 1.311mg/kg/d).

Numerous cyfluthrin toxicology studies on file with DPR show irritant
symptoms associated with a peak concentration of 100mg/m3; this is also
reported in the literature (Pauluhn and Machemer 1998). Adequate data to
determine an acute no observable adverse effect level (NOEL) for human
respiratory irritation following continuous exposures are not available.
However, because the monitoring study found average inhalation concen-
trations provided a margin of exposure (MOE) of less than 100 fold com-
pared to the experimentally established irritant threshold, DPR placed all
products containing cyfluthrin into reevaluation in May 1998 (DPR, unpub-
lished data). As part of the reevaluation process, DPR has required the
primary registrant of cyfluthrin products to conduct and submit the results
of inhalation irritation threshold studies and monitor corn harvesters
exposed to cyfluthrin residues.

C. Cyfluthrin Dislodgeable Foliar Residue (DFR) Monitoring

WH&S sampled DFR from the episode groves and the grove where the
inhalation monitoring study was conducted to determine average cyfluthrin
residues during the monitoring period (Edmiston et al. 1999). To evaluate
residue dissipation, WH&S sampled seven Valencia orange groves located
within 50mi of the episode groves over a 9-wk period following applica-
tion. Pest control operators treated all sampled groves with cyfluthrin at
0.10 lb (0.05kg) active ingredient/A in 100–250gal (379–946L) water. All
tank mixes also included nutrients or buffers.

The following average cyfluthrin residues were found for the episode
groves (6–12d postapplication) and the grove where the inhalation moni-
toring study was conducted (11d postapplication):

Episode groves, 0.039 ± 0.011mg/cm2

Monitoring groves, 0.035 ± 0.007mg/cm2

Using nonlinear regression analysis, the model lnDFR = a ± b *
was the lowest order model that fit well for most of the fields. Table 6 dis-
plays the associated data for intercept, slope, and R2 under this model.
Initial deposition (as reflected by the model intercept) was similar across
groves. The dissipation rates in the seven groves fell into two distinct decay
patterns, with more rapid decay in groves 1–4 (overall average half-life =
4.9d) and a considerably longer decay in groves 5–7.The half-life for groves
exhibiting slower residue dissipation under the fitted model is not constant,
as it would be with a first-order exponential decay model. Instead, each
half-life is longer than the preceding one. The first two half-lives for groves
5–7 can be approximated as 11 and 32d, respectively. In these groves,
approximately 10%–20% of the initial residue was still present at 65d

days( )
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postapplication. Cyfluthrin appears to exhibit a variable dissipation rate,
with the use of urea and/or potassium nitrate possibly associated with
slower dissipation.

D. l-Cyhalothrin Illness Episode

l-Cyhalothrin, first registered in California in 1998, was the causal
pyrethroid in 12 of the 317 illnesses previously discussed. Symptom arrays
included irritant (5 cases), irritant/systemic (6 cases), and systemic (1 case).
Six illnesses resulted from exposure to residues.Although the l-cyhalothrin
technical fact sheet states that adverse health effects include both skin and
respiratory irritation, it documents only skin irritation as an adverse effect
(National Pesticide Telecommunication Network 2004). The incidents cited
involved laboratory personnel and workers who either handled concen-
trated l-cyhalothrin and/or applied dilute l-cyhalothrin solutions. The fol-
lowing describes an illness episode in which field workers developed acute
respiratory symptoms on exposure to extremely high foliar residues of 
l-cyhalothrin.

In September 1999, 11 raisin harvesters developed acute respiratory irri-
tation symptoms when they entered a Fresno County vineyard (episode
field) and were exposed to residues of l-cyhalothrin, propargite, and sulfur
(unpublished data, DPR). Within approximately 3hr, crew members expe-
rienced sneezing, flu-like symptoms, and burning and itching on their arms,
neck, face, and eyes. Seven workers received medical treatment. Subsequent
investigation confirmed that the pesticide product Warrior Insecticide 
(U.S. EPA registration number 10182-00434-AA, containing 13.1% l-
cyhalothrin; Syngenta Crop Protection, Inc.), which was not registered for
use on grapes, was mistakenly mixed and applied 45d prior at 35 times the
highest legal rate for any crop (Syngenta Crop Protection Inc. 2004). Gas
chromatography analyses of eight DFR samples verified mean residues 
of l-cyhalothrin (0.43 ± 0.10mg/cm2), propargite (0.35 ± 0.11mg/cm2), and
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Table 6. Cyfluthrin Dislodgeable Foliar Residue (DFR) Dissipation in eight Valen-
cia Orange Groves Treated with Cyfluthrin in California, 1997.a

Grove Intercept Slope Average half-life (d) R2

1 -3.009 -0.397 5.73 0.63
2 -2.625 -0.441 4.82 0.81
3 -2.969 -0.450 4.67 0.75
4 -2.802 -0.470 4.37 0.89
5 -2.754 -0.233 19.6 0.67
6 -2.782 -0.258 14.7 0.69
7 -3.050 -0.152 95.6 0.55

aFit of the model ln DFR = a + b* (days after application).
Source: Edmiston et al. (1999).

days( )



sulfur (0.31 ± 0.28mg/cm2) on the grape leaves. The Fresno County Agricul-
tural Commissioner declared the episode field a hazardous area due to 
high propargite and l-cyhalothrin residues and prohibited worker reentry.
WH&S compared episode DFR with 1998 l-cyhalothrin residues for
romaine lettuce and found episode field residues were approximately 12
times greater than those measured previously (Hernandez et al. 1998). The
effects of exposure to average l-cyhalothrin DFR levels of 0.43mg/cm2

have not been previously documented (Extension Toxicology Network
2004).

All eight DFR samples from the episode field showed propargite levels
above 0.20mg/cm2, the estimated safe reentry level for repeated exposures
to nectarine harvesters (O’Malley et al. 1990). Propargite and sulfur have
been implicated in a number of dermal illness episodes over the past 20yr
(Gammon et al. 2001; Maddy et al. 1981; O’Malley et al. 1990; O’Malley
1998a; Winter and Kurtz 1985). Although propargite levels may have had a
role in the incident, WH&S considered the high levels of l-cyhalothrin to
be the primary cause. Because information was unavailable for estimating
the decay rate for such high residues, WH&S remediation for the episode
field included posting the field against worker entry until natural 
defoliation had occurred and specifying that others who may enter before
defoliation wear a properly fitted N95 particulate respirator, a disposable
coverall, boots, and disposable gloves (DPR, unpublished data). The appli-
cator was cited and paid a civil penalty of $1,000. l-Cyhalothrin exposure
resulting in illness was noted in a previous indoor applicator study, in which
applications were made at legal rates (Moretto 1991).

V. Conclusions

In limited DPR monitoring studies associated with harvesting oranges at
approximately two-thirds the normal work intensity, cyfluthrin air levels 
(10mg/m3 cyfluthrin, measured as a time-weighted average) approached
experimentally established irritant thresholds (LOELs) for airborne
cyfluthrin (100mg/m3 measured as an initial peak level) (Edmiston et al.
1998; Pauluhn and Machemer 1998). These observations and the common
set of symptoms seen in experimental studies, PISP illnesses, and agricul-
tural, structural, and indoor residue exposures reported in the literature
suggest that field residues can cause irritant respiratory symptoms. It is
unclear whether nonspecific symptoms such as nausea and headache
reported in some of those indicate true systemic toxicity. Additional data
are needed to establish threshold levels for both irritant and systemic symp-
toms for cyfluthrin and other pyrethroids.

For regulations based upon reentry intervals or waiting periods, addi-
tional dissipation data may also be necessary. Pyrethroid residues on crops,
agricultural products, and foliage have previously been investigated, but
pyrethroid dissipation is not well understood, as compared to the dissipa-
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tion of organophosphorus pesticides (Argauer et al. 1997; Bellows et al.
1993; Dejonckheere et al. 1982; Edmiston et al. 1999; Estesen and Buck
1990; Giles et al. 1992; Hernandez et al. 1998; McEwen et al. 1986; Miyata
et al. 1993; Nakamura et al. 1993; Papadopoulou-Mourkidou et al. 1989).
Dissipation appears to vary significantly among pyrethroids and between
crops, which hampers developing models to describe residue transfer in
occupational settings. Previous studies of pyrethroid residues on cotton and
orange foliage found half-lives of 5.3 and 6.2d, respectively (Bellows et al.
1993; Estesen and Buck 1990). This result is similar to the dissipation ex-
hibited in groves 1–4 in the WH&S cyfluthrin DFR study (see Table 6).
Another study reported pyrethroid dissipation half-lives of 6.9–18.2d for
greenhouse-grown chrysanthemums, similar to the slower dissipation rate
observed for groves 5 and 6 in the WH&S cyfluthrin DFR study (Giles 
et al. 1992). Dissipation as slow as that observed for grove 7 in WH&S’
cyfluthrin DFR study (overall average half-life = 96d; see Table 6) has not
been reported in the literature. Dissipation following structural applications
has been studied to only a limited extent, but sampling of carpet from
treated homes in Germany has demonstrated that residues can persist for
several years after application (Prohl et al. 1997). The Prohl study found
that 83% of the subjects who had carpets removed had complete or partial
improvement in nonspecific systemic and topical irritant symptoms com-
pared to 16% of subjects who left treated carpet in place. These data are
impressive even though the observational design of the study did not
control for possible placebo effects of removing the treated carpet.

Summary

This survey summarizes California’s recent experience with illnesses 
related to pyrethroid exposures and augments the data available on
pyrethroid inhalation exposure and residue dissipation. We reviewed 
California Department of Pesticide Regulation (DPR) Pesticide Illness
Surveillance Program (PISP) data and DPR Pesticide Use Reporting
(PUR) data for 13 pyrethroids used during 1996–2002 and identified 317
illnesses associated with exposure. PUR found a total of 4,629,852 pounds
(2,100,068kg) of the 13 active ingredients were applied during the 7yr.Type
II pyrethroids accounted for 1,979,352 (897,820kg) and 42.7% of the total
pounds applied and 220 (69.6%) of the reported illnesses. Cyfluthrin was
associated with 122 cases (55% of illnesses related to type II pyrethroids
and 38.4% of all pyrethroid illnesses).

Agricultural uses accounted for 118 (37.3%) of the reported illness cases,
with 116 cases associated with employment. For the 199 cases (62.8%) asso-
ciated with nonagricultural use, 132 (66.3%) were occupationally related.
Overall, approximately equal numbers of illnesses resulted from individual
exposures (167 cases) and group exposures (150 cases).The symptom arrays
associated with the pyrethroid illnesses included irritant effects or pares-
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thesias of the eye, skin, or respiratory tract in 269 cases (84.9%). Type II
pyrethroids were more frequently associated with isolated irritant symp-
toms (107 cases) than the type I pyrethroids (26 of 97 cases). Systemic symp-
toms were reported in 184 illnesses (58% of cases). Isolated systemic effects
occurred in 48 cases (15.1%), but systemic effects were also present in 136
(50.6%) of the 269 cases with irritant symptoms. Residue exposures
accounted for 158 illnesses (49.8%). Single or multiple violations of pesti-
cide use regulations contributed to exposures in 90 of the 317 illnesses
(28.4%); 76 were related to nonagricultural pyrethroid use.

We also report results of DPR Worker Health and Safety Branch
(WH&S) investigations of three large group illness episodes related to
exposure to type II pyrethroids cyfluthrin and l-cyhalothrin that involved
primarily respiratory irritation symptoms. An inhalation monitoring study
found cyfluthrin air levels that approached experimentally established irri-
tant thresholds for airborne cyfluthrin, from which a mean estimated
absorbed dosage of 1.311mg/kg/d was calculated. Although additional data
are needed to establish threshold levels for both irritant and systemic symp-
toms for cyfluthrin and other pyrethroids, these observations suggest that
field residues can cause irritant respiratory symptoms. DPR conducted a
residue dissipation study in seven orange groves and estimated cyfluthrin
residue half-lives. The dissipation rates fell into two distinct decay patterns,
with more rapid decay in groves 1–4 (overall average half-life = 4.9d) and
a considerably longer decay in groves 5–7. The half-life for groves exhibit-
ing the slower residue dissipation was not constant. The first two half-lives
for groves 5–7 can be approximated; they are 11 and 32d, respectively.

The third investigation involved an illness episode in which 11 raisin har-
vesters developed acute respiratory irritation symptoms when they were
exposed to residues of l-cyhalothrin, propargite, and sulfur. Gas chro-
matography analyses of eight dislodgeable foliar residue (DFR) samples
verified mean residues of l-cyhalothrin (0.43 ± 0.10mg/cm2), propargite
(0.35 ± 0.11mg/cm2), and sulfur (0.31 ± 0.28mg/cm2) on the grape leaves.
Subsequent investigation confirmed that the l-cyhalothrin product, which
was not registered for use on grapes, was mistakenly mixed and applied 
45d earlier at 35 times the highest legal rate for any crop. The effects of
exposure to average l-cyhalothrin DFR levels of 0.43mg/cm2 have not been
previously documented.
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I. Introduction

Assessing the ecological risk of contaminated soil, pesticide application,
sewage sludge amendment, and other human activities leading to exposure
of the terrestrial environment to hazardous substances is a complicated task
with numerous associated problems. Not only is terrestrial ecological risk
assessment a relatively new field of science that has developed rapidly only
since the mid-1980s, but it is also complicated by the fact that soil, in con-
trast to most aquatic environments, is very often on private lands and traded
as real estate. Professional and economic divergence between the interests
of scientists, stakeholders, authorities, engineers, managers, lawyers, non-
government organizations (NGOs) and regulators is therefore not unusual.
Even neglecting those aspects, a number of unresolved problems exist in
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the way we currently assess risk and manage the impact of anthropogenic
substances in the terrestrial environment.

Ecological risk assessment (ERA) is a process of collecting, organizing,
and analyzing environmental data to estimate the risk or probability of
undesired effects on organisms, populations, or ecosystems caused by
various stressors associated with human activities. The basic principles of
ecological risk assessment are described in numerous papers (Ferguson et
al. 1998; USEPA 1998; Suter et al. 2000; CSTEE 2000; Lanno 2003; Weeks
et al. 2004; Thompson et al. 2005). All varieties of ERA are associated with
uncertainties. The value or usefulness of the different ERA methodologies
depends on the uncertainty, predictability, utility, and costs. There are typi-
cally two major types of ERA. The first is predictive and is often associated
with the authorization and handling of hazardous substances such as pesti-
cides or new and existing chemicals in the European Union. This kind of
ERA is ideally done before environmental release.The second type of ERA
could be described as an impact assessment rather than a risk assessment,
as it is the assessment of changes in populations or ecosystems in sites or
areas already polluted. The predictive method is based on more or less
generic extrapolations from laboratory or controlled and manipulated
semifield studies to real-world situations. The descriptive method is more
site specific as it tries to monitor ecosystem changes in historically con-
taminated soils such as old dumpsites or gas facilities or in field plots after
amendment with pesticides or sewage sludge, for example.

Often ERA is performed in phases or tiers, which may include predic-
tive as well as descriptive methods. The successive tiers require, as a rule of
thumb, more time, effort, and money. The paradigm or schemes for ERA
may vary considerable from country to country, but often consist of an
initial problem formulation based on a preliminary site characterization,
and a screening assessment, a characterization of exposure, a characteriza-
tion of effects, and a risk characterization followed by risk management.
Although exposure assessment is often just as or even more important, this
chapter primarily considers effect assessment.

In most European countries, ERA of contaminated soils consists of
rather simplified approaches including soil screening levels (SSL) (a.k.a.
quality objectives, quality criteria, benchmarks, guideline values) and simple
bioassays for a first screening of risk. National research or remediation pro-
grams have led to the development of a large variety of guideline values.
Although hard to categorize, most fall into two categories: generic or site
specific. While the site-specific guidelines require a characterization of pH,
organic matter, etc., at the site, generic guideline values are more inde-
pendent of modifying factors and hence straightforward to legislate.
Methodologies for deriving SSLs are described in Posthuma and Suter
(2002) and Wagner and Løkke (1991).

Three major classes of tools for assessing ecological effects may be iden-
tified: standardized ecotoxicity experiments with single species exposed
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under controlled conditions to single chemicals spiked to soil; ex situ bio-
assays, here defined as simple laboratory assays where single species are
exposed to historically contaminated soils collected in the field; and finally
monitoring, analyzing, and mapping of population or community structures
in the field. Furthermore, mesocosm, lysometer, or terrestrial model ecosys-
tems (TME) may be useful; these may be considered as large (multispecies)
bioassays or ecotoxicity tests. TMEs have the advantage that they operate
with the (relatively) undisturbed intrinsic soil populations that make up a
small food web.TME hence allow the assessment of effects of toxicants that
are mediated through changes in food supply or competition and preda-
tion. More information about TME is given in Ecotoxicology (vol. 13, no.
12, 2004).

One of the keystones in deriving environmental quality criteria is the use
of standardized terrestrial test procedures. The emphasis of these prognos-
tic tests is on reproducibility, standardization, international acceptance, and
site independence. Although increasing in numbers, relatively few terres-
trial tests are still approved by the International Standardisation Organi-
sation (ISO) or Organization for Economic Cooperation & Development
(OECD). However, other tests have shown promising results and are likely
to be prepared for standardization in the future. A collection of terrestrial
soil tests can be found in Tarradellas et al. (1997), Sheppard et al. (1992),
Keddy et al. (1994), van Gestel and van Straalen (1994), DECHEMA
(1995), and Løkke and van Gestel (1998). A list of guidelines can be found
at www.iso.org and www.oecd.org.

However, the major problem in using simple laboratory tests to extrap-
olate to contaminated land may not be the limitations of test species and
the natural variation in species sensitivity. The problems associated with
extrapolating from one or a few species, exposed under controlled and typi-
cally optimal conditions, to the complex interaction of species and chemi-
cals found in most contaminated ecosystems should also cause concern.
Although single-species laboratory tests with spiked materials have their
obvious benefits, e.g., they measure direct toxicity of chemicals and inter-
pretation is therefore simple, supplementary tools are often needed.

Bioassays, as defined in this context (see above), are one of the more fre-
quently used higher-tier alternatives. Basically the same test species may be
used in bioassays for assessing the risk of a specific contaminated soil as in
standard laboratory tests. However, bioassays have the advantage, com-
pared to the use of spiked soil samples, that the exact toxicity of a specific
soil may be assessed directly: this includes the combined and site-specific
toxicological effect of the mixture of contaminants and their metabolites.
Furthermore, the in situ bioavailability of that specific soil is (at least
almost) maintained in the laboratory during the exposure period. Several
studies have shown a reduction in bioavailability and/or toxicity of soils
with an old history of contamination (Hatzinger and Alexander 1995;
Alexander 1995, 2000; White and Alexander 1996; Kelsey and Alexander
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1997; White et al. 1997; Tang et al. 1998; Robertson and Alexander 1998;
Alexander and Alexander 2000; Morrison et al. 2000; Lanno et al. 2004).
Bioassays are therefore often considered a more realistic tool than generic
soil screening levels based on spiked laboratory soils. However, a number
of uncertainties or problems may be associated with the use of bioassays
and the interpretation of their results. First, the test species are still exposed
to the contaminants in a relatively short period compared to the permanent
exposure condition found at contaminated sites. Furthermore, they are
exposed under more or less optimal conditions, in that stressors such as pre-
dation, inter- and intraspecies competition, drought, frost, and food deple-
tion are eliminated during exposure. Finally, typically only a few species are
tested individually.

To compensate for some of the limitations just described, contaminated
soil may be assessed using multispecies mesocosms, lysometers, or TME. In
these, species interactions may be evaluated by manually introducing
several species to the systems or monitoring the intrinsic populations of the
soil. Natural climatic conditions may be included if the test system is kept
outdoors. However, if we want to get a more realistic and large-scale picture
of the impact caused by, for example, pesticide use or sewage sludge appli-
cation, or to assess the environmental health at waste sites, industrial areas,
or gas works, it is often necessary to conduct some kind of field observa-
tions. Several case studies exist in which field studies have successfully elu-
cidated the ecological risk of specific activities or the ecological impact at
specific sites (Callahan et al. 1991; McLaughlin and Mineau 1995; Krüger
and Scholtz 1998a,b; Holmstrup 2000; Salminen et al. 2001a,b; Kuznetsova
and Patapov 1997; Ruzek and Marshall 2000).

The small single-species bioassay, large multispecies TME, and field
surveys have some drawbacks in common. First of all, it may be difficult to
actually link the observed effect to a specific toxic component in the soil.
Which of the many substances is actually causing the majority of the
observed effects, or is it perhaps a combination of effects? For a hazard 
classification of soils or a ranking of soils this may not be so important.
However, to evaluate potential risk-reduction measures or risk-
management procedures it may be important to identify the most prob-
lematic substances. A comparison of soil screening values with measured
concentrations for each chemical present at a site may be helpful to iden-
tify the most likely group of substances causing the observed effect. Other
possible tools may include a toxicity identification evaluation (TIE)
approach (Burgess 2000; Carr et al. 2001; Babin et al. 2001; Van Sprang and
Janssen 2001). The TIE approach is a relatively new method, which aims to
identify groups of toxicants in soils with mixed pollution. Potentially toxic
components present in the soil are fractionated and determined, and the
toxicity of each individual fraction is determined by a Lux bacteria-based
bioassay or the Microtox bioassay. Although perhaps promising, TIE is a
time-consuming and hence costly procedure not yet used routinely.
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Another crucial issue when analyzing the result of bioassays, TME, and
field studies is the presence or absence of a proper reference site or soil.
The control soil should in principle resemble the contaminated soil in all
relevant parameters, e.g., texture, pH, organic matter, waterholding capac-
ity, and nutrient content, a practical problem that very often is difficult to
solve. The lack of adequate control or reference sites may, however, be con-
quered at least partially by the use of multivariate techniques (Kedwards
et al. 1999a,b), which relate the species composition and abundance to gra-
dients of pollutants. It is not the intention of this chapter to present a review
of statistical tools for ecological risk assessment, and hence a detailed 
discussion about the use of these is not given. However, it is obvious that
increased computer power and the presence of new easy-to-use software
tools have increased the possibility to move away from more conventional
univariate statistics such as analysis of variance (ANOVA) to more pow-
erful multivariate statistics that use all collected data to evaluate effects at
a higher level of organization. Statistical methods such as the power analy-
sis may also be very useful in planning and designing large-scale ecotoxic-
ity studies such as mesocosms, TME, or field surveys (Kennedy et al. 1999).

This chapter does not intend to present a comprehensive review of all
published data from ecological studies at contaminated sites. Instead, three
well-documented cases are presented to illustrate the described problems
and challenges. Two cases, Cu and DDT, obtained from our own institute,
The Department of Terrestrial Ecology at the Danish National Environ-
mental Research Institute, are supplemented with studies from Dutch and
UK zinc-contaminated soils. The Cu and Zn cases have been partly pub-
lished in the open literature, whereas the DDT case is presented for the
first time outside Denmark.

The observations from all three case studies are used in the discussion
and form the basis for the final conclusion. In each case, we try to answer
the following questions:

1. To what extent do soil screening levels (over)estimate risk?
2. Do bioassays represent a more realistic risk estimate?
3. Is it possible to make sound field surveys, or do we lack suitable refer-

ence situations?

II. Zinc-Contaminated Soils

Comparisons between field concentrations of the four most commonly
studied metals (Cu, Pb, Cd, and Zn) and their relative toxicity to soil inver-
tebrates have suggested that Zn, in a mixed metal pollution, is likely to be
responsible for the majority of ecological effects observed (Spurgeon et al.
1994; Spurgeon and Hopkin 1995; Fountain and Hopkin 2004a,b). There-
fore, in cases with mixed metal contamination, most attention has been paid
to Zn.
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A. Soil Screening Levels

The toxicity data on zinc in the literature are extensive and reveal a wide
span in effect concentrations. Based on spiking experiments, the most sen-
sitive species seem to be microorganisms or microbial processes, whereas
soil invertebrates and plants are less sensitive (see following). The impact
of zinc on microorganisms and microbial processes has been estimated in
various ways e.g., impact on biomass, respiration, C/N mineralization, and
enzyme activity. A few studies have reported no-effect values for microbial
processes below or around 50mgkg-1 with significant effects occurring 
from approximately 100mgkg-1 (Wilson 1977; Tabatabai 1977; Bollag and
Barabasz 1979). The lowest concentrations resulting in toxic effects on
plants are about 100mgkg-1 (MacLean 1974; Dang et al. 1990; Sheppard et
al. 1993). For soil invertebrates, no-effect values range from approximately
200mgkg-1 to several thousand milligrams per kilogram (Neuhauser et al.
1985; Spurgeon et al. 1994; Spurgeon and Hopkin 1995).

Using a relatively conservative approach, such countries as Denmark,
The Netherlands, and Canada have established ecotoxicological soil quality
standards for zinc. The Danish and the Canadian criteria in principal are
based on the lowest fraction of the identified no-effect data, but the Dutch
criteria are based on the national background level. Nevertheless, the cri-
teria are comparable, i.e., 100, 200, and 140mgkg-1 for the most sensitive
land use in Denmark, Canada, and the Netherlands, respectively.

B. The Netherlands

A large Dutch research project with participation from Vrije University in
Amsterdam, TNO, and National Institute for Public Health and Environ-
mental Protection (RIVM) had as its major objective to evaluate the eco-
logical relevance of toxicity data from laboratory studies and the risk limits
derived from these data and to identify the factors introducing the largest
uncertainties (Posthuma et al. 1998). Parts of the results have been inter-
nationally published by Posthuma et al. (1997), Smit et al. (1997, 2002), and
Smit and van Gestel (1996, 1998).The project included laboratory tests with
spiked soil and polluted field soil, spiked TME, and observations of com-
munities of microorganisms, nematodes, and enchytraids in contaminated
field soils. The field soil was located close to the smelter at Budel, The
Netherlands.The results were numerous, and it is not possible to pay proper
attention to all data in this review. The overall conditions and results from
each category of test are presented below. More details can be found in the
national report published in English (Posthuma et al. 1998).

Most tests both in the laboratory and in the field plots showed that
bioavailability, and hence aging, was a dominant factor controlling toxicity
of zinc. Regarding plant tests, the project concluded that results from exper-
imental field plots using freshly and historically contaminated soils might
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be difficult to interpret.The effect data were strongly influenced by climatic
factors; e.g., seed germination was only 9% in sunny areas whereas more
than 80% of seed germinated in the shady areas.This factor, of course, ham-
pered the correlation between laboratory studies and field studies as well
as comparisons between years. It was therefore recommended to use con-
trolled bioassays that are strictly limited to the vegetative phase instead of
long-term field experiments when assessing phytotoxicity of contaminated
soils. It is unclear whether a better test design using randomly block design
and multivariate statistics could have improved the interpretation. Fur-
thermore, they found that 0.01M CaCl2 extraction could be a useful tool
for overcoming differences in bioavailability between field and laboratory
and hence provided a better predictive tool for estimating phytotoxicity of
zinc. The internal plant tissue concentration was properly also a useful indi-
cator of effects, although the EC50 values expressed as the internal shoot
tissue concentration varied by a factor of five between laboratory and field
studies; however, so did the absolute growth rate of the plants. The higher
growth in the field may have caused a dilution effect, resulting in lower
internal concentrations in the shoot tissue. Although no information is
available to support this conclusion, it may be postulated that concentra-
tions at critical targets were similar.

The 0.01M CaCl2-extractable fraction of zinc was also a fairly good indi-
cator of toxicity for springtails (Folsomia candida) when comparing spiked
soil and historically contaminated soil from the field. Total concentrations,
on the other hand, overestimated the toxicity of zinc to F. candida in all lab-
oratory studies when compared to field-collected soil from a contaminated
site and in artificially long term aged outdoor field plots.The EC50 for repro-
duction was between 184 and 626mgZnkg-1 for seven freshly spiked soils,
but the EC50 for contaminated soil naturally aged for 18mon was 2,178mg
Znkg-1. Both CaCl2-extractable and water-soluble zinc were more appro-
priate estimates for toxicity than total concentrations. Equilibration of the
zinc concentration by percolating the spiked soils with water before use in
experiments strongly reduced the difference in toxicity between freshly
spiked and aged soils.

The same test showed no negative effect of historically contaminated soil
collected along a gradient from a smelter (Budel), although the highest 
concentration was 1,537mgkg-1 (Smit and van Gestel 1996): this occurred
although the water-soluble zinc concentrations found in the gradient
samples from the three most contaminated cases exceeded the level, which
reduced the reproductive output in the spiking experiments. Hence, not
only was extractable zinc toxic, but other factors influenced toxicity of the
investigated soils.

No fixed internal threshold concentration of zinc was observed for F.
candida. Active metal regulation is common in many soil invertebrate
species; therefore internal concentration, in contrary to plants, was not con-
sidered a valid tool for assessing the risk of zinc for soil microarthropods.
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The Dutch research project also included tests with two species of
oligochaetes, an earthworm (the compost worm Eisenia andrei) and an
enchytraeid (the pot worm Enchytraeus crypticus). The tests included ordi-
nary laboratory tests with spiked zinc, bioassays with contaminated field
soil, and experimental field plots. Effects on the reproduction of earth-
worms were observed at significantly lower zinc concentrations when the
worms were exposed to freshly spiked soils compared to historically con-
taminated field soil collected close to a smelter. Also, experimentally con-
taminated field soils spiked 2 and 3yr before the test were less toxic to
earthworms than freshly spiked test soils. They found that toxicity was pH
dependent and, although bioavailability is not the only factor controlling
toxicity, they concluded that the use of the 0.01M CaCl2-exchangeable frac-
tion would reduce the uncertainty in extrapolating from laboratory to field
conditions. Critical body concentrations in earthworms were relatively con-
stant irrespective of the exposure conditions, and hence could be a possi-
ble alternative for total soil concentrations.

Analogous, but perhaps less profound, observations were made for the
pot worm. Effect concentrations expressed as total concentrations varied
by a factor of three or more between spiking experiments and bioassays
with zinc-contaminated soil aged for 18mon outside. When corrected for
difference in bioavailability, comparable results were obtained in spiked
laboratory studies and soils aged in outdoor plots. A historically contami-
nated soil collected from a gradient along a smelter showed toxicity com-
parable to freshly spiked soils, i.e., an EC50 of 205mgkg-1 for the smelter
soil and 262mgkg-1 for the spiked soil.The fact that toxicity of the soil from
the smelter area was higher that the two others indicates a mixed contam-
ination or effects by other confounding stresses present in the smelter soil.

Field observations along a gradient from a smelter showed that the
enchytraeid community was affected at the sites close to the factory, which
was seen as reduced density and lower species numbers. However, other
relevant anthropogenic changes, not unequivocally related to zinc or other
metals, may also play a significant role in this. These factors include pH,
private and military traffic, age of vegetation, and quantity and quality of
organic matter, which all may have contributed to observed changes in soil
conditions over short distances.

The effects of zinc on various nematode endpoints were also studied.
Three months after spiked zinc contamination, the total nematode 
abundance showed a strong dose-related response in the field plots. After
10mon, the abundance was normal in all but the three highest concentra-
tions.This situation was maintained also after 22mon. Comparison between
more classical community endpoints such as total numbers of nematodes,
taxonomic groups or species diversity, and principal response curves (PCR),
which combines and incorporates all density data in a single analysis,
showed that the latter was more sensitive.
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Results for field-collected nematodes from a gradient around the smelter
also turned out to be difficult to interpret. Zinc ranged from 1,787mgZn
kg-1 near the smelter to 11mgZnkg-1 distant from the smelter. Stepwise
log-logistic linear regressions were carried between biotic parameters and
zinc content. The influence of soil factors was compensated by defining
them as cofactors in the regression models.A statistical association between
zinc and the number of species could not be demonstrated. Strong correla-
tions between soil characteristics and the pollution gradient hampered a
simple and straightforward comparison. The total number of nematodes
was mainly related to moisture and CN ratio. The number of bacterial
feeding nematodes was negatively correlated to pH and CN ratio. Only the
plant parasitic nematodes showed a negative response to zinc. Furthermore,
a strong dominance of a few species and the fact that the abundance of indi-
vidual species fluctuated according to temperature, moisture, pH, and food
availability made firm conclusions difficult.

On the basis of the field plot study and the smelter survey, it was con-
cluded that nematode community characteristics such as diversity was a rel-
ative insensitive effect parameter, as many species, with a broad range of
sensitivity, contribute to the community characteristics. Effect at overall
community level is an average of effects on susceptible and more resistant
species. Instead, response of individual species in the field was suggested as
a toxicity endpoint. In this case, only 3 species, of a total of 35 identified
species or 11 species with sufficient data, showed negative correlation to
zinc concentrations.

Microbial studies revealed similar conclusions. First, the experimental
field plot was found useful for studying effects of Zn on the mineralization
of acetate and glutamate, for example. Second, the research group con-
cluded that pollution-induced (microbial) community tolerance (PICT)
could be a useful tool for assessing the environmental impact of soil con-
tamination. Not only did they observe an increased tolerance at higher
exposure levels in the experimental field plot, but they also found that the
microbial community tolerance to zinc clearly decreased with increasing
distance to the smelter.

C. United Kingdom

Since the mid-1990s, the group working with S.P. Hopkin at University of
Reading, UK, have conducted a number of studies focusing on the effects
of heavy metals, especially zinc, on soil invertebrates in the field and in the
laboratory.

Spurgeon and Hopkin (1999a) did not find any increased heavy metal
accumulation in worms exposed to spiked OECD soil compared to con-
taminated and aged field soil collected around a smelter in Avonmouth,
located in the southwest of England. This result was not expected as years
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before they had demonstrated that toxic effects on earthworms (Eisenia
fetida) of four heavy metals (Cu, Pb, Zn, and Cd) occurred at lower levels
in spiked OECD soils than in seven field soils collected along the same gra-
dient (Spurgeon and Hopkin 1995). Zinc was the most toxic metal, and the
toxicity was found to be 10 times higher in artificial spiked soils than con-
taminated and aged field soils. The bioassays showed results comparable to
the distribution of earthworms along the same gradient. Using bioassays in
the laboratory, it was demonstrated that reproduction of earthworm was
affected significantly when exposed to soil from the four sites closest to the
smelter (Zn concentration, 2,793–32,871mgkg-1). No effects on reproduc-
tion or growth were observed when earthworms were exposed to soil col-
lected from the three locations further away from the smelter; here,
concentrations were 657–1,848mgZnkg-1. However, the concentrations 
in these soils were still significantly higher than the lowest NOEC value
(237mgZnkg-1) established in laboratory studies using spiked OECD soil.
The results from the bioassays in the laboratory correspond nicely with
observations in the field. A significantly lower number of earthworms were
found at the four sites closest to the heavy metal source compared to a non-
polluted site 110km away. The zinc concentration at this site was 38mgkg-

1. Compared to the nonpolluted site, a similar or higher number of
earthworms was found at the three sites 3–7km away from the smelter.
However, the absence of significant effects on the total number of earth-
worms covers up the fact that species responded differently to heavy metal.
Apporectodea rosea and Allobophora chlorotica both seemed sensitive to
metal contamination, whereas Lumbricus rubellus and Lumbricus casta-
neus seemed less sensitive.

Spurgeon and Hopkin (1996) later expanded the field survey to include
22 sites within the affected area. Here they found L. rubellus, L. castaneus,
and L. terrestris at sites close to the smelter whereas Aporrectodea rosea,
A. caliginosa, and Allolobophora chlorotica were absent. Apparently A.
caliginosa was the most affected species in the field as none was found in
sites containing more than 900mgZnkg-1. L. castaneus, on the other hand,
was found in higher numbers close to the smelter. The results indicates that
species-specific factors can be important in determining the responses of
earthworm populations to metal pollution.

Toxicity tests in the laboratory with a “sensitive” and a “nonsensitive”
earthworm species (L. rubellus and A. rosea, respectively) confirmed that
A. rosea is more sensitive to zinc than L. rubellus. Thus, it appears that the
distribution of species of earthworms around the smelter may be related to
differences in sensitivity to zinc. Both species were, however, affected by
zinc at lower concentrations than Eisenia fetida. The OECD test medium
did not seem appropriate for A. rosea as this species did not reproduce
normally in the control containers. The LOEC and EC50 values for repro-
duction were 620 and 190 and 623 and 348mgZnkg-1 for E. fetida and L.
rubellus, respectively. The compost worm is not found naturally in the field.
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Hence, it cannot be confirmed whether this difference in sensitivity is valid
also for field situations. Nevertheless, it demonstrates that the some margin
of safety may be needed to extrapolate results from standard test organ-
isms to field-relevant species.

In a later paper, Spurgeon and Hopkin (1999b) demonstrated that the
dose–response relationship in L. rubellus collected from zinc-polluted areas
such as the smelter in Avonmouth was only slightly different from worms
collected in nonpolluted areas. Exposure to soil spiked with zinc in the lab-
oratory resulted in only marginally higher reproductive output and similar
mortality in the earthworms collected at the polluted sites. Hence, increased
tolerance of earthworm strains exposed to zinc for hundreds of generations
could not be demonstrated.

Fountain and Hopkin (2004b) investigated the effects of metal contam-
ination on collembolans in the field and in the laboratory. They collected
soil for laboratory bioassays and investigated species diversity and abun-
dance of Collembola at 32 sampling points along a 35-m-long gradient of
metal contamination in Ladymoor (Wolverhampton, England). The area
was formerly used for disposal of smelting waste. Differences in the con-
centrations of Cd, Cu, Pb, and Zn between the least and most contaminated
parts were more than one order of magnitude.The concentration at the sites
was highly variable, i.e., from 597 to 9,080mgZnkg-1 (dry weight). In the
laboratory they demonstrated that adult survival as well as number of juve-
nile Folsomia candida was significantly reduced when exposed to soils from
Ladymor with approximately 8,000–9,000mgZnkg-1 (Fountain and Hopkin
2004a,b).When exposing the springtail to soils from all 32 sample sites, adult
survival and reproduction showed significant negative relationships with
total Zn concentrations. Survival was negatively correlated to total con-
centration (R = 0.4033, P < 0.05) and water soluble Zn concentrations 
(R = 0.4271, P < 0.05), whereas reproduction, unexpectedly, was correlated
to total concentrations only (R = 0.3438, P = 0.054).

Springtails are generally not very sensitive to heavy metals due to their
ability to excrete metals stored in the gut lining when they molt (Joosse and
Buker 1979; Pawert et al. 1996). On the basis of the field survey, however,
it was concluded that Folsomia candida was among the more sensitive
springtails as it was found only at sites with concentrations below 2,300mg
Znkg-1. The other springtail regularly used in ecotoxicity testing, F.
fimetaria, on the other hand is generally less sensitive to most heavy metals.
F. fimetarioides is one of the dominant species found at heavy metal-
polluted sites (Tranvik and Eijsacker 1989; Bengtsson and Rundgren 1988).
At Ladymor it was also the dominant species at the highly contaminated
plots, as it was mainly extracted from soil cores with concentrations between
5,000 and 10,000mgZnkg-1. All in all, it was concluded that the F. candida,
but not the F. fimetaria, bioassay was a useful tool to assess potential eco-
logical impact at heavy metal-contaminated site as this species is consid-
ered relatively sensitive to zinc.
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There was no obvious relationship between zinc levels and the total
number of species or other commonly used diversity indices. However, indi-
vidual species showed considerable differences in abundance. Tolerant
species such as Ceratophysella denticulata and more sensitive species such
as Cryptopygus thermophilus could be identified. Epedaphic (surface)
species appeared to be less influenced by metal contamination than
euedaphic (soil-dwelling) species. This difference probably results from the
higher mobility and lower contact with the soil pore water of surface-
dwelling springtails in comparison to soil-dwelling ones. The results showed
the importance of considering effects also at the species level. Sensitive
species that have important roles in the decompostion of organic material
may be greatly reduced in numbers although there is no effect on the
overall number of organisms.

In another study, Fountain and Hopkin (2004a) compared the effects of
a highly contaminated soil from Ladymoor (total zinc, 7,907mgkg-1; water-
extractable zinc, 18.4mgkg-1) with the effects of soil from four other con-
taminated areas. These all had lower metal concentrations (total and
water-extractable zinc were in the range of 437–702mgkg-1 and 3.0–10.3mg
kg-1). The results of the bioassays with F. candida indicated highest risk of
the Ladymoor soil. Nevertheless, the highest number of Collembola species
was also found at the Ladymoor site, i.e., 24 compared to 15, 16, 16, and 19
at the other less contaminated sites. This result was partly explained by the
fact that although Ladymoor has been a relatively undisturbed nature
reserve almost unmanaged for 80yr, the other sites were regularly disturbed
by anthropogenic use. The paper did not present any data for relevant ref-
erence area to each of these contaminated sites. The fact that more species
are found at Ladymoor compared to the four other sites therefore cannot
exclude that adverse effects are occurring at Ladymoor. Neither can it be
concluded that the lower number of species found at the less contaminated
sites is a result of pollution. However, the observations demonstrate that
the results from the F. candida bioassays cannot be used directly to predict
species diversity at various sites or even to rank the sites according to total
abundance of soil invertebrates.

Based on the foregoing, Fountain and Hopkin (2004a) suggested not
using species diversity indices as a tool for interpreting metal contamina-
tion. They did not consider these indices as reliable estimates for risk of soil
contamination, because the ranking of soils may change depending on the
index used as the different indices put more or less emphasis on rare
species, number of species, or number of individuals.They suggested instead
the use of species composition as a more useful tool for assessing the risk
of metal contamination and to focus on estimates of evenness and domi-
nance instead of estimates of species richness. Ladymoor, for example,
had the highest number of species, but was dominated by only two species
(Isotomurus palustris and Isotoma notabilis), which is a typical characteris-
tic for contaminated sites.
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III. Copper-Contaminated Soil

For several years, the National Environmental Research Institute in
Denmark conducted a number of biological investigations on a copper-
contaminated site located in Hygum, Jutland, including a number of field
studies. The site is a former wood preservation site that was operating in
the period 1911–1924. It was cultivated from 1924 until 1993 and thereafter
abandoned. In addition to the field studies we have performed a number
of laboratory studies to underpin the observations made in the field. Most
of the work has been published by Kjær and Elmegaard (1996), Bruus 
Pedersen et al. (1997), Scott-Fordsmand et al. (1997), Kjær et al. (1998),
Bruus Pedersen et al. (1999, 2000a,b), Scott-Fordsmand et al. (2000a,b), and
Bruus Pedersen and van Gestel (2001). Additionally, the Institute has
derived the Danish soil quality criterion for copper and more than 20 other
hazardous chemicals (Scott-Fordsmand and Jensen 2002).

A. Soil Screening Levels

Reviewing the toxicity data on copper in the literature reveals a wide span
in effect concentrations. Based on simple spiking experiments, the most sen-
sitive species to copper seem to be microorganisms, whereas soil inverte-
brates and plants are less sensitive. Effects on microbial endpoints have
been observed from soil concentrations of 10–50mgkg-1 (Maliszewska et
al. 1985; Rogers and Li 1985), whereas sublethal effects on springtails, earth-
worms, and plants generally start above 100–200mgkg-1 (Spurgeon et al.
1994; Kjær and Elmegaard 1996; Scott-Fordsmand et al. 2000a). As one
exception to this, Scott-Fordsmand et al. (1997) reported effects on repro-
duction of springtails from approximately 40mgkg-1 in spiked soil.

Using a relatively conservative approach, Denmark, The Netherlands,
Canada, and other countries have established ecotoxicological soil screen-
ing levels (SSLs) or quality standards for copper and other metals.Although
the Danish and the Canadian SSL in principle are based on the lowest frac-
tion of the identified no-effect data, the Dutch criteria are based on the
national background level of copper. Nevertheless, the criteria are compa-
rable, i.e., 30, 63, and 36mgkg-1, respectively, for the most sensitive land 
use.

These criteria are established at concentrations considerably below the
concentrations at which effects of Cu typically were observed in our labo-
ratory. Bruus Pedersen and van Gestel (2001) found, for example, a 10%
and 50% decrease in reproduction of springtails at 717 and 1,244mgCu
kg-1, respectively, when spiking reference soil from the field site at Hygum
(Denmark).This level is a lower toxicity than observed by Scott-Fordsmand
et al. (2000a), who found EC10, EC50, LC10, and LC50 values of 337, 994, 813,
and 2,141mgCukg-1, respectively. In summary, based on the observation
with spiked uncontaminated Hygum soil, reproduction of F. fimetaria may
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be affected from approximately 300mgCukg-1. This is a factor 10 fold
higher than the quality criteria and almost 20 times higher than the back-
ground level of approximately 15mgCukg-1 found in that area.

It has long been recognized that the current algorithm for deriving soil
quality standards has a limited use for heavy metals because naturally
occurring background levels and the fact that many metals are essential for
plants and soil organisms and hence actively regulated within the organ-
isms. Furthermore, naturally occurring absorption processes will, with time,
lead to a significant reduction in bioavailability, which may plead for an
alternative approach for assessing environmental risk (Peijnenburg et al.
1997). Bruus Pedersen and van Gestel (2001) showed that increasing the
aging time moderately between spiking and exposing springtails was, in the
case of copper, not very useful for obtaining fieldlike conditions, as aging
up to 12 weeks did not affect the results. It seems likely that the primary
adsorption processes happen within the first hours after spiking and that
further significant changes may take months or years. To elucidate the true
effect of aging, field-collected soil samples (bioassays) or in situ monitoring
of organisms therefore have to be used.

B. Bioassays

When exposing springtails (F. fimetaria) to concentrations of more than
2,500mgkg-1 in the laboratory, Bruus Pedersen and van Gestel (2001) and
Scott-Fordsmand et al. (2000a) did not find any effects of soil collected
along a gradient at the 70-yr-old copper-contaminated soil in Hygum.
Exposing black bindweed (Fallopia convolvulus) to field-contaminated soil
(£928mgCukg-1) had no effect on germination and only small effects on
growth. Copper was considerably more phytotoxic when spiked into uncon-
taminated soil collected immediately next to the Hygum site. Here shoot
growth was affected at dosages above 200mgCukg-1, reduced to 50% at
280mgCukg-1, and virtually absent above 400Cukg-1 (Kjær et al. 1998;
Bruus Pedersen et al. 2000b). The discrepancy between spiked soil and soil
from the Cu-polluted site reflected that copper was less available to the
plants as expressed by the reduced amount of extractable copper in the field
soil. Extractions with distilled water and 0.01M CaCl2, but also DTPA
showed large disparity between spiked soil and field soil, especially at the
higher end of the concentration range (Bruus Pedersen et al. 2000b;
Scott-Fordsmand et al. 2000a; Bruus Pedersen and van Gestel 2001).

C. Field Studies

The effects of copper on field populations of microarthropods and plants
at the Hygum site has been reported by Kjær et al. (1998), Bruus Pedersen
et al. (1999), Scott-Fordsmand et al. (2000a,b), and Strandberg et al. (2005).
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Scott-Fordsmand et al. (2000a) found that the populations of F. fimetaria
responded differently to copper contamination depending on the season.
In a May sampling no effects on the number of F. fimetaria could be
observed even at the highest concentration. When animals were sampled in
October, a relatively strong effect was observed, although not significant at
the 5% level. Soil samples covering concentration ranges of 1,000–2,000 and
2,000–3,000mgkg-1, respectively, contained 70% and 80% less F. fimetaria
compared to the number found in the range 15–1,000mgkg-1. By fitting a
sigmoid distribution curve to the data, they calculated a field EC10 level of
approximately 640mgkg-1. The discrepancy between spring and fall data is
explained by a far higher reproduction rate of springtails in the fall. Sam-
pling at that time of the year is hence more likely to transmit possible effects
on reproduction, and thus the population is more likely to be affected by
lower copper concentrations. By taking more samples, monitoring more
species, and using multivariate statistics, Bruus Pedersen et al. (1999) inves-
tigated the same site in more detail.The sampling was performed in the fall.
Total microarthropod abundance was highest at intermediate concentra-
tions. The Shannon–Wiener index of biodiversity decreased linearly with
increasing copper concentrations, and the application of multivariate sta-
tistics showed that copper very well fitted the distribution of microarthro-
pods in the field. A distinction in microarthropod community structure
could be made between the soil samples with concentration between 50–
200mgkg-1 and those with higher concentrations. Although they also found
that the species composition of the microarthropod community may be
affected by other parameters, in this case the shade effects of a nearby row
of trees, effect from copper was by far the most evident factor and it could
be separated by other effects by using subsets of the total dataset. The
authors concluded that multivariate analysis of community structure was a
sensitive and useful method superior to single-species field data.

The performance of black bindweed (F. convolvulus) in the field was neg-
atively correlated to both Cu concentrations and number of years the field
has been a fallow field (Fig. 1) (Strandberg et al. 2005). In the first sampling
year, 2yr after cultivation was abandoned, F. convolvulus was found at Cu
concentrations up to 496mgCukg-1 in the part of the field site close to
neighboring trees, whereas it only occurred below 60mgCukg-1 in the open
area away from the trees. This difference in occurrence over the field might
have been an effect of the dense swards formed by the Cu-tolerant grass
Agrostis stolonifera in the area far from the trees. In the following sampling
years, F. convolvulus disappeared at lower and lower copper levels, and at
the same time the perennial vegetation grew denser. This finding indicates
an interactive effect of soil copper and interspecific competition. At any
rate, the laboratory data obtained in experiments performed in copper-
spiked soil appear more indicative of the field situation than laboratory
tests in historically contaminated soil (bioassays).
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IV. DDT-Contaminated Soils

On behalf of the Danish County Århus, The National Environmental
Research Institute was requested to perform a site-specific risk assessment
of a number of DDT-contaminated sites within the County. All sites were
located in forest areas because the contamination was caused by massive
use of DDT as insecticides in Christmas tree production. The results have
so far only been published nationally in an internal report to the County.
Therefore, some more details on sampling, methods, and dose–effect
responses are included in here.

A. Soil Screening Levels

In Denmark, no SSLs for DDT exist. In the Netherlands, the target 
value is based on national background levels and is as low as 0.00009 mg
kg-1 dw. However, when testing for soil quality it is recommended to use a
target value of 0.01mgkg-1 instead, which is extrapolated from ecotoxicity
data. The Dutch intervention value, which indicates significant ecological
risk, is 4mgkg-1. The Canadian quality guidelines for DDT in soil are set
between 0.7 and 12mgkg-1, depending on the land use (agricultural/resi-
dential vs. commercial/industrial use). In both cases, the criterion is based
on a relatively restricted number of toxicity data. Most of the existing data
dealing with effects of DDT on soil dwelling species were derived in the
1960s and 1970s, with the consequence that data often are presented in a
form not matching modern ecotoxicology, e.g., without LC50/EC50/EC10 and
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NOEC estimations, and therefore not directly useful in many national algo-
rithms for setting environmental standards. Edwards and Thompson (1973)
have reviewed the old data on DDT and soil fauna. A few of the more
recent and suitable studies are reviewed below to give details to the exist-
ing quality standards. Denneman and van Gestel (1990, as cited in van der
Plassche et al. 1994), observed LC50 values between 0.08mgkg-1 (quartz
sand) and 77mgkg-1 (muck) when exposing first-instar nymphs of the
species Gryllus pennsylvanicus to DDT for 18–24hr in 12 different soils.
The geometric mean of these 12 acute toxicity data (10mgkg-1) forms the
basis for the Dutch quality standard of 0.01mgkg-1, i.e., an assessment
factor of 1,000 was used for the derivation of the SSL. Thomson and Gore
(1972) tested the toxicity of 29 insecticides to the springtail Folsomia
candida in a sandy soil, including DDT. They did not observe any signifi-
cant mortality in the test concentration range (0.005–50mgkg-1). The same
was true for topical application, as no mortality was observed after spray-
ing individuals with a 1% DDT solution. Robertson and Alexander (1998)
did not observe any effect on the survival of three insect species at soil 
concentrations up to 600mgkg-1. However, at 2,500mgkg-1 all fruit flies
(Drosophila melanogaster) and cockroaches (Blattella germanica) were
killed, whereas it took 4,000mgkg-1 to kill all house flies (Musca domes-
tica). Furthermore, Robertson and Alexander (1998) found that aging of
DDT in the soil for 120d significantly reduced the toxicity, as insect mor-
tality was reduced from 100% to 68%, 52%, and 18% for cockroaches, fruit
flies, and house flies, respectively. The decrease in toxicity was a combina-
tion of reduced bioavailability and degradation as approximately 85% of
the applied DDT could still be extracted from the soil.

It seems reasonable, on the basis of the available toxicity test, to con-
clude that DDT has low toxicity toward soil-dwelling species and a SSL
below 1mgkg-1 seems very precautionary and over protective.

B. Bioassays

DDT-contaminated soil was collected from seven field locations in Århus
County, Denmark, and used in controlled bioassays in the laboratory.Acute
tests with springtails and predatory mites showed low acute toxicity of
DDT-contaminated soil. Five-day LC50 values for the springtail Folsomia
fimetaria and the predatory mite Hypoaspis aculeifer were 6,500 (5,900–
7,600) and 6,000 (-1,000–12,700) mgDDTkg-1 dw, respectively (95% con-
fidence interval in parentheses). The interpolated levels of no mortality
(LC10) were 1,100 (1,200–1,500) and 900 (200–9,100) mgDDTkg-1 dw for
the springtail and the mite, respectively. More information about the test
methods can be found in Løkke and van Gestel (1998).

The reproduction of springtails was also relatively insensitive to DDT
(Table 1). In many of the cases, only limited effects were observed even at
the highest concentrations collected. At some sites large gaps between the
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test concentrations were found.The presence of hot spots from dipping con-
tainers and spraying areas prevented a smooth concentration gradient at
the sites. This is, nevertheless, a condition not restricted to these DDT-
contaminated sites, but rather a common situation for many site-specific
assessments. The DDT data demonstrate that, when exposed to historically
contaminated field soil in the laboratory, springtail reproduction was gen-
erally not affected below 500mgkg-1. Based on data from all tests, an EC10

value of 1,100mgDDTkg-1 was calculated by the use of linear regression.
In one of the soils (Lyngsøhus), the effects of DDT were studied not only
on the number of offspring but also on the size of the juveniles. The latter
seemed a more sensitive endpoint, as the NOEC and LOEC values were
1,500 and 3,000mgDDTkg-1 versus 6,500 and 9,900mgDDTkg-1 for the
number of juveniles.

C. Field Studies

Most field studies have shown low toxicity of DDT to earthworms, enchy-
traids, nematodes, fleas, and springtails, whereas predatory mites were more
sensitive (Wallace 1954; Edwards and Dennis 1960; Edwards et al. 1967).
This finding was partly confirmed in our field survey. By analyzing 66 soil
cores (0–5cm deep with a Ø of 6cm) from Løvenholm and 46 from Sostrup,
we were able to estimate critical DDT levels for single collembolan species
and for groups of mites, i.e., gamasites (predatory mites), prostigmates, and
astigmates (Table 2). At both locations, we found approximately 15 spring-
tail species, and mainly true soil-dwelling springtails such as Tullbergia
macrochaeta and the prostigmates were reduced in numbers with increas-
ing DDT levels. A few species, e.g., the springtail Folsomia fimetaria,
increased in numbers, most likely as a result of the reduction in predatory
mites. The number of F. fimetaria was more than doubled at DDT levels
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Table 1. Estimated No Observed Effect Levels
(NOEC) and Lowest Observed Effect Levels (LOEC)
(P < 0.05) for the Reproduction of the Springtail Folso-
mia fimetaria When Exposed to DDT-Contaminated
Soils Collected Along Concentrations Gradients at
Seven Danish Locations.

Location NOEC LOEC

Løvenholm 300 7,000
Mejlgård 157 460
Linå Vesterskov 195 >195
Sostrup 260 >260
Rødebækshus 74 >74
Hjøllund >475 >475
Lyngsøhus 6,500 9,900

All data are expressed as mg DDT kg-1 (dw).



above 100mgkg-1. At the Løvenholm site multivariate statistics, PRIMER
(Clarke and Warwick 1994), were used to elucidate the effects of DDT on
the microarthropod community. Populations of springtails and mites were
evaluated against variables such as DDT levels, plant biomass, and organic
matter content. Samples were pooled according to their DDT level (0–50,
50–100, 100–150, 150–200, and more than 200mgDDTkg-1 dw). A signifi-
cant difference in the composition of the microarthropod community was
found between the group of samples with 0–50mgDDTkg-1 and the other
concentration ranges. Springtail species such as Neelus minimus, Folsomia
nana, and F. fimetaria (stimulation) contributed most to the observed dif-
ferences. Further subdivision of the 0–50mgkg-1 group did not reveal any
significant differences in this group.

DDT did not significantly affect the abundance and biomass of earth-
worms in the two areas (Løvenholm and Sostrup). The levels of DDT
(+DDE and DDD) in earthworms collected from soil containing 10–100 
(n = 8) and 1,000–7,000mgDDTkg-1 (n = 3), were 41 ± 26 and 86 ± 26mg
kg-1, respectively. The levels of lindane (g-HCH) in the earthworms were
0.012 ± 0.010 and 0.035 ± 0.014mgkg-1. Based on simple bioaccumulation
models, these levels did not indicate any significant threat to worm-eating
animals. This result was confirmed by analyses of liver tissue from two mice
(Sorex araneaus) and two moles (Talpa europaea) containing 4.7/38.2 and
3.31/1.06mgDDTkg-1 wet weight, respectively.

V. Discussion and Conclusions

The previous sections have described three cases of ecological risk assess-
ment. The cases include two heavy metals (Cu and Zn) and an anthro-
pogenic organic chemical (DDT). As an overall conclusion, it seems there
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Table 2. The Estimated EC10, EC50, NOEC, and LOEC (P < 5%) Values for Three
Groups of Mites [Gamasites (Predatory Mites), Prostigmates, and Astigmates] and
the Most Common Microarthropod, Springtail Tullbergia macrochaeta, at Two
DDT-Contaminated Sites in Denmark (Løvenholm and Sostrup).

Species EC10 EC50 NOEC LOEC

Løvenholm
Gamasites 13.9 (-5.4–33.2) 91.5 (-35–218) <100 100–300
Prostigmates 46.1 (-29.8–122) 303 (-196–802) >200 >200
Astigmates 16.5 (-43–76) 108 (-278–495) >200 >200
T. macrochaeta 6.5 (-5.0–18.1) 43 (33–119) 25–50 50–100

Sostrup
Gamasites 0.12 (-0.11–0.35) 0.78 (-0.73–2.3) <10 10–400
Prostigmates 0.44 (-0.13–1.02) 2.9 (-0.85–6.7) 25–175 175–400
T. macrochaeta 5.8 (-8.0–19.5) 38.1 (-52–129) 175–200 200–400

All values are in mg DDT kg-1 (dw).
Confidence intervals (95%) are indicated in parentheses.



are two major constraints hampering the use of laboratory tests to predict
effects under natural field conditions. One key issue is bioavailability;
another one is suboptimal conditions or multiple stresses in the field such
as climatic stress (drought, frost, etc.), predators, competition, and food
shortage. Although bioavailability for long has been recognized as a major
problem in ERA (Chung and Alexander 2002; Morrison et al. 2000), the
problem of how to incorporate multiple stresses, other than chemical mix-
tures, so far has been considered by only a few researchers (Holmstrup et
al. 2000). The first problem, bioavailability, may partly be solved by con-
ducting bioassays, at least in cases where the soil does not have to be mod-
ulated (pH adjusted or moistened) to make it fit for the test species. The
problem about multiple stresses, on the other hand, is not elucidated by the
use of bioassays but is inherently included in field surveys.

Bioavailability is mainly controlled by chemical and physical parameters
in the soil such as pH, Cation-exchange Capacity (CEC), and organic
carbon as well as by aging processes (Sandifer and Hopkin 1996; Smit and
van Gestel 1996; van Gestel and van Diepen 1997; Bruus Pedersen et al.
1997; Chung and Alexander 2002). In the case of both Zn and Cu it was
obvious that the difference in bioavailability, and hence also toxicity,
between naturally aged contamination and freshly spiked contamination
was large. Both cases, however, also demonstrated that the bioavailability
of heavy metals could be mimicked reasonable well by extraction with weak
solvents such as CaCl2 or (rain)water (Bruus Pedersen and van Gestel 2001;
Smit et al. 1997). Although not yet well established, similar work is going
on within the field of estimating the bioavailable fraction of organic com-
pounds. Extraction procedures such as butanol, tetrahydrofuran, ethanol,
C18 membranes, solid-phase microextraction, and sequential fluid extrac-
tion have shown potential for predicting the bioavailability of organics and
hence perhaps also toxicity (Kelsey et al. 1997; Ramos et al. 1998; Tang and
Alexander 1999; Berglof et al. 2000; Tang et al. 2002; Hartonen et al. 2002).
Nevertheless, much work still has to be done before a conceptual frame-
work for including bioavailability can be implemented in environmental
risk assessment and risk management (Peijnenburg et al. 1997; Lanno 2003).
First, it must be recognized that bioavailability is governed by dynamic
processes comprising several distinct phases: one is the physicochemically
driven adsorption/desorption process (chemical availability) controlled by
parameters such as pH, clay, CEC, and organic matter, another is a physi-
ologically driven uptake process (biological availability) controlled by
species-specific parameters such as anatomy, feeding strategy, and prefer-
ences in microhabitat, and the last is an internal allocation process (toxi-
cological availability) controlled by species-specific parameters such as
metabolism, detoxification, storage, excretion, or energy resources. Internal
concentrations are hence most relevant when target organs have been iden-
tified and their critical levels estimated. Although chemical availability is
very site specific, biological and toxicological availability are generally less
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site specific, although physiological and genetic adaptation processes at con-
taminated sites may influence the species-specific uptake and allocation
processes.

Until these processes and their mutual relationship are better elucidated,
it must be recommended to be careful when incorporating bioavailability
in ERA. It should, nevertheless, be considered to include essential param-
eters controlling chemical availability such as pH and clay for heavy metals
and organic matter for organic compounds in the derivation of soil quality
standards. Varying the quality standards according to these parameters
would increase the environmental relevance. Some countries, such as the
Netherlands, have partly done this. On the other hand, it should be empha-
sized that we know only little about biological and toxicological availabil-
ity. Furthermore, bioavailability is not the only factor that significantly
varies between laboratory and field. As shown in the previous sections,
other factors may result in higher toxicity in the field than in controlled lab-
oratory studies. The use of quality standards as the first tier should there-
fore still be based on a large degree of conservatism to not undermine the
precautionary principle.

Another recurring observation in most of the presented cases was that
much attention must be paid to choosing proper reference situations, i.e.,
control soils in bioassays and reference sites in field studies. The reference
soil has to resemble the contaminated soil in essential parameters such as
pH, moisture, nutrient content, and organic matter quantity and quality, and
preferably reference sites have to be similar to the contaminated site when
it comes to slope, illumination, and land management. These factors seem
especially important for plant studies. To a certain extent, it may be neces-
sary to manipulate the control soil of bioassays to reach the same pH, nutri-
ent status, or organic matter content as the contaminated soil. However, this
should be done with caution, and it is not advised to change the pH of the
contaminated soil, for example, to optimize it for the test species, as it is
likely to change bioavailability and hence most likely also toxicity. In cases
where the physicochemical conditions in the test soil are out of range for
the optimal condition of the test species, an alternative test species must be
considered. For plant tests, it is recommended to add excess nutrients to
minimize the difference between confounding effects in the two sets of soils.
This step will furthermore most likely amplity a potentially toxic response
in the plants and hence increase the sensitivity of the plant test (Redente
et al. 2002; Stephenson et al. 2001).

The examples presented of copper, DDT, and also partly zinc show that
caution should be paid to the interpretation of the results with bioassays.
In some cases, bioassays did not report effects on the selected test species
at levels at which marked effects were found in the field. In the case of
copper no effects on the test species, the springtail Folsomia fimetaria and
the plant Fallopia convolvulus, were observed even when they were
exposed to soil from the hot spots. Nevertheless, in the field the same species
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was clearly affected in the hot spots.The microarthropod and the plant com-
munity as a whole were affected at even lower concentrations than the indi-
vidual species. In the case of DDT, bioassays with the springtail F. fimetaria
showed a very low toxicity in most test soils. Nevertheless, monitoring in
the field revealed a clear effect on springtail species, and the microarthro-
pod community as a whole, at relatively low concentrations. It should,
however, be emphasized that the field study indicated that the species used
in the laboratory studies, F. fimetaria, seemed relatively insensitive to DDT
compared to other springtail species and mites. Data from the copper and
zinc sites also indicated that F. fimetaria was not the most sensitive spring-
tail species to heavy metals. These observations plead for caution when
interpreting the results of bioassays using only one species.

One explanation for the observation of apparently higher toxicity in 
the field compared to testing the same soil in the laboratory may be 
confounding effects of chemical stress and competition, reduced food 
availability, predation, and/or climatic stress in the field. Holmstrup and
coworkers have shown synergism between climatic and chemical stress
(Holmstrup 1997; Holmstrup et al. 1998, 2000; Højer et al. 2001; Sjursen et
al. 2001). There is no easy solution to this problem unless an additional
safety measure somehow is applied to the output of bioassays. But how do
you add an additional safety factor in cases where no effects are observed
even at the highest concentrations? Another solution would be to include
a combination of stresses in the laboratory tests. Although an interesting
research topic, it is not recommendable for the purposes of risk manage-
ment, to perform standard laboratory studies under suboptimal conditions
as these must change according to the test species and the test soil in 
question. Although more realistic, results from laboratory tests will be less
transparent if performed under combined stresses. Instead, it may be 
recommended to focus on field studies.

There are a number of important issues to address when planning and
conducting a field study. One aspect is the choice of a proper reference site
(Attrill and Depledge 1997). Furthermore, it is important to take advantage
of modern statistical computer tools when planning the experiments and
analyzing the collected data. Power analyses may indicate how many
samples are needed to detect changes under the specific conditions, and the
application of multivariate statistics makes it fairly straightforward to
analyze changes in community structure as an alternative to changes in
single-species populations.The former has been argued by many to be supe-
rior to the latter (Joern and Hoagland 1996; Korthals et al. 1996; Maund et
al. 1999). The presented examples with zinc show how large natural fluctu-
ations hamper a firm conclusion of field studies when looking at the total
abundance instead of the overall structure of soil communities or the devel-
opment of single indicator species. A solid foundation in single-species tox-
icity studies is, however, always beneficial as these may help interpreting
results from the field. The outcome of these simplified, but strongly con-
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trolled, experiments may furthermore help to identify the potentially most
hazardous substances in a toxic mixture as the ones observed at many con-
taminated sites.

There is generally scientific consensus about the need of a tiered
approach in ecological risk assessment of contaminated soil. It is also com-
monly agreed that some kind of generic soil screening levels are needed as
a first tier. Assessing higher tiers of ecological risk assessment should,
however, contain some kind of site-specific assessment. The examples pre-
sented here clearly demonstrate that a simple use of bioassays, i.e., one or
two ecotoxicological tests with site-specific soil samples, may not be suffi-
cient to capture ecological effects actually happening at the specific site for
a number of reasons. One factor is the duration of exposure, which is rela-
tively short compared to the lifelong exposure that organisms often expe-
rience at a contaminated site.Another may be the exclusion of confounding
stresses such as drought, cold, food depletion, competition, and predators.
Furthermore, bioavailability may change when soil samples are handled in
the laboratory. It is therefore strongly recommended to look carefully at
the results of bioassays and to include field studies in cases of reasonable
doubt. Terrestrial model systems (TME) or similar multispecies tests may
help elucidating the confounding stress associated with food web interac-
tions. TMEs will furthermore enable shortcutting some of the discussion
about how to protect soil structure or soil function (Van Straalen 2003), as
it is possible to measure structure as well as essential soil functions in the
model ecosystems.

In addition to new and better test systems, it is obviously important for
stakeholders that the ERA procedure is constructed in a logical way that
enables the risk assessor to give answers to some relevant questions:
What kind of effects are ecologically, scientifically, or socially acceptable?
Is it acceptable that the ecosystem structure has changed so long 
as the overall functioning is maintained, e.g., one springtail species has
increased in numbers at the cost of three others? What are the (long-term)
ecological consequences of a 28% reduction in the reproductive output 
of a bioassay with one species? Who is to decide what is acceptable and
when?

It is therefore of highest importance, before the start of the risk assess-
ment, to have consensus among all stakeholders, authorities, and risk asses-
sors about these questions: What are we trying to protect in this specific
case (target of protection)? Is it ecosystem structure, specific ecological
functions or species, or a combination of both? How may these be linked?
How will we assess the risk, i.e., which “surrogates” may we choose to rep-
resent our targets of protection? What are the acceptable criteria in the
selected tests, e.g., NOEC or EC50? Do we aim at the most sensitive 5% of
the species sensitivity distribution (SSD)? Questions such as these need to
be addressed before a strong, coherent, and transparent ecological risk
assessment procedure can be conducted. Finally, it may often be necessary
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to consider how to establish the pathway between source of pollution and
the chosen receptors.

It is of highest importance to organize the various studies in a frame-
work or decision support system that is transparent and useful for all stake-
holders. Uncertainty will exist no matter what kind of tests and risk
assessment procedure are chosen. A weight of evidence approach may be
an obvious choice to deal with these uncertainties. The sediment quality
TRIAD, as developed by Chapman (Chapman 1986; Chapman et al. 1997,
2002) and proposed for the soil environment by Rutgers et al. (2000) and
Rutgers and den Besten (2005), is a tool for dealing with conceptual uncer-
tainties. The TRIAD systems acknowledge that all kind of test systems, i.e.,
chemistry, laboratory studies, bioassays, and field monitoring, may give us
valuable information. All the information can be categorized in a triangle
– chemistry, toxicology, and ecology – and if the scores exceed prescribed
thresholds action can be taken. These thresholds may vary according to the
intended land use. Furthermore, the different “legs” of the triad can be
organized in different tiers increasing in complexity. The results of the
various tests must be integrated in the risk assessment.Therefore, they have
to be quantified in a way that allows all results to enter a decision matrix
(Rutgers and den Besten 2005), which can be done by scaling all chemical,
toxicological, and ecological results from 0 to 1 where 0 is no effect and 1
is the maximum or very severe effect. How to scale each parameter or test
result is a matter of expert judgement, and this may be a challenge for some
tests. Hereafter, one integrated effect value for each triad leg is calculated
by the geometric mean. The integrated results for each leg are computed
into one final risk assessment figure, including the risk deviation showing
the imbalance between the results in the different legs of the triad. Large
risk numbers and/or risk deviation argue for further studies. Cases where
field data indicate changes in soil communities compared to an apparent
reference site but chemical analyses and bioassays show no risk at all may,
for example, trigger further studies. The same may be true the other way
around. Work is continuously going on in developing and refining existing
frameworks for ecological risk assessment (Weeks et al. 2004). The TRIAD
approach seems at this moment to be one of the most appropriate ways 
to reduce the uncertainty in ecological risk assessment in a pragmatic 
way.

Summary

This review has described three cases of ecological risk assessment. The
cases include two heavy metals (Cu and Zn) and an anthropogenic organic
chemical (DDT). It concludes that there are at least two major constraints
hampering the use of laboratory tests to predict effects under natural field
conditions. One key issue is bioavailability, and another is suboptimal con-
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ditions or multiple stresses in the field such as climatic stress (drought,
frost), predators, competition, or food shortage.

On the basis of the presented case studies, it was possible to answer three
essential questions often raised in connection to ecological risk assessment
of contaminated sites.

1. To what extend does soil screening level (SSL) estimate the risk?
The SSL are generally derived at levels corresponding to the lowest

observed effect levels in laboratory studies, which often is close to the back-
ground levels found in many soils. In the cases of zinc and especially DDT,
the SSL seemed quite conservative, whereas for copper they resemble the
level at which changes in the community structure of soil microarthropods
and the plant community have been observed at contaminated sites. The
SSL correspond as a whole relatively well with concentrations where no
effects or only minor effects were observed in controlled field studies.
However, large variation in field surveys can often make it difficult to con-
clude to what extent the SSL corresponded to no-effect levels in the field.

2. Do bioassays represent a more realistic risk estimate?
Here, there is no firm conclusion. The zinc study in UK showed a better

relationship between the outcome of ex situ bioassays and field observa-
tions than the SSL. The latter overestimated the risk compared to field
observations. However, this would be species dependent, as the sensitivity
to metals may vary considerably between recognized test species, even
within the same group of organisms, such as Folsomia candida and Folso-
mia fimetaria or Eisenia fetida and Lumbricus sp. Furthermore, it was
demonstrated that bioassays were not useful for predicting general species
diversity in the field as they are strongly influenced by natural variation and
other factors not related to contamination. In the case of copper, bioassays
with springtails and black bindweed seemed to underestimate the risk com-
pared to the Cu concentrations at which significant changes in the com-
munity structure of soil microarthropods and plants have been observed at
the contaminated site, and this was also the case for the DDT-contaminated
soils. Here, bioassays with DDT-contaminated soils showed generally very
low toxicity, with EC10 values considerably higher than the levels where
clear effects on single species as well as community structure have been
detected in the present field study.

3. Is it possible to make sound field surveys or do we lack suitable refer-
ence situations?

Large natural variation caused by other factors than contaminants were
observed in most cases, and this may have particularly hampered the con-
clusions made in the field surveys. These factors included pH, private and
military traffic, age of vegetation, shading effects, and variations in light
insensitivity as well as quantity and quality of organic matter. It was there-
fore concluded that field studies should always be interpreted in concert
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with similar data from a reference situation. Conclusions should therefore
be made with caution in situations where important soil conditions vary
between control plots and the contaminated sites. The cases also showed
that indices focusing on species richness were unreliable. Estimates of even-
ness or dominance were recommended instead, and most authors con-
cluded that multivariate analysis of community structure was a sensitive and
useful method superior to single-species field data.

This review concludes that there is a need for a tiered approach in eco-
logical risk assessment of contaminated soils. Generic soil screening levels
are needed as a first tier. Higher tiers of ecological risk assessment should,
however, contain some kind of site-specific assessment. It is furthermore
important to organize the various studies in a framework or decision
support system that is transparent and useful for all stakeholders. A weight
of evidence approach may be an obvious choice to deal with these uncer-
tainties. The TRIAD approach, which incorporates and categorizes infor-
mation in a triangle – chemistry, toxicology, and ecology – is an appropriate
tool for handling conceptual uncertainties.
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I. Introduction

The use of pesticides to control insects, fungi, microorganisms, weeds, and
other pests is an integral part of modern agricultural and public health prac-
tices. Because pesticides are biologically active agents, there is concern for
potential health risks incurred by people directly involved in their use and
by persons who may experience collateral, i.e., reentry worker and
bystander exposure. To quantify the potential health risks associated with
pesticide use, it is important to understand not only the toxicicological
profile and associated effects of concern for a particular active ingredient
but also the pathways, routes (dermal, inhalation, incidental ingestion),
magnitude, frequency, and variance of anticipated exposures. Populations
routinely exposed to pesticides include agricultural handlers involved in
cultivation of field crops, greenhouse crops, vineyards, and orchards; pro-
fessional grounds applicators (e.g., parks, roadsides); lawn care profes-
sionals; structural and commercial applicators (e.g., for factories, food
processing plants, hotels, hospitals, other institutions, offices, residences);
field workers, e.g., during harvesting or canopy management of treated
crops; and household residents (EPA 1984; Maddy et al. 1990).

Starting in the 1950s, research to quantitatively assess pesticide exposure
was driven by evidence of occasional overexposure observed among
workers. However, concern has been increasingly driven by prospective risk
assessments with the goal of preventing excessive exposures. This paradigm
shift in risk assessment/management was formalized in 1983 with the pub-
lication of the “Red Book” (NAS 1983).Although associative or causal rela-
tionships between human illness and observed laboratory animal toxicity
(which frequently serves as the basis for the dose–response metric included
in a risk assessment) are often not observed, public health protective meas-
ures endeavor to prevent illness or an unacceptable probability of an
adverse effect. Further, regulatory safety standards continue to evolve,
typically in more precautionary directions, in part due to advancements in
measurement technologies, i.e., the ability to measure ever smaller expo-
sures and characterize ever more sensitive biological changes.Therefore, an
increased demand for more robust quantitative exposure analyses and the
associated underlying data has resulted. This increased demand has
prompted an ongoing need for cost-effective and scientifically sound
generic exposure monitoring databases. Generic exposure data are derived
from a monitoring study using a specific chemical, but the exposure data
are broadly applicable to a variety of chemicals because exposure is a phys-
ical process and chemicals with a broad range of physicochemical proper-
ties will produce similar exposure under similar physical exposure
conditions (Whitmyre et al. 2001; Krieger et al. 1992).
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II. Task Force Responsibilities

There are a limited number of subject matter experts in the discipline of
worker and consumer pesticide exposure monitoring and assessment. An
examination of the published literature regarding worker exposure to pes-
ticides, for example, reveals a list of names numbering only in the hundreds.
International meetings of these experts have been hosted by the Dutch (van
Hemmen et al. 1995, 2001), Canadian (Worgan and Rosario 1995), and U.S.
government agencies and the International Life Sciences Institute (ILSI
2003). The economics of expensive data development programs are also an
obvious reason for task force efforts. Economies of scale can be realized
through collaborative task force efforts. Thus, task forces representing mul-
tiple companies, and composed of a collection of industry and consulting
experts, are formed to procure and produce broadly applicable exposure-
related data. Another advantage of this approach for data procurement is
that it allows government agencies to become involved via scientific and
regulatory oversight committees, which provides an important mechanism
for guidance and peer review in the design and conduct of studies before
the initiation of expensive data collection efforts. This mechanism also
offers government agencies the opportunity to review data shortly after
these are produced (providing more rapid access than awaiting the results
of a published study), and it allows for important intermittent feedback and
interpretation to facilitate revisions to study design and collection of sub-
sequent definitive data sets. Although concern has been expressed regard-
ing potential conflicts of interest associated with this approach for
interaction of scientists from regulatory agencies and those representing the
regulated community (Michaels and Wagner 2003), it has been used suc-
cessfully in the U.S. for more than 15 years. Further, the resulting databases
have been produced under Good Laboratory Practices (GLP; CFR 40 part
160), providing compliance with accepted standards of quality control and
assurance.

Typically, when a task force is formed the data needs are established as
part of an initial “scoping process.” This process encourages conducting
studies to fill identified data gaps. Task forces also continue to support the
database they develop through a variety of adjunct activities such as the
development of case studies, data management and modeling tools, and sci-
entific publications. These adjunct activities serve to enhance and extend
the useful lifetime of the database. Task force data development programs
typically result in well-designed, -executed, and -documented databases that
are more directly relevant to the products and exposure scenarios of sci-
entific and regulatory interest. Further, these databases typically provide
better data quality and quantity (number or replicate measures) in com-
parison to what are available in the peer-reviewed scientific literature. A
key output of many task force programs is the development of a generic
database that archives the raw data, provides useful summaries of the data
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and allows the data to be queried, subset, and analyzed for practical appli-
cation in quantitative exposure assessments.

One of the driving factors in task force development is producing a large
volume of data in a minimal time period. Generic databases are predicated
on the magnitude of exposure, being generally independent of physico-
chemical properties of the specific chemicals being studied. The basic
premise of generic worker exposure databases, for example, is that mixer,
loader, and applicator exposures can be estimated as a “normalized” func-
tion of the total amount of active ingredient (a.i.) handled, stratified by the
type of application equipment, formulation, packaging, level of clothing
protection, and specific worker tasks and practices. This generalized
approach contrasts with reliance upon chemical-specific measurements for
each active ingredient. Because of the larger pool of data that a generic
database provides, there is the advantage of greater reliability in the result-
ing exposure estimates and a better understanding of the physical param-
eters and use conditions/work practices that affect exposure, which allows
generalizations that are broadly applicable to a range of chemistries. The
databases frequently support a set of equations or algorithms that describe
complex exposures in terms of a single dependent variable (Table 1). They
advance the science by providing for a means of hypothesis testing. Addi-
tionally, they provide the basis for definitive estimates of clothing/personal
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Table 1. Overview of Generic North American Databases.

Estimated Estimated
Task Generic Year Independent Dependent number number of
force data formed variable variable of studiesa replicates

PHEDb All 1986 Pounds mg/lb 60 1,700
handlers handled,

time, none
ORETFc Turf 1994 Pounds mg/lb and 10 200

handlers/ handled/ cm2/hr
reentry TTR,g time

ARTFd Agricultural 1995 DFR,h time, cm2/hr 45 650
reentry crop height

AHETFe Agricultural 2001 Severali mg/lb 50 750
handlers

AEATFf Antimicrobial 2005 Several mg/lb 19 270
handlers
and
reentry

aAt this time there is no overalap of studies, i.e., no PHED studies are incorporated into any other data-
base, etc.

bPHED, Pesticide Handlers Exposure Database.
cORETF, Outdoor Residential Exposure Task Force.
dARTF, Agricultural Reentry Exposure Task Force.
eAHETF, Agricultural Handlers Exposure Task Force.
fAEATF, Antimicrobial Exposure Assessment Task Force; proposed scope of ongoing program.
gTTR, transferable turf residue.
hDFR, dislodgeable foliar residue.
iPounds handled, time, area treated, gallons sprayed, number of loads, or no normalization.



protective equipment (PPE)/engineering control protection factors. One of
the most important aspects of a generic database is that it provides bounds
to variability. Larger databases allow for robust distributional analyses and
characterization of sample variance. Another opportunity provided by
generic databases is the development of harmonized, consistent data inter-
pretation. Finally, databases provide a benchmark for comparison to bio-
monitoring or other means of validation (Woollen 1993).

The identification of data gaps by government and industry and resulting
government “data call-ins”are significant motivating factors in production of
generic data (EPA 1994). Coordinating data development prevents “rein-
venting the wheel”so that the same type of data does not have to be produced
independently by many different companies.This economy of scale is impor-
tant because a typical “replicate” of data in a single study costs $10–20,000
U.S., and there are typically 15–20 replicates per study. The cost of generat-
ing new exposure data for the combinations and permutations of chemicals,
formulations, equipment types, application rates, engineering control
options, and PPE is prohibitive. Generic data are typically adequate for com-
monly used methods but may not cover unique or unusual practices.Because
exposure-monitoring data are very expensive to produce or reproduce, task
forces also typically offer some type of exclusive data rights. By different
mechanisms the laws and regulations in both the U.S. and Canada protect
access to the data developed by task forces. Permission or compensation is
required for nonmember citation, but the entire database including the
underlying raw data is freely available to government regulatory agencies.

Exposure studies residing in these databases have been conducted on a
variety of pesticides, using commercial applicators, farmers, field workers,
pest control operators (PCOs), professional lawn care operators, and home-
owners engaged in normal activities. Several general approaches for quan-
tifying pesticide exposures for these individuals have historically been 
used, including the use of (1) patch (e.g., gauze pad) dosimetry; (2) glove
dosimeter/hand rinse techniques; (3) whole-body dosimetry, and (4) bio-
monitoring. The use of whole-body dosimeters, which are usually sectioned
into standard body part areas (e.g., upper legs, lower legs) before extrac-
tion and analysis, prevents the need to extrapolate from a small patch size
to the whole body part. As a result, the newer databases rely almost exclu-
sively on whole-body dosimetry. Hand washes, patch dosimetry, or whole-
body dosimeters are methods for quantifying the amount of pesticide that
contacts the skin or clothing of an individual and provide a measure of
dermal exposure.

Biomonitoring uses the amount of pesticide or metabolite detected in
urine or other biological substrates of exposed individuals along with phar-
macokinetics and metabolism data to obtain an accurate estimate of the
total amount of pesticide absorbed by the person via all routes (inhalation,
dermal, and incidental oral ingestion); biomonitoring does not account for
individual exposure pathways. As a result, biomonitoring is normally used
as a validation tool instead of being part of generic databases. Use of patch
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or whole-body dosimetry helps pinpoint exposure patterns and body 
part-specific contributions to total exposure; this allows risk managers to
evaluate PPE and equipment that can mitigate exposures. Personal air mon-
itoring devices have been used to characterize inhalation exposures. A
measured volume of air is collected in the breathing zone of the worker
and analyzed to quantify the pesticide of interest.

Quantifying worker exposure to pesticide active ingredients is an inte-
gral part of risk assessments associated with the pesticide registration
process in the U.S., Canada, Australia, and the European Union. The risk
assessment process enables regulatory agencies and the agrochemical
industry to predict the possibility of adverse human health effects attrib-
uted to the use of a specific pesticide used under specific label conditions.
Estimating risk requires knowledge of both exposure and toxicity. There-
fore, exposures to the active ingredient associated with a given pesticide
formulation must be known with some degree of certainty.

III. Generic Exposure Factors Require Generic Exposure
Monitoring Methods

There are generic factors, either deterministic estimates or distributions,
that can be derived from exposure databases. Standard generic methods are
required to produce the dependent variable data that allow the uniform
application of the generic exposure equation to the chemical-specific data
(see Table 1). For example, in the Agricultural Reentry Exposure Task Force
(ARTF) there are transfer coefficients for a specific reentry scenario
derived from measured exposure and measured dislodgeable foliar residue
(DFR). DFR dissipation is compound specific and is dependent on appli-
cation rate, dissipation rate, formulation, and leaf type, although the method
of measuring the DFR is generic. The initial (time zero) deposition is
generic, not chemical specific. The use of DFR data generated in one crop
but used in another makes the data generic. Exposure is scenario specific,
but measuring exposures also involves standard (generic) protocols.
Measuring the exposure and DFR concurrently by the standard generic
methods can generate a generic transfer coefficient (TC). For example, if
the DFR is measured assuming single-sided leaf exposure, the resulting TC
when corrected by a factor of 2 is directly analogous to a TC measured with
double-sided DFR. Similarly if exposure is measured on the outside of work
clothing, the TC may not be generic for dermal exposure without applica-
tion of a factor to relate outer to inner dosimeter measurements.

IV. Evolution of Exposure Databases
A. Handler Exposure

Subdivision U (EPA 1984) contains a concise historical description of pes-
ticide exposure monitoring. In the early days, the driving force for exposure
monitoring was understanding the causation of pesticide exposure that
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resulted in illness. Initially inhalation exposure was examined (Griffiths et
al. 1951), reflecting industrial hygienists historical concern with inhalation
exposure. Shortly thereafter, the first dermal dosimetry was conducted
(Batchelor and Walker 1954).These two key studies occurred soon after the
first commercialization of organophosphate insecticides, the cause of many
new worker illnesses at that time, and just before the introduction of the
gas chromatograph, the primary analytical tool that reduced limits of detec-
tion by orders of magnitude. Subsequently, whole-body dosimetry (Miller
et al. 1980) and fluorescence tracer monitoring (Franklin et al. 1981) fol-
lowed refinements of patch dosimetry, described by Durham and Wolfe
(1962). Biomonitoring coevolved with passive dosimetry of parathion expo-
sure (Lieben et al. 1953; Durham and Wolfe 1962).

Development of a generic exposure database requires consistent moni-
toring techniques or a quantitative method of relating exposure from one
set of studies to another.The first proposals to create generic exposure data-
bases were for handlers and were detailed in a series of papers from a 1984
American Chemical Society Symposium (Reinert and Severn 1985;
Hackathorn and Eberhart 1985; Honeycutt 1985). One of the first attempts
to quantitatively relate handler exposure to amount of active ingredient
handled is described by Franklin et al. (1981). A joint EPA–industry task
force was formed, headed initially by Joe Reinert of the EPA. This task
force and cooperation from the National Agricultural Chemical Associa-
tion (NACA), now known as CropLife America, Pest Management Regu-
latory Agency of Health Canada (PMRA), and the U.S. Environmental
Protection Agency (EPA) led to the creation of the Pesticide Handlers
Exposure Database (PHED).A predecessor of the PHED was a small-scale
database of handlers that was utilized by regulators between 1985 and 1992.
Two notable uses of this database were the alachlor PD4 (EPA 1987) and
the dinoseb emergency suspension (EPA 1986a).

As with other applications of the risk assessment process, a tiered
approach for estimating exposures is often taken. The first, or screening-
level, tier of the risk assessment process for worker exposures to pesticides
frequently involves use of generic exposure data (Krieger et al. 1992;
Whitmyre et al. 2001).These data may come from databases such as PHED,
used in North America (EPA 1997a), the Predictive Operator Exposure
Database (POEM) developed in the U.K. (Martin 1986), and the German
model. PHED provides actual measured dermal and inhalation exposure
data that can be retrieved for specific subsetting conditions (e.g., open
mixing, open cab ground boom application). POEM provides an estimate
of exposure derived from a mathematical model developed from actual
exposure monitoring data that are based on the type of formulation, appli-
cation method, application rate, etc.

More recently, the Agricultural Handlers Exposure Task Force
(AHETF) initiated the Agricultural Handlers Exposure Assessment Data-
base (AHED) (Johnson 2005). AHED is composed of only Good Labora-
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tory Practice (GLP) studies, with stringent guidelines for analytical recov-
ery, analytical variability, and measurement of whole-body exposures that
address many of the limitations inherent in PHED. These limitations
included that virtually none of the data were GLP; >70% of the replicates
were nondetects; minimum detection limit ranged over five orders of mag-
nitude; statistics beyond central tendency were meaningless (van Hemmen
1992); many replicates were of such short duration or handled so little mate-
rial that they were not generally applicable (i.e., not generic); vapor pres-
sure, a key determinant of clothing penetration (Thongsinthusak et al.
1991), was not available; and protection provided by PPE or engineering
controls was frequently severely underestimated.

Once normalized exposure data are obtained from the PHED or AHED
output reports, the exposure can be calculated. In the case of the exposure
data being normalized based on pounds a.i. handled, daily exposures (Ed)
can be calculated as follows:

Ed (mg/kg/day) = (mg/lb a.i.) * (lbs a.i./acre) * (acres/day) / (bw, kg) (1)

Currently, EPA uses their surrogate exposure tables, which summarize
PHED by use scenario in a convenient tabular format (see Keigwin 1998),
for all their Registration Eligibility Decision documents.

B. Reentry Worker Exposure

Gunther and Blinn (1955) recognized that foliar residues of pesticides
declined with time. This observation led to the concept that excessive expo-
sure and resulting illness could be prevented by not allowing the workers
to reenter treated fields until residues had dissipated to “safe” levels.
Reentry worker exposure monitoring studies were first performed as indus-
trial hygiene measurements to understand relative exposure by route, and
from this early work the predominant exposure route seemed to be dermal
(Milby et al. 1964). These studies proved useful in determining conditions
responsible for worker illness following reentry to some treated orchards
(Popendorf and Spear 1974).

During the late 1960s and early 1970s, researchers found that worker
reentry exposures declined with declining DFR. On this basis, EPA pro-
posed initial guidelines for developing restricted entry intervals (REI)
(EPA 1984).At approximately the same time, researchers derived an empir-
ical measure of residue transferability known today as transfer coefficient
(TC). Popendorf and Leffingwell (1982) observed that the TC differed by
activity and type of crop. Zweig et al. (1985) and Nigg et al. (1984) demon-
strated the generic nature of the TC concept for both row crops and orchard
crops. Subsequently, it was shown that reentry exposure was related to the
degree of body immersion in treated foliage (Krieger et al. 1990; van
Hemmen et al. 1995; EPA 2000). An early attempt to relate worker pro-
ductivity to exposure can be found in Spencer et al. (1995).
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Shortly after the first REIs were promulgated in California in 1971,
efforts were made to estimate REI more quantitatively. In the 1970s, several
investigators used the occurrence of cholinesterase (ChE) inhibition as an
index of harvester exposures to organophosphates (OPs; Worgan and
Rozario 1995). Serat et al. (1975) estimated a REI for an OP insecticide
based on the dissipation rate of DFR and the rate of inhibition of plasma
ChE in peach harvesters exposed to the foliar residues. He proposed that
the REIs should be set so that workers exposed each day to DFR would
not experience >30% inhibition of plasma ChE. Although inhibition of
plasma ChE can be an indicator of exposure, it is not as sensitive an indi-
cator as urinary metabolite excretion or passive dosimetry. Also, plasma
ChE inhibition may be much less sensitive to inhibition than red blood cell
(RBC) or brain ChE as observed with some inhibitors.

Knaak (1980) published a method for determining REI for ChE
inhibitors. This method relied on three published exposure monitoring
studies in which peach or citrus harvesters (Richards et al. 1978; Popendorf
et al. 1979; Spear et al. 1977) exposed to foliage treated with azinphos-
methyl, phosalone, or parathion were monitored for ChE inhibition. The
exposure periods monitored were of relatively short duration (5–10d) and
DFR were not maximal, but the RBC ChE levels were determined to have
not been significantly inhibited. Knaak et al. used these three monitoring
studies as the basis for “safe levels” of foliar DFR. By dermally dosing rats
with varying amounts of ChE inhibitors, Knaak et al. established the rela-
tive dermal potency of the insecticides. This rat potency was then related to
DFR “safe levels” using proportional equations so that the dermally applied
ChE inhibiting potency of a reference compound could be adjusted to
reflect the dermal potency of a compound whose “safe level” was being 
estimated.

There are several disadvantages to this method of determining REI,
and they relate directly to the interpretation of generic data. First, the
method was limited to ChE inhibitors. Second, it was not possible to deter-
mine the carry-over effect of multiple dermal exposures because the
potency data were based on single-dose studies in rats. When humans were
exposed for longer periods to OP insecticides during harvest, more signifi-
cant ChE inhibition did occur (McCurdy et al. 1994). Finally, REIs based
on such measures should be crop specific. When reentry workers were
engaged in higher-exposure work tasks such as commonly occur in grapes,
frank cases of poisoning have been observed to occur at the “safe level”
established in another crop (O’Malley et al. 1991). Thus, it is critically
important that generic data be broadly applicable but not overgeneralized.

The DFR, by analogy to other sorts of environmental exposures, is equiv-
alent to a source strength term. Iwata et al. (1977) described the original
method, although minor adaptations have been made by other investiga-
tors and discussed by Dong et al. (1992), ranging from leaf punch to whole-
leaf sampling. A recent review of factors affecting dissipation curves and
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resulting curve fits can be found in Whitmyre et al. (2003). Worker expo-
sures may also be calculated for any day postapplication, using DFR values
obtained from the regression curve(s) and appropriate TC values.

The dermal TC is related to the degree of contact between crop and
worker and is dependent upon crop height and density and the frequency
and type of contact for specific work activities (e.g., weeding, pruning,
cutting, sorting/bundling, harvesting).The basis for calculating worker expo-
sure to treated foliage is shown in Eq. 2, where DFR is the estimated value
on the day of reentry:

Exposure (mg/day) = DFR (mg/cm2) ¥ TC (cm2/hr)
¥ task duration (hr/day) (2)

Popendorf and Leffingwell (1982) found a proportional relationship
between DFR level and dermal exposure to organophosphates over a
narrow range of values. The range of TCs observed by these authors was
800–61,000cm2/hr, depending in part on the crop type and work activity.
Zweig et al. (1985) reported an average TC of approximately 5,000cm2/hr
across the studies they examined based on one-sided DFR values. This
empirical factor of 5,000cm2/hr has been proposed as a generic default 
for the estimation of dermal exposure when the DFR is known without 
the benefit of actual measurements of human exposure (Zweig et al. 1985;
Nigg et al. 1984). The ARTF has conducted a “cluster” analysis to group
together TC values for different crop types and work activity types that 
are anticipated to have similar exposure potential and similar exposure pat-
terns (i.e., similar distributions of exposure across different body regions).

A complete public database on worker reentry exposures comparable to
PHED for handlers does not exist at this time, although a summary of TCs
as a function of work task and crop type gleaned from the ARTF studies
has been compiled by EPA (EPA 2000). The database design concept and
application of its information have been described by others (Nigg et al.
1984; Honeycutt 1985; Zweig et al. 1985). ARTF, consisting mainly of com-
panies who manufacture and/or distribute pesticides, has developed a
worker reentry database for use by government regulators and its member
companies. This database is based on actual field studies sponsored by
ARTF or purchased by ARTF and contains generic TCs that are represen-
tative of specific crop types and worker activities. These generic TCs can
then be used to estimate worker reentry exposures in conjunction with
chemical- and crop-specific DFRs. This database allows subsetting of data
by key variables that may affect exposure levels. This worker reentry expo-
sure database contains data on dermal worker exposures, concurrently
measured DFRs, site location, meteorological conditions, and other ancil-
lary information (e.g., formulation type, method of application, reentry
times, and conditions). The database provides output reports on TCs on a
whole-body or body part-specific basis. The latter provides guidance for
potential exposure mitigation methods.
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C. Residential Exposure

Many of the regulatory changes over the past 20 years impacting residen-
tial use pesticides had their origins in California. The California Depart-
ment of Food and Agriculture (CDFA) began formally collecting illness
records in conjunction with alleged pesticide overexposure in 1982. Those
data were used by CDFA and the California Department of Health 
Services (CDHS) as a tool to raise awareness of particular chemicals and/or
use scenarios associated with possible illness. Concern by CDHS and CDFA
about residential illnesses related to pesticide use in or around the house
prompted Bayer Corp. (current name is Bayer CropScience; previously
Mobay and Miles Corp.) to submit an estimate of indoor exposure follow-
ing broadcast use of propoxur on carpet (Hackathorn and Eberhart 1983).
This was a screening level assessment, and the first of its kind with
extremely conservative assumptions about dermal pesticide transfer and
hand-to-mouth transfer. The scope of that report format was expanded to
include dichlorodivinylphosphate (DDVP) and chlorpyrifos and was sub-
mitted by CDHS in 1985, under sole authorship of California regulators, to
the pesticide regulatory authority in California, CDFA, at the time.The sub-
mitted report also contained a request to reevaluate the safety of all indoor
uses of the three insecticides. The same report was ultimately published as
symposia proceedings in the open literature (Berteau et al. 1989) and has
become one of the most cited references regarding children’s alleged over-
exposure to pesticides. The report concluded that broadcast use of all three
pesticides produced absorbed dosages in young children in the range of mil-
ligrams active ingredient per kilogram body weight. CDFA issued a reeval-
uation notice in 1985 that required residential exposure monitoring data to
be supplied by December 1989.

To better understand the true exposure potential of children contacting
a treated surface, CDFA designed and conducted an exposure monitoring
study using a choreographed regimen (Jazzercise) that was reproducible,
involved whole-body exposure monitoring, and had a concurrent measure-
ment technique to assess transferable residue: the California Roller. This
study was conducted in 1988 and reported by Ross et al. (1990, 1991). Jim
Vaccaro of Dow Chemical Inc. observed the initial CDFA Jazzercise study
and subsequently conducted a biomonitoring study with human subjects
using another choreographed routine that simulated children’s activities 
on a treated surface. That study was published (Vaccaro et al. 1996) and
demonstrated very similar exposure to the 20-min Jazzercise study (Evans
1999). A series of hypothetical exposure estimates based on surface wipes
and/or air measurements were published (Naffziger et al. 1985; Fenske 
et al. 1990), and all suggested lower exposures than those in Berteau et al.
(1989). While the initial concern for residential exposure was with indoor
exposure to surface residues, that changed in the early 1990s and began to
include turf (Black 1993; Eberhart and Ellisor 1993). EPA issued Standard
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Operating Procedures in the late 1990s to introduce a uniform means of
calculating residential exposure and used an indoor study of Jazzercise on
carpet (Formoli 1996) to characterize both indoor and outdoor residential
exposures (Evans 1999).

When the Outdoor Residential Exposure Task Force (ORETF) was
formed in late 1994, government agencies (EPA, PMRA, and CDPR) 
had reached a mutual understanding with ORETF that industry would 
generate data for residential turf exposure that would relate transferable
turf residue (TTR) to dermal exposure (DE). ORETF members had 
previously generated several Jazzercise studies that related DE to TTR
measured using the original California Roller (Ross et al. 1991). Subse-
quently, ORETF decided to develop a uniform standard method, the 
Modified California Roller (MCR), that could be used by all ORETF
members to generate comparable TTR data. In the process, ORETF exam-
ined virtually all the existing methods of measuring TTR (Klonne et al.
2001; Rosenheck et al. 2001). The modification from the original California
Roller was adding a longer handle on the roller and fixing the percale sheet
matrix in a frame. After validating the utility, reproducibility, and compa-
rability of the MCR to other methods of measuring TTR, all ORETF
member companies produced TTR data using the new MCR to satisfy
EPA’s Data Call-In. Additionally, in an independent, round-robin testing
protocol, EPA’s Office of Research and Development found that the MCR
performed more reproducibly and was easier to use than the polyurethane
foam (PUF) roller or the drag sled (Fortune 1997). Williams et al. (2003)
demonstrated that the California Roller was quite “rugged” in that neither
weight of the roller nor number of rolls tended to have a significant effect
on TTR, which further suggested that data from the CR and MCR should
be very similar. CDPR recently tested this hypothesis and found that the
CR described by Bernard et al. (2001) and MCR produced statistically sig-
nificant difference in transferable residues for liquid, but not granular, pes-
ticide formulations (Welsh et al. 2005). However, from the perspective of
the log-log relationship of exposure to TTR described in the following para-
graph, a two- to threefold difference appears to have little influence on the
estimated exposure.

The generality of the relationship between transferable residue (TR) and
DE has never been tested over a wide range of residues. A number of indi-
viduals have developed data over a period of years that suggest DE is not
a linear function of TR. Popendorf and Leffingwell (1982) appear to be the
first to publish a quantitative relationship between DE and DFR during
postapplication agricultural reentry activities. The units of their TC were
mg-cm2/ng-hr (i.e., DFR/DE), but graphical presentation of their data sug-
gests the relationship was a power function as the data were plotted on a
log scale on both axes. Popendorf and Leffingwell (1982) showed a series
of parallel lines describing log dermal exposure as a function of log DFR,

118 J.H. Ross et al.



depending on the work function being measured. Durkin et al. (1995)
observed a statistically significant linear regression of log hand DE versus
log DFR. The International Life Sciences Institute (ILSI 2004) has com-
piled a summary of residential exposure monitoring studies and derived a
relationship between log TR and log DE.

V. Conservative Exposure Estimates from Generic Data

By design, some generic databases (e.g., PHED, ORETF) tend to be 
“conservative,” i.e., they tend to overestimate exposure. Furthermore,
first-tier assessments using the databases tend to incorporate factors that
compound that conservatism. For example, the best fitting curve describing
the relationship of log DE as a function of log TTR is extremely conserva-
tive (ILSI, 2004); this exposure factor alone produces an upper-bound 
estimate. Typically, several conservative factors go into estimating expo-
sures using the proposed algorithms. In the case of dermal estimates for 
residents exposures are estimated for naked individuals continuously
engaged in high-contact aerobic exercise. Additionally, for residential
reentry there are further factors that compound this conservative estimate.
Among these factors are (1) the use of upper-bound TTR values (i.e., if
TTRs are taken in multiple geographic locations, only the “average” values
from the location producing the highest TTR will likely be used) (Smegal
et al. 2001); (2) time on turf is assumed to be 2hr, representing an upper-
bound 75th percentile estimate; (3) exposures are estimated at the earliest
reentry time allowed; and (4) the degree of contact was more intensive and
frequent than children videotaped during normal play. Thus, the resulting
deterministic estimate using these conservative input values will meet or
exceed the theoretical upper-bound estimate (TUBE) of exposure for indi-
viduals reentering treated turf. This assertion is supported by biomonitor-
ing under normal conditions showing that residential dermal exposure
calculated using transferable residue are significantly higher (up to two
orders of magnitude) than those estimated from urinary biomonitoring
results (ILSI 2004). Although the available biological monitoring data have
limitations (e.g., number of replicates, scenarios addressed), they suggest
that potential conservative biases exist with predictive exposure estimation
methods and indicate the need for further research and comparative analy-
ses to support evaluation and validation of predictive exposure assessment
methods.

The use of a plausible upper-bound estimate of exposure is consistent
with EPA policy:

“The first step that experienced assessors usually take in evaluating the
scenario involves making bounding estimates for individual exposure path-
ways.The purpose of this is to eliminate further work on refining estimates
for pathways that are clearly not important. The method used for bound-
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ing estimates is to postulate a set of values for the parameters in the expo-
sure or dose equation that will result in an exposure or dose higher than
any exposure or dose expected to occur in the actual population. The esti-
mate of exposure or dose calculated by this method is clearly outside of
(and higher than) the distribution of actual exposures or doses. If the value
of this bounding estimate is not significant, the pathway can be eliminated
from further refinement. The theoretical upper bounding estimate
(TUBE) is a type of bounding estimate that can be easily calculated and
is designed to estimate exposure, dose, and risk levels that are expected to
exceed the levels experienced by all individuals in the actual distribution.
The TUBE is calculated by assuming limits for all variables used to cal-
culate exposure and dose, that, when combined, will result in the mathe-
matically highest exposure or dose. It is not necessary to go to the formality
of the TUBE to assure that the exposure or dose calculated is above the
actual distribution, however, since any combination that results in a value
clearly higher than the actual distributions can serve as a suitable upper
bound.” (EPA 1992)

EPA has pointed out (Evans 1999) that the procedures outlined in the
original Standard Operating Procedures for Residential Exposure Assess-
ment (an example of screening-level exposure assessment methodology
used to estimate upper-bound values) were also not meant to be aggregated
without a definitive characterization by the assessor because it violates the
basic tenets of exposure assessment by adding highly conservative estimates
of exposures that result in “bounding, unrealistic estimates of exposure.”

Since the 1990s there has been increasing interest in protecting the more
highly exposed individuals from adverse toxicological effects potentially
occurring after a single exposure. Terms such as “worst case,” “maximally
exposed individual,”“extreme case,” and “realistic upper bound” have been
used to describe this exposure. It is the regulator’s position that it is imper-
ative that exposure is not underestimated, and in reality they have made
substantial progress in moving away from defaults that were clearly over-
estimates to using generic data that tend to be somewhat greater than the
central tendency of the distribution. In some cases the estimates are not
internally consistent, e.g., high surface area and low body weight, or light
work respiration rate with sedentary work conditions. In other cases, despite
years of collecting use data, the maximum label rate rather than the actual
use rates are employed. This tendency to use multiple upper-bound expo-
sure inputs from generic databases produces a multiplicative effect.

Burmaster and Bloomfield (1996), Bogen (1994), Cullen (1994), and
Burmaster and Harris (1993) more clearly define the principle of com-
pounding conservatism. EPA’s Scientific Advisory Panel (SAP) summarized
the conclusion well with the following quote. “When inflated ‘central ten-
dency’ values are put into the deterministic exposure calculation, they can
be expected to overestimate the expected or ‘central tendency’ exposure.
If the distribution of exposure is highly positively skewed, this bias may be
considerable. In some cases the arithmetic mean values are substantially
skewed and should be replaced by median values as a better indicator of
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central tendency. Working with high end values will be even worse, as the
result will correspond to the very rare event of an exposure that is extreme
in every respect and hence will be higher than is ever observed in reality.”
(SAP 2001).

Enumerated below are descriptions of several variables that make use
of generic exposure data an overestimate of actual exposure and provide
an approximate numerical indicator of that overestimate.

A. Central Tendency Statistic

Exposure monitoring results are typically skewed log-normally based on a
statistical test for normality, and the appropriate central tendency statistic
should be the geometric mean. Although this concept has been incorpo-
rated into the exposure assessment practice of some regulatory agencies
[USEPA (PMRA) 1997], it is not used universally.

B. Body Weight

The average adult body weight default (70kg) commonly used in exposure
assessment is based on U.S. national survey data, but when used in occu-
pational assessments this value implies that an average adult is representa-
tive across males and females in any given worker exposure scenario.
However, most participants in exposure monitoring studies going into
PHED, AHETF, ORETF, and ARTF were male adults, and the appropri-
ate body weight to use in conjunction with these data is the mean male body
weight of 77kg (EPA 1997a). Even 77kg is likely an underestimate, because
surveys of PCO body weight typically show them averaging 90kg (Krieger
2002) whereas the ORETF group of applicators averaged 86kg.The AHED
studies and those comprising POEM show applicator body weight to
average 85kg.

Exposure data derived from males normalized to a male body weight are
directly applicable to even a toxicology endpoint occurring only in females
for the purposes of calculating margin of exposure (MOE). The reason for
this is that the ratio of surface area to body weight across the entire distri-
bution for both males and females is virtually identical, and once a dose has
been normalized to body weight, the resulting dosage is valid in either sex.
To utilize exposure data measured in one sex to characterize dosage in
another by merely changing the body weight is not appropriate.

C. Body Surface Area

Although this physiologic factor does not appear in many risk assessments,
it is critical because it is used in calculating exposure either directly or indi-
rectly. As mentioned in the previous paragraph, body weight and surface
area are related. In calculating exposure, it is not appropriate to use 2.12m2
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as a total body surface [this is the common default in PHED data summary
tables (Keigwin 1998) and represents the 85th percentile male or 95th per-
centile female surface area] in conjunction with a body weight of 70kg,
which represents a 30th percentile male or a 70th percentile female. The
resulting conservatism of using an overly large surface area cannot be phys-
iologically reconciled with the very low body weight. A more reasonable
deterministic estimate of body surface area for males is the 50th percentile
value of 1.94m2 (EPA 1997a) with a corresponding weight of 77kg. AHED
is being designed with greater flexibility to calculate exposure using an algo-
rithm that links the replicate’s body weight to surface area if the subject’s
height was recorded.

D. Respiration Rate

The respiration rate in the risk assessment is critical in converting exposure
monitoring measurements of mg/m3 to mg exposure per pound applied for
use in generic databases. Historically, a standard default, and the one used
in PHED data summary tables (Keigwin 1998), has been 29L/min (EPA
1986b). This is a respiration rate consistent with a “moderate” level of exer-
tion and is seldom experienced by pesticide handlers. A more reasonable
respiration rate consistent with pesticide handling is 9–14L/min, corre-
sponding to sedentary and light work, respectively (EPA 1997a), consistent
with driving a spray rig, etc. The use of higher respiration rates should be
reserved for moderate work, such as walking up and down a ladder while
carrying a load, and not for 8- to 12-hr exposure intervals.

E. Dermal Absorption

Many exposure assessments, especially those involving aggregate exposure,
rely upon an estimate of dermal absorption to estimate a systemic dose to
compare with oral-dose toxicity studies. There are three typical sources of
overestimating systemic dose associated with dermal penetration. First, the
default dermal absorption in the absence of data is 100% (Zendzian 1994),
which is roughly double the upper-bound measurement for most chemicals
in rats (Donahue 1996). Second, humans generally absorb considerably less
pesticide through the skin than do rats (Ross et al. 2000). Finally, percent
dermal absorption is dose dependent, and the most exposed anatomic
regions such as hands will typically have lower bioavailability due to higher
dose density than the remainder of the body (Ross et al. 2001). A dermal
absorption of 10% would be representative for most pesticides.

F. Transferable Residue (DFR and TTR)

Measures of transferability are typically conducted in representative areas
throughout the country. However, first-tier analysis of exposure typically
uses the value that represents the highest average from one of several loca-
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tions. Further, the shortest allowable reentry time is selected for collecting
the transferable residue, although reentry is frequently hours to days longer
than the shortest REI. Because residues typically decline exponentially with
time, using the earliest TR to calculate exposure for any toxicological end-
point that requires more than a 1-d exposure is extremely conservative.

G. Maximum Rate/Maximum Number of Applications

Frequently, maximum application rate and maximum area applied/day are
used to estimate exposure. This combination is inconsistent for several
reasons. (1) Maximum rate is expensive and is not routinely used for many
crops. Operators typically use the minimum application rate to get results,
and not the maximum rate. California’s extensive records of full use report-
ing confirm this (CDPR 1999–2003). (2) During a multiday time frame, a
given applicator will not consistently use the maximum rate. Handlers who
consistently use pesticides are professionals because they are operators
working for themselves or some other licensed application firm. These indi-
viduals are employed by various companies, which represent an average use
rate for that particular chemical. (3) Because the work is for hire, it is
unlikely that each day the maximum acreage will be treated due to varying
field sizes, equipment maintenance, equipment transport from site to site,
use of alternative pesticides, inclement weather, holidays, and illness.

H. Residential Exposure Duration

Default assumptions of residence time in contact with a treated area are
typically skewed towards the upper bound. For example, time on turf is
assumed to be 2hr or the 75th percentile based on NHAPS (EPA 1999).
Similarly, time spent on a treated carpet (i.e., soft floor surfaces) is assumed
to be 8hr (Smegal et al. 2001). Adding to the conservatism is the assump-
tion that individuals on turf or carpet are making full-body contact at the
intensity level associated with aerobic exercise.

A shorter duration monitoring interval scaled up to estimate an 8-hr day
usually overestimates exposure. DPR acknowledged this in the publication
by Spencer et al. (1995), where short-duration monitoring overestimated a
full day’s exposure by twofold or more. Thus, using less than a full day’s
monitoring to estimate a full day’s exposure will be conservative (Ross 
et al. 2000).

I. Effect of Using Combined Upper-Bound Exposure Factors

When EPA generates a Registration Eligibility Decision document, they
usually acknowledge that the exposure estimates are upper bound. Typi-
cally, however, no attempt is made to quantify just how conservative or how
representative those values are. It is critical that risk managers have some
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concept of the magnitude of uncertainty inherent in the risk calculations.
In toxicology studies, this magnitude is given standard, somewhat conser-
vative uncertainty factors for inter- and intraspecies differences (Swartout
et al. 1998). Dosage to test animals is typically known with a high degree
of certainty, and where it is not, additional uncertainty factors are clearly
specified. Such is not the case with human exposure estimates. Rather, the
uncertainty is frequently described as a range of values, and the chosen
value may be either default (policy), “weight of evidence,” or “professional
judgment.” The resulting risk estimates have nebulous uncertainty and may
be deceptive to risk managers and the public. Table 2 is a summary of
several factors used in calculating exposure from generic databases and how
those factors tend to be upper bound in the resulting assessments.

Not all these factors are used in every exposure assessment. However,
these factors are multiplicative in estimating exposure (see Eqs. 1 and 2),
and the resulting degree of exposure overestimation can be severalfold.
One method to check the exposure estimates from a generic database is to
compare calculated exposure to the exposure measured with biomonitor-
ing. As discussed for residential reentry exposure, generic estimates are 
typically high by severalfold compared to actual measurements. With the
newest databases such as AHED, it may be possible to quantify the over-
estimation by comparing the exposure range from replicates measured over
a full day’s work versus standard operating procedure (SOP) defaults.

A key factor in developing generic exposure estimates is the use of con-
sistent anatomic and physiologic factors such as body weight, body surface
area, and respiration rate. The EPA Exposure Factors Handbook (EPA
1997a) and companion Children’s Exposure Factors Handbook (EPA
1997b) are essential elements in converting exposure monitoring data into
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Table 2. Partial Summary of Conservative Factors Typically Applied to Estimated
Exposures Derived from Generic Databases.

Variable Tier Ia Realisticb Overestimate

Body weight (kg-1) 60–70 86 1.2–1.4
Body SA (cm2) 21,200 20,700c 1.0
Respiration rate (L/min) 29 9–14 2.1–3.2
Dermal absorption (%) 100 10d 10
Transferable residue (%) 5–20 0.01–12 1.7–500
Application rate (lb/ac) X 0.5–1¥ 1–2
Acres treated (ac/d) 40–1,200 20–350 2–3.4
Residential exposure Time (hr) 2–8 0.1–2 4–20

aExposure defaults sometimes used in a first-tier assessment.
bExposure factors more physiologically or agronomically consistent with “normal.”
cFor an 86-kg male.
dAverage human dermal absorption of 13 different pesticides (Ross et al. 2001).



dose estimates and are another example of generic databases. EPA’s (1989)
Risk Assessment Guidance for Superfund Assessments – Human Health
Evaluation Manual and subsequent EPA (1992) Guidelines for Exposure
Assessment have been key to more uniform use of generic exposure data.

VI. Conclusions

Governments have embraced quantitative risk assessment as the vehicle for
evaluating and justifying regulations regarding worker and residential
safety. Quantitative risk assessment relies on credible exposure estimates.
Beginning in the 1990s, numerous task forces have been created to develop
exposure data for a variety of chemicals and associated formulation types,
application equipment, and worker practices. Exposure assessment is a
rapidly advancing science, and several task forces have been created to
develop generic databases that address the scientific and regulatory needs
of industry and government. Clearly, developing chemical-specific data for
every product use pattern and associated variations would be prohibitively
expensive and time consuming. A practical and scientifically valid alterna-
tive approach can be based upon extrapolation from a core set of exposure
monitoring data compiled in the form of generic databases. Starting in the
1950s, research to quantitatively assess pesticide exposure was driven by
clear evidence of overexposure sometimes observed in workers. However,
the concern has been increasingly driven by prospective risk assessments
with the goal of preventing excessive exposures or ensuring that acceptable
probabilities for adverse effects are not exceeded. Prospective risk analy-
sis, in conjuction with more rigorous safety standards, have created a
demand for more robust exposure measurements databases.

Generic exposure databases represent a cost-effective and scientifically
credible approach for meeting this demand.These databases provide a large
number of replicate measurements and provide an array of associated
demographic and ancillary information to facilitate hypothesis testing and
the development of generalized exposure assessment methods across
diverse chemistries. Generic databases provide opportunity for analysis of
variance, distributions, correlations, and exposure estimatation, while main-
taining quality control and achieving cost-effectiveness. Generic databases
are useful for screening-level analyses but also support higher-tier proba-
bilistic assessments. Exposures estimated from generic databases, in con-
junction with other commonly used input variables, may result in
conservative biases; therefore, consideration must be given to predictive
method validation (e.g., comparison to estimates derived from relevant bio-
logical monitoring data), and to overall evaluations of variability and uncer-
tainty in the context of risk analyses.

Due to the strength of generic databases and their potential role in global
business practices, it is important that international harmonization among
regulatory agencies continues to be pursued. Over the past few years,
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regulatory agencies have been making a concerted effort to standardize
exposure assessment methods (Smegal et al. 2001). Regulatory harmoniza-
tion is a concept that has been popularized by the need of the Organiza-
tion for Economic Cooperation and Development (OECD) and North
American Free Trade Association members to produce common require-
ments to encourage free trade. The goal of these efforts is to harmonize the
assumptions and data analysis for worker and residential exposure assess-
ments so that pesticide exposure reviews and work can be shared among
regulatory jurisdictions. Ongoing harmonization efforts have undoubtedly
been encouraged by previous successful activities, including development
of the draft OECD Occupational Exposure Assessment Guidelines and
PHED.

Summary

Faced with the need to evaluate under what conditions chemicals can be
used with “reasonable certainty of no harm” to workers and consumers,
industry and government agencies have embraced quantitative risk analy-
sis as a science-based approach for product development, regulatory eval-
uations, and associated risk management decision making. Beginning in the
1990s, a variety of industry-sponsored task forces have been formed to
develop exposure-related data to support safety evaluations for pesticide
chemicals used in agricultural, industrial, institutional, residential, and other
settings. Human exposure assessment and the underlying data (e.g., per-
sonal exposure and biological monitoring measurements, media-specific
residue measurements, product use, and time–activity information) repre-
sent a critical component of the risk assessment process and a rapidly
advancing science. While task forces have been created to develop data-
bases for supporting the continued safe use of products, the development
of these databases has served to advance general understanding of the basic
principles underlying exposure assessment methodology and thereby
provide the basis for improved science-based risk management by both
industry and government. Given that developing chemical-specific data for
every product use pattern and associated worker or consumer exposure 
scenario (e.g., professional mixer, loader and applicator activities associated
with the use of a low-pressure sprayer, consumer residential lawn applica-
tion via a ready-to-use hose-end sprayer product) is prohibitively expen-
sive and time consuming, alternative approaches have been developed
based upon meta-analyses and generalizations derived from databases of
exposure monitoring studies for multiple chemicals, sorted by significant
exposure covariates such as formulation type, method of application,
amount of active ingredient applied, site of application, protective equip-
ment and clothing, and task or activity. These generalizations can be used
for predictive exposure analyses and have clearly demonstrated the value
of “generic databases.” Although data in these databases and associated
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generalizations are subject to interpretation, e.g., during the regulatory
decision-making processes, and may be used in conjunction with additional
considerations or assessment methods that result in conservative biases, the
role of generic databases for risk management decision making, and
advancing the science of applied exposure analysis continues to be realized.
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I. Introduction

Perfluorinated alkyl acids (PFAAs) are synthetic, fully fluorinated, fatty
acid analogues that are characterized by a perfluoroalkyl chain and a ter-
minal sulfonate or carboxylate group (Fig. 1). The high-energy carbon–
fluorine (C-F) bond renders these compounds resistant to hydrolysis, pho-
tolysis, microbial degradation, and metabolism by animals, which makes
them environmentally persistent (Giesy and Kannan 2002). Perfluorinated
compounds have been manufactured for more than 50 years and are 
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commonly used in materials such as wetting agents, lubricants, corrosion
inhibitors, stain-resistant treatments for leather, paper, and clothing, and in
foam fire extinguishers (Sohlenius et al. 1994; Giesy and Kannan 2002). The
global environmental distribution, bioaccumulation, and biomagnification
of several perfluoro compounds have been studied (Giesy and Kannan
2001).

Because PFAAs are chemically stabilized by strong covalent C-F bonds,
they were historically considered to be metabolically inert and nontoxic
(Sargent and Seffl 1970). Accumulating evidence has demonstrated that
PFAAs are actually biologically active and can cause peroxisomal prolifer-
ation, increased activity of lipid and xenobiotic metabolizing enzymes, and
alterations in other important biochemical processes in exposed organisms
(Sohlenius et al. 1994; Obourn et al. 1997). In wildlife, the most widely dis-
tributed PFAA, perfluorooctane sulfonate (PFOS), accumulates primarily
in the blood and in liver tissue (Giesy and Kannan 2001). PFOS appears to
be the ultimate degradation product of a number of commercially used per-
fluorinated compounds, and the concentrations of PFOS found in wildlife
are greater than other perfluorinated compounds (Kannan et al. 2001a,b;
Giesy and Kannan 2002).

A large body of ecotoxicological information, generated over a period
of more than 25yr, exists for various salts of PFOS. However, until recently
definitive information was not available on chemical purity, and validated
analytical methodology did not exist to measure exposure concentrations
in many of the early studies. Therefore, data generated before 1998 are
somewhat unreliable relative to actual substance(s) used in the test as well
as the fact that exposure concentrations were not measured as part of these
studies. For this review, the potassium salt of PFOS was chosen by the 3M
Company for laboratory study because it utilizes the most ecotoxicologi-
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cally relevant cation of all the PFOS salts produced. The commercially pre-
pared potassium product was available as a full-strength salt. Although
lithium, ammonium, diethanolamine, and didecyldimethylammonium salts
have been tested, many of these studies utilized mixtures containing
25%–35% active ingredients. In addition, the potassium salt of PFOS
(PFOS-K+) was produced in greater quantities than the other salts. For
example, in 1997, PFOS-K+ accounted for >45% of all PFOS salts produced
(USEPA 2001). The primary ecotoxicological data used in this review are
based on a series of studies utilizing a well-characterized sample of PFOS
potassium salt. The majority of these studies were conducted in accordance
with U.S. Environmental Protection Agency (USEPA) or Organization for
Economic Cooperation and Development (OECD) Good Laboratory
Practices. Older studies are also included in cases where more recently gen-
erated data were not available for various species. Further analysis of
sample purity was conducted after the reporting of a number of the studies,
resulting in adjustments to some reported concentration values that are
reflected in subsequent documents but not in the original reports (USEPA
Pollution Prevention and Toxics Docket: EPA AR226; oppt.ncic@epa.gov
or http://www.epa.gov/epahome/dockets.htm). The corrected values are
used in this review. In addition, this assessment also examines recent studies
published in the open literature.

II. Environmental Fate and Transport
A. Physical/Chemical Properties

PFOS is moderately water soluble, nonvolatile, and thermally stable. The
potassium salt of PFOS has a reported mean solubility of 589mg/L in pure
water. However, PFOS is a strong acid and in water at a neutral pH will
dissociate into ionic components.Thus, the PFOS anion can form strong ion
pairs with many cations, resulting in a salting-out effect in waters that
contain great amounts of dissolved solids (Table 1). For instance, as salt
content increases, the solubility of PFOS decreases, such that PFOS solu-
bility in saltwater is approximately 12mg PFOS/L as compared to 589mg
PFOS/L in pure water. PFOS has a reported mean solubility of 56mg
PFOS/L in pure octanol.

PFOS is not expected to volatilize based on its vapor pressure and pre-
dicted Henry’s law constant. OECD (2002) classified PFOS as a type 2,
involatile chemical that has a very low or possibly negligible volatility.
Available physical/chemical properties for the potassium salt of PFOS are
listed in Table 1.

B. Environmental Fate

Under environmental conditions, PFOS does not hydrolyze, photolyze, or
biodegrade, and it is considered persistent in the environment.
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Photolysis. To date, no evidence of direct or indirect photolysis of PFOS
has been observed experimentally (3M Company 2001a). Using an iron
oxide photoinitiator matrix model, the indirect photolytic half-life was
estimated to be ≥3.7yr at 25°C. This model was chosen because the exper-
imental error was least in this matrix. This half-life is based on the analyt-
ical method of detection.

Hydrolysis. Under experimental conditions of 50°C and pH conditions of
1.5, 5, 7, 9, or 11, no hydrolytic loss of PFOS was observed in a 49-d study
(3M Company 2001b). Based on mean values and precision measures, the
half-life of PFOS was estimated to be ≥41yr at 25°C. However, this esti-
mate was influenced by the analytical limit of quantitation and that no loss
of PFOS was detected in the study.

Biodegradation. Biodegradation studies where PFOS was monitored ana-
lytically for loss of parent compound have been conducted using a variety
of microbial sources and exposure regimes (Gledhill and Markley 2000a–c;
Lange 2001). In one study, no loss or biotransformation of PFOS was
observed over a 20-wk period with activated sludge under aerobic condi-
tions, nor were any losses observed in a study conducted for 56d with acti-
vated sludge under anaerobic conditions. The findings from these studies
are supported by the results from a Ministry of International Trade and
Industry MITI-I test (Kurume Laboratory 2002) that showed no biodegra-
dation of PFOS after 28d as measured by net oxygen demand, loss of total
organic carbon, or loss of parent material. In addition, no losses of PFOS
were observed in a biodegradation study conducted with soil under aerobic
conditions (Gledhill and Markley 2000b).
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Table 1. Physical/Chemical Properties of the Potassium Salt of Perfluorooctane Sul-
fonate (PFOS).

Parameter Value Reference

Melting point ≥400°C Jacobs and Nixon 1999
Boiling point Not calculable OECD 2002
Specific gravitya ~0.6 (7–8) OECD 2002
Vapor pressure 3.31 ¥ 10-4 Pa @ 20°C Van Hoven et al. 1999
Water solubility

Pure water 680mg/L 3M Company 2001e
498mg/L van Hoven and Nixon 2000

Seawater 12.4mg/L 3M Company 2001c
Octanol solubility 56mg/L 3M Company 2001d
Log Kow

b -1.08 OECD 2002
Henry’s law constantc <2.0 ¥ 10-6 3M Company 2003

apH values in parentheses.
bLog Kow calculated with solubility of PFOS in water and n-octanol.
cHenry’s law constant calculated at 20°C with the solubility for pure water.



The results from these studies differ from those observed by Schroder
and coworkers, who observed the disappearance of PFOS from wastewater
under anaerobic conditions (Schroder 2003; Meesters and Schroder 2004).
In these studies, PFOS was spiked into a bioreactor containing sludge under
anaerobic conditions at approximately 5–10mg PFOS/L. Aqueous PFOS
concentrations were then monitored by flow injection analysis-mass spec-
trometry (FIA-MS) and by liquid chromatography (LC)-MS. After 2d,
PFOS concentrations in water decreased to below the detection limit.
However, there was no evidence of mineralization in that PFOS degrada-
tion products were not measured in the water extracts nor were nonpolar,
volatile fluorinated compounds detected in the digester gas. In addition, flu-
oride ion concentrations in water did not increase during the study, which
would be indicative of mineralization. Although there was no adsorption of
PFOS to the glass walls of the reactor, that did not account for potential
losses from the water to suspended organic particles which were removed
by filtration before analysis. In contrast, under aerobic conditions aqueous
PFOS concentrations in the bioreactor did not decrease over time. These
results would seem to indicate that adsorption of PFOS to organic mate-
rial is influenced by the redox potential of the system such that under anaer-
obic conditions the adsorption increases over that observed under aerobic
conditions. However, additional studies are necessary to better evaluate this
phenomenon. As a result, the ecological relevance of these tests is difficult
to interpret and, as of this date, no laboratory or field data exist that demon-
strate that PFOS undergoes significant biodegradation under environmen-
tal conditions.

Thermal Stability. Several studies suggest that PFOS would have rela-
tively low thermal stability, which is based on the fact that the carbon–sulfur
(C-S) bond energy is much weaker than carbon–carbon (C-C) or carbon–
fluorine (C-F) bonds and, as a result, would break first under incineration
conditions (Dixon 2001). This conclusion is confirmed by Yamada and
Taylor (2003), indicating that PFOS should be almost completely destroyed
in a high-temperature incineration system.

C. Partitioning

Octanol/Water Partitioning. An octanol/water partition coefficient has not
been directly measured for PFOS but has been estimated from its water
and octanol solubilities. Other physiochemical properties such as biocon-
centration factor and soil adsorption coefficient cannot be estimated with
conventional quantitative structure activity relationship models (QSAR).
The use of Kow is not appropriate to predict these other properties, because
PFOS does not partition into lipids but instead binds to certain proteins in
animals (Jones et al. 2003). As a result, use of either water solubility or pre-
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dicted Kow values may underestimate the accumulation of PFOS into organ-
isms and other environmental media.

Adsorption/Desorption. PFOS appears to adsorb strongly to soil, sedi-
ment, and sludge (Table 2) with a range of distribution coefficients (Kd) in
soils between 9.7L/kg (clay loam) and 35L/kg (sandy loam) (3M Company
2001f). Once adsorbed to these matrices, PFOS does not readily desorb
even when extracted with an organic solvent. The average desorption coef-
ficient (Kdes) for soil was determined to be less than 10L/kg.Adsorption and
desorption equilibrium in these matrices was achieved in less than 24hr,
with greater than 50% occurring after approximately 1min of contact with
the test adsorbents. As a result, PFOS exhibited little mobility in all matri-
ces tested and would not be expected to migrate any significant distance.
Because PFOS is a strong acid, it most likely forms strong bonds in soils,
sediments, and sludge via a chemisorption mechanism.

Bioconcentration. In a study with the northern leopard frog (Rana
pipiens), tadpoles were exposed to PFOS concentrations ranging from 0.03
to 10mg PFOS/L for up to 56d (Ankley et al. 2004). In general, whole-body
PFOS concentrations at each exposure concentration increased by 30- to
100 fold by 10 to 20d posthatch and attained a near steady-state condition
by the end of the exposure. Accumulation of PFOS from water was also
size dependent, with larger frogs accumulating PFOS to a greater degree
than smaller frogs such that there was some overlap in whole-body con-
centrations between treatment groups. Using a one-compartment bioaccu-
mulation model, growth and size were shown to have an impact on
steady-state PFOS concentrations and on the uptake and elimination con-
stants of PFOS. Overall, depending on size and exposure concentration,
kinetically derived bioconcentration factor (BCF) (BCFK) values ranged
from 27.7 to approximately 200.
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Table 2. Adsorption and Desorption of PFOS to Soils, Sediments, and Soils.a

Adsorption kinetics Desorption kinetics

Soil type Kd (L/kg) Kadsfb (L/kg) Kdes (L/kg) Kdesfb (L/kg)

Clay 18.3 25.1 47.1 105
Clay loam 9.72 14.0 15.8 60.2
Sandy loam 35.3 28.2 34.9 94
River sediment 7.42 8.70 10.0 44.6
Domestic sludge <0.120 338 <237 3,130

aValues of Kd and Kdes are averaged values.
bFreundlich coefficient. The units for the isotherms assume that the term n = 1. More accu-

rately, the units are (mg1-1/n (L)1/n kg-1).



The potential of PFOS to bioaccumulate into fish and the relative im-
portance of dietary and water-borne sources of PFOS to fish have been
evaluated. In a bioaccumulation study with juvenile rainbow trout
(Oncorhynchus mykiss), fish were exposed to 0.54mg/g PFOS in the diet 
for 34d followed by a 41-d depuration phase (Martin et al. 2003a). PFOS
was accumulated by and depurated from the liver and carcass in a time-
dependent manner. The predicted time to reach 90% steady state would be
43d, which was approximately the same exposure duration of the study.The
liver and carcass depuration rate constants were 0.035/d and 0.054/d, rep-
resenting depuration half-lives of 20 and 13d, respectively. The assimilation
efficiency was 120% ± 7.9%, which indicates efficient absorption of PFOS
from ingested food relative to other compounds (Fisk et al. 1998). In addi-
tion, this assimilation efficiency of PFOS may be indicative of enterohep-
atic recirculation, which could affect the disposition of PFOS in fish.
Evidence of enterohepatic recirculation in rats has been demonstrated to
affect the rate of elimination (Johnson et al. 1984). The bioaccumulation
factor (BAF) for PFOS was 0.32 ± 0.05, indicating that dietary exposure did
not result in biomagnification in trout. This small BAF was most likely the
result of several factors, including a relatively low experimental feeding rate
(F = 1.5% body weight) coupled with a relatively rapid rate of depuration.
Overall, these data show that, under these experimental conditions, the diet
would not be a major route of PFOS exposure for fish.

Studies conducted with other fish species have shown that PFOS does
bioconcentrate in tissues from waterborne exposures (Table 3). Bluegill
exposed to 0.086 or 0.87mg PFOS/L in a flow-through system accumulated
PFOS into edible and nonedible (fins, head, and viscera) tissues in a time-
dependent manner (Drottar et al. 2001). In this study, fish were exposed to
0.086mg PFOS/L for 62d but were only exposed to 0.87mg PFOS/L for 
35d because of excessive mortality. At the end of the exposure phase of
both treatments, PFOS concentrations in tissues appeared to still be
increasing. As a result, kinetic analyses of the data were conducted to cal-
culate the kinetic bioconcentration factor (BCFK) based on estimated
uptake and depuration rate constants. Due to mortality of fish exposed to
0.87mg PFOS/L, the data from this exposure were not used to estimate
these parameters. The BCFK values for edible, nonedible, and whole-fish
tissues were calculated to be 1,124, 4,013, and 2,796, respectively. During
the elimination phase of the study, PFOS depurated slowly, and time to
reach 50% clearance for edible, nonedible and whole fish tissues was 86,
116, and 112d, respectively.

Tissue distribution and accumulation kinetics were determined in
rainbow trout exposed to a mixture of 11 PFAAs in water that included
PFOS (Martin et al. 2003b). In trout exposed to 0.35mg/L PFOS, the great-
est PFOS concentrations were measured in the blood > kidney > liver >
gallbladder; the least PFOS concentrations were in the gonads > adipose >
muscle tissue (see Table 3). In blood, approximately 94%–99% of the PFOS
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was associated with plasma and only a minor amount was associated with
the cellular fraction. PFOS also accumulated in the gills, indicating their
importance in the uptake and depuration in trout. In general, depuration
rate constants determined for carcass, blood, and liver showed that PFOS
was more rapidly depurated than some organochlorine contaminants
(PCBs, toxaphene) but more slowly than that observed for other surfac-
tants (Tolls and Sijm 1995; Fisk et al. 1998). When compared to other sur-
factants, the uptake rate constants were greater than expected and were
directly related to greater tissue concentrations (Tolls et al. 1997). Biocon-
centration factors calculated from kinetic rate constants (BCFK) were
1,100, 4,300, and 5,400 for carcass, blood, and liver, respectively. As was
observed for bluegill, steady-state PFOS concentrations in tissues were not
achieved at the end of the exposure period. The 12-d accumulation ratios
(BCF divided by tissue concentration at the end of the exposure period)
for carcass, blood, and liver were greater than 600, indicating that the tissues
were far from steady state. However, the kinetic BCFs calculated for
rainbow trout were well within the range of values observed for other
species such as bluegill and carp.

In a flow-through bioconcentration study of PFOS conducted with carp
(Cyprinus carpio), fish were exposed to 2 or 20mg PFOS/L and water and
fish tissue samples were collected throughout testing (Kurume Laboratory
2002). Upon sampling, fish were separated into parts including integument
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Table 3. Kinetic Parameters and Bioconcentration Factors (BCF) of PFOS in Fish.

Kinetic parameters

Apparent Ku Kd BCFKb Half-life
Species Tissue BCFa (L/kg*d) (l/d) (L/kg) (d)

Bluegill Edible 484 9.02 0.0080 1,124 86
(86mg/L) Nonedible 1,124 24.1 0.0060 4,013 116

Whole 856 17.4 0.0062 2,796 112
Rainbow trout Carcass – 53 0.048 1,100 15

(0.35mg/L) Blood – 240 0.057 4,300 12
Liver – 260 0.050 5,400 14

Carp
(2mg/L) Whole 1,300 152

Liver 4,300
(20mg/L) Whole 720 49

Liver 2,100

aApparent BCF was calculated as the concentration in fish at the end of the exposure phase
(assumed steady state) divided by the average water concentration.

bKinetic parameters are as follows Ku is the uptake rate constant (L*kg-1*d-1), Kd is the
depuration rate constant (d-1); BCFK is the kinetic BCF estimated as Ku/Kd.



(skin except head, scales, fins, alimentary canal, or gills), head, viscera (inter-
nal organs except for alimentary canal and liver), liver, and carcass and ana-
lyzed for concentrations of PFOS. Kinetic analysis was not conducted with
the uptake portion of the exposure period. Instead, BCFs were calculated
in all fish tissues at steady state. Steady state was assumed when three or
more consecutive sets of tissue PFOS concentrations were not statistically
different. In fish exposed for 58d, the apparent BCFs in carp from the 2-mg
PFOS/L treatment ranged from 200 to 1,500. In fish from the 20-mg PFOS/L
exposure, apparent BCFs ranged from 210 to 850. PFOS depurated slowly.
The time to reach 50% clearance for fish in the 20-mg PFOS/L treatment
was 49d, whereas 152d were required for fish in the 2-mg PFOS/L treat-
ment to reach 50% clearance.

Laboratory studies have demonstrated that PFOS accumulates into fish
and frogs in a time- and concentration-dependent manner. In addition,
these studies suggest that the primary route of accumulation into fish is
from aqueous exposure to PFOS and that dietary sources of PFOS are sec-
ondary and may not be an important contributing factor in terms of the
overall accumulation of PFOS by fish. However, the importance of either
pathway relative to the accumulation of PFOS into fish under environ-
mental conditions is still uncertain. This conclusion is based on observed
discrepancies between accumulation factors measured in the laboratory
and those estimated from the field. For instance, BAFs calculated from liver
and surface water PFOS concentrations ranged from 6,300 to 125,000 in the
common shiner (Notropus cornutus) collected in a Canadian creek (Moody
et al. 2001). In contrast, the BCF for rainbow trout based on liver concen-
trations was 5,400 (Martin et al. 2003b). The discrepancy between labora-
tory and field accumulation values has also been observed for fish collected
from Tokyo Bay, Japan (Taniyasu et al. 2003). In that study, PFOS concen-
trations in fish livers resulted in BAFs that ranged from approximately 1,260
to 19,950. In a field study conducted in the Tennessee River near Decatur,
Alabama, fish and surface-water samples were collected and analyzed for
PFOS. BCFs based on surface-water PFOS concentrations and whole-body
PFOS concentrations in catfish and largemouth bass ranged from 830 to
26,000 (Giesy and Newsted 2001), whereas laboratory whole-body BCFs
have been shown to range from approximately 700 to 3,000 depending on
species and exposure concentration.

While there is some agreement between BCFs derived from laboratory
studies with different fish species, BAFs derived from field data varied
greatly. In addition, field-based BAFs tended to be greater than laboratory
BCFs by at least an order of magnitude. Potential contributors to the vari-
ability of field-based BAFs include variable and unquantified contributions
of PFOS precursors that may be present in the environment. In addition,
temporal and spatial variability in surface-water PFOS concentrations must
be considered in evaluating the field-derived BAFs. For instance, in Moody
et al. (2001), fish liver and surface-water PFOS concentrations used to esti-
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mate BAFs were collected 7mon after the spill. Thus, if PFOS concentra-
tions in surface waters dissipated at a greater rate than concentrations in
fish depurated, the use of these data would result in an overestimate of the
“real” BAF. The authors, however, assumed that the fish and water were in
equilibrium, without data to substantiate this assumption.

In addition, field-based BAFs are affected by factors including species-
specific differences in the accumulation and elimination of PFOS. More-
over, dietary sources of PFOS may be more important in the accumulation
of PFOS by fish during their life cycle than would be expected based on
results from laboratory studies conducted with rainbow trout. As a result,
field-based BAFs incorporate a significant amount of uncertainty that
makes their use in predicting fish tissue PFOS concentrations from surface
waters problematic in that they most likely overestimate the actual accu-
mulation process.

Few studies have been conducted to evaluate the bioaccumulation of
PFOS into terrestrial plants or organisms. In a toxicity study with worms
exposed to 77, 141, 289, 488, and 1,042mg PFOS/kg soil dry weight (dw),
concentrations of PFOS were measured in soil and worms after a 14-d expo-
sure (Sinderman et al. 2002). The worms were allowed to clear soil from
their guts before chemical analysis. To estimate the BAF, it was assumed
that all the PFOS in soils was bioavailable and that the worms had reached
a steady state by the end of the exposure period. In addition, no attempt
was made to differentiate between uptake from soil moisture and the inges-
tion of soil by the worms. Because treatment-related effects in worms were
noted at exposures equal to or greater than 141mg PFOS/kg soil dw, only
the 77-mg PFOS/kg soil dw (or 52mg PFOS/kg soil ww) were used to esti-
mate a BAF. Based on this approach and assumptions, the BAF for worms
was 3.75.

Limited data are available for uptake of PFOS into terrestrial plants
(Brignole et al. 2003). In one study, seven plant species were exposed to
PFOS in the soil and plant tissues were analyzed at study termination
(Table 4). The concentration of PFOS in plant vegetative tissues varied less
than 10 fold across the seven species, with the greatest concentrations being
observed in soybeans. The PFOS concentrations in plant vegetative tissues
were generally about 1–2 times greater than that measured in the soil, with
the greatest difference between soils and tissues being observed at the
lowest soil concentrations. The greatest BAF was observed for soybeans
where concentrations in the vegetative tissues were approximately 4 fold
greater than soil PFOS concentrations. Concentrations in fruit were typi-
cally less than 10% of the soil level, except for onion. While the PFOS con-
centrations in the fruit of onions from the 3.6-mg PFOS/kg soil treatment
were less than in soil, concentration in the fruit of the 11-mg PFOS/kg 
soil were approximately 2 fold that of soil. No general relationships 
were observed between fruit and vegetative tissues for any of the plant
species.
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III. Ecotoxicology
A. Aquatic

Activated Sludge Microorganisms and Bacteria. To evaluate the potential
effects of PFOS on activated sludge, microbes from a municipal wastewater
treatment plant were exposed to nominal concentrations ranging from 0.9
to 870mg PFOS/L (Schafer and Flaggs 2000). After 3hr of exposure, there
was a 39% inhibition of the respiration rate at the greatest concentration
when compared to controls. However, it should be noted that this test con-
centration is in excess of the water solubility for PFOS. Based on current
environmental concentrations, PFOS would not be expected to cause any
effects to wastewater treatment plant sludge communities (Table 5).

Phytoplankton. A number of studies have been conducted to determine
the toxicity of PFOS to phytoplankton (Table 5). Because the life cycle of
most aquatic microorganisms is short, ranging from hours to days, these
studies represent the measurement of chronic effects on multiple genera-
tions even when the exposure period of these tests are short (3–5d). The
toxicological endpoints that have been evaluated in these studies include
growth, measured in terms of cell density, and growth rate and/or area
under the growth curve over the test duration. Reported EC50 values for
effects on growth based on cell density ranged from 48 to 263mg PFOS/L

Perfluorooctanesulfonate 143

Table 4. Bioaccumulation Factors (BAFs) Estimated for Seven Terrestrial Plants
Exposed to PFOS in the Soil.a

Soil concentrations (mg PFOS/kg, dw)c

Speciesb Tissue 3.61 11.1 50.8 278

Onion (67d) Vegetative NR 0.95 – –
Fruit 0.87 2.0 – –

Ryegrass (205d) Vegetative 2.3 2.8 0.96 0.24
Alfalfa (141d) Vegetative 1.7 0.38 0.22 0.06

Fruit NR NR NR NR
Flax (94d) Vegetative 1.4 1.69 1.1 –

Fruit 0.06 0.12 0.05 –
Lettuce (67d) Vegetative 2.4 0.95 0.83 –
Soybean (67d) Vegetative 4.3 3.2 1.2 0.41

Fruit 0.39 0.08 0.02 0.01
Tomato (94d) Vegetative NR 3.05 0.99 –

Fruit NR 0.09 0.04 –

aAll tissue and soil data reported on a dry weight basis (dw).
bNumbers in parentheses indicate when samples were collected for each species.
cSoil concentrations based on day 0. NR, not reported, because tissue PFOS concentration

was less than the limit of quantitation (LOQ), which varied.



(Table 5).The 96-hr no observed effect concentration (NOEC) values based
on total biomass ranged from 5.3 to 150mg PFOS/L. Based on biomass data,
the most sensitive species was Selenastrum capricornutum (NOEC = 5.3mg
PFOS/L), whereas the diatom Navicula pelliculosa was the least sensitive
species (NOEC = 263mg PFOS/L) (Sutherland and Krueger 2001;
Boudreau et al. 2003a).

When growth rate was evaluated as the test endpoint, 96-hr EC50 values
ranged from 121 to 305mg PFOS/L while NOEC values ranged from 42 to
206mg PFOS/L. Again S. capricornutum was the most sensitive species
whereas N. pelliculosa was the least. The effects of PFOS on these algal
species were algistatic because growth resumed when algae from the great-
est PFOS exposure were placed in fresh growth media at the end of the
exposure period. Furthermore, signs of aggregation or adherence of the
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Table 5. Acute (Short-Term) and Subchronic (Long-Term) Toxicity Data for Phy-
toplankton Exposed to PFOS.

96-hr EC50 96-hr NOEC
Species (mg/L)a (mg/L) Reference

Activated sludge
Respiratory inhibition >870 NR Wildlife 

International
2000

Selenastrum capricornutumb

Growth (cell density) 68 (63–70) 42 Drottar and 
Inhibition of growth rate 121 (110–133) 42 Krueger 2000a

S. capricornutum
Growth (cell density) 48.2 5.3 Boudreau et al.

(45.2–51.1) (4.6–6.8) 2003a
Growth (chlorophyll a) 59.2 16.6

(50.9–67.4) (8.5–28.1)
Chlorella vulgaris

Growth (cell density) 81.6 8.2 Boudreau et al.
(69.6–98.6) (6.4–13.0) 2003a

Anabaena flos-aquae
Growth (cell density) 131 (106–142) 93.8 Desjardins et al.
Inhibition of growth rate 176 (169–181) 93.8 2001a

Navicula pelliculosa
Growth (cell density) 263 (217–299) 150 Sutherland and
Inhibition of growth rate 305 (295–316) 206 Krueger 2001

Skeletonema costatum
Growth (cell density) ≥3.2 ≥3.2 Desjardins et al.

2001b

aEC50 values with 95% confidence intervals in parentheses.
bThe species Selenastrum capricornutum has been renamed 

Pseudokirchneriella subcapitata.



cells to the flask were not observed, nor were there any noticeable changes
in cell morphology at the end of the studies for any concentration evalu-
ated in these studies.

Although concentration–response relationships for growth have been
developed for freshwater algae, the marine diatom Skeletonema costatum
was not affected by exposure to PFOS. In this study, a 96-hr EC50 could not
be determined because growth was not significantly inhibited at the great-
est dissolved concentration attained under test conditions (3.2mg PFOS/L).

Aquatic Macrophytes. In a toxicity test with duckweed (Lemna gibba), the
7-d IC50 based on the number of fronds produced was 108mg PFOS/L
(46–144mg PFOS/L) and the NOEC was 15mg PFOS/L (Table 6) 
(Desjardins et al. 2001c). Sublethal effects noted in L. gibba exposed to 
concentrations greater than or equal to 31.9mg PFOS/L included root
destruction and/or cupping of the plant downward on the water surface.
At higher PFOS concentrations (147 and 230mg PFOS/L), there was a 
concentration-dependent increase in dead, chlorotic, and necrotic fronds.
In a second study with L. gibba, the 7-d IC50 based on frond number was 
59mg PFOS/L (51.5–60.3mg PFOS/L). The 7-d IC50 based on wet weight
was 31mg PFOS/L (22–36mg PFOS/L) with a NOEC of 6.6mg PFOS/L
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Table 6. Acute and chronic toxicity of PFOS to aquatic macrophytes.

Test EC50 NOEC
Species duration (mg/L) (mg/L) Reference

Lemna gibba
(Frond number) 7d 108 15 Desjardins et al.

(46–144) 2001c
Lemna gibba

(Frond number) 7d 59.1 29.2
(51.5–60)

(Biomass) 7d 31.1 6.6 Boudreau et al.
(22.2–36.1) 2003a

Myriophyllum spicatum
(Biomass, dw)b 42d 12.5 11.4 Hanson et al. 2005

(6–18.9)
(Root length, cm) 42d 16.7 11.4

(10.8–22.5)
Myriophyllum sibiricum

(Biomass, dw)b 42d 3.4 2.9 Hanson et al. 2005
(1.6–5.3)

(Root length, cm) 42d 2.4 0.3
(0.5–4.2)

aEC50 values with 95% confidence intervals in parentheses.
bBiomass was measured as dry weight (dw) (g).



(Boudreau et al. 2003a). At the greatest concentration tested (160mg
PFOS/L), plants exhibited a high percentage of chlorosis as well as frond
necrosis.

In an outdoor microcosm study, the toxicity of PFOS to Myriophyllum
sibiricum and M. spicatum was evaluated (Hanson et al. 2005). Both species
were exposed to PFOS concentrations ranging from 0.03 to 30mg PFOS/L
for 42d, and endpoints included plant length, root number and length, node
number, and biomass as measured by wet and/or dry weight (see Table 6).
For M. spicatum, toxicity was observed at PFOS concentrations greater 
than 3mg PFOS/L, with EC50 being greater than 12mg PFOS/L. The 
NOEC was consistently ≥11.4mg PFOS/L. For M. sibiricum, toxicity was
observed at PFOS concentrations greater than 0.1mg/L, and EC50 was
greater than 1.6mg PFOS/L. The NOEC was 0.3mg PFOS/L. Based on
these results, M. sibiricum was determined to be more sensitive than M.
spicatum.

Invertebrates. Several acute PFOS toxicity studies have been conducted
with the cladoceran Daphnia magna, a representative of aquatic inverte-
brates that is commonly used in standardized toxicity testing. In these acute
studies, cladocerans were exposed to various concentrations of PFOS for
48hr, and mortality and immobility were used as endpoints to calculate LC50

and EC50 values (Table 7). In one study with D. magna, the 48-hr LC50 based
on mortality and/or immobility was 59mg PFOS/L (Drottar and Krueger
2000b). Additional acute toxicity tests have been performed with several
Daphnia species following ASTM guidelines (Boudreau et al. 2003a). In
those studies, the 48-hr LC50 for D. magna was 130mg PFOS/L and the 
48-hr LC50 for D. pulicaria was 169mg PFOS/L (Table 7). Based on immo-
bility of the cladocerans, the 48-hr EC50 values for D. magna and D. puli-
caria were determined to be 67.2 and 134mg PFOS/L, respectively (Table
7). Overall, D. magna appeared to be more sensitive than D. pulicaria based
on 48-hr immobility measures (Boudreau et al. 2003a).

In another acute toxicity study with the freshwater mussel Unio com-
plamatus, mussels were exposed to various concentrations of PFOS for 
96hr. The 96-hr LC50 was determined to be 57mg PFOS/L while the 96-hr
no observed adverse effect concentration (NOAEC) based on mortality
was 20mg PFOS/L (Drottar and Krueger 2000c) (see Table 7). Mussel
tissues were analyzed for PFOS content. Chemical analysis of tissue showed
that no mortality was associated with PFOS concentrations £7.3mg/kgww
after 96-hr of exposure. In contrast, after 96hr of PFOS exposure, 90% mor-
tality was observed in mussels containing ≥88.8mg PFOS/kg.

Toxicity of PFOS to the midge Chironomus tentans was evaluated in a
10-d acute test and a 20-d chronic test (see Table 7) (MacDonald et al.
2004). In the 10-d acute study, exposure to PFOS concentrations ranging
from 1 to 150mg PFOS/L resulted in a 30% reduction in survival in the 
150-mg PFOS/L treatment whereas no significant mortality was observed 

146 S.A. Beach et al.



Perfluorooctanesulfonate 147

Ta
bl

e 
7.

A
cu

te
 a

nd
 S

ub
ac

ut
e 

To
xi

ci
ty

 o
f 

P
F

O
S 

to
 A

qu
at

ic
 I

nv
er

te
br

at
es

.

Te
st

N
O

A
E

C
E

C
50

/L
C

50

Sp
ec

ie
s

du
ra

ti
on

E
nd

po
in

t
(m

g/
L

)a
(m

g/
L

)
R

ef
er

en
ce

D
ap

hn
ia

 m
ag

na
48

hr
Su

rv
iv

al
33

.1
 (

32
.8

–3
4.

1)
13

0 
(1

12
–1

36
)

B
ou

dr
ea

u 
et

 a
l.

20
03

a
48

hr
Im

m
ob

ili
ty

0.
8 

(0
.6

–1
.3

)
67

.2
 (

31
.3

–8
8.

5)
B

ou
dr

ea
u 

et
 a

l.
20

03
a

48
hr

Su
rv

iv
al

/im
m

ob
ili

ty
32

59
 (

32
–8

7)
D

ro
tt

ar
 a

nd
 K

ru
eg

er
 2

00
0b

48
hr

Su
rv

iv
al

N
R

58
 (

46
–7

2)
R

ob
er

ts
on

 1
98

6
67

 (
48

–9
2)

21
d

A
du

lt
 s

ur
vi

va
l

12
15

.8
b

(1
2–

24
)

D
ro

tt
ar

 a
nd

 K
ru

eg
er

 2
00

0f
48

hr
2n

d 
ge

ne
ra

ti
on

 s
ur

vi
va

l
12

N
R

21
d

A
du

lt
 s

ur
vi

va
l

5.
3 

(2
.5

–9
.2

)
42

.9
 (

31
.7

–5
6.

4)
B

ou
dr

ea
u 

et
 a

l.
20

03
a

D
ap

hn
ia

 p
ul

ic
ar

ia
48

hr
Su

rv
iv

al
46

.9
 (

33
.1

–6
5.

3)
16

9 
(1

36
–2

13
)

B
ou

dr
ea

u 
et

 a
l.

20
03

a
48

hr
Im

m
ob

ili
ty

13
.6

 (
2.

2–
33

.1
)

13
4 

(1
03

–1
75

)
C

ra
ss

os
tr

ea
 v

ir
gi

ni
ca

96
-h

r
Sh

el
l g

ro
w

th
1.

8
>2

.9
D

ro
tt

ar
 a

nd
 K

ru
eg

er
 2

00
0e

U
ni

o 
co

m
pl

am
at

us
96

hr
Su

rv
iv

al
20

57
 (

49
–6

5)
D

ro
tt

ar
 a

nd
 K

ru
eg

er
 2

00
0c

A
rt

em
ia

 s
al

in
a

48
hr

Su
rv

iv
al

N
R

9.
4 

(7
.4

–1
2.

1)
R

ob
er

ts
on

 1
98

6
9.

4 
(7

.3
–1

2.
2)

8.
9 

(6
.7

–1
1.

9)
M

ys
id

op
si

s 
ba

hi
a

96
hr

Su
rv

iv
al

1.
1

3.
5 

(2
.9

–4
.4

)
D

ro
tt

ar
 a

nd
 K

ru
eg

er
 2

00
0d

35
d

G
ro

w
th

,n
o.

yo
un

g
0.

24
N

R
D

ro
tt

ar
 a

nd
 K

ru
eg

er
 2

00
0g

pr
od

uc
ed

96
hr

2n
d 

ge
ne

ra
ti

on
 s

ur
vi

va
l

0.
53

N
R

C
hi

ro
no

m
us

 t
en

ta
ns

10
d

Su
rv

iv
al

0.
05

>0
.1

5
M

ac
D

on
al

d 
et

 a
l.

20
04

10
d

G
ro

w
th

0.
05

0.
08

7
C

hi
ro

no
m

us
 t

en
ta

ns
20

d
Su

rv
iv

al
0.

0
0.

09
2

20
d

G
ro

w
th

0.
0

0.
09

4
Z

oo
pl

an
kt

on
35

d
C

om
m

un
it

y 
st

ru
ct

ur
e

3.
0

N
R

B
ou

dr
ea

u 
et

 a
l.

20
03

b

a 95
%

 c
on

fid
en

ce
 in

te
rv

al
s 

in
 p

ar
en

th
es

es
.

b L
C

50
va

lu
e 

ca
lc

ul
at

ed
 b

y 
th

e 
bi

no
m

ia
l d

is
tr

ib
ut

io
n 

m
et

ho
d.

N
R

,n
ot

 r
ep

or
te

d.



at lesser treatments. The EC50 based on growth was 87mg PFOS/L and the
NOEC was 49.1mg PFOS/L.

In the 20-d chronic test with midges exposed to nominal concentrations
of 1, 5, 10, 50, and 100mg PFOS/L, a statistically significant reduction in sur-
vival was observed at 50mg PFOS/L whereas no midges survived at 100mg
PFOS/L. The EC50 based on a reduction in growth was 94mg PFOS/L with
an EC10 of 88mg PFOS/L. Time to first emergence, rate of emergence, and
total emergence were reduced from control levels for all PFOS treatments.
The EC50 for total emergence was 95mg PFOS/L and the EC10 was 89mg
PFOS/L. A concentration-dependent decline was also observed in the total
number of egg masses produced by females when compared to controls.
The number of egg masses ranged from 12 in the control group to 1 egg
mass in the group exposed to 50mg PFOS/L. However, no consistent PFOS-
related effects on mean number of eggs per egg mass or in percentage hatch
were noted in the study.

The results of the 20-d life-cycle study need to be critically evaluated in
light of the fact that doses were only measured at the end of the study and
measured doses deviated substantially from nominal concentrations. In
addition, PFOS has a steep dose–response curve, but this study does not
allow appropriate definition of the threshold given the dosing intervals.
There are the large differences between NOEC and lowest observed effect
concentration (LOEC) values. Moreover, although one would expect the
NOEC and EC10 values to be similar, the estimated 20-d EC10 for growth
was 88mg PFOS/L whereas the NOEC was 22mg PFOS/L, a 4-fold differ-
ence. The difference was even greater for total emergence, where the 20-d
EC10 was 89.3mg PFOS/L and the NOEC was <2.3mg PFOS/L, a 39-fold
difference. Given the large dosing interval and the inability to verify the
doses given in the end-of-study measurements, data from the life-cycle
study most likely do not represent the actual thresholds for adverse effects
(Chapman et al. 1996). Therefore, results from the 20-d test will not be used
to derive aquatic benchmarks. However, the acute values from this study
can be used, given that the 10-d EC50 is in agreement with the results from
a previous mesocosm study where no midges exposed to >300mg PFOS/L
survived past 10d (Boudreau et al. 2003b).

The toxicity of PFOS toward marine invertebrates has also been evalu-
ated (see Table 7). In a series of 48-hr toxicity tests with brine shrimp
(Artemia salina), the average LC50 was 9.23mg PFOS/L (Robertson 1986).
In an acute toxicity test with the saltwater mysid Mysidopsis bahia, the 
96-hr LC50 was 3.5mg PFOS/L and the NOEC was determined to be 
1.1mg PFOS/L based on mortality data (Drottar and Krueger 2000d). The
effect of PFOS on a benthic marine invertebrate has also been evaluated.
Shell deposition in the eastern oyster Crassostrea virginica was examined,
and at 1.8mg PFOS/L, shell growth was inhibited by 20% compared to con-
trols (Drotter and Krueger 2000e). However, an EC50 could not be calcu-
lated in this study because growth was only inhibited by 28% at the greatest
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possible PFOS concentration tested (2.9mg/L) due to limited saltwater sol-
ubility (Table 7). Based on these data, it would appear that in short-term
studies marine invertebrates are more sensitive to PFOS exposure than
freshwater invertebrates.

Life-cycle tests with D. magna have been conducted to evaluate the
chronic toxicity of PFOS toward aquatic invertebrates. In one study, the 
21-d LC50 was determined to be 42.9mg PFOS/L, and the NOEC, based on
adult survival, was estimated to be 5.3mg PFOS/L (Boudreau et al. 2003a).
In a second life-cycle toxicity test (Drottar and Krueger 2000f), D. magna
were exposed to 0, 1.4, 2.8, 5.4, 12, 23, and 46mg PFOS/L. The 21-d EC50

and NOEC were calculated based on adult survival as 12.3mg PFOS/L and
12mg PFOS/L, respectively. In a 35-d life-cycle toxicity test with the salt-
water mysid, the NOAEC based on growth and number of young produced
was 0.24mg PFOS/L (Drottar and Krueger 2000g) (see Table 7). In the
course of the life-cycle tests with both D. magna and the saltwater mysid,
the young produced were briefly exposed to the same concentrations to
which the respective first-generation adults were exposed. Survival was
monitored for 48hr (D. magna) or 96hr (M. bahia). After 48hr of exposure,
the results of the daphnid second-generation acute exposure indicated an
NOEC of 12mg PFOS/L. The second generation mysid shrimp were
exposed to 0 (negative control) or 0.055, 0.12, 0.24, and 0.53mg PFOS/L for
96hr. Survival was ≥95% for all second-generation mysids exposed to these
test concentrations. The mysid second-generation acute-exposure NOEC
was therefore 0.53mg PFOS/L.

The effects of PFOS on invertebrate communities have been evaluated
in a freshwater microcosm. In this study, 0, 0.3, 3, 10, and 30mg PFOS/L
were administered to a zooplankton community in a controlled freshwater
microcosm for 35d. Results indicated that zooplankton community struc-
ture was significantly altered by exposure to 10 and 30mg PFOS/L. By day
35, the total number of zooplankton species decreased by an average of
45.1% and 74.3% in the 10- and 30-mg PFOS/L treatments, respectively.
Therefore, the NOAEC based on changes in zooplankton community struc-
ture was determined to be 3.0mg PFOS/L (Boudreau et al. 2003b) (see
Table 7). Within this community, the rank order of zooplankton suscepti-
bility to PFOS was Copepoda > Cladocera > Rotifera (Sanderson et al.
2002).

Fish. Acute toxicity studies with PFOS have been conducted on fathead
minnows (Pimephales promelas), sheepshead minnows (Cyprinodon varie-
gatus), bluegill sunfish (Lepomis macrochirus), and freshwater and marine
rainbow trout (Oncorhynchus mykiss). The results from these acute studies
are presented in Table 8. Of the freshwater exposures, the fathead minnow
was the most sensitive species with a 96-hr LC50 of 9.1mg PFOS/L and an
NOEC of 3.2mg PFOS/L. After 96hr of exposure, the sublethal effect of
erratic swimming was noted in fathead minnows exposed to concentrations
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equal to or greater than 5.6mg PFOS/L (Drottar and Krueger 2000h). Two
acute toxicity tests with PFOS have been performed with rainbow trout in
freshwater (Robertson 1986; Palmer et al. 2002a). Although the LC50 value
for PFOS in rainbow trout differed more than twofold between these 
two studies (see Table 8), the LC50 of 22mg PFOS/L as reported in the
Palmer et al. (2002a) study is more reliable than the LC50 value reported
by Robertson (1986). This conclusion relies on the fact that the LC50 value
in the Palmer study (2002a) was based on measured PFOS concentrations
whereas the Robertson study (1986) was based on nominal concentrations.
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Table 8. Acute and Chronic Toxicity of PFOS to Fish and Amphibians.

NOEC LOEC LC50
a

Species Protocol (mg/L) (mg/L) (mg/L) Reference

Rainbow 96-hr static NR NR 7.8 (6.2–9.8) Robertson 
trout renewal in 1986

freshwater 9.9 (7.5–13.4)

Rainbow 96-hr static 6.3 13.0 22 (18–27) Palmer et al.
trout renewal in 2002a

freshwater

Fathead 96-hr static 3.2 5.4 9.1 (7.7–11) Drottar and
minnow renewal in Krueger 2000h

freshwater

Fathead 28-d 0.3 3.0 7.2 (5.2–9.2) Oakes et al.
minnow microcosm 2005

Rainbow 96-hr static NR NR 13.7 (10.7–17.7) Robertson 
trout renewal in 1986

saltwater 13.7 (10.7–17.8)

Sheepshead 96-hr static <15 NR >15 Palmer et al.
minnow renewal in 2002b

saltwater

Fathead Early life 0.29 0.58 NR Drottar and
minnow stage, 47-d Krueger 2000i

flow-through
in freshwater

Leopard 16-wk partial 0.3 3 6.2 (5.12–7.52) Ankley et al.
frog life cycle 2004

Xenopus 96-hr 4.82 7.97 15.6 Palmer and
FETAXb Krueger 2001

NR, not recorded as an endpoint in the study.
a95% confidence intervals in parentheses.
bNOEC and LOEC values taken from the most conservative test results based on growth.



The sheepshead minnow inhabits brackish water or saltwater. The acute
exposure study with sheepshead minnows was conducted at only one con-
centration of PFOS, 15mg PFOS/L (see Table 8); this was the greatest con-
centration attainable in saltwater and required the addition of methanol
(0.05%). No mortality was observed at this concentration after 96hr, there-
fore, the 96-hr LC50 was reported as >15mg PFOS/L and the NOEC for sub-
lethal effects as <15mg PFOS/L (Palmer et al. 2002b). In another study,
freshwater rainbow trout were acclimated over 5d to a final salinity of 30
parts per thousand (‰) and exposed to PFOS for 96hr (Robertson 1986).
For rainbow trout exposed to PFOS in saltwater, the 96-hr LC50 was calcu-
lated as 13.7mg PFOS/L, and no sublethal effects were observed among
rainbow trout at any PFOS concentration in this study. It should be noted
that PFOS concentrations were not measured in this study and that some
of the nominal exposure concentrations were greater than the solubility of
PFOS in saltwater.

Chronic data are available for the fathead minnow (Pimephales prome-
las) (Drottar and Krueger 2000i). An early life stage toxicity test was con-
ducted with fathead minnows in which eggs and larvae were exposed to
PFOS in a flow-through system for 47d (see Table 8). Measured water con-
centrations of PFOS in the various treatments were Limit of Quantitation
<LOQ, 0.15, 0.30, 0.60, 1.2, 2.4, and 4.6mg PFOS/L. Minnows exposed to
PFOS at concentrations £0.30mg PFOS/L showed no significant reduction
in time to hatch, hatching success, survival, or growth. PFOS did not affect
percent hatch or growth of fry at any of the concentrations tested. Survival
was the most sensitive endpoint in this study. Compared to controls, percent
survival was significantly reduced among fathead minnows exposed to con-
centrations greater than or equal to 0.60mg PFOS/L. Thus, in this study, the
NOAC and LOAC for fathead minnows were determined to be 0.30 and
0.60mg PFOS/L, respectively (Drottar and Krueger 2000i).

Amphibians. The Frog Embryo Teratogenesis Assay–Xenopus (FETAX)
has been conducted to determine the possible developmental effects of
PFOS on African-clawed frogs (Xenopus laevis) (Palmer and Krueger
2001). In this assay, survival, growth, and developmental anomalies in frog
embryos and tadpoles were examined when exposed to 0 (control), 1.82,
3.07, 5.19, 8.64, 14.4, and 24.0mg PFOS/L for 96hr during the early stages
of development. Significant early life stage mortality occurred at concen-
trations ≥14.4mg PFOS/L (see Table 8). Over three replicate assays, the
range of reported LC50 values was 13.8–17.6mg PFOS/L. There was a cor-
relation between PFOS exposure and malformations in each of the three
assays. The most commonly observed malformations were improper gut
coiling, edema, and notochord and facial abnormalities. The 96-hr EC50

values based on malformations ranged from 12.1 to 17.6mg PFOS/L across
all three assays. Tadpole growth was affected in the second and third assays,
and the minimum concentrations inhibiting growth were determined to be
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7.97 and 8.64mg PFOS/L. Based on growth, the NOAEC was determined
to be 5.19mg PFOS/L.The teratogenic index (TI), defined as the 96-hr LC50

divided by the 96-hr EC50, provides an estimate of the teratogenic risk asso-
ciated with PFOS. The TIs for the three studies ranged from 0.9 to 1.1
(Palmer and Krueger 2001). A TI in this range would indicate that expo-
sure to PFOS presents a low risk for developmental effects in early-stage
African clawed frogs.

The survival and development, from early embryogenesis through com-
plete metamorphosis was evaluated in a study with northern leopard frogs
(Rana pipiens) exposed to PFOS via water (Ankley et al. 2004). In tadpoles
exposed to 0.03, 0.1, 0.3, 1.0, 3.0, and 10mg PFOS/L, mortality was observed
within 2wk of study initiation in the 10-mg PFOS/L treatment, with greater
than 90% mortality being observed by week 4. Tadpole survival was not
affected in any other treatment group (see Table 8).The mean LC50 at week
5 was 6.21mg PFOS/L (5.12–7.52mg PFOS/L). No statistically significant
effects were noted for tadpoles from PFOS treatments £1.0mg PFOS/L.
However, there was a slight increase in time to metamorphosis and a
decrease in total length of tadpoles from the 3.0-mg PFOS/L treatment. In
addition, there was a slight increase in the incidence of thyroid follicle cell
atrophy that was subtle and difficult to quantitate.The PFOS-related effects
in leopard frogs occurred within a concentration range that has been shown
to cause effects in fish and invertebrates.

B. Terrestrial

Plants. PFOS toxicity to seven species of crop plants has been determined
(Brignole et al. 2003). Onion, ryegrass, alfalfa, flax, tomato, soybean, and
lettuce seeds were planted in artificial loam soil mixed with different 
concentrations of PFOS. Germination studies were conducted for 21d,
after which emergence, survival, and shoot height and weight were deter-
mined. The EC50 value for survival for all plant species ranged from 57 to
>1,000mg PFOS/kg (Table 9). The 21-d NOAEC based on emergence
ranged from 62.5 to 1,000mg PFOS/kg for all seven species of plants. The
NOAEC based on height measurements and shoot weight ranged from
<3.91 to 62.5mg PFOS/kg among all the tested plant species. In general,
based on EC50 and NOAEC values for survival and emergence, the onion
was the most sensitive plant species tested whereas the soybean was the
least sensitive. Based on survival data, the order of sensitivity, from most
sensitive to least, among these plants was onion > tomato > flax > ryegrass
> lettuce > alfalfa > soybean.

Invertebrates. Acute oral and contact toxicity evaluations of PFOS 
were conducted using the honeybee (Apis mellifera) (Wilkins 2001a,b).
Honeybees are used in toxicity testing because they are important pollina-
tors of various agricultural crops and are a common model species used to
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evaluate the toxicity of pesticides. In an oral toxicity study, worker honey-
bees were administered 0.21, 0.45, 0.99, 2.17, and 4.78mg PFOS/bee in an
aqueous sucrose solution for 4hr. No mortality or sublethal effects were
noted in the 0.21-mg PFOS/bee treatment. A steep dose response was noted
between mean intakes of 0.45 and 2.2mg PFOS/bee. The 72-hr oral LD50

was calculated to be 0.40mg PFOS/bee with a slope of 4.8 (Table 10). If the
LD50 is converted to dose per kilogram of food, the value is 2.0mg PFOS/kg
sugar solution. Based on the 72hr oral LD50, PFOS was classified as “highly
toxic” by the International Commission for Bee Botany (ICBB) (Wilkins
2001a).

In the acute contact study, treatments were administered by applying
1.93, 4.24, 9.3, 20.5, and 45.0mg PFOS/bee to the thorax of bees. Based on
mortality, the NOEL was 1.93mg PFOS/bee while a steep dose response was
observed between the 4.24- and 9.30-mg PFOS/bee doses. The slope of the
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Table 9. Toxicity of PFOS to Terrestrial Plants.a,b

21-d emergence 21-d survival 21-d shoot height

NOAEC EC50 NOAEC EC50 NOAEC EC50

Species (mg/kg) (mg/kg) (mg/kg) (mg/kg) (mg/kg) (mg/kg)

Onion 62.5 210 15.6 57 15.6 47
Ryegrass 62.5 340 62.5 310 3.91 130
Alfalfa 250 745 62.5 450 62.5 250
Flax 250 600 62.5 230 62.5 140
Lettuce 250 560 62.5 390 <3.91 40
Soybean 1,000 >1,000 1,000 >1,000 62.5 460
Tomato 250 470 15.6 105 15.6 94

aAll data taken from Brignole et al. (2003).
bAll soil PFOS concentrations are given as means on a wet weight basis (average soil mois-

ture content was 15%).

Table 10. Acute and Chronic Toxicity of PFOS to Terrestrial Invertebrates.

Species Protocol NOAEC LOAEC LD50
a Reference

Honeybee 72-hr 0.21mg/bee 0.45mg/bee 0.40mg/bee Wilkins 
(Apis mellifera) oral (0.33–0.48) 2001a

Honeybee 96-hr 1.93mg/bee 4.24mg/bee 4.78mg/bee Wilkins 
(Apis mellifera) contact (3.8–5.8) 2001b

Earthwormb 14-d soil 77mg/kg 141mg/kg 373mg/kg Sindermann
(Eisenia fetida) substrate (316–440) et al. 2002

a95% confidence intervals in parentheses.
bSoil PFOS concentrations given on a dry weight basis (average soil moisture content was 32%).



dose–response line was estimated to be 4.0 and the 96-hr LD50 was deter-
mined to be 4.8mg PFOS/bee (see Table 10). No dose-related sublethal
effects were noted at any dose level in the study. Based on the 96-hr contact
LD50, PFOS was classified as moderately toxic by the ICBB (Wilkins
2001b).

Studies of the acute toxicity of PFOS to the earthworm Eisenia fetida
have been conducted (Sindermann et al. 2002). Earthworms are closely
associated with the soil environment and can therefore be good bioindica-
tors of contaminant loads in soils. PFOS was incorporated into an artificial
soil substrate at five different concentrations, and adult earthworms were
exposed to the soil for 14d. On day 14, surviving worms from each treat-
ment group were placed on moistened filter paper and allowed to purge
their gut contents for 24hr. The entire mass of worms from each treatment
group was then prepared for analysis of PFOS concentrations. Throughout
the study, worms were evaluated for mortality, body weight, and burrowing
behavior. The 14-d LC50 was determined to be 373mg PFOS/kg soil (see
Table 10). At the two greatest PFOS concentrations tested, 488 and 
1042mg/kg in soil, the worms exhibited significant mortality, aversion to
burrowing into the soil, and significant losses of body weight. The 14-d
NOAEL, based on survival, was determined to be 77mg PFOS/kg soil.
PFOS was present in the tissues of the earthworm following 14d of expo-
sure. No mortality was observed, and there was no effect on either bur-
rowing behavior or weight at tissue concentrations £195mg PFOS/kg (wet
tissue weight).

C. Terrestrial Vertebrates

Avian Acute Studies. Acute feeding studies have been conducted using 
10-d-old juvenile mallards (Anas platyrhynchos) and northern bobwhite
quail (Colinus virginianus) (Gallagher et al. 2004a,b). The nominal dietary
concentrations of PFOS were 0 (control), 8.8, 17.6, 35.1, 70.3, 141, 281, 562,
and 1,125mg/kg feed. After exposure to contaminated feed for 5d, birds
were offered untreated feed for another 17d and the studies were termi-
nated on day 22. For mallards, exposure to PFOS at dietary concentrations
£141mg PFOS/kg did not result in mortality or overt signs of toxicity. The
dietary 8-d LC50 was determined to be 603mg PFOS/kg (Table 11). Based
on average daily intake of PFOS, the 8-d LD50 for mallards was determined
to be 150mg PFOS/kg bw/d. Based on the reduction of body weight at day
8, the NOAEL was determined to be 35.1mg PFOS/kg feed and the
LOAEL was 70.3mg PFOS/kg feed. PFOS was present in the liver and
serum of mallard ducks after the exposure period. The half-life of PFOS 
in mallard blood serum and liver was estimated to be 6.86 and 17.5d,
respectively.

For juvenile quail, no overt signs of toxicity or mortality were observed
at concentrations £70.3mg PFOS/kg feed. The dietary 8-d LC50 was deter-
mined to be 212mg PFOS/kg, and the 8-d LD50 based on average daily
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intake was 61mg PFOS/kg bw/d. Based on treatment-related mortality,
signs of toxicity, and body weight gain, the NOAEL was determined to be
70mg PFOS/kg feed and the LOAEL to be 141mg PFOS/kg feed (see Table
11). PFOS was present in the liver and serum of bobwhite quail after the
exposure period. The half-life of PFOS in liver was estimated to be 12.8d,
whereas the half-life of PFOS in blood serum could not be estimated.

Avian Chronic Toxicity Studies. Reproduction studies were conducted
with adult mallard ducks and bobwhite quail that were fed at 0, 10, 50, or
150mg PFOS/kg feed for up to 21wk (Gallagher et al. 2003a,b). Adult
health, body and liver weight, feed consumption, gross morphology and his-
tology of body organs, and reproduction were examined. However, several
weeks into the study birds from the 50- and 150-mg PFOS/kg dietary treat-
ments experienced a host of adverse effects, including high rates of mor-
tality, and these treatment groups were euthanized by week 7 of the studies
(Table 12). Exposure of adult mallards or quail to 10mg PFOS/kg in the
diet did not result in overt signs of toxicity or treatment-related effects 
on body weight, body weight gain, and feed consumption. In addition, no
treatment-related effects were noted on liver weight of adult female or 
male mallards from the 10-mg PFOS/kg dietary treatment. Although no
treatment-related effects on liver weight of male quail were noted, there
was a slight but statistically significant PFOS-related effect on liver weight
in females. However, when liver weights were normalized to body weight,
no differences were observed between treated and control female quail. In
mallards, no statistically significant differences were noted on any repro-
ductive parameters in the 10-mg PFOS/kg dietary treatment when com-
pared to controls. For quail, no treatment-related effects were noted on egg
production or embryo viability in the 10-mg PFOS/kg dietary treatment
group whereas there were slight but not statistically significant reductions
in egg fertility and hatchability in the 10-mg PFOS/kg diet group. This
reduction was accompanied by a significant reduction in the number of 
14-d-old survivors as a percentage of the number of eggs set (see Table 12).

Perfluorooctanesulfonate 155

Table 11. Acute Toxicity of PFOS to Avian Species.

NOAEC LOAEC LC50
a

Species Protocol Matrix (mg/kg) (mg/kg) (mg/kg) Reference

Mallard 8-d Diet 35.1 70.3 603 (430–919) Gallagher 
(Anas dietary Serum 30.5 48.1 – et al.
platyrhynchos) Liver 15.0 29.7 – 2004a

Northern 8-d Diet 70.3 141 212 (158–278) Gallagher 
bobwhite quail dietary Serum 41.2 41.5 – et al.
(Colinus Liver 44.0 70.3 – 2004b

virginianus)

a95% confidence intervals in parentheses.



For both female mallards and quail treated with 10mg PFOS/kg feed, no
treatment-related effects were noted on gross pathological or histopatho-
logical endpoints. However, in adult male mallards and quail treated in 
10mg PFOS/kg feed, there was a greater incidence of reduced testis size.
No effects on spermatogenesis were observed in male quail with small
testes, but some morphological alterations were observed in mallards.
Specifically, several of the mallards with small testes also exhibited a reduc-
tion in spermatogenesis that was characterized by fewer maturing/mature
spermatozoa in the tubules. Taken together with the fact that other treated
mallards with small testes did not exhibit any alteration in spermatogene-
sis, PFOS may have accelerated early postreproductive phase regression in
exposed birds, a normal physiological phenomenon. In many seasonal
breeders, males display a cyclic reduction in fertility during nonbreeding
season. This reduction in testis size is accompanied by regression of testic-
ular germinal epithelium, leading to a decline in spermatozoa production
and testicular size (Rosentrauch et al. 1994; Wikelski et al. 2003). Because
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Table 12. Measurement Endpoints and Associated Dietary NOAEL and LOAEL
Values for PFOS in a Chronic Study with Mallards, Northern Bobwhite Quails, and
Their Offspring.a,b

Mallard Northern bobwhite

NOAEL LOAEL NOAEL LOAEL
Endpoint (ppm) (ppm) (ppm) (ppm)

Adult
Mortality 10 50 10 50
Body weight 10 50 10 50
Feed consumption 50 150 10 50
Liver weight

Males 10 – 10 –
Females 10 – 10 –

Gross pathology
Males <10 10 10 –
Females 10 – 10 –

Histopathology 10 – 10
Reproductive 10 – 10

Offspring
14-d survivability 10 – 10c

Hatchling/juvenile body weight 10 – 10 –
Juvenile liver weight 10 – 10 –

aAll concentrations reported on a wet weight basis.
b10ppm group exposed for 21wk; 50ppm group exposed for 7wk. Adult liver weight, gross

pathology, histopathology, and offspring endpoints were evaluated only in the control and 
10-mg PFOS/kg treatments at study termination.

cLOAEL based on increased offspring survival.



no effects were noted on egg production or fertilization, the toxicological
significance of small testes in males did not appear to significantly affect
reproductive performance in the males exposed to PFOS in the diet.

PFOS was accumulated into blood serum and liver in birds exposed to
PFOS in the diet. At study termination, postreproductive liver and serum
samples from adult male birds were greater than those measured in adult
females taken from the same treatment groups. Despite the sex-related dif-
ferences in serum and liver PFOS concentrations, the ratios of PFOS con-
centrations in serum to those in the liver were similar for both sexes, with
an average ratio of 1.7 and 1.5 for quail and mallards, respectively. In a time-
course study, adult male and female quail accumulated PFOS into serum in
a similar manner and magnitude until the onset of egg laying. However,
once egg laying commenced, serum PFOS concentrations in females were
reduced to approximately 85% from the prereproductive levels while male
serum PFOS levels were unaffected. This phenomenon is of particular
importance when evaluating adult female serum PFOS concentrations in
that reproductive condition can have a significant influence on measured
PFOS concentrations and could lead to erroneous conclusions relative to
evaluating the risk posed by PFOS to avian population. In studies to date,
no influence of sex has been noted on liver or serum PFOS concentrations
in juvenile or immature birds.

Based on reproduction studies, the LOAEL for male and female mal-
lards was 50mg PFOS/kg in the diet (6.4mg PFOS/kgbw/d) while the
NOAEL was 10mg PFOS/kg in the diet (1.5mg PFOS/kgbw/d) (Table 13).
For adult female quail, the LOAEL was 10mg PFOS/kgww diet (0.77mg
PFOS/kgbw/d) based on a decreased survivorship of 14-d-old quail off-
spring, although a NOAEL could not be determined. For adult male quail,
the LOAEL based on effects on body weight and mortality was 50mg
PFOS/kg diet (2.64mg PFOS/kgbw/d) whereas the NOAEL was deter-
mined to be 10mg PFOS/kg in the diet (0.77mg PFOS/kgbw/d).

IV. Hazard Assessment
A. Overview

In many assessment programs, ecological risks posed by contaminants are
evaluated in a two-tiered process (USEPA 1997). In the first tier, a screen-
ing-level assessment is performed wherein contaminant concentrations in
the environment are compared to toxicological benchmarks that represent
nonhazardous concentrations to biota. These benchmarks are usually
derived using conservative assumptions and are used to screen for chemi-
cals that will be included in subsequent analyses of risk. The second tier, or
baseline ecological risk assessment, is a more refined assessment that con-
tains additional information including bioavailability data, site- and species-
specific information on exposure, and potential effects for chemicals
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identified in the screening-level assessment. In this type of analysis, toxico-
logical benchmarks are one of several lines of evidence that are used to
support or refute the potential of ecological effects. In this chapter, we
derived benchmark values that can be used in a Tier II screening assess-
ment.That is, these benchmarks represent screening values that can be used
to categorize potential risks to target biota from environmental concentra-
tions of PFOS, but are not intended for use as standards or to quantify these
risks as would occur in a Tier I baseline assessment.
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Table 13. NOAEL and LOAEL Values in Various Matrices in Adult Mallards and
Northern Bobwhite Quails and Their Offspring in a Chronic Dietary Study with
PFOS.

Mallard Quail

Measures of PFOS exposurea NOAEL LOAEL NOAEL LOAEL

Adult males
Dose (ppm) 10 50 10 50
ADI (mg PFOS/kg body 1.49 – 0.77 2.64

weight/d) over 21-wk period
Serum (mg PFOS/mL) at study 87.3 – 141 –

termination (21wk)
Liver (mg PFOS/g) at study 60.9 – 88.5 –

termination (21wk)
Adult females

Dose (ppm) 10 50 – 10b

ADI (mg PFOS/kg body 1.49 6.36 – 0.77
weight/d) over 21-wk period

Serum (mg PFOS/mL), 76.9 – – 84
prereproductive phase (5wk)

Serum (mg PFOS/mL), 16.6 – – 8.7
reproductive phase, at study 
termination (21wk)

Liver (mg PFOS/g) at study 10.8 – – 4.9
termination (21wk)

Offspring
Yolk (mg PFOS/mL) 52.7 – – 62
Liver (mg PFOS/g)c 3.39 – – 5.5
Serum (mg PFOS/mL)c 4.69 – – 12.5

aEffect values for diet and average daily intake (ADI) are reported as dietary concentra-
tions. Serum and liver effect values are reported as measured tissue values. For convenience,
all effect values in the table are reported as measured values (or level). All concentrations
reported on a wet weight basis. Only the control and 10ppm treatments were maintained
through study termination (week 21).

bLOAEL for adult females was based on a decrease in the 14-d-old survivability of 
offspring.

cOffspring liver and serum LOAEL values are averages of female and male concentrations.



The conservative nature of benchmark values is partly because of the
presence of data gaps related to the interpretation and extrapolation of tox-
icity data between species, the use of different laboratory toxicological end-
points, experimental design, and extrapolation of laboratory data to natural
systems (Duke and Taggart 2000). For example, most toxicity data used to
derive benchmarks are from toxicity tests conducted in the laboratory with
a few surrogate species that may not share similar life histories or feeding
strategies with the species of concern. To account for these potential dif-
ferences, uncertainty factors (UF), sometimes referred to as safety factors,
are estimated and applied to the data such that a conservative benchmark
is derived that will be protective of a population which is potentially
exposed to a stressor. As additional data become available, the magnitude
of the uncertainty decreases and a more accurate estimate of the actual
toxic threshold for a species is achieved. As a result, due to the conserva-
tive assumptions used to derive the benchmark values, these values repre-
sent environmental concentrations below which adverse effects to target
populations would not be expected to occur. Furthermore, although
exceedance of the benchmarks does not indicate any particular level or type
of risk posed by the chemical to populations, it can be used to identify those
situations where additional studies are needed to better assess risks.

Benchmark values typically include the effects of both short-term acute
exposures and longer-term chronic exposures for species of concern. Infor-
mation on the accumulation kinetics, disposition, acute lethality, and recov-
ery are useful to assess the potential effects of short-term exposures at
contaminated sites. Information from chronic exposures typically includes
ecologically sensitive and relevant endpoints such as survival, growth, and
reproduction.

The following discussion presents benchmark values for aquatic organ-
isms, including a benchmark for protection of freshwater organisms, a
benchmark for protection of aquatic plants, and a critical body burden for
fish. The discussion then presents benchmarks for terrestrial plants, terres-
trial invertebrates, and avian species.

Multiple approaches have been used to derive benchmark values using
available toxicity test data. There are a number of ways to derive bench-
marks.This simplest approach is to use data from toxicity tests in the species
of concern and use resulting NOEC and LOEC values as benchmarks
(Suter 1996). A similar approach is to use toxicity data from a surrogate
species and apply application factors to account for potential differences.
An alternative method is a combination of multiple tests such as is used in
the derivation of U.S. Ambient Water Quality Criteria for the Protection of
Aquatic Life (NAWQC) (Stephan et al. 1985). Because the quantity, quality,
and type of data available for each taxonomic group evaluated differ,
various approaches were used to establish benchmarks that were based 
on the best available science as well as being protective of targeted 
populations.
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B. Aquatic

Aquatic Organisms Benchmark. Available data are insufficient for calcu-
lating a national water quality criterion pursuant to EPA methodology.
EPA’s Great Lakes Initiative (GLI) guidance provides for calculation of
screening values when sufficient data for a water quality criterion are not
available. Accordingly, the methodology to derive a screening benchmark
for protection of aquatic animals was based on the GLI (USEPA 1995).

The GLI provides specific procedures and methodology for utilizing tox-
icity data to derive water quality values that are protective of aquatic organ-
isms. The GLI presents a two-tiered methodology (Tier I and Tier II). Tier
I procedures are essentially the same as the procedures for deriving
national water quality criteria. The Tier II aquatic life methodology is used
to derive values when fewer toxicity data exist. As there are greater uncer-
tainties associated with limited toxicity data, the Tier II methodology gen-
erally produces more stringent values than the Tier I methodology. EPA has
indicated that Tier II values are not intended to be adopted as state water
quality standards (USEPA 1995).

A Tier I freshwater value requires the availability of acute data from at
least one species in each of eight listed families and chronic data from at
least three. As shown in Table 14, the PFOS dataset includes acute data
from six of the eight required families and chronic data from two. Thus, a
Tier I value cannot be calculated. However, a Tier II value can be derived.
A Tier II screening value protective against chronic effects can be calcu-
lated using the available acute data and an acute-to-chronic ratio.
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Table 14. Data Requirements and Data Available for the Determination of a Tier
I Final Acute Value (FAV).

Acute Chronic
GLI data requirements Species tested result? result?

1. Class Osteichthyes, family Oncorhynchus mykiss ÷
Salmonidae

2. Class Osteichthyes, second family Pimephales promelas ÷ ÷
3. Phylum Chordata, third family Xenopus laevis ÷
4. Planktonic crustacean Daphnia magna ÷ ÷
5. Benthic crustacean
6. Insect
7. A family in a phylum other than Unio complamatus ÷

Arthropoda or Chordata
8. A family in any order of insect Chironomus tentans ÷

or any phylum not already 
represented

GLI, Great Lakes Initiative.



Secondary Chronic Value (SCV). To calculate the Tier II freshwater Sec-
ondary Chronic Value (SCV), the guidance requires use of the least acute
toxicity value. For PFOS, the least value for a freshwater organism was 
an EC50 for growth of 0.087mg PFOS/L from the 10-d definitive study in
Chironomus sp. This value is lower by a factor of approximately 40 than the
next most sensitive aquatic organisms.

This least acute toxicity value is then divided by a Secondary Acute
Factor (SAF) to estimate a Secondary Acute Value (SAV) for PFOS. The
SAF is an adjustment factor specified by the guidance. In this case, where
data are available for six of the eight required families, the prescribed SAF
is 5.2.

Thus, the SAV is calculated as follows (Eq. 1):

(1)

This secondary acute value is then adjusted to a chronic value using an
acute-to-chronic ratio. Acceptable acute and chronic data are available for
Daphnia magna (Daphnia sp.), fathead minnows (P. promelas), and mysid
shrimp (Mysis sp.). Although data from saltwater organisms are not used
to determine the freshwater acute benchmark (SAV), under the GLI guid-
ance, data from saltwater organisms such as mysid shrimp may be used to
estimate an acute-to-chronic ratio (ACR). The Final Acute to Chronic
Ratio (FACR) is calculated as the geometric mean of the three acceptable
ACRs. The FACR for PFOS was determined to be 13.9.

The Secondary Chronic Value (SCV) was calculated dividing the SAV
by the FACR. The SCV for PFOS was calculated as follows (Eq. 2):

(2)

Thus, the Tier II screening benchmark for aquatic organisms was deter-
mined to be 1.2mg PFOS/L. This value is conservative given that the EC50

value for Chironomus is lower by a factor of about 40 than the next most
sensitive species.

Aquatic Plant Benchmark

Screening Plant Value. The Screening Plant Value (SPV) represents the
least concentration from a toxicity test with an important aquatic plant
species where the concentrations of test material have been measured and
the endpoint monitored in the study is biologically important. For PFOS,
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the freshwater SPV was based on the species mean chronic value (SMCV)
for Myriophyllum sp. (Table 15). The selection of this study was based on
the fact that PFOS water concentrations were measured values and that
biological and ecologically important endpoints related to growth were
measured in the studies. Using the SMCV for Myriophyllum sp. is consis-
tent with the several EPA guidelines, including the GLI. As a result, the
screening benchmark for plants was determined to be 2.3mg PFOS/L.

Critical Body Burden: Fish. The critical body residue (CBR) hypothesis
provides a framework for analyzing aquatic toxicity data in terms of its
mode of action and tissue residue concentrations (McCarty and Mackay
1993; Di Toro et al. 2000). The key assumption of the hypothesis is that
adverse effects are elicited when the molar concentration of a chemical in
an organism’s tissues exceeds a critical threshold. Typically, in the absence
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Table 15. Selected Freshwater Acute and Chronic Plant Data for the Derivation of a
Screening Plant Value (SPV).a

Acute Chronic
value SMAVb NOEC-LOEC valued SMCV

Species (EC50) (mg/L) (mg/L) (mg/L) (mg/L)

Green alga, 71 44–86 61.5
Selenastrum capricornutum (4-d growth)
Green alga, 48.2 58.5 5.3c 5.3 18
Selanastrum capricornutum (4-d biomass)
Green alga, 81.6 81.6 8.2c 8.2 8.2
Chlorella vulgaris (4-d biomass)
Blue-green alga, 131 131 93.8–143 115 115
Anabaena flos-aquae (4-d growth)
Diatom 263 263 111–150 129 129
Navicula pelliculosa (4-d growth)
Duckweed, 108 15.1–31.9 21.9
Lemna gibba (7-d frond number)
Duckweed, 31.1 58 6.6c 6.6 12
Lemna gibba (7-d biomass)
Water milfoil, 12.5 2.9–11.4 5.74
Myriophyllum spicatum (42-d biomass)
Water milfoil, 2.4 5.5 0.3–2.9 0.93 2.3
Myriophyllum sibiricum (42-d root length)

aToxicity values selected as the most sensitive endpoint for each plant species.
bSMAV, species mean acute values SMCV, is the species mean chronic value. Both are calculated

as the geometric mean of species specific toxicity values.
cNOEC values were calculated by regression techniques such as the IC10.
dChronic value is the geometric mean for the NOEC and LOEC. If only a NOEC was reported

for a study, then the chronic value was given as the NOEC.



of direct tissue measurements, under steady-state conditions the CBR can
be expressed mathematically as the product of the effect concentration in
water determined in an aquatic test and the bioconcentration factor.

Implicit in this hypothesis is the assumption that a chemical is accumu-
lated in tissues via a partitioning process and it has reached a steady state
within the test period. Thus, the CBR is a time-independent measure of
effect for organisms exposed to the chemical. One problem with this
assumption is that in many cases organisms may not have achieved a steady-
state concentration such that using the BCF would overestimate the actual
whole-body concentration one would expect during a standard aquatic
acute toxicity test. In addition, this model does not take into account accu-
mulation of chemicals into target tissues that may accumulate a chemical
in a manner that differs from that observed on a whole-body basis (Barron
et al. 2002). Thus, these factors may result in an overestimate of the CBR
that would underestimate the risk an aquatic organism would be exposed
to in a natural setting.

For this analysis, the problems inherent in deriving a CBR using BCF
values can be avoided because actual whole-body concentrations of PFOS
in bluegill associated with toxicity are available. To estimate a CBR level
for PFOS in fish, we used data from a bluegill bioconcentration study where
significant mortality occurred at the higher dose (Drottar et al. 2001). In
this study, bluegill sunfish were exposed to 0.086 and 0.87mg PFOS/L for
up to 62d followed by a depuration period. However, at 0.87ppm, mortal-
ity was noted by day 12 with 100% mortality being observed by day 35.
Thus, at this dose, no fish survived to the end of the uptake phase of the
study. Mortality and whole-body PFOS concentrations collected during the
study at the 0.87-ppm exposure are given (Table 16).
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Table 16. Cumulative Mortality and Whole-Body
PFOS Concentrations in Bluegill Exposed to 0.86mg/L
in a Bioconcentration Study.a

Exposure PFOS Number Cumulative
day (mg/kg) exposed mortality

0.2 2,880 55 0
1.0 9,643 55 0
3.0 33,700 55 0
7.0 81,750 55 0

14 159,000 55 16
21 178,250 55 35
28 241,750 55 52

aPFOS concentrations are means for fish sampled on the
indicated dates. Concentrations are expressed on a wet weight
(ww) basis.



Probit analysis was used to estimate a critical body residue using tissue
PFOS concentration as our independent variable and mortality as the
dependent variable. Use of probit analysis allowed the calculation of point
estimates along the dose–response relationship such that a chronic no-
effect threshold based on survival could be estimated from the mortality
data (Mayer et al. 1986; McCarty and MacKay 1993). The 28-d LD50 based
on whole-body concentrations was 172mg PFOS/kgww.The 95% lower and
upper confidence limits for the LD50 were 163 and 179mg PFOS/kg, respec-
tively. As an estimate of a NOAEL for PFOS-induced mortality in bluegill,
we extrapolated down to the LD01, which was 109mg PFOS/kgww.The 95%
lower and upper confidence limits for the LD01 were 87 and 123mg
PFOS/kgww. Based on the foregoing statistical evaluation of the data, the
tissue concentration that would not be expected to cause acute adverse
effects in fish is 109mg PFOS/kg. For reasons of potential differences in
species sensitivity, the lower 95% confidence limit of the LD01 was used as
a conservative estimate of a NOAEL. Based on this analysis, tissue con-
centrations less than 87mg PFOS/kg would not be expected to cause acute
effects in fish.

C. Terrestrial Toxicity Benchmarks

Benchmark values for terrestrial species were estimated by an approxima-
tion method in which the most sensitive species was identified for each 
taxonomic group and applications factors were used to account for 
uncertainties (Giesy et al. 2000). For terrestrial plants and invertebrates,
chronic benchmarks were estimated from the NOEC of the most sensitive
species. If only one species was available to estimate a chronic value, then
an uncertainty factor of 2 was applied to the NOEC. If a chronic NOEC
was not available, then an uncertainty factor of 3 applied to a chronic
LOEC. Finally, when no chronic data were available, a no-mortality level
(NML) was derived by applying a fivefold safety factor to the LC50/EC50 of
the most sensitive species (Urban and Cook 1986).

An approximation method was also used to calculate an avian bench-
mark value, but a more sophisticated protocol was used to estimate an
uncertainty factor that included a weight of evidence approach.

Terrestrial Plants. The plant toxicity study evaluated seven different
species and was considered to be a chronic test that evaluated several bio-
logically important endpoints. Based on endpoints related to survival and
growth, the onion was determined to be the most sensitive species.
However, the effects were observed on the 21-d shoot height of lettuce at
<3.91mg PFOS/kgww, and as a result this value was used to derive a plant
benchmark. Because a chronic NOEC for the most sensitive species and
endpoint was not determined in this study, an uncertainty factor of 3 was
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used to derive a benchmark. Thus, the screening benchmark for terrestrial
plants was 1.3mg PFOS/kg soil ww or 1.5mg PFOS/kg soil dw.

Terrestrial Invertebrates. For soil organisms, one toxicity test with earth-
worms is available to estimate a benchmark value. In this 14-d study, no
effects were observed on worms exposed to 77mg PFOS/kg soil dw or less
nor were there any effects noted on worms with tissue PFOS concentra-
tions of 195mg PFOS/kgww or less. Because a NOEC was available for
only one species, an additional uncertainty factor of 2 was used in the 
analysis. The result is a chronic benchmark of 39mg PFOS/kgdw soil 
(or 33mg PFOS/kgww soil) and a worm tissue-based benchmark of 98mg
PFOS/kgww.

Avian Species. Benchmarks for avian species were determined by an
approximation approach where the most ecologically important endpoint
from the relevant toxicity study is adjusted by an uncertainty factor that
takes into account data gaps and extrapolations. Uncertainty factor assign-
ment was conducted using the USEPA Great Lakes Initiative methodology
(USEPA 1995). Calculations using European Commission OECD guidance
are presented elsewhere (Newsted et al. 2005c) but produce similar results.

In this approach using GLI methodology, three categorical uncertainties
are evaluated, including (1) uncertainty with LOAEL to NOAEL extra-
polation (UFL), (2) uncertainty related to duration of exposure (UFS), and
(3) uncertainty related to intertaxon extrapolations (UFA). Uncertainty
factors for each category are then assigned values between 1 and 10 that
are based on available scientific findings and best professional judgment
(Abt Associates 1995; Chapman et al. 1998).

For the species of interest, the characteristics of a top avian predator such
as eagles or cormorants were used in the analysis. These species have been
shown to accumulate PFOS to a greater degree than lower trophic level
bird species and will integrate potential contributions of PFOS from both
aquatic and terrestrial exposure pathways (Ankley et al. 1993; Bowerman
et al. 1998; Drouillard et al. 2001). In addition, many of these bird species
have been shown to be sensitive to other classes of organic compounds and
thus provide an early warning system for the presence and effects of con-
taminants within aquatic ecosystems (Giesy et al. 1994; Giesy and Kannan
1998).

Based on the data from the quail reproduction study and the character-
istics of a level IV avian predator, uncertainty factors (UFs) were assigned
to account for data gaps and extrapolations in the analysis (Table 17).TRVs
were calculated based on dietary, average daily intake (ADI), egg yolk, and
serum and liver PFOS concentrations (Table 18). Dietary, ADI, and egg
yolk-based TRVs for the level IV avian predator were 0.28mg PFOS/kg
diet, 0.021mg PFOS/kgbw/d, and 1.7mg PFOS/mL yolk, respectively (see
Table 18).
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Development of TRVs based on liver and serum concentration required
consideration of gender differences. Because of sex-specific differences in
serum and liver PFOS concentrations at study termination, tissue-based
TRVs in males were approximately 17 fold greater than values reported for
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Table 18. PFOS Toxicity Reference Value (TRV) Values for a Generic 
Avian Trophic Level IV Predator Based on Dietary, Liver, Serum, and Egg Yolk
Concentrations.a

Male Female

Factor LOAEL TRVb PNECc LOAEL TRVb PNECc

ADI (mg PFOS/kg/d)d 0.77 0.022 0.026 0.77 0.022 0.026
Liver (mg PFOS/g, ww) 88 2.5 2.9 4.9 0.14 0.16
Serum (mg PFOS/ml) 141 4.0 4.7 8.7 0.25 0.29
Egg yolk (mg PFOS/ml) 62 1.8 2.1

aLOAEL values based on bobwhite quail definitive study.
bTRV estimated with total uncertainty factor derived for a generic level 4 predator by the

GLI protocol.
cPredicted No Effect Concentration (NEC) estimated with total assessment factor of 30.
dADI, average daily intake (mg PFOS/kg, bw/d); estimates were based on pen averages.

Table 17. Assignment of Uncertainty Factors for the Calculation of a Generic
Trophic Level IV Avian Predator Toxicity Reference Value (TRV) for PFOS.a

Uncertainty factors Notes

Intertaxon extrapolation (UFA) The laboratory study used to determine a 
threshold dose was from northern bobwhite 
quail. Because this species belongs to the 
same taxonomic class but different order,
UFA = 6.

Toxicological endpoint (UFL) The quail study determined a LOAEL but not 
a NOAEL based on multiple endpoints that 
included reproduction. Furthermore, the 
difference between the LOAEL and control 
was less than 20% for the effected 
reproductive endpoints. Taken together with 
other study data, the UFL = 2.

Exposure duration (UFS) The quail reproductive study was conducted 
for 20wk and evaluated several important 
life stages including embryonic development 
and offspring growth and survival, so 
UFs = 3.

* Overall UF for TRV UF = 6*2*3* = 36

aSelection of uncertainty factors based on the Great Lake Initiative (USEPA 1995).



females. These differences were most likely a result of PFOS being trans-
ferred to egg from adult females during egg laying. This conclusion is sub-
stantiated by the fact that during the prereproductive phase of the study
serum concentrations in females were similar to that observed in males
(Newsted et al. 2005b). To derive TRVs that integrate the differences
between sexes and reproductive condition, geometric means of male and
female serum and liver PFOS concentrations were calculated. Based on
geometric means, the TRVs for serum and liver were 1.0mg PFOS/ml and
0.6mg PFOS/gww, respectively. These TRVs thus are protective of all adult
birds regardless of their reproductive phase.

Because of the conservative assumptions used the analyses, dietary or
tissue concentrations at or less than these TRV values would not be
expected to pose significant risks to avian populations. In light of observed
no-effect levels in the studies, however, population-level effects would not
be expected to occur until a concentration of 6.0mg PFOS/kg in the 
diet, 5.0mg PFOS/gww in the liver, or 9.0mg PFOS/ml in the serum was
exceeded.

Summary

Based on available toxicity data, protective screening-level concentrations
of PFOS were calculated for aquatic and terrestrial organisms. Using the
Great Lakes Initiative, water concentrations of PFOS were calculated to
protect aquatic plants and animals. The screening plant value (SPV) pro-
tective of aquatic algae and macrophytes was calculated as 2.3mg PFOS/L.
The secondary chronic value protective of aquatic organisms was 1.2mg
PFOS/L. The screening-value water concentrations less than or equal to 
1.2mg PFOS/L would not pose a potential risk to aquatic organisms.
Because the aquatic benchmark is based on the most sensitive species, this
benchmark should also be protective of other aquatic organisms, including
amphibians. The tissue-based TRV for fish was determined to be 87mg
PFOS/kgww.

For terrestrial plants, a screening benchmark was determined to be 
1.3mg PFOS/kg soil ww or 1.5mg PFOS/kg soil dw, whereas for soil inver-
tebrates such as earthworms the benchmark value was 39mg PFOS/kgdw
soil or 33mg PFOS/kgww soil.

For avian species, dietary, ADI, and egg yolk-based benchmarks were
determined as 0.28mg PFOS/kg diet, 0.021mg PFOS/kg bw/d, and 1.7mg
PFOS/mL yolk, respectively. Benchmarks for serum and liver for the pro-
tection of avian species were 1.0mg PFOS/mL and 0.6mg PFOS/gww,
respectively. However, no-effect levels in laboratory studies suggest actual
population-level effects would not be expected to occur until a concentra-
tion of 6.0mg PFOS/kg in the diet, 5.0mg PFOS/gww in the liver, or 9.0mg
PFOS/mL in the serum was exceeded, thus indicating the conservative
nature of the benchmarks.
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Group B rotavirus, adult diarrhea

source, 6

Hazard, assessment, PFOS, 157
Health risks in children, enteric viral

infections, 1 ff.
Hepatitis A incidence, by age, table, 13
Hepatitis A, incubation period, 13
Hepatitis A sources, table, 13
Hepatitis A virus, described, 12
Hepatitis A virus, incidence by age, 26
Hepatitis A virus, waterborne enteric

disease, children, 37
Hepatitis A, water-transmitted, 14
Hepatitis E virus, described, 15
Hepatitis E, incubation period, 15
Hepatitis E, leading illness agent,

developing countries, 15
Hepatitis E virus, incidence by age, 27
Hepatitis E virus, waterborne enteric

disease, children, 37
Hepatitis E, young & middle-aged

adults, 15
Hepatitis viruses, 12 ff.
Herpangina, enterovirus related, 20
Hospital admissions, children enteric

viruses, 7
Human enteroviruses, serotypes, table,

17
Human exposure databases (pesticide),

risk analysis, 107 ff.
Human pesticide exposure risk

analysis, 107 ff.
Hydrolysis, PFOS, 136

Immunocompromised children
diseases, enterovirus related, 24

Immunoglobulin A, combating viral
enteric infection, 2

Infants, dehydration risk, 3
Inhalation exposure, pesticides, 113
Insecticide illnesses (pyrethroid),

California, 57 ff.
Interferon-alpha, deficient in infant

lungs, 2
Intussusception, adenovirus associated,

9
Invertebrates, PFOS effects, 146

Jazzercise study, children’s pesticide
exposure, 117

Low birth weight, risk factor infant
gastroenteritis, 6
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Lumbricus spp. (earthworms), heavy
metal bioassays, 82

Lux bacteria-based bioassay, described,
76

Maximally exposed individual,
pesticide exposure, 120

Maximum rate/maximum number,
pesticide applications, 123

Microbes, zinc bioassays, 81
Microtox bioassay, described, 76
Mite (predatory) bioassays, DDT-

contaminated soils, 89
Mode of action, pyrethroids, 58
Modified California Roller, pesticide

applicator, 118
Myocarditis, enterovirus related, 23

NACA (National Agricultural
Chemical Association, 113

National Agricultural Chemical
Association (NACA), 113

Nematodes, zinc bioassays for soil, 81
Nonspecific febrile illness, enterovirus

related, 21
Norwalk virus, diarrhea cause, 4

Octanol/water partitioning, PFOS, 137
ORETF task force, 110
Outdoor Residential Exposure Task

Force (pesticide), 118

Paralysis, enterovirus related, 18
Perflluorinated alkyl acids (PFAAs),

133
Perfluorooctanesulfonate (PFOS),

ecotoxicological evaluation, 133 ff.
Perfluorooctanesulfonate, see PFOS,

133 ff.
Personal protective equipment (PPE),

pesticide workers, 110
Pesticide dermal dosimetry, 113
Pesticide exposure, body surface area,

121
Pesticide exposure, body weight, 121
Pesticide exposure databases, applied

risk analysis, 107 ff.
Pesticide exposure, dermal absorption,

122

Pesticide exposure estimates from
generic data, 119

Pesticide exposure, respiration rate,
122

Pesticide exposure risk analysis, 107 ff.
Pesticide exposure, transferable

residue, 122
Pesticide exposures derived from

generic databases (table), 124
Pesticide generic exposure databases,

development, 113
Pesticide Handlers Exposure Database

(PHED), 110
Pesticide inhalation exposure, 113
PFAAs, see Perfluorinated alkyl acids,

133
PFOS, aquatic hazard assessment, 160
PFOS, aquatic plant benchmark, 161
PFOS, aquatic toxicity benchmarks,

160
PFOS, bioaccumulation factors for

plants, 143
PFOS, bioconcentration factors, 138,

140
PFOS, biodegradation, 136
PFOS, bird tissue residues, 166
PFOS, bird toxicity benchmarks, 165
PFOS, chemical structure, 134
PFOS, critical body burden, fish, 162
PFOS, ecotoxicology, 143 ff.
PFOS, effects activated sludge, 143
PFOS, effects aquatic macrophytes,

145
PFOS, effects invertebrates, 146
PFOS, effects phytoplankton, 143
PFOS, environmental fate, 135
PFOS, environmental persistence,

133
PFOS, fish bioconcentration factors,

140
PFOS, hazard assessment, 157
PFOS, hydrolysis, 136
PFOS, octanol/water partitioning, 137
PFOS, photolysis, 136
PFOS, physico/chemical properties,

135, 136
PFOS salts, 135
PFOS, see Perfluorooctanesulfonate,

133 ff.
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PFOS, soil adsorption/desorption, 138
PFOS, terrestrial invertebrates

benchmark, 165
PFOS, terrestrial plants benchmark,

164
PFOS, terrestrial toxicity benchmarks,

164
PFOS, thermal stability, 137
PFOS toxicity, amphibians, 151
PFOS toxicity, aquatic invertebrates

(table), 147
PFOS toxicity, birds, 154, 158, 166
PFOS toxicity, fish (table), 150, 163
PFOS toxicity, terrestrial invertebrates,

152
PFOS toxicity, terrestrial plants, 152
PFOS toxicity, terrestrial vertebrates,

154
PFOS, uptake terrestrial plants, 142
PFOS, uses, 134
PHED (Pesticide Handlers Exposure

Database), 110, 112
PHED task force, 110, 112
Photolysis, PFOS, 136
Phytoplankton, PFOS effects, 143
Pleurodynia, enterovirus related, 23
Poliovirus, probability of infection,

different routes, 39
Poliovirus, tapwater exposure, children,

39
Pot worm (Enchytraeus crypticus), zinc

bioassays, 80
PPE (Personal protective equipment),

21
Predatory mite bioassays, DDT-

contaminated soils, 89
Probability of infection, poliovirus

different routes, 39
Prostigmate bioassays, DDT-

contaminated soils, 89
Pyrethroid illnesses, California, 57 ff.
Pyrethroid illnesses, group vs

individual, California, 60
Pyrethroid-related illnesses, California,

table, 60
Pyrethroids, exposure symptoms

(human), table, 61
Pyrethroids, illness & use report data,

California, 59

Pyrethroids, illness episodes, California,
62

Pyrethroids, mode of action, 58
Pyrethroids, symptom array &

exposure route, 61
Pyrethroids, Types I & II, described,

57
Pyrethroids, use violations, 62

Realistic upper bound, pesticide
exposure, 120

Red Book (National Academy of
Science), 108

Redtop grass (Agrostis stolonifera),
copper-tolerant, 87

Reentry Worker Exposure, 114
REI (Restricted entry intervals), 114
Residential pesticide exposure

duration, 123
Residue transferability (pesticide), to

field workers, 114
Respiration rate, pesticide exposure,

122
Respiratory illness, enterovirus related,

21
Restricted entry intervals (REI), 114
Rheumatoid arthritis, enterovirus-

related, 25
Risk assessment, contaminated soil,

73 ff.
Risk assessment endpoints, enteric

viral diseases, children, 38
Risk assessment, enteric viral infection,

children, 33
Risk characterization, enteric viruses

water/children, 38
Rotavirus, diarrhea cause, 4
Rotavirus gastroenteritis, incidence vs

children age, 6
Rotavirus, greatest agents of infant

gastroenteritis, 6
Rotavirus Group A, endemic

worldwide, 6
Rotavirus Group B, adult diarrhea

source, 6
Rotavirus, incidence by age, 25
Rotavirus, most common viral diarrhea

pathogen, 4
Rotavirus prevalence, by country, 8
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Rotavirus, waterborne enteric disease,
children, 36

Safe level, pesticide foliar residue, 115
Spleen, children, immature marginal

zone compartment, 2
Springtail bioassays, DDT-

contaminated soils, 89
Springtails (Folsomia candida), zinc

bioassay, 79
Springtails, copper bioassays, 86
Springtails, heavy metal bioassays, 83
Standardized test procedures,

contaminated soils, 75
Subdivision U (EPA), pesticide

exposure monitoring history, 112
Symptoms, pyrethroid-related illnesses,

table 61
Synthetic pyrethroid illnesses,

California, 57 ff.

T-cell helper function, children
deficient, 2

Tapwater intake by age, 32
Theoretical upper-bound estimate

(TUBE), pesticide exposure, 119
Toxicity, PFOS, animals & plants, 143 ff.
Transfer coefficient (pesticides), to field

workers, 114

Transferable turf residue, pesticide, 118
TRIAD system, sediment quality,

described, 96
TUBE (theoretical upper-bound

estimate), pesticide exposure, 119
Turf, transferable pesticide residue, 118
Type I pyrethroids, described, 57
Type II pyrethroids, described, 57

Viral diarrhea, causal organisms, 4
Viral protein 4, children’s inability to

cleave virulent strain, 5

Water intake by age, 32
Waterborne enteric viral diseases,

children, 35
Whole-body dosimetry, pesticides, 113
Worker reentry exposure database,

116
Worst case, pesticide exposure, 120

Zinc-contaminated soils, risk
assessment, 77

Zinc-contaminated soils, screening
levels, 78

Zinc-contaminated soils, The
Netherlands, 78

Zinc-contaminated soils, United
Kingdom, 81
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