THE FRONTIERS COLLECTION

HoW CHH PHYSICS UMDERLIE THE MIMDBY HOUW
CHH PHYSICS UHNDERLIE THE MIMD? HOW CAH a
FHYSIOS UHNDERLIE THE MIMD? HOW AN PHY - -
SICES UMDERLIE THE MIMDY HOM CAH PHYSICES - N\
UHDERLIE THE MIMD? HOW CHM PHYSIOS UN DE .
ELIE THE HMIHD? HOW CHH PHYSICS UNDER @ _ a o ~
LIE THE MIHD? HOW CAH PHYSICS UHDERLIE THE S —

MIMD? HOW CAH PHYSIOES UHNDERLIE THE MIMD?]
HOoW CAM PHYSICES UMDERLIE THE MIMD? HOWE
CHH PHYSICS UNDERLIE THE MIMD? HOW CHM)
FHYSICS UHDERLIE THE MIMD? HOW CAMN PHY)H
SICE UMDERLIE THE MIHDY HOW CaH PHYSIOS!
UHDERLIE THE MIMBY HOMW CAH PHYSIOE UM DE
ELIE THE HMIMD? HOW CAH PHYWSIOES UHDER
LIE THE MIMDY HOMW CRM PHYSICS UNDERLIE THE
FMIMD?Y HOW CHAM PHYSICS UHNDERLIE THE MIMDS
HoW CHM FPHYSICS UNDRBERLIE THE MIMDP? HOU
CHH FPHYSICES UHDBERLIE THE MIMD? HOW CAHHNS

George Ellis

HOW CAN
PHYSICS
UNDERLIE
THE MIND?

Top-Down Causation
in the Human Context

@ Springer



THE FRONTIERS COLLECTION

Series editors

Avshalom C. Elitzur
Iyar The Israel Institute for Advanced Research, Rehovot, Israel
e-mail: avshalom.elitzur @weizmann.ac.il

Laura Mersini-Houghton

Department of Physics, University of North Carolina, Chapel Hill,
NC 27599-3255, USA

e-mail: mersini@physics.unc.edu

T. Padmanabhan
Inter University Centre for Astronomy and Astrophysics IUCAA), Pune, India
e-mail: paddy @iucaa.in

Maximilian Schlosshauer
Department of Physics, University of Portland, Portland, OR 97203, USA
e-mail: schlossh@up.edu

Mark P. Silverman
Department of Physics, Trinity College, Hartford, CT 06106, USA
e-mail: mark.silverman @trincoll.edu

Jack A. Tuszynski
Department of Physics, University of Alberta, Edmonton, AB T6G 172, Canada
e-mail: jtus@phys.ualberta.ca

Riidiger Vaas

Center for Philosophy and Foundations of Science, University of Giessen,
35394 Giessen, Germany

e-mail: ruediger.vaas @t-online.de



THE FRONTIERS COLLECTION

Series Editors
A.C. Elitzur L. Mersini-Houghton T. Padmanabhan M. Schlosshauer
M.P. Silverman J.A. Tuszynski R. Vaas

The books in this collection are devoted to challenging and open problems at the
forefront of modern science, including related philosophical debates. In contrast to
typical research monographs, however, they strive to present their topics in a
manner accessible also to scientifically literate non-specialists wishing to gain
insight into the deeper implications and fascinating questions involved. Taken as a
whole, the series reflects the need for a fundamental and interdisciplinary approach
to modern science. Furthermore, it is intended to encourage active scientists in all
areas to ponder over important and perhaps controversial issues beyond their own
speciality. Extending from quantum physics and relativity to entropy, conscious-
ness and complex systems—the Frontiers Collection will inspire readers to push
back the frontiers of their own knowledge.

More information about this series at http://www.springer.com/series/5342

For a full list of published titles, please see back of book or springer.com/series/5342


http://www.springer.com/series/5342
http://www.springer.com/series/5342

George Ellis

HOW CAN PHYSICS
UNDERLIE THE MIND?

Top-Down Causation in the Human
Context

@ Springer



George Ellis

Department of Mathematics and Applied
Mathematics

University of Cape Town

Rondebosch

South Africa

ISSN 1612-3018 ISSN 2197-6619 (electronic)
THE FRONTIERS COLLECTION
ISBN 978-3-662-49807-1 ISBN 978-3-662-49809-5 (eBook)

DOI 10.1007/978-3-662-49809-5
Library of Congress Control Number: 2016936652

© Springer-Verlag Berlin Heidelberg 2016

This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.

The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.

The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer-Verlag GmbH Berlin Heidelberg



Advance Praise for This Book

A stark lacuna lies at the heart of science: half the causal narrative has been omitted!
Ellis makes a cogent and compelling case that the causal architecture of the universe
is subtler and richer than the austere reductionist picture dictates. In this impres-
sively scholarly volume, the author assembles evidence and argument from across
the great sweep of intellectual inquiry, from pure mathematics and computation to
neuroscience and engineering, and weaves them into a formal, systematic frame-
work for understanding physical reality as we observe it, and for taking seriously
human agency and moral choice. This book will set the agenda for the next leap
forward in humanity’s attempt to make sense of how the world actually works.

Paul Davies, Beyond Center, Arizona State University

Physics went through a major revolution in its conceptual foundations a century ago
with the arrival of quantum mechanics and the theories of relativity. All this passed
by biology with virtually no impact. Ellis’s book makes it very clear why a major
conceptual change is required also in biology, through the incorporation of
top-down causation. The sweep of the book is enormous as it details the evidence
and the impact in each area of science. It forms a major landmark, and it does so at
an exciting time, when the purely gene-centric views of biology are being seriously
challenged.

Denis Noble, CBE FRS, University of Oxford

The culmination of three decades of work, Ellis’s magnum opus makes the most
comprehensive case yet for top-down causation in the natural world. Encyclopedic
in scope, yet guided by a single sustained argument, this defense of “strong
emergence” sets a high, perhaps unreachable bar for scientific reductionists.
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world.
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governed not by the blind dance of atoms, but by high-level causes and purposes.

Giulio Tononi, University of Wisconsin-Madison
An essential antidote to the shallow forms of reductionism that dominate both

popular and academic thinking about our world. A carefully crafted argument,
steeped in the scholarly literature, yet accessible to the ordinary reader.

Alister E. McGrath, University of Oxford



Preface

As the title suggests, the subject of this book is the emergence of complexity and
the mind, focusing on the role of top-down causation. The aim is to engage with the
complexity of the emergence of life and the mind out of the underlying physics.
What makes this possible?

The world of biology, where purpose and adaptation abound, is quite different
from the natural world of rocks, oceans, atmospheres, planets, stars, and galaxies,
where impersonal forces hold sway. Yet both are based on the same underlying
physics. How can such different outcomes emerge from the same underlying par-
ticles and forces? Can we identify the key enabling principles?

Top-Down Causation

I will make a case that, in addition to bottom-up causation, top-down causation is a
key element in what is going on, enabling genuine emergence to take place, with
higher levels of structure having genuine causal powers in their own right. As well
as in bottom-up causation, which is crucial, emergent entities exert downward
influences on their components, and this is the basis for true complexity (Chap. 3).
In some cases the less contentious phrase ‘contextual effect’ might be preferred, and
that certainly often takes place. However, I will make a stronger claim that
‘top-down causation’ is appropriate in some cases, and specifically when the mind
is involved.

Brain and Mind. The ultimate focus is the brain and the mind (Chap. 7).
However, most of the book discusses a much wider range of issues, setting the
scene for the discussion of the brain and the emergence of the mind. This broader
context is crucial in order to look at the brain properly: the foundation stones for
that study will have been properly laid by the time we get there.
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Across all the Sciences. The aim is therefore an integrative view to show how
this holds in all sciences including chemistry and physics, and is of particular
significance in understanding digital computers, life and brain. Thus this book
engages with sciences across the board.

Please note that I am not an expert in all the areas discussed here. However, what
I am able to do is to comment on the larger patterns of causation that occurs in these
various contexts, and how they relate to the theme of this book. This builds up to an
integrative view of the whole.

Key Issues

Four key issues emerge:

e Key question: Who does the work, who decides what will be done? These
are different kinds of causal effects; both occur in any complex system. The
lower levels do the physical work, but the higher levels decide what work
should be done. This theme will recur throughout the text, with Sect. 2.7 dis-
cussing the key example of digital computers.

o Key issue: How is there a causal room at the bottom? This will be dealt in
depth in Chap. 4, exploiting the fact that top-down effects can change the nature
of lower level elements, or even determine whether they exist or not.

e Key concept: Multiple realisability. A key concept in the whole schema is the
multiple realisability of higher level structures and functions in terms of lower
level components fulfilling higher level functions, leading to the real effective
causal entities being equivalence classes of lower level entities. This is discussed
in Sect. 3.5.

e Key concept: Supervenience Exactly identical lower level structures and
excited states may lead to identical higher level effects in a bottom-up way, as is
captured by the idea of supervenience. However, the relevant complex lower
level states and excitations in the case of living systems can only come into
being if top-down processes, and in particular adaptive effects, shape them
according to their context. They cannot come into existence purely by
bottom-up processes. This is discussed in Sect. 3.5.3.

Applicability. I strongly believe that science should be able to relate to the com-
plexities of what happens in the everyday world, as well as in the laboratory; and
propose that this is only possible if one takes into account the top-down strands of
causation as well as the bottom-up ones. I will give many examples. Laboratory
experiments seem to shield the system from top-down effects—until one realizes
that the occurrence of the experiment is only possible because of the top-down
effect of the human mind on the physical world, i.e., the human mind that created
the laboratory and the experimental apparatus in the first place.
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Effects. This is not just an academic topic. Views on how causation work affects
our mental models of how things work and how we should interact with them, and
in particular how the brain works and how to deal with its complexities.
Consequently, there are implications in particular in health care, mental welfare,
and education. These are complex topics. I will briefly consider the case of edu-
cation and literacy in Sect. 8.6.

Mathematical Models. Mathematical models are needed to give depth and cred-
ibility to the discussion. They are commented on, but are largely segregated from
the main text, so they can be skipped if one just wants to follow the main line of
argument. There is a great deal of evidence for what is proposed here that is a valid
support for the present proposal, independent of any mathematical models.

Respecting the Physics. My argument will not in any way deny the nature of the
science that enables and underlies our existence: nothing I propose in any way
suggests that science is overridden by the processes I describe. Rather what I put
forward is a broadening of our understanding of how causal effects work in
accordance with the underlying scientific laws, when higher levels of causation are
taken into account as well as the level of particles and forces that is the focus of
fundamental physics. Physiology is a science just as much as physics is: it is
compatible with physics and operates within the constraints imposed by the
underlying physics, but it is not determined by physics. It is shaped by the logic of
physiological needs, which determine physiological structures and function.

Novelty. A great deal of the book is a survey of well-established results presented
from a particular perspective involving the interaction of bottom-up and top-down
effects. For example, I give a discussion of digital computing from this viewpoint in
Chap. 2. However, the discussion also has various new aspects. What is novel is
noted in Sect. 1.6.2.

Controversial Aspects. Some people, such as those working on integrative aspects
of the brain or physiology, will take what I say as quite uncontroversial. Others,
primarily working in physics or molecular biology, may find it either trivial or
simply wrong. I believe the latter viewpoints are answered adequately in the main
text. A brief note on which items in my discussion are controversial is given in
Sect. 1.6.1.

Chapters and References

The chapters of this book have, at the request of the publisher, been written so that
they can to a large degree be read independently. Therefore some important topics
are covered several times, and references for each chapter have been given sepa-
rately at the end of the chapter. This results in some duplication of references. The
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payoff is that you can refer to them easily by turning to the end of the chapter, if that
is all you have downloaded.

Origins

The origin of this book was a series of Vatican Observatory—CTNS discussions
organized by George Coyne, Bob Russell, Nancey Murphy, and Bill Stoeger. My
interest in top-down causation arose through discussions there with Arthur
Peacocke, Phil Clayton, and Nancey Murphy, and led to a number of papers on the
topic referred to in the text, as well as a book with Nancey Murphy.' This interest
developed further through a Wawona meeting convened by Mary Ann Meyers,
leading to a book jointly edited with Nancey Murphy and Tim O’Connor,” a
meeting with Gennaro Auletta and Luc Jaeger in Rome and Cape Town, and a
London meeting also convened by Mary Ann Meyers, leading to proceedings
jointly edited with Denis Noble and Tim O’Connor.” Interactions with Paul Davies
and Sarah Walker at the Beyond Centre, Arizona State University, have taken it
further, as has a Manchester Godel Centenary meeting (which I attended thanks to
Hyung-Choi) in the case of digital computers, and an FQXI essay competition in
case of physics.

One should note that, although these are the origins of what is written here, it
then developed its own logic over a period of some decades, a logic which is
presented here. Of course, the arguments given must stand or fall on their own
merits, irrespective of how they arose.

Thanks

I thank all the colleagues mentioned above for valuable discussions and insights.
I particularly thank the Vatican Observatory—CTNS collaboration (George Coyne,
Bill Stoeger, Bob Russell, Nancey Murphy) for their very enlightening conferences
which were crucial in my thinking, Phil Clayton for important discussions on causal
closure, Gennaro Auletta, and Luc Jaeger for key discussions on multiple realiz-
ability, Tim Maudlin for helpful comments, Hyung Choi and Mary-Ann Meyers for
support of various of these events via the Templeton Foundation, Paul Davies and
Sara Walker for their ASU meetings, and Angela Lahee for the suggestion to

'N Murphy and G F R Ellis (1996) On the Moral Nature of the Universe: Cosmology, Theology,
and Ethics (Fortress Press, Minneapolis).

N Murphy, G F R Ellis, and T O’Connor (Eds) (2009) Downward Causation and the
Neurobiology of Free Will (New York: Springer).

3G F R Ellis, D Noble, and T O’Connor (Eds) (2012) “Top-down causation: An integrating theme
within and across the sciences?” Royal Society Interface Focus Special issue 2:1-140.
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publish this as a Springer book. I thank Mark Solms for very helpful discussions as
regards Chap. 7, and two referees who made comments that led me to improve the
text.

And above all, I thank my wife Carole for her loving support. Discussions with
her on the case of learning to read have been invaluable, and she co-authored
Sect. 8.6 on this topic with me.

Cape Town George Ellis
April 2016
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Chapter 1
Complexity and Emergence

One of the most astonishing things in the physical world is the way that mind emerges
from matter. Atoms obeying fundamental impersonal physical laws form stars, rocks,
oceans, planets, amoeba, mice, whales, the human brain. Somehow the brain enables
creation of Bach concertos, supercomputers, Jumbo jet aircraft, roast lamb, the Mona
Lisa, the rules of chess, global warfare, Einstein’s theories of relativity, the Eiffel
Tower, and Shakespeare’s sonnets. How on earth can this be possible?

From a physics viewpoint, physics underlies all [75]. The law-like behaviour of
matter investigated by Galileo, Newton, and Laplace suggests the world is determi-
nate and describable by mathematical equations. Newton’s second law:

2
Xm‘
F,‘ =m;a; =miﬁ s

(1.1)
which says that the force on a particle i equals its mass times its acceleration, implies
that given the forces F; on each particle i and full initial data, i.e., the initial posi-
tions X;(f) and velocities dx; /d¢|,, of all relevant particles, you can calculate the
acceleration of every particle and hence determine the outcome. All is determinate!’
The body is made of particles and so falls under this rubric. The brain is part of the
body and if the mind is an outcome of the workings of the brain, as assumed by
present day neuroscience, its operations are determined simply by physics (which
determines the flow of electrons in neural dendrites and axons [53]). Free will is
an illusion, consciousness is an epiphenomenon [82]. In the end, production by the
brain of both a Bach concerto and a theory such as the standard model of particle
physics is nothing but the outcome of complex interactions of electrons and protons.
Physics reigns supreme [77].

This book will present arguments that counter that understanding. It certainly does
not claim to solve the hard problem of consciousness: indeed at present science has
no idea how to tackle that issue (despite some claims [26] that it has been solved).

IPoincare and others discovered that, if the equations are chaotic, the outcome is unpredictable in
practice, but that is not important for what follows. It does not relate to the emergence of complexity.

© Springer-Verlag Berlin Heidelberg 2016 1
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2 1 Complexity and Emergence

What I aim to do is support the view that, even though physical laws underlie all
material entities, there exist higher level causal relations that allow the brain to act as a
means of creating theories, searching for meaning, expressing tenderness, and doing
all the other myriad things that make us human, without contradicting or overwriting
those lower level physical laws. Consequently, physics does not control the mind,
it enables the mind. The same is true for genetics and neurobiology: they both to
some degree shape what the mind does, but neither by itself determines the outcome,
because the mind has a logic of its own (for example, the understandings contained in
‘folk psychology’?). We are genuinely fully human, even though we emerge through
the interactions of fundamental particles.

The lower level physical interactions enable the propagation of signals encoded
in action potentials in neurons in our brains, these signals being part of the causal
nexus enabled by the myriad connections between neurons, which in turn enables
consciousness, feelings, and thoughts to emerge from matter. That is the extraordinary
outcome that needs explanation [46]. I will will give grounds to show that it is not
impossible that these higher level factors do indeed shape what happens in our brains
and hence our bodies, even though they arise through the agency of lower level
interactions. Thus my view agrees with that of Fordor [7, pp.395-409].

Francis Crick famously said [21]:

You, your joys and your sorrows, your memories and your ambitions, your sense of personal
identity and free will, are in fact no more than the behavior of a vast assembly of nerve cells
and their associated molecules.

This is the classic reductionist view. I will revisit this quotation in Sect.7.7.3 in the
light of the discussion in the rest of this book, showing how this is an inadequate posi-
tion because it represents an arbitrary partial reductionism. I will further argue that
the reductionist claims of ‘nothing but’ are fallacious because they ignore important
aspects of causation. In fact, we are much more than the sum of our parts.

In this introductory chapter, I deal briefly in turn with:

Section 1.1. The issue considered.

Section 1.2. A basic viewpoint.

Section 1.3. Key points of the argument.
Section 1.4. Is it real? Testing the proposal.
Section 1.5. Significant implications.
Section 1.6. An outline of the book.

Section 1.7. The necessity of the conclusion.

2See the entry Folk Psychology as a Theory, Stanford Encyclopedia of Philosophy,
Plato.stanford.edu.
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1.1 The Issue Considered

There are at least two kinds of causation at work in the world: blind physical forces
doing their thing in an algorithmic and meaningless way, as explored by physics and
physical chemistry, and living beings doing their thing in a purposeful and meaningful
way, as explored by biology, the humanities, psychology, and sociology. Both kinds
of causation are clearly active and causally effective in the real world.

So how do they fit together? Does one kind in fact supplant the other when we
examine it closely, making the other an illusion? Then there is really only one kind
of causation at work (as the diehard reductionists claim), inter alia implying that we
have no free will: we are just automata, mindlessly obeying underlying algorithms
and deceiving ourselves that we have meaningful control over our lives [82]. Or do
both kinds of causation co-exist somehow? Can the brain truly function as the engine
of meaningful aspects of life [28], functioning according to the psychology of social
interactions and allowing the logic of scientific investigation, while it also obeys the
strict laws of physics and neurobiology? If so, how can this happen? How is there
space for both?

The digital computers that dominate in the world around us are based, at the
bottom level, on a binary coding system: that is, every programme, and all the
data it uses, are nothing but a sequence of zeros and ones. A Bach sonata played
on your digital system by Yo-Yo Ma will ultimately be just a sequence of digits:
0011010100011100010101000010111.... A Rembrandt self-portrait displayed on
your screen, or your holiday photos stored on your computer, will be other such
sequences, and so will the data used in a company accounting system, the signals in
the computer controlling the flight of an airliner, all the emails you get, as well as
the digital TV programmes and films you watch.

And here we already see the problem with the reductionist stance as regards the
nature of the world around us. In the end, they are all ‘nothing but’ a sequence of
zeros and ones. But these sequences store in their precise details the most astonishing
variety of things: images, books, films, economic data, signals used in automated
factories, and so on. The components are the same, working strictly according to the
laws of physics, but radically different outcomes emerge depending on context. And
that is a model of how complexity works.

The ‘nothing but’ story is true in a certain way—at the bottom, all digital data
are just comprised of zeros and ones—but misses the essential core of what is going
on. It is the specific organisation of the zeros and ones that crucially matters: they
encode the meaning of the signal stored in the computer, and this meaning depends
on the context. The correct context in each case (an appropriate high level programme
running as required) interrogates the data and produces its intended meaning. If you
run the wrong programme with the data (read the Yo-Yo Ma music with Photoshop,
for example) you will get nonsense. Context is everything, turning the details into
higher level meaningful entities.

In the influential book What Is Life, written in 1945, Erwin Schrédinger wrote
[80, p.81]:
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From all we have learnt about the structure of living matter, we must be prepared to find it
working in a manner that cannot be reduced to the ordinary laws of physics. And that not
on the ground that there is any ‘new force’ or what not, directing the behaviour of the single
atoms within a living organism, but because the construction is different from anything we
have yet tested in a laboratory.

Paradoxically, while the higher-level properties emerge from the lower-level
processes, they have a degree of causal independence from them: they operate accord-
ing to their own higher-level logic. According to Philip Anderson in his famous paper
More Is Different [4]:

Large objects such as ourselves are the product of principles of organisation and of collective
behaviour that cannot in any meaningful sense be reduced to the behaviour of our elementary
constituents. Large objects are often more constrained by those principles than by what the
principles act upon.

The view put here will be that in accordance with this quote, physics makes possible,
but does not causally determine, the higher-order layers of structure and meaning.
It cannot replace psychology, sociology, politics, and economics as autonomous
subjects of study. Physics underlies emergent biological complexity, including the
physicist’s mind, but does not comprehend it, because it has its own organisational
principles [47].

The key point is that the emergent higher levels of causation are indeed causally
effective and underlie genuinely complex existence and action, even though these
kinds of causation are not included within the usual physics picture of the world [31].
The essential proof that this is so is the fact that coherent, experimentally supported
scientific theories, such as present-day theoretical physics, molecular biology, and
neuroscience, exist. They have emerged from a primordial state of the universe char-
acterized by random perturbations that cannot in themselves have embodied such
higher-level meanings (Sect.8.1). What enables this to occur is emergence of true
complexity, with autonomous higher level laws of behaviour, such as rational argu-
mentation, determining the outcomes. These laws are enabled by the combination
of bottom-up and top-down causation in the hierarchy of complexity [33, 35]. How
this takes place is the focus of this book.

1.2 A Basic Viewpoint

Modular hierarchical structures are the basis of true complexity [8, 13, 40, 84]:
for example, the human brain is comprised of various cortical and other areas that
contain networks of neurons, each of which is made of components such as axons
and dendrites that in turn are made of biomolecules, made up of atoms, made up of
protons and electrons, and so on. Here I shall deal in turn with:

e The main claim (Sect. 1.2.1).
e Hierarchies (Sect.1.2.2).
e Emergence (Sect. 1.2.3).
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1.2.1 The Main Claim

Complex structures, with their own intrinsic higher level laws of behaviour, emerge
out of combinations of simple components with simpler behaviour [19]; living beings
are a particular case [16, 69, 79]. The basic thesis of this book is as follows:

Thesis. It is the combination of bottom-up and top-down causation that allows genuinely
complex behaviour to emerge out of simple components combined together to form modular
hierarchical structures. As well as bottom-up causation, top-down causation takes place in
these structures [15, 36, 89] through the crucial role of context in determining the outcomes
of lower level causation [12]. This occurs in the natural world of inanimate objects; in the
biological world of plants, animals, and intelligent beings, and in the manufactured world
of artefacts. It takes place in evolutionary, developmental, and functional contexts.

Itis in this way that high level intentions and understandings have arisen in the cosmic
context, and can be causally effective, given the underlying physics. This does not
contradict the underlying physical causation:
Explication. Top-down causation in the hierarchy of causation works by breaking symme-
tries and so setting constraints for lower level causation, thus channeling lower level inter-

actions. This paradoxically creates new possibilities of complex behaviour, while respecting
the lower level physics.

The claim will be that emergence based on bottom-up action by itself, while it can pro-
duce impressive outcomes such as flocks of birds and abstract patterns such as those
that occur in Conway’s game of Life, and even the results of interactions between
swarms of intelligent agents, can only go so far: it cannot produce complexity such
as that embodied in living cells or digital computers. That requires top-down coor-
dination of the activity of the parts. The argument that this must at least sometimes
be the case is given by three clear examples:

e Complex goal-oriented social organisation, such as is required to construct a Jumbo
jetairliner. The actions of thousands of workers must be very carefully coordinated
to produce the outcome. A swarm of interacting intelligent agents cannot possibly
create such a complex object without such central planning and coordination (a
beehive or ant’s nest is not of comparable complexity).

e The functioning of the human body [8]. If the actions of the arms and legs were
not centrally coordinated by the brain, in turn coordinating flows of electrons in
muscular tissue, we could not walk or act.

e The functioning of a digital computer. The actions of the gates and memory regis-
ters is coordinated by the CPU in accordance with the applications program loaded
[87]; top-down coordination enables it to play music or display a picture or process
numbers or edit text, according to the logic of the program loaded.

The thesis of this book will be that top-down causation—contextual effects, if you
prefer—is very widespread not only in those cases, but also throughout biology (e.g.,
in Darwinian evolution, epigenetics, the physiology of the heart, the functioning of
the brain), in chemistry (e.g., in reagent purification), and even in physics (e.g., in
state vector preparation and in the determination of the arrow of time). It is all around
us when you look for it.
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1.2.2 Hierarchies

The basis of complexity is modular hierarchical structures (see Chap.3) [40, 84],
leading to emergent higher levels of structure and function based on lower level net-
works. Each of these aspects (modularity, hierarchy, and structure) is crucial for the
emergence of complexity out of interactions between simpler units [13, 33]. Hierar-
chies occur within complex networks of interactions, and modules may themselves
contain sub-hierarchies: so extraordinarily complex networks of causation occur in
social systems, microbiology, physiology, and the brain.

The hierarchy of structure and causation for both the natural sciences and the
life sciences is shown in Table 1.1. This table gives a simplified representation of
this hierarchy of levels of reality (as characterised by the corresponding academic
subjects) in natural systems (left) and living beings (right); see [16, 32, 69] for a
more detailed description of this hierarchical structure. There is a corresponding
hierarchy for complex artificial systems [84], e.g., language [88] and hence writing,
for computer systems [13, 87], and for large organizations [8]. The case of digital
computers is considered in the next chapter. We should make three comments here.

Interlocking Hierarchies. First, there are in fact interlocking hierarchies of struc-
ture and causation. Many examples will be given below. In the many complex webs
of interactions and interacting systems in the real world, such as gene interaction
networks, computer systems, ecologies, and the human brain, one can find various
different hierarchies that interact with each other. The comments that follow will
be applicable to any of them. So there is not one linear hierarchy: there are many
interlocking hierarchies when one looks at detailed structure and interactions. Nev-
ertheless the broad overall hierarchy as indicated in Table 1.1 is fundamental, and
essential for understanding natural systems [32] (left) and the origin and functioning
of life [16, 24] and the mind [81] (right).

Table 1.1 The basic hierarchy of structure and causation for inanimate matter (left) and for life
(right) as characterized by academic disciplines

Inanimate matter Living matter
Level 10 Cosmology Sociology/Economics/Politics
Level 9 Astronomy Psychology
Level 8 Space science Physiology
Level 7 Geology, Earth science Cell biology
Level 6 Materials science Biochemistry
Level 5 Physical chemistry Chemistry
Level 4 Atomic physics Atomic physics
Level 3 Nuclear physics Nuclear physics
Level 2 Particle physics Particle physics
Level 1 Fundamental theory Fundamental theory
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Structure and Causation. Second, in order to encompass all that will be considered
in this book, one must understand that the more fundamental of these interlocking
hierarchies of structure and function is the hierarchy of causation, as will be illustrated
in many examples that follow. The higher levels of causation need not be physical,
indeed it is a major theme of this book that in many cases they will not be so
(Sect. 1.3.5). This hierarchy is characterised by the way the higher levels determine
what happens in the lower levels by setting the context for their operation. This is
what determines which should be regarded as higher and which lower levels in any
specific hierarchy. It is not essential to this understanding that one use the metaphor
of higher and lower in discussing these interactions; some prefer to talk of whole—
part constraints. But in practice it is helpful at least to set out the relations in terms
of ordered levels as in the table above.

Top and Bottom. Third, there need not be any known topmost or bottommost level
in a hierarchy. The relations discussed here hold between any neighbouring levels
in a hierarchy, and hence imply causal relations between any two connected levels.
They do not imply we have to know either the top or bottom levels, which may or
may not exist (the brain is a case in point). If they do exist, we may not know what
they are (fundamental physics refers here). Indeed the whole point of the argument
is that, because intermediate levels have genuine existence in their own right, it is
fallacious to think that we have to know the topmost or bottommost levels in order to
understand the relations between intermediate levels. We have to investigate ultimate
levels if we are interested in ultimate causation. That is an entirely different affair to
the one we discuss here, raising deep philosophical issues which are not the topic of
this book.

1.2.3 Emergence

Emergence occurs when phenomena arise from and depend on some more basic phe-
nomena and yet are simultaneously autonomous from that base [7]. A phenomenon
is emergent if it cannot be reduced to, explained, or predicted from its constituent
parts [38]. The ultimate interest of this project is the emergence of mind, as the end
result of Darwinian evolutionary processes on Earth, leading to initial life, and then
plants, animals, and ultimately humans. One should note here the different contexts
and timescales of emergence occurring through three different kinds of processes:

1. Evolutionary processes in the universe and on Earth (long timescale diachronic
emergence). There was no life 13 billion years ago. Indeed, even the elements
out of which living beings emerge did not exist then. Order has emerged from
primordial chaos. The timescale is billions of years (preparing the context and
starting life) to millions of years (emergence of intelligence).

2. Developmental processes for each class of living beings, including humans (short
timescale diachronic emergence). Each of us started as a single cell which then
divided many times to create the organized set of 10'* cells that constitutes a
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human being. Huge alterations in body structure took place during this process,
and this had to happen in such a way that biological functioning could be con-
tinuously maintained as development took place and systems transformed. The
timescale involved is decades.

3. Functional processes keep us alive on a minute by minute basis. Here elec-
trons, protons, and neutrons (that by themselves contain no trace of life) work
together to form biomolecules, tissues, brains, and organisms, where the whole
is more than the sum of its parts (synchronic emergence). The timescale involved
is microseconds to hours.

These processes are interdependent: none could happen without the other. The issue
of emergence arises in each case:

e High level functions do not exist initially in the first two cases, but they do in the
end.

e In the third case, the component parts do not display high level functions, but their
combination in the system does.

The viewpoint suggested here is that, taking bottom-up causation for granted,
processes of top-down causation are crucial to the emergence of genuine complexity
in each of these cases. In particular, a key aspect of biological emergence is that
entities that initially are able to survive on their own become embodied or enmeshed
in higher level organisational entities in such a way that they are no longer able to
function on their own: they can only survive in the higher level context. Cells can
only survive as part of the body that they comprise, and animals can only survive in
the ecosystem of which they are a part. Thus contextual effects are not an optional
add-on to individual functioning. They are essential to the existence of the lower
level entities, which are adapted to their role in the overall system (Sect. 5.4).

1.3 Key Points of the Argument

The nature of causation is a core issue for science, which can be regarded as the
move from a demon-centered world to a world based on reliable cause and effect,
tested by experimental verification [44, 78]. Causes are separated from effects by
searching for correlations between phenomena such that manipulation of one (the
cause) can be shown, in a specific context, to reliably result in specific changes in
the other (the effect) at a later time. One has to search for this correlation in the
midst of internal and environmental noise [70]. Laboratory tests of isolated systems
allow an understanding of the elements of causation, which are interactions between
the particles that underlie all physical existence. In multiple combinations, these
interactions underlie the emergence of complex phenomena such as life.

Thus physics is the basic science, characterized by mathematical descriptions
[72] that allow predictions of physical behavior to astonishing accuracy. Moreover,
it underpins the other sciences (see [39, Chap.4] and [48]). The key question is
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whether other forms of causation such as those investigated in biology, psychology,
and the social sciences are genuinely effective, or whether they are rather epiphe-
nomena grounded in purely physical causation. The latter view is suggested by strong
reductionist views drawing on the fact that all the physical entities we see around
us, including ourselves, are based on the same chemical elements [37], composed
of the same kinds of elementary particles, interacting with each other only through
the four fundamental physical forces [67, 72]. How can there then be room for any
other type of causation?
I deal in turn with:

Multiple types of causation (Sect. 1.3.1).

Hierarchy and causation (Sect. 1.3.2).

Types of top-down causation (Sect. 1.3.3).

The nature of variables (Sect. 1.3.4).

The causal efficacy of non-physical entities (Sect. 1.3.5).
Room at the bottom (Sect. 1.3.6).

Supervenience (Sect. 1.3.7).

1.3.1 Multiple Types of Causation

I will claim here that there are indeed other types of causation at work in the real
world, described quite well by Aristotle’s four types of causes (discussed in Sect. 8.3.1
below). There are many contexts in which different kinds of causality are experienced:
in physics and chemistry, where particles and forces interact in a way described
by variational principles and symmetries; in biochemistry and cell biology, where
information is important and adaptation takes place; in zoology, where purpose,
planning, and anticipation are important; and in psychology and sociology, where
analytic reflection, symbolic understanding, values and, meaning all are causally
effective. These undeniably all occur in the real world, and must be recognized as
such if we want a complete account of causation.

All the Factors. Thus an important part of the argument is that we must recognize
and acknowledge all these forms of causation, rather than denying that they exist as
effective causes. Not only do chance and necessity exist as causal factors, but so also
does purpose.

The Cause. Perhaps it is useful here to realize that, in trying to understand systems
of great complexity (or even simple ones), we take for granted a great many things
that are also part of the causal web. In effect, we just assume that they are there
without further comment. The reader understands this standpoint from the context:
we are investigating neural effects in the brain, so right now we won’t discuss how
chemistry emerges from physics, how quantum theory leads to classical behaviour,
how evolutionary processes led to the genetic code, how the Earth came into existence
as a habitat for life, and so on. We focus on the item we want to understand and label
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it ‘the cause’. And this is fine as long as we do not in fact regard it as the only causal
influence at work. It is indeed ‘the cause’ as long as we accept and take for granted
all the other causal influences at play, without which it would not have happened as
it did. But in relating to broader issues, we need to remain aware that they are in fact
only part of the causal nexus that led to a specific outcome.

1.3.2 Hierarchy and Causation

A simplified version of the hierarchies of complexity and causality for inanimate
matter and animate matter is given in Table 1.1. Each of the different levels of the
hierarchy function according to laws of behaviour appropriate to that level, and are
describable only in terms of language suited to that level (the concepts that are basic
to molecular biology, such as genes and proteins, cannot be described in the language
of a particle physicist, such as quarks and gluons). Ideas applicable to lower level
causation do not by themselves succeed in explaining the higher level behaviours,
for the concepts employed are simply not appropriate to the higher level kinds of
causation. Higher level entities, such as plans and intentions, have causal power
in their own right, which determine what happens at lower levels in the hierarchy
(billions of atoms move in accord with our intentions when we raise our arm).

Effective Levels. How does it all fit together? Coarse-graining and consequent loss
of detailed information relates lower levels to next higher levels. This structuring
leads to the emergence of effective (phenomenological) laws at each of the higher
levels, with apparent autonomy from the lower levels [4]. It is this independence from
the details of lower level causation that allows phenomenological laws to be good
effective theories of higher level interactions. Thus for example motor mechanics
and neurosurgeons do not have to understand particle physics or nuclear physics in
order to ply their trade.

We do not need to know the details of the bottom level to investigate and understand
the effective higher level emergent laws of behaviour. This is just as well, because no
one knows what the bottom level is. If we were truly reductionist we would not be
able to say anything about what is ‘really’ happening until the current debate about
the nature of quantum gravity is concluded—which may take centuries. Happily the
causal effectiveness of higher levels saves us from this depressing predicament.

Interlevel Causation. In terms of the usual bottom-up understanding of causation,
each lower level underlies what happens at each higher level. Thus the atomic struc-
ture of matter leads to the behaviour of gases and solids; the bonding between atoms
creates molecules and so underlies chemistry; the reading of the molecular informa-
tion in genes underlies the existence of animals; it is the flow of action potentials
in axons connecting neurons that leads to the functioning of the brain; the behav-
iour of individuals is what creates societies. Overall, each lower level underlies what
happens at the next higher level.
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Top-down causation, however, also takes place [36]. The emergent higher levels
act down on the lower level to direct what happens at those levels, by setting the
context for their action. The actual physical work is done at the lower levels. But
what work is done is determined by the higher levels, which determine relations
between lower level configurations and set crucial variables selecting what happens
at lower levels. This intermingling of top-down causation and bottom-up causation
allows interlevel feedback loops that characterize genuine complexity. It is taken for
granted in physiology [65] and in studies of the mind [4 1], where social neuroscience
shows how the social setting shapes synaptic connections [3, 14] and so enables
culture to shape minds [11], and top-down influences play a key role in perception
[54] and the planning of speech behavior [86]. However, it is far more widespread
than that: it occurs, for example, also in microbiology [51], as is clear from epigenetic
studies [43], and even in physics [34].

That is what I will discuss here. Top-down causation can be shown to be causally
effective in the physical world in all these domains, inter alia allowing effective
causation by non-physical entities such as the value of money, social conventions,
and ethical standpoints, such as attitudes toward nuclear war and environmental
issues.

1.3.3 Types of Top-Down Causation

Is there only one type of top-down causation, or does it have various manifestations?
I suggest that there are five different types of top-down causation that can take place,
depending on the context:

TD1 Deterministic top-down causation.
TD2 Non-adaptive information control.
TD3 Adaptive selection.

TD4 Adaptive information control.

TDS Adaptive selection of selection criteria.

Each differs from the others in significant ways. They will all be discussed in detail
in Chap.4. There could possibly be others, but I claim that at least these can all
be regarded as well-established and essentially different from each other. Intelligent
top-down causation, namely top-down processes facilitated by symbolic reasoning,
is crucial for TDS.

A specific point to note here is that dynamical systems with attractors (TD1) can
appear to be similar to goal-driven feedback control systems (TD2), but they are
essentially different from each other in terms of the mechanisms in operation: TD2
involves the causal efficacy of information, whereas TD1 does not. Cases TD3-TD5
are cases of adaptive selection [42, 49], with the key property that they allow new
information to be gathered and brought into play as dynamic variables; this does not
happen in TD1 and TD2, which proceed on the basis of pre-existing variables only.
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1.3.4 The Nature of Variables

A key element in the analysis is to consider the relation between variables at different
levels.

Coarse-Graining. The simplest relation is coarse-graining, whereby higher level
variables are derived by some form of averaging over lower level variables. The mass
of a body is the sum of the masses of its constituent particles, and its momentum
and angular momentum are similarly derived. The electric current flowing in a wire
is the sum of the currents carried by the electrons flowing in the wire. In the kinetic
theory of gases, density, pressure, and temperature are derived by suitable integrals
over the masses and velocities of the molecules comprising the gas. Naming the
coarse-grained variable (density, pressure, temperature) identifies it as a dynamically
significant higher level variable.

Specific higher level variables characterize the macroscopic state of the system
at a specific level, and occur in effective laws of behaviour at that level. These are
the handles by which we can influence the system. Varying them changes the state
of myriad lower level variables in a coordinated way. An important part of physics
is identifying what these higher level variables are and how they are related to lower
level variables, e.g., identifying the forms of energy applicable at different levels.

Equivalence Classes. Information hiding plays a crucial role in hierarchical complex
systems [13]. Coarse-graining loses a great deal of information about the lower level
states. Indeed, higher level variables necessarily represent only very broad aspects
of the lower level situation. A key point then is that many lower level states will
correspond to the same higher level state. For example, billions of different lower
level molecular states correspond to the same combination of pressure, density, and
temperature of a gas. The number of lower level states that correspond to a specific
higher level state characterizes the entropy of that state [71, 72]. We identify all the
lower level states that correspond to a particular higher level state (as characterized by
a specific set of meaningful variables) as an equivalence class of lower level states
instantiating that higher level state. In a context where top-down causation takes
place, they are the real dynamical variables at lower levels. The multiple realizability
of higher level states characterized by the existence of these functional equivalence
classes is a core conceptual aspect of top-down action [6] (see Sect. 3.5).

Filtering, Statistics, and Pattern Recognition. Higher level variables can be
obtained in many more sophisticated ways from lower level variables than by simple
coarse-graining. These include:

e Filtering. For example, selecting energy densities in specific frequency ranges in
the incoming variables and neglecting the rest (any real sensing system does this).

e Statistical Analysis. Data is analyzed to find statistical patterns, e.g., using
Bayesian analysis of incoming data (the human mind is adept at this).

e Pattern Recognition. For example, recognizing faces and attaching a name to
them. The name is a higher level variable.
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Each of these identifies significant higher level variables arising in some way out of
lower level variables. They are emergent variables in the specific context considered.

Not Emergent. However there are also some effective higher level variables that
are not coarse-grained or otherwise emergent from lower level variables: they rep-
resent irreducible high level properties and relations. The top-down influence of
such variables is a key aspect of the argument of this book. Those variables include
mental features like emotions and feelings, abstract entities like theories and plans,
and socially determined effects like the value of money (Sect. 1.3.5). Those higher
level features are demonstrably causally efficacious, but cannot be regarded either
as coarse-grainings of lower level variables, or as inevitable outcomes of blindly
working lower level forces. They are essentially higher level variables.

The inevitable conclusion from the existence of such variables is that there are
other forms of causation than those encompassed by physics and physical chemistry.
A full scientific view of the world must recognise this fact, or else it will ignore
important aspects of causation in the real world, and so will give a causally incomplete
view of things [31].

1.3.5 The Causal Efficacy of Non-physical Entities

Non-Physical Entities. The following kinds of non-physical entities can be demon-
strated to exist and have real causal powers in the sense that they change the physical
outcomes of networks of interactions:

e Mathematical entities such as the number 7, trigonometric functions, and Pythago-
ras’ theorem, which underlie aspects of engineering practice.

e Our mental understandings of the laws of physics underlying the behaviour of
matter, as for instance expressed in Maxwell’s equations for electromagnetism.
These underlie the existence of radio, radar, TV, cellphones, and so on.

e Computer programs and data, underlying for example ATMs, internet banking,
aircraft control systems, automated factories, and myriad other applications.

e Human plans and intentions for everyday objects such as the plans for a computer,
aJumbo Jet airliner, an airport, a teapot, or a pair of spectacles, which consequently
result in manipulation of huge numbers of constituent particles.

e Human plans for experimental manipulation of microentities, such as molecular
synthesis, nanotechnology, state vector preparation in quantum mechanics, and
particle pair creation in colliders such as the LHC. All of these planned microevents
are the result of human intentions.

e Expectations and predictions, or what we think is likely to happen, e.g., expecta-
tions about price changes on the stock market, which result in money being made
or lost.

e Social constructions, such as the rules of chess, the value of money, and a legal
system, without which society could not function.
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e Roles in society, such as being a teacher, a judge, a student, or a policeman, which
shape our expectations and actions, and role models, who guide us as to how to
behave in those roles.

e Information, as evidenced by the existence of an IT industry.

e Beauty, as evidenced by estate agent brochures charging a great deal more for
houses that have beautiful views than for those without.

e Language, without which we could not think and be intelligent beings.

What Exists. The claim that all these entities exist—that they are ontologically
real—rests on a philosophical analysis of what kinds of things must be recognised
as existing. The view taken here is as follows [30]:

Existence. We must recognise the existence of any kind of entity that demonstrably has a
causal influence on physical systems.

The reason is that if we do not include such entities as being real, we will have a
causally incomplete view of the universe: some events or entities that actually occur
will then be uncaused. We will have to believe in magic in order to explain some
things that exist (such as a digital computer) or events that demonstrably happen (such
as an aircraft flying past). They are both the result of intelligent top-down causation
TD5 from abstract conceptions (the idea of an aircraft, developed into a detailed
construction plan) to physical entities: without such abstract effective variables, they
could not exist (Sect.7.5).

1.3.6 Room at the Bottom

How can there be room at the bottom for top-down causation to take place? Isn’t there
over-determination because the lower level physics interactions already determine
what will happen from the initial conditions?

There are various ways that top-down causation can be effective without violating
lower level physical operations: the lower levels do the work, and the higher levels
choose what work will be done by shaping not only lower level conditions, but also
the entities that interact. This happens in the following ways:

e By setting constraints on lower level interactions. These constraints break sym-
metries and so create the possibility of channeled and structured interactions.

e By changing the nature of the constituent entities. The higher level context
often changes the nature of the underlying entities, shaping them to fit higher level
purposes.

e By creating constituent entities. In many cases the lower level entities would
not exist without the higher level structure. Emergence of higher level entities has
clearly occurred when lower level entities cannot exist outside their higher level
context (again, a common effect in biology, where symbiosis is rife).
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e By deleting lower level entities. There is no fixed, unchanging set of lower level
entities when selection creates order out of disorder by deleting unwanted lower
level entities or states: top-down action selects what the lower elements will be.

¢ By statistical fluctuations and quantum uncertainty. Lower level physics is not
determinate: random fluctuations and quantum indeterminism result in an ensem-
ble of lower level states from which a preferred outcome is selected according
to higher level selection criteria. Thus top-down selection leading to increased
complexity is enabled by the randomness of lower level processes.

Together these effects allow top-down causation to take place in a way that guides
the underlying physical processes without in any way violating their nature. This
will all be discussed in Chap. 5.

1.3.7 Supervenience

An argument against genuine emergence is based on the idea of supervenience [76]:
the claim that the higher level states emerge uniquely from the lower level states,
so all we need to do is set the lower level states appropriately and emergence will
occur [75]. If both structure and excitations of two systems S, S’ at a lower level L,
L are identical in every detail, then at a higher level H, the two system states must
necessarily also be identical in every detail: the lower level states imply the higher
level states without remainder. Thus if we prepare L;, L) to be identical we can
derive H; and H| in a bottom-up way to be identical. Hence bottom-up emergence
is all we need to generate any higher level state at all.

However this is based on synchronic emergence, that is, the instant by instant
emergence of the higher level from the lower. If the system is complex, for example
H, is an entire living being or a functioning digital computer, it is not possible
to prepare the state L; by self-assembly or by pure chance (as characterized by
statistical physics). In order for the required state L; to occur, you require top-down
mechanisms (either natural selection, as in the case of animals, or design, as in the
case of digital computers). That is, diachronic emergence based on preparation of the
required bottom level state cannot occur spontaneously: it is not possible to assemble
L in the way needed to lead to H; by any random or statistical process for a single
living entity such as a cell (think of the difficulties facing origin of life theories),
much less for billions of living beings that thrive on a day to day basis. A top-down
process (either adaptive selection or design) must have led to the initial conditions
that enable supervenience of L, to take place. This is discussed in Sect.3.5.3.

Indeed, while snowflakes or sandpiles can form in a purely bottom-up way, dis-
cussing them does not encompass how life works. Biomolecules such as DNA [16]
or proteins such as enzymes, hemoglobin, or kinesin [74], cannot form in a purely
bottom-up way—for they have evolved to perform particular biological functions [47,
50, 74] and have been selected for this purpose [91]. Physics per se cannot predict
their existence or function (although it can predict that their existence is allowed [91]).
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Related to this is the exclusion principle [7], stating that if a higher-level property
F supervenes on a physical property F* that is causally sufficient for a property G,
then F cannot cause G. List and Menzies give a full counter to that claim in [59].

1.4 Is It Real? Testing the Proposal

The idea of top-down causation is intimately related to concepts of emergence.
Indeed, it is a key factor in strong theories of emergence [7]. But some physicists
believe strongly that everything is determined bottom-up: if we had full data of things
at an early stage in the universe and if we just had sufficient computing power, we
could predict everything that is happening today. In that case, ‘top-down causation’
is just an unnecessarily complex way of referring to bottom-up causation. Some
philosophers have put essentially similar views: the higher levels dance to the tune
of the lower levels, and the impression of high level causal powers is just an illusion.
The fundamental issue that arises is as follows:

Fundamental issue. Does top-down causation actually occur? Is it real, or is it just an
epiphenomenon?

There are differing views, both in science and in philosophy. The argument of this
book is that top-down causation is indeed real. Evidence is of various kinds. I deal
in turn with:

o Causal effects (Sect. 1.4.1).

e Experimental tests (Sect. 1.4.2).

e Kinds of data (Sect. 1.4.3).

e There is no other option (Sect. 1.4.4).

1.4.1 Causal Effects

The view here is based on an interaction picture:

Interaction picture. The basic point is that one demonstrates existence of top-down causa-
tion whenever manipulating a higher level variable can be shown to reliably alter lower level
variables.

Manipulation of higher level variables generally alters lower level variables. How-
ever, it cannot generically determine which specific microstate will result as a conse-
quence of manipulation of some macro variable. By such manipulation we can only
access the underlying equivalence class. For example if we change the temperature
of a system, this will change the microstate to any one of the huge class of microstates
that correspond to the new temperature.
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Such deterministic top-down causation (TD1) is commonplace in physics, chem-
istry, biology, and engineering, and its existence is for example supported by all the
evidence that statistical physics and physical chemistry are correct. However, this
only leads to interesting dynamics when lower level causation is channeled by care-
fully fashioned complex structures, as in computers and the brain. Then, for example,
altering the program loaded in a computer alters the flow of electrons in gates at the
microlevel.

What about the other types of top-down causation discussed in Chap.4? Various
lines of argumentation provide evidence they too involve real top-down dynamics:

e Homeostasis or Feedback Control. Whenever what happens is determined by
preset goals rather than by initial data, the final state is dynamically determined
in a top-down way by these goals. This is the case TD2. Altering the goal (say the
temperature in a thermostat) alters the microstates of the systems (the motion of
molecules in hot water).

e Adaptive Selection. It occurs whenever adaptive selection takes place [42, 49],
because adaptive criteria are higher level features of the system guiding preferred
outcomes. This includes cases TD3-TDS5. Altering either the selection criteria or
the context in which they operate alters the lower level outcomes. For example,
altering the temperature on Earth by filling the atmosphere with carbon dioxide
alters genes in animals as they adapt to this change.

e Induced Entities and Symbiosis. Top-down influences must have occurred when
the very occurrence of lower entities is induced by higher level structures. They
would not occur without that context. This is the case in particular when symbiosis
occurs, where the individual components of a symbiotic relationship cannot exist
without the others. This occurs throughout biology. For example, the cells in a
human body live only if the body supplies them with oxygen and sugars.

Top-down effects are taken for granted in holistic sciences based on complex inter-
actions. One cannot understand the brain or physiology or ecology or evolution
or epigenetics without assuming top-down causation to be real [3, 14, 15, 41, 65].
Bottom-up explanation by itself cannot do the job. The very existence of these effects
and outcomes is evidence for top-down causation.

1.4.2 Experimental Tests

These considerations are in my opinion conclusive, but are based on understanding
and explaining what one already knows. What one likes in an experimental science is
a prediction of something new that can then be verified by experiment or observation.
So an important further question is this:

‘What new experiments or observations can we propose that will substantiate or disprove the
causal efficacy of higher level variables?
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There seem to be four main streams of possibility here:

Convergent Evolution. When top-down causes drive what happens in evolution-
ary contexts, one often gets convergent evolution: different evolutionary pathways
devise similar means of meeting the same higher level need [20, 63]. A famous
case is the development of eyes by various evolutionary paths, driven by the need of
animals to see, which clearly improves their survival capacity. One cannot explain
such convergent evolution by bottom-up causation alone: it is driven by a combina-
tion of specific higher level needs in conjunction with restrictions on how they can
be achieved physiologically [90]. Hence new evidence of convergent evolution is
evidence for top-down causation.

Computer Simulations. Top-down causation can be demonstrated by computer sim-
ulations of complex systems where higher level variables are shown to determine the
outcome, for example the simulations of heart physiology by Noble [66]. Changing
the higher level variables demonstrably changes the lower level dynamics and hence
the outcome.

Equivalence Classes. As has been emphasized above (Sect. 1.3.4), the concept of
equivalence classes of lower level variables is crucial to the nature of and physical
implementation of top-down causation [6]; and indeed their existence can be taken
as convincing evidence that top-down causation is at work.

Now one might claim that this was already very well established in some cases,
for example in statistical mechanics [2], where entropy is a measure of how many
equivalence classes exist for a given macro state [73]. Nevertheless, it is better to
have a new prediction of as yet undiscovered equivalence classes, that can then be
verified by experiment. This is at least in principle possible in microbiology, where
the existence of very interesting cases of equivalence is already established (see
Jaeger and Calkins [51]), and one can hope to plan experiments that create new
kinds of lower level members of an equivalence class satisfying some specific higher
level need in cellular biology. This is a very promising area for future work. It is also
possible in physics, in cases where the existence of equivalence classes is shown to
be the key to a full understanding of dynamics, such as in Crutchfield’s proposal for
computational dynamics [22].

Direct Proof of the Power of Intrinsically Higher Level Variables. As has been
mentioned above (Sect. 1.3.5), some variables are intrinsically higher level variables
that cannot emerge by coarse graining of lower level variables. One can hope to
show that some of these variables affect the structure of lower level entities. Robert
Laughlin would claim that this kind of situation has already been shown to be the
case in physical effects such as superconductivity and fractional quantization [57],
and the next chapter will show that this occurs in digital computer systems (computer
programs are not physical entities and are not emergent variables).

One might reasonably claim that the rise of epigenetics is convincingly demon-
strating such causation in the case of developmental biology [23, 43], and it is
becoming clear that one can show it to be the key to the historical origin of life [92,
93]. As for the brain itself, exciting work giving such proof is currently being done in
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social neuroscience [3, 14], where social variables can be shown to affect neuronal
connections, and hence the flow of electrons in the dendrites and axons of neurons
in the brain. This is top-down action from the social level to the level of neurons; so
work in social neuroscience is evidence for top-down causation. Additionally, work
on perception is clear evidence for top-down processing, as will be discussed later
(Chap.7), as is the evidence for placebos [9]. One can devise tests of these effects:
Shea [83] gives a testable explication of the notion of top-down influence in the con-
text of psychological processes, and there are many tests of the effects of placebos
[44, 61].

1.4.3 Kinds of Data

One important point that arises in considering this issue concerns the kinds of data
that will be taken into account in the quest to understand the types of causation that
are at work in the real world.

1.4.3.1 Only Physics Data

Many writers on topics of causation are in effect claiming that one only needs to
take into account evidence from the hard sciences (see, e.g., [5]). The implicit claim
is that physics, biochemistry, microbiology, and neurology constitute the complete
knowledge base we need to understand humans, and hence that the associated kind
of data is all the data we need for such an investigation.

This is actually just another form of reductionist thinking, and is not adequate
for the investigation we are undertaking here. We are ourselves creatures living in
the universe, and our life experiences are data about the universe. They have to be
interpreted with considerable caution of course, but for a complete view of things
we need to take into account evidence from everyday life and the humanities as well
as evidence from the hard sciences and human sciences. Examples of such careful
observation can be found in the work of Kahneman [52] on economic behaviour and
by Grandin [45] on animal behaviour, both with implications for the way the brain
works.

1.4.3.2 The Existence of Artefacts

Teapots exists and so do spectacles and aircraft and buildings. These are artificial
entities [84]. There is no causal process whereby they can have self-assembled with
precisely the properties they have, for example, a pair of spectacles shaped to give
clear vision for my individual eyes [31], for the eyes have a particular shape that is
not captured in any universal laws. They are the result of the autonomous action of
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a mind, shaping physical entities according to our chosen goals and in response to
particular circumstances (Sect.4.7.6). This is top-down causation from the mind to
the physical world.

1.4.4 There Is No Other Option

Finally, once we consider how things work in the cosmic context, there is no other
option! There are two reasons for this.

The first is that the kinds of detailed initial data needed to make a functional digital
computer or brain cannot plausibly self-assemble in a bottom-up way (Sect. 1.3.7).
Self-assembly can create crystal structures or snow flakes, patterns such as those
given by the reaction—diffusion equation, and so on, but it cannot create computers,
or even biomolecules such as kinesin that perform biologically crucial functions in
living cells [50]. These require the top-down effects of either adaptive selection [15]
or purposeful design [84].

Secondly, there is no plausible way that the words in Einstein’s 1915 paper on
General Relativity can have been uniquely implied in a bottom-up way by the data
on the so-called last scattering surface in the early universe, for these fluctuations
are usually believed to be random Gaussian fluctuations. The argument is given in
detail in Sect.8.1. Like all the other theories developed by the human mind, those
words must be the product of an emergent mind and brain working according to the
precepts of logical argumentation—that is, genuine emergence must occur. And that
requires top—down causation to occur [7].

1.5 Significant Implications

Finally, this investigation is not just an academic debate: there are significant impli-
cations of this dialogue for various practical areas. I will consider just three:

e Health care (Sect.1.5.1),
e Mental health (Sect. 1.5.2),
e Education: learning to read (Sect. 1.5.3).

1.5.1 Health Care

The care of human physical health has long been the scene of contestation between
bottom-up approaches, based on medicine and surgery alone, and top-down
approaches, characterized as holistic medicine. This has important applications both
in individual health care and in social health care.
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I will just mention one such topic here: it seems well established that placebos can
have important effects in improving the state of health of individuals [44, 61]. This
is a top-down influence of the mind to affected organs. A scientific basis for aspects
of such an effect can be found in the influence of the mind on the immune system,
because some neurotransmitters are also immune system molecules [85]. That may
not be the only causal channel, but it is sufficient to prove that it does indeed have a
plausible physiological basis.

Health care measures need to take such top-down effects (positive and negative)
into account, as well as the bottom-up (mechanistic) aspects, otherwise they will
miss crucial aspects of what is going on. This topic is pursued in depth in [58].

1.5.2 Mental Health

Similar issues arise in mental health, which is influenced in both bottom-up ways,
through genes and molecules to neurons and neural networks, and top-down ways,
by social relations and interactions of many kinds; famously, one’s relationship with
one’s parents. Correspondingly, there are a range of approaches in use, ranging from
bottom-up methods (drugs of various kinds) to top-down methods (‘the talking cure’)
[53]. The issue is discussed in depth in [10].

1.5.3 Education: Learning to Read

Education is an area of contestation between bottom-up approaches to learning (grasp
the components of the topic first, worry about how it fits together later) and a top-
down approach (try to get the big picture into view first, then worry about the parts
later). The first approach concentrates on parts and mechanisms, the second on the
whole and meaning. Both aspects are needed for effective education, but it makes a
big difference which is the centre of an educational approach.

This is exemplified in science education. Here one can follow a traditional route
of ‘naming of the parts’ (of cells, animals, etc.) with no proper concept of what
their holistic function is; or an enquiry-based approach aimed at first discovering the
purpose of things, clarifying the overall features of explanation, filling in the detail
of how it works later on [64]. A similar crucial example is the teaching of reading
and writing, where a holistic top-down approach is advocated by some [55], while a
mainly bottom-up phonics-based approach is advocated by others. It is in particular
claimed by some that neuroimaging studies support the bottom-up approach [25,
60]. In Sect. 8.6, I well make the case that the latter claims are basically flawed: they
do not take seriously the core issue of what language is about, namely conveying
meaning from one person to another, and they also ignore crucial data on how people
actually read [29].
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Education practice needs to take into account both top-down effects, particularly
related to meaning and purpose, and bottom-up effects, inter alia related not just to
technical issues but also to the emotional climate of the classroom, otherwise they
will miss crucial aspects of what is going on. The topic is pursued in Sect. 8.6.

1.6 An Outline of the Book

The topics in the book are outlined here (Sect. 1.6.1), followed by brief comments
on what is new (Sect. 1.6.2) and what is controversial (Sect. 1.6.3).

1.6.1 The Contents

The chapters in the book are as follows:

Chapter 1. Complexity and Emergence. The present chapter deals with basic topics
in complexity and emergence, emphasizing the role of top-down causation in addition
to bottom-up causation.

Chapter 2. Digital Computer Systems. This serves as a warm up to the main text by
considering the case of digital computer systems. The outcome of the analysis is two-
fold: a demonstration that top-down causation is taking place, as evidenced by the
existence of lower level equivalence classes, and a proof of the causal effectiveness
of non-physical entities (namely computer programs and data).

Chapter 3. The Basis of Complexity. This considers the nature of modular hierar-
chical structures, and then successively, bottom-up action, emergence, higher-level
variables, and top-down action. The key concept focused on here is the existence of
equivalence classes of lower level entities relative to higher level functions, which
characterise the existence of top-down causal effects. I also deal with counterargu-
ments based on the idea of supervenience.

Chapter 4. Bottom-Up and Top-Down Effects. Here I consider in detail the five
classes of top-down action identified in this book. They are:

TD1 Deterministic top-down causation.
TD2 Non-adaptive information control.
TD3 Adaptive selection.

TD4 Adaptive information control.

TD5 Adaptive selection of selection criteria.

They can each be shown to exist by many examples and they are all different from
each other. The last three are examples of adaptive selection.
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Chapter 5. Room at the Bottom? This chapter considers how top-down causation
can be possible if there already exists a complete set of causal processes at the lowest
level. How is there room at the bottom then? The system seems over-determined.
The argument will be that higher level structures exert a crucial top-down influence.
Moreover, the very nature of the lower level elements is influenced by top-down
effects, while micro-indeterminism allows space for adaptive selection to act on the
lower levels in a top-down way.

Chapter 6. The Foundations: Physics. While top-down effects are obvious in sub-
jects such as physiology, ecology, and psychology, can we also find them in the
foundations: do they also occur in physics? The chapter will argue that they do,
citing the cases of statistical mechanics, computational mechanics, cosmology, and
quantum physics. In the latter case, for example, top-down effects occur in the process
of state vector preparation and when topological effects occur.

Chapter 7. The Mind: Intellect, Emotion, and Adaptation. This chapter puts the
preceding analysis to work by turning attention to the brain. After a brief look at the
basics of the brain, adaptive selection and developmental processes are considered
and then related to the evolutionary origins of the brain. The effect of these processes
is the existence of basic patterns of understanding, with bottom-up and top-down
processes intermingling as the mind in effect judges competing claims of intuition,
emotion, reason, and values as to what should be done. Predictions and expectations
play a key role in these processes.

Two key things emerge clearly: top-down processes occur from society to the
brain, as evidenced by recent work in social neuroscience, and there is a causal
effectiveness of non-physical entities through the workings of the mind. In particular,
thoughts, plans, and social constructions such as language and money are causally
effective.

Chapter 8. The Broader View. This final chapter summarizes the argument by
considering causation in relation to genuine emergence. Following [62], causation in
physics and biology is usually classified as being due to either chance or necessity.
However, when biology is concerned, function or purpose is also involved [47].
The chapter looks at the relation between these kinds of causation and how they
complement each other. In particular, it is the existence of random processes at
lower levels that enables purposeful actions at higher levels to take place through
selection of preferred outcomes according to higher level selection criteria. This
enables processes of adaptation and learning in accordance with higher level logic.
As regards necessity, I propose that the profound basis of necessity is the existence
of Platonic possibility spaces and the associated causal efficacy of non-physical
entities. Mathematical objects and relations provide an example of something that
is transcendent rather than emergent, these being causally effective via the human
mind [18].

Because the brain underlies social interactions, there are many implications for
society, including learning to read and write. This chapter considers that issue.
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1.6.2 What Is New

A great deal of this book is concerned with a survey of well established results
presented from a particular perspective involving the hierarchy of structure and cau-
sation, and the interaction of bottom-up and top-down effects in that hierarchy. Apart
from the overall integration of all the topics considered into a reasonably coherent
whole from this viewpoint, the novel elements are as follows:

1. Discussion of digital computers from this viewpoint (Chap. 2).

2. Classification of top-down effects into five essentially different types (Chap.4).

3. A comprehensive response to the supervenience and over-determination argu-
ments against top-down causation (Sect. 3.4.6 and Chap. 5, respectively).

4. A large-scale overview of brain function presented in Sect.7.2.3, with both pur-
pose and meaning on the one hand, and primary emotions on the other, as key
drivers of brain function (Sect.7.4.1).

5. A classification of primary emotions in Sect.7.2.4, extending the work of
Panksepp [68].

6. A proposal, following Churchland’s seminal work [18], regarding the causal
power of Platonic entities in a top-down way over physical entities through the
operation of the human brain (Sects.2.7.5, 2.7.6, and 7.6).

7. An argument against deterministic causation of present day life on Earth from
initial data in the expanding universe (Sect.8.1).

Items 2, 3, and 7 are significant as regards the nature of causality in complex emergent
systems in general. Items 1, 4, and 6 are significant in terms of applications to specific
complex systems, viz., digital computers and the brain. Item 5 is significant in that
it shores up a key part of 4.

1.6.3 What Is Controversial

A great deal of what is presented here is uncontroversial, representing rigorous state-
ments based on established science. However, some is speculation, representing my
own view on how various features fit together in a coherent way. As regards the latter,
first there is the top-down thesis itself, and second there are various further aspects of
what I discuss. I here just note these issues as a fair warning to the reader that these
are controversial topics: I am ready to defend them all, but in each case substantial
disagreement exists.

1.6.3.1 The Top-Down Thesis Itself

The top-down thesis is the subject of considerable controversy, particularly from
reductionist physicists, but it is completely uncontroversial for holistic physiologists
and neuroscientists, and even cell biologists move beyond that view—as do physicists
concerned with superconductivity or topological effects.
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The View from Physics. An example of the reductionist view is a statement by Sean
Carroll in a recent book [17]. Having discussed bottom-up causation, he continues:
And the converse, downward causation of human scale properties influencing the micro-
scopic behaviour of particles, is simply misguided. A standard example given by proponents
of top-down causation is the formation of snowflakes. Snowflakes are made of water mole-
cules interacting with other water molecules to form a crystalline structure. But there are
many possible structures, determined by the initial seed from which the snowflake grows.
Therefore, it is claimed, the macroscopic shape of the snowflake is ‘acting downwards’ to

determine the precise location of individual water molecules.

We should all resist the temptation to talk that way. Water molecules interact with other
water molecules, and other molecules in the air, in precise ways that are determined by the
rules of atomic physics. Those rules are unambiguous: you tell me what other molecules
an individual water molecule is interacting with, and the rules will say precisely what will
happen next. The relevant molecules may indeed be a large part of a crystalline structure,
but that knowledge is of precisely zero import when studying the behaviour of the water
molecule under consideration. The environment in which the molecule is imbedded is of
course relevant, but there is no obstacle to describing the environment in terms of its own
molecular structure. The individual molecule has no idea it’s part of a snowflake, and could
not care less.’

This is a classic statement of the supervenience argument [7] from a physics view-
point. Even as viewed from within physics, there are two problems with it. Firstly,
it omits from consideration those cases where topological effects occur, such as the
fractional quantum Hall state [56]. The lower level states are then crucially affected
by non-local higher level structures. Secondly, it does not take into account those
cases where key lower level elements such as phonons and Cooper pairs do not even
exist unless the higher level state has a specific form that leads to their existence.
This is discussed in Chaps. 5 and 6.

Modular Cell Biology. A further point is that Carroll regards it sufficient to dismiss
top-down causation by discussing only snowflakes. They can easily self-assemble,
albeit with some variation caused by environmental fluctuations, and so are not
included here as examples. However, the real point as regards the supervenience
argument is that one must account for how the lower level physical elements got to
be what they are in the first place. In more interesting cases such as the components
of a living cell, this cannot happen in a purely bottom-up way (which is why the
emergence of life is so difficult to explain). Biological macromolecules such as RNA
and DNA [16] and proteins [74] cannot self-assemble. They have got to be what
they are through adaptive selection, shaping them to fulfil some function or purpose
through adaptive processes, such as those described by Wagner [91].

As pointed out by Hartwell et al., all biology is based on purpose, and this applies
right down to the molecular level [47]:

To describe biological functions, we need a vocabulary that contains concepts such as ampli-

fication, adaptation, robustness, insulation, error correction and coincidence detection. For

example, to decipher how the binding of a few molecules of an attractant to receptors on the

surface of a bacterium can make the bacterium move towards the attractant (chemotaxis) will
require understanding how cells robustly detect and amplify signals in a noisy environment.

3https://twitter.com/seanmcarroll/status/666067938311454721
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Having described such concepts, we need to explain how they arise from interactions among
components in the cell. We argue here for the recognition of functional ‘modules’ as a critical
level of biological organization.

There is a stark contrast with what is stated in the quote from Carroll given above.
Physics enables this to happen, but does not by itself decide what happens [89].
Biology is not just applied physics. Rather there are biological needs that are met by
physical processes.

The View from Holistic Physiology. The same theme arises at the level of systems
physiology, where one studies the function of systems such as the lungs, endocrine
system, immune system, heart, and so on [65, 66]. Systems level effects act down to
the level of genes and molecules to determine what happens, via epigenetic processes.
The logic of biology dictates which physical effects are activated (such as flows of
electrons in neurons or muscles).

The View from Holistic Neuroscience. This is even more striking in the case of
the brain. Just one example: memory retrieval in the hippocampus is thought to be
influenced by top-down inputs from the prefrontal cortex (PFC). Relevant structures
and functions have now been identified [1]:

Anxiety-related conditions are among the most difficult neuropsychiatric diseases to treat
pharmacologically, but respond to cognitive therapies. There has therefore been interest in
identifying relevant top-down pathways from cognitive control regions in medial prefrontal
cortex (mPFC). Identification of such pathways could contribute to our understanding of
the cognitive regulation of affect, and provide pathways for intervention. Previous studies
have suggested that dorsal and ventral mPFC subregions exert opposing effects on fear, as
do subregions of other structures. However, precise causal targets for top-down connections
among these diverse possibilities have not been established. Here we show that the baso-
medial amygdala (BMA) represents the major target of ventral mPFC in amygdala in mice.
Moreover, BMA neurons differentiate safe and aversive environments, and BMA activa-
tion decreases fear-related freezing and high-anxiety states. Lastly, we show that the ventral
mPFC-BMA projection implements top-down control of anxiety state and learned freezing,
both at baseline and in stress-induced anxiety, defining a broadly relevant new top-down
behavioural regulation pathway.

This shows how specific structures in the brain are constructed so as to enable top-
down causation to take place, and many more examples are given in Chap. 7. Indeed
paradoxically, once those structures exist, it is precisely the kinds of mechanisms
described by Carroll that enable top-down effects in the brain, such as those described
here, to take place. But those brain structures would not exist without the top-down
effect of natural selection which enabled them to come into existence in the first
place [15, 16].

The LHC. In any case, the existence and effects of the Large Hadron Collider (LHC)
is a classic counterexample to Carroll’s dismissal of top-down action in the quote
given above. The LHC did not self-assemble in a bottom-up way. The brains of
experimental physicists devised the LHC and caused it to operate, thereby causing
billions of microparticles to collide. This is undeniable top-down action from the
level of the brain as a whole to the level of particle physics: that is the cause of the
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collisions that occurred in the LHC, whereby the existence of the Higgs boson was
confirmed.

So is what is claimed here based on rigorous scientific statements? My view is that
it is uncontroversial, representing rigorous statements based on established science,
provided one’s view of science extends beyond physics to fields such as epigenetics,
physiology, and neuroscience, and indeed aspects of quantum physics such as the
quantum Hall effect.

1.6.3.2 Other Controversial Issues

The items mentioned above under the heading What Is New (Sect.1.6.2) are all
candidates for being regarded as controversial. I mention here just six particular
items:

e Multilevel selection. This is a topic causing huge controversy in the field of evolu-
tionary theory. In this book I defend the idea that a careful analysis of the relevant
causal interrelations shows that multilevel selection must exist, and furthermore
that it must have been crucial to the development of humanity and the human brain.
This is discussed in Sects.4.3.7 and 7.2.5.

e The causal powers of abstract entities. This concerns specifically computer
algorithms, thoughts, and social constructions such as money. This is discussed in
Sects.2.7,4.7, and 7.5.

e Platonic entities. The existence of, and causal effects of, Platonic entities. This is
discussed in Sects.2.7.5, 4.7, and 7.6.

e Educational implications. The view on how learning to read takes place, with
resultant consequences for educational policy (Sect. 8.7).

e Free will. The multilevel argument concerning the free will debate (Sect.7.7.4).

e Necessity of the conclusion. The arguments as to why the conclusion is inescapable
(Sect.1.7.2).

These are the items I would flag as being specifically in the category of speculative
proposals. They are, however, supported by adequate arguments and evidence in the
relevant sections.

1.7 The Necessity of the Conclusion

This book considers the nature of causation in complex systems such as living beings,
and in particular in the human mind, relating this to the emergence of genuine com-
plexity in living systems. It explores the forms of top-down causation that make
this possible, and considers the implications for our understanding of the nature of
causality, and hence for the nature of the scientific endeavor. I summarise here:

e The conclusion (Sect. 1.7.1).
e The necessity of the conclusion (Sect. 1.7.2).
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1.7.1 The Conclusion

In brief, the conclusion is as follows:

e There are other forms of causation in the real world than those encompassed by
physics and physical chemistry, for example action in the world by intelligent
beings based on the outcome of a logical thought process.

e These have their own higher level logic independent of the specific nature of the
lower levels of causation, e.g., an analysis of the probable outcomes of different
courses of action leading to selection of the optimum action to undertake.

e These processes manifest their causal powers through top-down causation in hier-
archies of structure and causation, e.g., at the level of electrons in muscles that are
constructing a digital computer.

e These kinds of causation enable true complexity to emerge by constraining lower
level interactions in a coordinated way so as to enable the desired higher level
outputs, e.g., constructing a digital computer network that constrains electrons to
flow between specific computers.

e This does not in any way override the lower level physics; rather it channels the
results of physical causation at the lower levels in accordance with higher level
function or purpose, e.g., creation of the internet system.

A full scientific view of the world must recognise this, or else it will ignore important
aspects of causation in the real world, and so will give a causally incomplete view of
things [30, 33, 35]. This has obvious implications for views regarding the relation
between reductionism and emergence. Section3.4.7 gives a brief comment on that
complex debate (a good overview can be found in [7]).

1.7.2 The Necessity of the Conclusion

It is my view that there are three kinds of reasons why the outcome proposed has to
be true. These are:

e The self-assembly argument.
e The cosmic context argument.
e The self-consistency argument.

1.7.2.1 The Self-Assembly Argument

It is argued in Sects. 1.3.7 and 3.5.3 that one cannot have self-assembly of living
systems, or their molecular components, without prior top-down causation that stores
the necessary information for this to take place in biomolecules such as RNA and
DNA [15, 91]. These cannot self-assemble with the necessary level of complexity,
much less with the required information needed for developmental processes to lead
to functioning animals.
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1.7.2.2 The Cosmic Context Argument

It is argued in Sect. 8.1 that when the cosmic context is taken properly into account,
there is no way that the data needed for uniquely determining the latter development
of complexity in the universe, in particular intelligent life and its outcomes such
as digital computers and computer-designed aircraft, can have been written into the
early universe. The standard cosmological proposal is that data is random Gaussian
perturbations [27], which cannot have such outcomes coded into it. To propose oth-
erwise is a form of intelligent design argument.

1.7.2.3 The Self-Consistency Argument

Finally, I emphasize that such a conclusion is essential to the enterprise of science.
For science to take place as a human endeavour, our minds must have the power to
examine the relevant arguments in a rational way and come to a conclusion based on
the validity or otherwise of the rational argument. This is a higher level process of
exploration that must be able to take place as a valid logical process at that level, free
from any restrictions on such arguments arising from the lower level underpinnings
of the operation of the brain.

If our minds are nothing but the outcome of lower level processes meaninglessly
grinding away in neurons, without the higher level logical ability available to enable
us to generate meaningful theories and then scientifically evaluate competing theories
and make sensible choices between them shaping what takes place at the lower
levels, then we do not have the capacity to undertake the scientific enterprise and
produce theories such as evolutionary psychology or neuroscience or theoretical
physics, which require rational consideration and choice. There is no possibility
that these sophisticated outcomes could emerge in a purely bottom-up way from
the meaningless operation of lower level processes, because those processes in and
of themselves have no relation to the logic that is being examined by the brain. It
is, however, possible if those lower level processes take place in a context of brain
structure that has been adaptively shaped by our individual and collective experiences
in such a way as precisely to allow such logical processes to take place.

The Inconsistency. The claim that higher level processes do not exist in an autonomous
way, free from determination by lower level processes, is a self-defeating claim: if it were
true then making the claim has no meaning, because the mind would be unable to function
sensibly and produce it as a considered outcome—if the mind is based in the brain, as current
neuroscience assumes.

The Evidence. We can and do argue such issues philosophically and scientifically;
this book is an example. This is already abundant evidence that the major viewpoint
presented here has to be true. Certainly, the causal effectiveness of the mind is limited
in a number of ways [54], but it is demonstrably real nonetheless. Philosophers and
scientists who claim otherwise forget the fundamental conditions that make the very
exercise of their own discipline possible.
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As we are indeed pursuing understanding through science and philosophy, we
must take it as a fundamental premise that higher level meaningful choice must be
possible. Any theory that denies this must be rejected as an inconsistent account of
the reality we experience, and so as an inadequate basis on which to conduct scientific
or philosophical enquiry, for it undermines the basic necessities needed in order to
carry out such an enquiry.

Meta-Conclusion. If the argument presented in this book does not work, we’ll have
to find another one that does, otherwise we will have shown that our very own process
of scientific and philosophical investigation is impossible.
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Chapter 2
Digital Computer Systems

This chapter considers issues of emergence and causation in the case of digital
computers, as a warm-up example before giving a general viewpoint on these topics
in the next chapter. It will be shown that top-down causation is central to their
functioning. It develops its themes as follows:

e Section 2.1 discusses the computational basics underlying the functioning of digital
computers.

e Section 2.2 discusses how modular hierarchical structures enable complex higher
level behaviour to emerge.

e Section2.3 sets out the implementation and logical hierarchical structures and
makes the case that software drives what happens.

e Section 2.4 discusses how both bottom-up and top-down causation happen in these
hierarchies, distinguishing five types of top-down causation that have rather dif-
ferent dynamics.

e Section2.5 discusses the key feature of equivalence classes that underlies the
ontological nature of higher level causal elements. It characterizes in precisely
what way computer programs are abstract entities.

e Section 2.6 considers the issue of clearing memory and deleting records: a selection
process that leads to the irreversibility of computation. This relates to the fact that
infinities cannot occur in physical reality.

e Section 2.7 looks at the nature of causation in the light of all the above, making the
case for causal effectiveness of non-physical entities in digital computer systems.

2.1 Computational Basics

Digital computers are the embodiment of algorithmic operation, and are nowadays
regarded as a fundamental model of causation. Many claim physics can be regarded
as a computational process, and indeed that the universe is a computer [44], com-
putational models are proposed for social life [49], and the computer is often used
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as a model for how the mind works (some say it is a computer, others regard that
as an analogy [59]). Accordingly, it is useful to consider how issues of emergence
and causation work out in this case, so it serves as a model for effects we may see
in other contexts, and in particular in the brain, as the computational metaphor does
indeed seem to capture some aspects of what is going on in the brain (even though
it is inadequate as a total explanation of the embodied mind).

Turing explains the basic idea as follows [64]:

The idea behind digital computers may be explained by saying that these machines are
intended to carry out any operations which could be done by a human computer. The human
computer is supposed to be following fixed rules; he has no authority to deviate from them in
any detail. We may suppose that these rules are supplied in a book, which is altered whenever
he is put on to a new job. He has also an unlimited supply of paper on which he does his
calculations. He may also do his multiplications and additions on a ‘desk machine’, but this
is not important.

This gives the essential operational idea of algorithmic operation of a computer, also
explained nicely by Hofstadter [34, pp.33—41]. MacCormick states it thus [45, p.3]:

An algorithm is a precise recipe that specifies the exact sequence of steps required to solve
a problem.

Turing explains how arbitrary computations can be realized if a digital computer can
be regarded as consisting of three parts [64]:

1. A Store of Information (Memory). This stores data that includes an instruction
table stating the rules to be obeyed by the computer (nowadays called a program).

2. An Executive Unit (CPU). This carries out the various individual operations
involved in a calculation.

3. Control (Operating System). This sees that the instructions are obeyed correctly
and in the right order.

The key feature leading to flexibility of use of the computer [21, p. 15] is the stored
program, a set of symbolically encoded instructions in the machine’s memory. By
altering the program (software), the same physical apparatus (hardware) can be used
to tackle many different kinds of problems. Turing demonstrated [64] that, by this
means, a single machine of fixed structure is able to carry out every computation
that can be carried out by any computer whatsoever. This is the special property of
digital computers, namely [64]:

They can mimic any discrete-state machine, [and this] is described by saying that they
are universal machines. The existence of machines with this property has the important
consequence that, considerations of speed apart, it is unnecessary to design various new
machines to do various computing processes. They can all be done with one digital computer,
suitably programmed for each case. It will be seen that as a consequence of this all digital
computers are in a sense equivalent.

This characterizes the key property of programmable computers [14]:

Universal Logical Capability. The nature of the logical operations that digital computers
are able to carry out is not constrained by the specific physical implementation chosen; the
underlying physics enables the chosen logic rather than controlling it.
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But of course, as Turing himself showed, they are nevertheless limited in what they
can do [14, 21], and furthermore, these statements do not by themselves show how
to organize a computer to achieve complex behavior.

The first major question is how a combination of such simple operations can
enable arbitrary complexity of behavior to emerge. We shall see below that a core
requirement is:

Modular Hierarchical Structuring of Both Hardware and Software. This enables struc-
tured top-down causation in the hierarchy, in particular allowing software patterns to control
hardware. In this way, abstract entities have causal effects in the physical universe.

This is the first key to the emergence of true complexity, and is embodied in all
current digital computers in both implementation and logical hierarchies (Sect. 2.3).
In his textbook on computing, Robert Keller writes [39]:

An abstraction is an intellectual device to simplify by eliminating factors that are irrelevant
to the key idea [...] The idea of levels of abstraction is central to managing complexity of
computer systems, both software and hardware. Such systems typically consist of thousands
to millions of very small components (words of memory, program statements, logic gates,
etc.). To design all components as a single monolith is virtually impossible intellectually.
Therefore, it is common instead to view a system as being comprised of a few interacting
components, each of which can be understood in terms of its components, and so forth, until
the most basic level is reached.

This is particularly clear in the class/object hierarchy of object oriented languages
[13].

But a further step is needed: how do we get a computer to carry out computations
that are not simply logical implications of what is in the initial data? This is a core
requirement on the road towards intelligence: how can we get them to learn? Turing
makes a very interesting observation in this regard [64]:

An interesting variant on the idea of a digital computer is a ‘digital computer with a ran-
dom element’. These have instructions involving the throwing of a die or some equivalent
electronic process; one such instruction might for instance be, ‘Throw the die and put the
resulting number into store 1000.”

While this breaks the system out of a rigidly determined cycle of deterministic
operations, by itself this won’t do the job of creating intelligent behaviour. But it
does open the way to programming computers to behave in an adaptive way. The
second key feature needed is:

Adaptive Selection. Procedures embodying adaptive selection in the manipulation of data
enable the building up of meaningful information from unstructured incoming data streams
or randomized internal variables. This is the basis of learning.

This is a kind of top-down causation that is crucial in enabling computers to carry out
processes equivalent to learning (Sect. 2.4.4), e.g., through artificial neural networks
[11] and genetic algorithms [23], and so allows local processes to flow against the
stream of decay embodied in the Second Law of Thermodynamics.



38 2 Digital Computer Systems

Associated with this is a further crucial idea, omitted in Turing’s list of operations
above (because he assumed infinite memory was available):

4. Emptying Memory. Clearing out or overwriting short term and long term mem-
ory locations so that they can be used again.

For one thing, this enables the finite memory of the computer to act as an effectively
infinite memory store, thus taming the impractical memory requirements of an infinite
tape. For another, it crucially involves the element of selecting what will be kept and
what discarded. As just mentioned, such selection processes are the key to building
up meaningful information out of a jumble of incoming data: forgetting is the crucial
counterpart of remembering! It is also where irreversibility associated with entropy
production happens in computations [43].

2.2 Modular Hierarchical Structures

Digital computers involve two orthogonal but interacting hierarchies (Sect.2.3). This
is not by chance. A major theme of this book is that, as pointed out by Simon [61]:

Genuine complexity can only emerge from networks of causation involving modular hierar-
chical structures.

Note that this principle applies to both physical and logical complex systems. Both
kinds occur in digital computers (see the next section).

Each word is important: the physical and logical hierarchies (Sect.2.3) are struc-
tured by means of carefully configured physical and logical connections [47, 62],
and each involve interacting modules at many levels [30]. The system is composed
of inter-related subsystems that have in turn their own subsystems, and so on, until
some lowest level of component is reached where the basic work is done. This struc-
ture enables a build-up of genuine complexity if appropriately formed to fulfill some
higher level function: as in biology, structure follows function. Examples are sub-
routines, procedures, objects. Each has a name, which identifies the specific entity,
and a type, which identifies the class of entities it belongs to.

I consider in turn:

e Structures: Combination and abstraction (Sect.2.2.1).

e Decomposition and modularity (Sect.2.2.2).

e Encapsulation and information-hiding (Sect.2.2.3).

e Naming, combination, and recursion (Sect.2.2.4).

e Hierarchy: Class structure and object structure (Sect.2.2.5).
e Evolution (Sect.2.2.6).
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2.2.1 Structures: Combination and Abstraction

In digital computer languages, as explained by Abelson and Sussman [1, p.4], struc-
tures are formed in the following way:

Every powerful language has three mechanisms for combining simple ideas to form more
complex ideas:

o Primitive Expressions. These represent the simplest entities the language is con-
cerned with.

e Means of Combination. These serve to build up compound elements from simpler
ones.

e Means of Abstraction. These serve to name compound elements and are manip-
ulated as units.

A key element here is naming compound entities, indexing them, and having rules
about how they can interact:

e Names. Any named entity is identified as a potentially causally effective agent,
whether it is physical or abstract. Indeed, any entity that is causally effective in a
programme has to be given a name so that it can be referred to (Sect.2.2.4). The
name must have attributes identifying whether they refer to objects or processes
or something else.

e Indexes/Pointers. It then also has to have an index or pointer that shows where
the relevant records are stored in memory.

e Logical Rules. Abstract rules can then be applied to sets of named entities, these
rules embodying the logic of their interactions, and which processes can interact
with each object.

e Action Rules. Action rules can be signified by the named entity (e.g., print
text.pdf).

In the end these are the abstract technologies that enable computation to function.
They are causally effective because they result in the computer being able to operate.
The foundational key is the ability to give names to recognisable entities—generic
(hence necessarily abstract) and specific (whether physical or abstract).

Emergence. Such combinations of parts lead to the higher level functionality of
a complex logical system. The behaviour of the whole is greater than the sum of
its parts, and cannot even be described in terms of the language that applies to the
parts. This is the phenomenon of emergent order: the higher levels exhibit kinds of
behaviour that are more complex than those the lower level parts are capable of.

In the implementation hierarchy, much the same applies. Emergence of layers of
structure and behaviour, one upon the other, lead to hierarchical structuring and this
enables a build-up of higher level entities that can be characterised by abstract prop-
erties. Not only is the structure hierarchic, but the levels of this hierarchy represent
different levels of abstraction, each built upon the other, and each understandable by
itself (and each characterised by a different phenomenology).
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Phenomenology. All parts at the same level of abstraction interact in a well-defined
way, whence they have a causal reality at their own level, and each is represented
in a different language describing and characterising the causal patterns at work at
that level [62], which may entail their own logical hierarchies. The vocabulary to
describe each of the levels in each hierarchy is different at each level, because the
nature of the relevant entities at each level is quite different from that at the levels
above and below.

2.2.2 Decomposition and Modularity

A hierarchy represents a decomposition of the problem into constituent parts and
processes to handle those constituent parts, each requiring less data and processing,
and more restricted operations than the problem as a whole [12]. The success of hier-
archical structuring depends on (i) implementation of modules which handle these
lower-level processes, such as the CPU and memory circuits and interconnections
between them, (ii) integration of these modules into a higher-level structure, viz.,
the computer as a whole. The idea is to encapsulate functions in modular units with
information-hiding and abstraction, so that named entities can be regarded as func-
tional wholes whose internal functioning is hidden from the outside view. I closely
follow Booch’s excellent exposition of object-oriented analysis [12], together with
Beer’s exposition of the principles of decentralized control [7].

Modularity [12, pp. 12—-13, 54-59]. The technique of mastering complexity in com-
puter systems and in life is to decompose the problem into smaller and smaller parts,
each of which we may then refine independently [12, p. 16]. The basic principle is

Divide and Conquer. Divide a complex overall task into many simpler subtasks, each
requiring lesser data and computational power than the whole; then integrate the results so
as to attain higher level cohesive behaviour, thus creating complex outcomes.

By organising the problem into smaller parts, we break the informational bottleneck
on the amount of information that has to be received, processed, and remembered at
each step; and this also allows specialisation of operation. This implies the creation
of a set of specialised modules to handle the smaller problems that together com-
prise the whole: in computer systems these will be subroutines, which Turing called
‘subsidiary tables’.

According to Abelson and Sussman, one breaks up a complex problem into sub-
problems, each accomplished by a separate procedure. The program used can be
viewed as a cluster of procedures that mirror the decomposition of the problem into
subproblems [1, p.26]:

The importance of this decomposition strategy is not simply that one is dividing the program
into parts. After all, one could take any large program and divide it into parts—the first ten
lines, the next ten lines, and so on. Rather it is crucial that each procedure accomplishes an
identifiable task that can be used as a module in defining other procedures.
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They emphasize that when developing a program like this, we are not initially con-
cerned with how the procedure computes its result, only with the fact that it does
so. The details of how this is done can be held back until later on. Thus one actu-
ally deals with a procedural abstraction. At this level, any procedure that computes
the desired output will do. This is the principle of equivalence classes, showing that
top-down causation is taking place (see Sect. 2.5). Intra-component linkages are gen-
erally stronger than inter-component linkages. This fact has the effect of separating
the high frequency dynamics of the components, involving their internal structure,
from the low-frequency dynamics, involving interactions amongst components [61]
(and it is for this reason that we can sensibly identify the components).
A further basic principle is that this allows one to:

Adapt and Re-Use [61]. In building complex systems from simple ones, or improving an
already complex system, one can re-use the same modular components in new combinations,
or substitute new, more efficient components, with the same functionality, for old ones.

Thus we can benefit from a library of tried and trusted components. Complex struc-
tures are made of modular units with abstraction, encapsulation, and inheritance, and
this enables the modification of modules and re-use for other purposes (Sect.2.2.6).

2.2.3 Encapsulation and Information-Hiding

Named objects carry with them expectations of behaviour that identify abstrac-
tions: specific essential characteristics of the object (ignoring other properties as
inessential).

Abstraction and Labeling [12, pp.20,41-48]. Unable to master the entirety of a
complex object, we choose to ignore its inessential details, dealing instead with
a generalised idealised model of the object. An abstraction denotes the essential
characteristics of an object that distinguishes it from all other kinds of objects. An
abstraction focuses on the outside view of the object, and so serves to separate
its essential behaviour from its implementation. It emphasises some of the system’s
details or properties, while suppressing others. A key feature is that compound objects
can be named and treated as units (Sect.2.2.4). This leads to the power of abstract
symbolism and symbolic computation.

Encapsulation and Information-Hiding [ 12, pp.49-54] and [57, pp. 233-234,476—
483]. In a hierarchy, through encapsulation, objects at one level of abstraction are
shielded from implementation details of lower levels of abstraction. Consumers of
services only specify what is to be done, leaving it to the object to decide how to
do it: “No part of any complex system should depend on the internal details of any
other part.” Encapsulation occurs when the internal workings are hidden from the
outside, so its procedures can be treated as black-box abstractions. To embody this,
each class of object must have two parts: an inferface (its outside view, encompass-
ing an abstraction of the common behaviour of all instances of the class of objects)
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and an implementation (the internal representations and mechanisms that achieve the
desired behaviour). This is formalised in declarations of public and private variables.
Efficiency and usability introduce the aim of reducing the number of variables and
names that are visible at the interface. This involves information-hiding, correspond-
ing to coarse-graining in physics. The accompanying loss of detailed information is
the essential source of entropy in the case of physics.

2.2.4 Naming, Combination, and Recursion

When names can be allocated to collections of names, this allows recursion, which
is how real complexity gets built up (languages explicitly allow it). Indeed this is the
power of symbolic representation: the name is a symbol for the thing it represents;
and one can give names to patterns of names.

Naming. The key feature in setting up modules is first to identify them as entities by
naming them: both classes, with generic features, and particular objects, with specific
features, and then to refer to them by that name (an identifier) [57, pp. 45-46,78-80].
Associated with the name is a set of attributes that characterise the object:

e A state embodied in internal variables of specific types (the arguments).

e A set of characteristic behaviours that characterise how it can interact with other
objects (the methods). These are the law-like rules of behaviour that outline the
nature of the object and create ordered outcomes.

e Anindexed storage location, allowing programs to access this information (involv-
ing pointers).

The names are referenced in an index, enabling one to locate the physical location
of the items referenced by the name, and pointers enable storage in non-contiguous
memory locations. Each segment of a stored item must have a clear start address and
end address, as well as links to any further parts of the same stored item or memory.
So objects have a state, behaviour, and identity [12, pp. 81-97].

Typing and Links. Each object has a type, that is, a precise characterisation of its
structural or behavioural properties shared by a collection of entities [12, pp. 65-72].
This includes the scope of its name, i.e., whether it has global validity, or is only valid
in some local context. Its possible interactions with other objects are characterised
by links between objects [12, pp.98—102]. Object diagrams show the existence of
objects and their relationships in the logical design of a system [12, pp.208-219].

Coding and Information. From a functional viewpoint, one is involved in coding a
message from a sender to a receiver. Use of a code involves two pattern recognition
mechanisms: one for translating an incoming message into the code, followed by
some kind of transformation of the coded message, and then one further pattern
recognition system for decoding the output message into a usable form that will
have the desired effect. From the viewpoint of the information involved, typing also
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includes the rules an object has to obey, that is, the syntax of its allowed usage. The
further aspects of a symbolic system are semantics (the meaning they embody) and
pragmatics (the effect they have within the context of their usage). These aspects
relate to the logical and physical effects of symbolic usage.

Collective Names. One can give a name to any pattern of symbols, including a
collection of names. This is what enables one to create classification hierarchies and
complex sentence structures, because one can refer to complex entities through a
single name. This is also a way of reducing complexity: one does not have to deal
with the details, but just with aggregate behaviour. The minimal program to solve
some problem is reduced from thousands of lines of code to ‘run prog.exe’. The
algorithmic complexity is thereby dramatically reduced.

Combination. Given names, they can be combined in grammatical structures indi-
cating relationships between named entities via named operations. Collections of
names can be treated as single entities (phrases function as effective words). This is
the key property that enables construction of hierarchical structures, i.e., structures
made up of parts that are themselves made up of parts, and so on. This is a core
feature of natural language [63].

Recursion. This kind of structure enables one to repeatedly call up the same named
entity, nesting structures inside each other. In functional terms, the essential require-
ment is an operation for combining data objects such that the results of the operation
can themselves be combined using the same operation. This closure property, for
example, underlies the importance of the list structure as a representational tool in
LISP [1, p.98]. When the data object is itself an operation, this enables recursion,
that is, an operation or evaluative rule that includes as one of its steps the need to
invoke the rule itself [1, pp.9,31-42].

2.2.5 Hierarchy: Class Structure and Object Structure

The power of a class hierarchy comes from the fact that it shows the relationships
between similar kinds of objects, i.e., which are generalizations of others, and which
are specializations. It allows one to relate them by inheritance, a feature which often
characterises the nature of the hierarchical structure (see [12, pp.59-65] and [57,
pp-453-476,484-494]). Thus we don’t have to memorize separately all the properties
of each kind of object or action: we can relate them to similar kinds of objects, remem-
bering the class structure as a whole, and then the similarities and differences of spe-
cific members of the class (animal, mammal, dog, Dachshund, Fred). One then uses
this to relate the properties of specific instances to the generic properties of a class.

To accommodate this in an object-oriented approach, objects occur in hierarchical
functional classes, with inheritance of properties modified by specialization and
variation. This class structure is related to the object structure because each object
in the object structure is a specific instance of some class [12, pp. 14—15]. Together
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these form the logical model. In a list-based language, one has a hierarchy of types
[1, pp. 197-199]. In both cases, crosslinks may be allowed (reflecting the fact that
various hierarchies are in operation, as emphasized above).

A class is a set of objects that share a common structure and a common behaviour
[12, pp. 103—106]. The structures chosen to define a class depend on the classification
scheme used: they embody a view of the world [12, pp. 145-168]. A single object is
an instance of a class. Classes are objects that can themselves be manipulated as an
entity. A metaclass is a class whose instances are themselves classes [12, pp. 133—
134], so we can have a hierarchy of classes, and class families [12, pp.337-340].
Class diagrams show the existence of classes and their relationships in a logical
view of a system [12, pp. 176-196], and these relationships are formalised in class
specifications [12, pp. 196—-199], stating their name, responsibilities, attributes, oper-
ations, and constraints. State transition diagrams show the state space of a class, the
events that cause a state change, and the actions that result from such a change [12,
pp- 199-208]. Module diagrams show the allocations of classes and objects to mod-
ules in the physical design of the system [12, pp.219-223]. Process diagrams show
the allocation of processes to processors in the physical design of the system [12,
pp.223-226].

The dual hierarchical relations are aggregation, denoting which whole is made
of which parts [12, pp. 128-130], and membership, denoting which parts belong to
which whole. Aggregation may or may not imply physical containment: it may just
imply a conceptual whole/part relationship [12, pp. 102-103].

Inheritance [12, pp. 59-62,107-128] and [57, pp. 453-476]. This is the most impor-
tant feature of a classification hierarchy. It allows an object class, such as a set of
modules, to inherit all the properties of its superclass, and to add further properties to
them (it is a ‘is a’ hierarchy). This allows similarities to be described in one central
place and then applied to all the objects in the class and in subclasses. It makes explicit
the nature of the hierarchy of objects and classes in a system, and implements gen-
eralisation/specialisation of features (the superclass represents generalised abstrac-
tions, and subclasses represent specializations in which variables and behaviours are
added, modified, or even hidden). Inheritance with exceptions enables us to under-
stand something as a modification of something already familiar, saves unnecessary
repetition of descriptions or properties, and allows nonmonotonic reasoning [48].

Patterns. Particular types of structural patterns recur and are worth identifying
and codifying in structural classes. They include lists [68, pp.56-75], stacks [68,
pp- 75-88], queues [68, pp.88-98] and priority queues (heaps) [68, pp. 183-224],
trees [68, pp. 99-153], graphs [68, pp. 291-352], and relational databases. Similarly,
particular kinds of operations often occur and are worth identifying and naming.
These include date/time operations and filters, i.e., input, process, and output trans-
formations [12, pp.331-332], pattern matching, i.e., operations for searching for
structured sequences within sequences [12, pp.370-372], searching, i.e., opera-
tions for searching for items within structures, sorting, i.e., operations for ordering
structures, utilities, i.e., common composite operations building on more primitive
operations, e.g., iteration [12, pp.355-360] and statistical analysis.
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The point here is that each of these structures and operations are metaclasses
that can be identified and given their own name. They then exist, in virtue of this
recognition, as entities in their own right that can from now on be accorded an
ontological status as effective entities. They are abstract patterns that are causally
effective. They are multiply realisable at a detailed level, and hence show some form
of top-down causation or influence.

At ahigher level, structural patterns that often occur in modular hierarchical struc-
tures can be encoded in design patterns that name, explain, and evaluate important
recurring designs in object-oriented systems [31, pp.2-3]. They are:

e Creational Patterns. Abstract Factory, Builder, Factory Method, Prototype, and
Singleton.

e Structural Patterns. Adapter, Bridge, Composite, Decorator, Facade, Flyweight,
and Proxy.

e Behavioural Patterns. Chain of Responsibility, Command, Interpreter, Iterator,
Mediator, Memento, Observer, State, Strategy, Template Method, and Visitor.

These are discussed in depth in [31]. They are based on foundation classes List,
Iterator, Listlterator, Point, and Rectangle, with operations for construction, destruc-
tion, initialisation, and assignment of lists, and for accessing, adding, and removing
elements of a list.

2.2.6 Evolution

Modularity underlies the possibility of successful development of truly complex
systems [61]. One can adapt working modules for different purposes, without hav-
ing to start from scratch. Selection of the most successful small variations of such
classes enables incremental increase of complexity without the whole system crash-
ing. Booch quotes Gall as follows [12, p. 13]:

A complex system that works is inevitably found to have evolved from a simple system that
worked [...] A complex system designed from scratch never works, and cannot be patched
up to make it work. You have to start over, beginning with a simple system.

This is an example of adaptive selection, a crucial form of top-down causation, which
is the topic of the next section.

2.3 Orthogonal Modular Hierarchical Structures

Digital computers are hierarchically structured modular systems on both the hardware
and software sides. Actually, there are two orthogonal kinds of hierarchies. I discuss:

e The two kinds of hierarchies (Sect.2.3.1).
e The implementation (vertical) hierarchies (Sect.2.3.2).
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e The logical (horizontal) hierarchies (Sect.2.3.3).
e The relation between the two hierarchies (Sect.2.3.4).
e Causality in the hierarchies (Sect.2.3.5).

2.3.1 The Two Kinds of Hierarchies

Firstly there are implementation hierarchies [62], which one might call vertical hier-
archies, whereby the logical operations of the computer are implemented. For exam-
ple, digital computers are constructed of integrated circuits containing a Central
Processing Unit (CPU) which in turn contains an Arithmetic Logic Unit (ALU) made
of many interconnected transistors, diodes, resistors, and capacitors, each comprised
of an atomic lattice infused with electrons. The higher level physical structures are
emergent entities, made up of the interconnected lower level components, but each
describable and functioning effectively at its own emergent level. Related to these
physical components is a software hierarchy: a tower of virtual machines that imple-
ment higher level programming languages at each virtual machine level, on the basis
of the underlying machine code. An example is the Java Virtual Machine (JVM).
Each of these virtual machines is emergent from the one on the next lower level.

Then there are the logical hierarchies [12], which one might call horizontal hier-
archies, and which exist at each higher level of the virtual machine hierarchy. High
level programs contain subroutines comprised of procedures set out in program lines
which relate the relevant individual operations and variables. They thus represent a
hierarchical structure of operations. These programs thereby also implement hierar-
chical data structures, e.g., a word-processer may edit a book consisting of chapters,
paragraphs, sentences, phrases, words, and letters represented as such in a word-
processing program. Both the logical and the data structures cascade down the imple-
mentation hierarchy through interpreters and compilers, which translate them into
combinations of lower level operations and data elements [3, 6].

At the lowest abstract implementation level, both the data and programs will
be represented as strings of Os and 1s, realised as structured electronic states in
the underlying physical level. A key feature is that many different implementation
hierarchies can be used to realise the same logical hierarchy. The computational
process itself is indifferent as to how it is realised at the physical level. This is a core
aspect of top-down causation (Sect. 2.5).

2.3.2 The Implementation (Vertical) Hierarchies

As regards the implementation hierarchy [62], it has hardware and software aspects.
First there is the hardware hierarchy shown in Table2.1. It is modular because a
network of many similar identifiable lower level elements such as logic circuits and
transistors underlies each of the higher level structures.
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Level —3 Particle physics

Level —4 Fundamental theory

The lowest level, i.e., the level where the real physical work is done, is the physical
base level (level —4), which is some form of fundamental physics, possibly related
to quantum gravity. But we do not know what the relevant physics is, so we cannot
reduce the higher level actions to lowest level actions inter alia, because the lowest
level is unknown. Of necessity, for practical purposes, we have to take one of the
emergent effective levels of physical operation as the base level, assuming it to exist
and be real [25]. For computer scientists, this is level 1 (the gate level); for computer
engineers, it is level O (the transistor and solid-state physics level) which can be
regarded as the level where the physical work is done (see Sect.2.7.6).!

However, hardware by itself will do nothing: it needs software in order to run. The
software hierarchy is shown in Table2.2. There is a tight logical structure at each
level, governed by a set of syntactic rules for the language used at that level, and
with an associated set of variables defined for that language, with typing and scoping
rules. Each higher level language is emergent from the next lower level language
through the way the higher level variables and operations are defined in terms of the
lower level variables and operations. The magic that makes this happen is compilers
and interpreters [3, 6], the foundation of truly complex functioning in computers.

The relation between level 0 and level 1 is where an appropriate physical repre-
sentation of variables (in digital computers, electronic states) gives rise to a set of
simple logical operations on those variables [47].

IFor a hardcore reductionist, it is illegitimate to regard these levels as real: they are epiphenom-
ena arising from the underlying physics. This viewpoint provides no useful understanding of the
causation in action.
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Table 2.2 The software
hierarchy for digital
computers, based on the
physics of the transistors at
the device level. From
Tanenbaum [62]

2 Digital Computer Systems

Level 7 Applications Data and operations
programs

Level 6 Problem-oriented Classes, objects
language level

Level 5 Assembly language | Symbolic names
level

Level 4 Operating system Virtual memory,
machine level paging

Level 3 Instruction set Machine language
architecture level

Level 2 Microarchitecture Microprograms
level

Level 1 Digital logic level Gates, registers

Level 0 Device level Transistors,

connectors

Principle C1. Information is not causally effective unless it has a physical representation,
and some handles whereby this representation can (i) be inserted, altered, or deleted, and (ii)
be read. The relation between levels 0 and 1 is where this happens.

Virtual Machines. A key point then is that Table2.2 represents virtual machines
at every level, except the lowest (level 0). Each of them runs on top of the next
lower level virtual machine [62] (see Table 2.3). The lowest level is shown as level
0, which is of a completely different character to the others: it is physically based.
The relation between level 0 and level 1 is where the transition between physical
and abstract causation takes place: virtual machines (level 1 up) are based on real
physical entities at the bottom (level 0).

Principle C2. All the higher levels in the software hierarchy are virtual machines. They are

not physical systems.

Table 2.3 A multilevel
machine. From Tanenbaum
[62, p.4]

Level n

Level 3

Level 2

Level 1

Level 0

Virtual machine
Mn

Virtual machine

M3

Virtual machine

M2

Virtual machine

Ml

Actual computer
Mo

Machine language
Ln

Machine language
L3
Machine language
L2
Machine language
L1
Machine language
Lo
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Table 2.4 The logical hierarchy that determines which operations happen when

Level 7 | Design patterns Data structures Methods of argumentation
Level 6 | Programs Classes, methods Overall purpose

Level 5 | Subroutines Objects Steps to overall purpose
Level 4 | Algorithms Data records Implementation methods
Level 3 | Program lines Data items Implementation units
Level 2 | Operations Variables Entities interacting

Level 1 | Representation atoms Entity components Logical base level

2.3.3 The Logical (Horizontal) Hierarchies

The logic hierarchy (Table 2.4) structures what happens at each level of the software
hierarchy, in any specific class of applications [12]. Associated with it is a data
hierarchy as shown here, which gives the specific data related to a specific class of
applications.

The key thing here is the algorithms that act on the data, specifying precisely what
operation is to be performed. As explained by Turing (see the quotes in Sect.2.1),
it is these algorithms that shape the computation. What also matters then is the
order in which they are implemented, and on what specific data, something which is
determined by the operational context of the program as a whole, which implements
the computational logic used to tackle the problem of interest.

This generic logical structure enables the logic of any specific application
domain to be represented by specific variables and associated operations. Thus one
might be engaged in word-processing, numerical calculations, digital image manip-
ulation, digital sound operations, computer-aided design, and so on. A specific high
level language will enable modeling of each such domain, representing the hierarchi-
cal relations of its specific structure and appropriate operations on them. For example,
in the case of word-processing, one might have the data structure in Table2.5.

The word-processor program enables insertion, edition, deletion, copying, and
pasting at any level of the data hierarchy, thus enabling manipulation of the parts
(words), their components (letters), and their integration into higher order entities

Table 2.5 The hierarchical Book Specific purpose
structure of specific -
applications Chapters Major themes
Paragraphs Subthemes
Sentences Logical units
Phrases Logical subunits
Words Representational variables
Phonemes Variable components
Letters Logical atoms
Binary code Digital representation
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such as paragraphs and chapters. It also allows detailed formatting of the resulting
text. Because of the power of language, this will enable representation of anything
humans can think about, and the associated logic of that domain (science, art, phi-
losophy, whatever).

Application Domain Logic. Word processors, music programs, image manipula-
tion programs and so on handle general classes of data in an appropriate way: all
that is required is data entry, storage, recall, editing, and deletion, with appropriate
application programs and hardware to output the result. But there are many applica-
tion domains with their own specific logic: mathematics, engineering, environmental
issues, ecological modelling, computer-aided design, statistical data analysis, and so
on. Examples chosen at random can be found in [15, 55].

These are logical hierarchies which apply generically to a class of applications.
Finally, there is the systems hierarchy (Table2.6) showing how these hierarchies
relate to each other whenever an application program is utilised in a specific oper-
ational context. This is where systems analysis [9, 12] comes in: structuring the
hardware, programmes, and data to suitably model some specific real world problem
that needs to be solved. Design patterns [31] characterize the high level possibility
structures. Thus the program structures and data model the logic of many application
areas. A key issue is where these multifold logical structures come from. I consider
this in Sect. 2.7.5.

2.3.4 The Relation Between the Two Hierarchies

How do the implementation and logical hierarchies relate to each other? When we
load and then run a high level program, these input operations take place at the
uppermost level of the implementation hierarchy (Table?2.2), representing the prob-
lem logic at that level. Compilers or interpreters [3, 6, 67] then cause all the lower
implementation levels to spring into action in accord with the logic and data that
has been loaded at the top level. When this occurs, the same hierarchical logical
structure is represented at each of the levels of the implementation hierarchy, written
in a different language at each level, using quite different kinds of commands and
data representation. The operating system orchestrates the way this happens [60].

Table 2.6 The systems

: User level Specific purpose Goal
hierarchy: the flow of .
. . Logical level Problem structure U
causation when tackling a
specific problem. It is driven Programme level ~ Particular programmes U
by the nature of the user’s Data level Specific data U
problem, which gets Physics level Hardware Electrons

translated into a computer
application analysing specific
data according to the internal
logic of the problem
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Thus the logical hierarchy of Table?2.4, as related to the specific problem at hand,
recurs at each of the implementation levels of Table2.2 in different forms. At the
lower levels they are based on a set of simple logical operations, and it is very difficult
to see the higher level logic which is shaping what is happening. For example:

e A word processor has high-level commands for insert, delete, copy, paste, italic,
bold, change font, and so on. These are the user interface commands.

e An underlying Java Virtual Machine has instructions for the following groups of
tasks: load and store, arithmetic, type conversion, object creation and manipula-
tion, operand stack management (push/pop), control transfer (branching), method
invocation and return, throwing exceptions, and monitor-based concurrency. The
word-processing requirements are implemented in terms of these operations.

e These are implemented in the assembly language by commands such as MOV AL,
61h [Load AL with 97 decimal (61 hex)].

e These are implemented at the machine code level by commands such as 000000
00001 00010 00110 00000 100000 [add the contents of registers 1 and 2 and place
the result in register 6].

When the machine code is run, it implements the commands at the binary level, and
that induces more complex higher level commands at each higher level, thus causing
the desired emergent behaviour. Why does it happen that the desired behaviour
emerges? Because the system has been set up to ensure that this will be so!

Each higher level behaviour emerges from the lower level ones. But what ulti-
mately determines what happens? The higher levels drive the lower levels. First,
compilers or interpreters [3, 6] translate the higher level languages to the lower
level languages. Then the lower levels implement the compiled program in a purely
mechanistic bottom-up way and the desired higher level behaviour emerges from
the combination of lower level operations. But those lower level states would not be
there if they had not previously been determined top-down by the process of compil-
ing a set of algorithms written in a higher level programming language. Their logic
determines what happens.

Principle C3. The software drives the hardware. What specific physical interactions take

place at the hardware level is controlled by specific data entered, in accord with the logic of
the relevant algorithms.

It is this logical structure that is the key causal element in the sense of determining
what happens next at each instant. Physical interactions in the computer are con-
trolled by the logic of the algorithms. For example one might have an accounting
system, in which case the logic of accounting systems determines what happens, or
one might be modeling a chemical engineering system, in which case the logic of
chemical interactions drives the system. At the lower levels, the logic of operations
such as copying, deleting, and sorting determines what happens. Algorithms such as
Quicksort replace physics equations as the driving logic.

The specific physical realisation is what enables this to work, but a different
realisation could have been used. The essential nature of the program driving the
computer is the equivalence class of all such functionally equivalent realisations (see
Sect.2.5).
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2.3.5 Causality in the Hierarchies

Software determines what specific currents flow where and when in the hardware
circuits, implementing the specific abstract logic that applies to the issue at hand.
This logic is coded in a hierarchical fashion through the program and its subroutines
or procedures, which embody its modular structure (Sect.2.2).

The underlying abstract high level logic, for example, that of data compression
or numerical analysis or pattern recognition, shapes the algorithms used. This deter-
mines what happens at the lower levels. This is clearly top-down causation from
the higher to the lower levels. It will be explored further in Sect.2.4. The specific
outcome depends on the data supplied, which has to be hierarchically structured as
required by the applications software.

Software S is not a physical thing, neither is data. They are realised, or instantiated,
as energetic states in computer memory. The essence of software does not reside in
their physical nature: it is the patterns of states, instantiated by electrons being in
particular places at a particular time, that matters. These are not the same as those
electrons themselves (just as a story is not the same as the paper on which it is
written). Given the set of connections in the CPU, the pattern of electrons represents
the logical structure of the program.

Programs and data together determine what specific electrical operations take
place in the transistors and other physical components (level 0) in the chosen hard-
ware, which is the context within which the software is causally effective. Thus the
conclusion is:

Causal Effectiveness of Non-Physical Entities. In digital computers, non-physical entities
control the behaviour of physical systems.

This will be explored further in Sects.2.5 and 2.7.

2.4 Bottom-Up and Top-Down Causation

True complexity emerges through the interplay of bottom-up and top-down effects
in the hierarchies of structure and causation [26, 27].

Bottom-Up Action. A fundamental feature of the structural hierarchy in the physical
world is bottom-up action: what happens at each higher level is based on causal
functioning at the level below, so what happens at the highest level is based on
what happens at the bottommost level. This is the profound basis for reductionist
world views. The successive levels of order entail chemistry being based on physics,
material science on both physics and chemistry, geology on material science, and so
on. In the case of computers, such bottom-up action is the basis of the emergence
of high level languages and applications from the underlying physical and logical
components. However, this only takes place once the scene has been set by processes
that design the structure and so channel the lower level interactions.
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Top-Down Action. The feature complementary to bottom-up action is top-down
action. This occurs when the higher levels of the hierarchy direct what happens at the
lower levels in a coordinated way [28]. For example, pressing a computer key leads
to numerous electrons systematically flowing in specific gates and so illuminating
specific photodiodes in a screen.

Generically, specifying the upper state (for example, by pressing a computer
key) results in some lower level state that realises this higher level state, and then
consequent lower level dynamics ensues to produce a new lower level state in a way
that depends on the boundary conditions and structure of the system. The lower level
action would be different if the higher level state were different. It is both convenient
and causally illuminating to call this top-down action, and to represent it explicitly
as an aspect of physical causation. This emphasizes how the lower level changes are
constrained and guided by structures that are only meaningful in terms of a higher
level description.

There are five different types of top-down causation (TD1-TD5) in the logical
hierarchies, with differing characteristics. The following subsections consider them
in turn. I look successively at:

The combination of bottom-up and top-down action (Sect.2.4.1).
TD1: Deterministic top-down processes (Sect.2.4.2).

TD2: Non-adaptive feedback control systems (Sect.2.4.3).

TD3: Adaptive selection (Sect.2.4.4).

TD4: Feedback control with adaptive goals (Sect.2.4.5).

TDS5: Adaptive selection of adaptive goals (Sect.2.4.6).

Goals and learning in relation to these kinds of causation (Sect.2.4.7).

2.4.1 The Combination of Bottom-Up and Top-Down Action

In the implementation hierarchy, algorithmic processes in the bottom layers enable
what happens, through suitably structured electronic interactions at the machine
level combining to create the emergent stack of virtual machines (Table2.3). But
top-down control determines what happens according to the logic of the high level
programs that happen to be running (music programs, image manipulation, numerical
analysis, pattern recognition, or whatever). The mechanisms enabling this to happen
are compilers and interpreters, as explained in Sect. 2.3.4: they transfer the application
logic down from the higher to the lower implementation levels, which are all virtual
machines except for the bottommost level (Table2.2). At that level, this logic is
represented as patterns of electronic excitations.

This combination of bottom-up and top-down actions enables complex higher
level behaviour to emerge from simpler lower level processes, which are orchestrated
from above by entering suitable data at the keyboard. That action directly alters
specific memory registers, which either contain data for the program, or instructions
as to what should happen next, as in Turing’s description (see Sect.2.1). Which it is
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Table 2.7 The hierarchy in Level 7 | Application | Message, HTTP/ SMTP /FTP
data communications

Level 6 | Presentation | Data compression/encryption

Level 5 Session Data delimitation, synchronisation

Level 4 | Transport Segments, TCP

Level 3 | Network Datagrams, IP

Level 2 | Link Frames, Ethernet/WiFi/PPP

Level 1 | Physical Individual bits, protocols
Table 2.8 Bottom-up and Source Destination

top-down action in the

hierarchy of data Level 7 Application =5 = =2 = Application

communications Level 6 |} Presentation 1 Presentation
Level 5 |} Session 1+ Session
Level 4 | Transport 1t Transport
Level 3 |} Network Routers 1 Network
Level 2 |} Link Link layer switch 1 Link

Level 1 Physical = = = Cable/wireless = Physical

depends on the context of the physical system and the pattern of excitations in all
the other gates that embodies the system logic.

Emergence of Same-Level Action. The emergence of same-level action through
this combination of bottom-up and top-down effects is particularly clear in the case
of computer networking [40]. The internet protocol stack/OSI model is shown in
Table?2.7 (levels 5 and 6 are in the OSI model). Sending a message from the source
to the receiver, the process is top-down at the source: the message gets sent down
from level 7 to level 1, the representation being transformed on the way down from
alphabetic at level 7 to binary at level 1, and also split into packets with headers and
tailers. It is sent in this form to the receiver.

A reverse bottom-up process takes place at the destination: the binary digital level
1 form gets transformed to a properly formatted output form at level 7. Encapsulation
takes place: extra information is added at each level on the way down, and stripped
on the way up [40]. Thus the result (Table?2.8) is effective same-level action: the
message sent by the source is received in the same form at the destination. This is
a good model of how same-level action emerges in general from a combination of
top-down and bottom-up action.

2.4.2 TDI: Deterministic Top-Down Processes

In deterministic processes in a computer, the outcome is uniquely determined by
initial and structural conditions. Data must be chosen to respect the logical conditions
specifying legal data and item length limits, but it can vary arbitrarily within those
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Table 2.9 The basic features

o N Context Date typing Structural conditions
of deterministic causation in a Constraint.
digital computer. Given the onstraints » ¢ 4 )
context (structural conditions Data Initial data Computation
and data constraints), the Closed system Y U
initial data leads to a unique Outcome Final state (deterministic)
final state if the calculation
halts

constraints. In fact, it varies between different runs, but is fixed for each run, and it
cannot change once the run has started. That is why the dynamics is deterministic:
the outcome is fixed by the input, with no uncertainty, providing the calculation halts.
This is top-down causation, because the outcome depends on the context: alternative
higher level states (structuring or input data) lead to different outcomes (Table 2.9).

Such computations simulate many different aspects of reality, e.g., predictions of
stock control in a shop or factory, nucleosynthesis in stars, aircraft paths, weather pat-
terns, future activity in the stock exchange. Initial data plus the algorithm determines
the outcome at each time step 7,41 = #; + At : for a system of variables y; (¢),

yiltiz1) = fi(n @), ... yn (@), Af) (2.1)

there is no uncertainty in the model. But there are rounding errors affecting the
outcome if it involves continuous variables, depending on the size of the step At.
The stability of the outcome depends on whether the system modelled is stable or
chaotic: attractors stabilize outcomes, strange attractors destabilize. In simulating
real world systems such as stock in a shop, an aircraft in flight, or the weather, one
can make the model more accurate by updating the data on an ongoing basis. Then
the outcome is no longer a unique outcome of the initial data. This is the route to
feedback control (TD?2), discussed below (Table 2.10).

Random Initial Data. An interesting twist is to add in a random number generator
to vary initial data. One uses a random seed to initialize the generator. This is a new
number, unrelated to the problem domain, e.g., the time of the start of the program,
or data from the weather or the atmosphere. It is chosen separately for each run and
is then fixed for that run. This enables Monte Carlo simulations by choosing a whole
series of runs where the seed is varied randomly but the rest of the data is fixed.
This can simulate a set of objects with varying unknown properties. Each run is
deterministic, but the overall run is not. However, it shows statistical trends, which
are then themselves deterministic at a higher level. These are emergent properties of

Table 2.10 Randomness and

- ) o Statistical description Statistical laws Deterministic
determinacy in statistical C .
investigation T oarse grain ft
Ensemble Many cases Random
T Repeat with variation )

Individual case Dynamics Deterministic
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an ensemble of individual lower level systems. But in the bigger scheme of things,
this is still deterministic: the random number generator is not random if we take into
account causal processes in the environment that determine the seed.

Indeterministic Processes. There is, however, the possibility of introducing genuine
randomness into algorithmic computational systems. Here one uses quantum uncer-
tainty to generate the seed: detection of radiation resulting from radioactive decay
of atoms is used to generate a random number.> Then it is truly random: there is no
cause for its value, provided that standard quantum theory is correct (see Sect.6.1).
The specific result of each run is not predictable from the initial data, although it
must lie in the possibility space set by the algorithms. Thus it is algorithmic, but not
deterministic: it is not mechanistic in the classical sense.

2.4.3 TD2: Non-adaptive Feedback Control Systems

By contrast, goals are the essence of feedback control systems. Non-adaptive control
systems compare the actual present state of the system with a desired goal and feed
information back to a controller to correct the system state (see Table 2.11). This is the
essence of cybernetics: feedback control corrects any error in the system state (i.e.,
any deviation from the desired goal) by observation and measurement, continually
using new data to keep it on track.

In contrast to the case just discussed (TD1), the initial data is irrelevant here. It is
the full set of goals g, that determine the outcome, through the differences Ay, (t;)
between the goals and the actual values. Instead of (2.1), we have

yiltiv1) = fi(Ayi(@), ..., Ayn (), At) . Ay(t) = yu () —gn . (22)

Examples are thermostats, an elevator taking one to the desired floor in a building,
speed controllers in engines, fully automated electric trains, and so on. In many engi-
neering applications, there will be computer control systems that will implement this
logic of deciding what to do next on the basis of the current system state, embodied
at the microscale in WHILE and IF THEN loops [14, p.29].

Table 2.11 The basic

feat f a feedback control Controller < Correction signal
eatures of a feedback contro . .
system. The goals lead to a Noise = Action | Feedback 1y

specific final state via State & Comparator < Goal
feedback of an error signal to

an actuator. The initial state

of the system is irrelevant to

its final outcome, provided

the system parameters are not

exceeded

2The Hotbits random number generator uses this technique: see http://www.fourmilab.ch/hotbits/.
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In advanced systems (automatic pilots, control systems in chemical plants), the
controller will act not on the basis of the present physical state of the system but on
the basis of predicted future states as determined by the latest updates of the current
system state. It is this continual updating of predictive data that gives the process its
power. This is also the core principle of numerous homeostatic control systems in
physiology and cell biology. This is top-down causation because the goal determines
the outcome, and hence is at a causally higher level than the system controlled. Itis an
emergent property of the system, enabling sophisticated behaviour. But this process
cannot innovate: the outcome is predictable from the outset, as it is determined by the
explicit or implicit goals of the system. Like predictive algorithmic processes, non-
adaptive feedback control systems cannot learn. That requires adaptive selection.’

2.4.4 TD3: Adaptive Selection

The basic feature of adaptive selection [36] is that a process of variation generates
an ensemble of states, from which a best outcome is selected according to some
selection criterion (see Table2.12).*

The reason this is classed as a form of top-down action is that the nature of the
higher level environment is crucial to using selection criteria. The outcome would
be different if either the environment or the criteria were different. Its great power
in evolutionary biology is due to the continued repetition of the adaptation process,
with the best variant being passed on from one generation to the next by a hereditary
mechanism. But that repetition is not essential to the basic process.

The basic dynamics is first a randomisation process, and then a selection process

yitis) = E; () .., yn (), ¢, E) (2.3)

Table 2.12 The basic
features of adaptive selection.
Selection takes place from an

System states < Selection agent Meta-goals
selects state

ensemble of states, the Variation | f !
selection being based on the Ensemble of = Preferred <= Selection
outcome of some selection System States states criteria
criteria in the context of the N
specific current environment. .

Environment

Unwanted states are discarded

31 am aware that some present day feedback control systems use principles of adaptive control.
I believe they should be labeled as such, to distinguish them from the basic cybernetic processes
identified by Wiener, in which the goal is fixed.

4This is what Penrose identifies as bottom-up organisation [53, p. 18], but this is incorrect, because
he fails to recognise the top-down nature of the decision process via higher level selection criteria.
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Table 2.13 The basic

- h . Final data set Meaningful information = Rejected set: noise
function of adaptive selection

processes: they select what is Sdeftion T «  Selection principle
useful or meaningful from an Varied set

ensemble of mainly irrelevant Variation 1t & Variation principle
stuff and reject the rest, thus Initial data set ~ Ensemble of states ~ Random

creating order out of disorder
by selecting states conveying
meaningful information

where 8; is a projection operator selecting one of the y,(#;) and rejecting the rest,
on the basis of the selection criterion c; evaluated in the environmental context E.
It is a non-deterministic process: because of the random element in generating the
ensemble selected from, one cannot predict the outcome before the selection process
takes place.

Itis also for this reason that it can innovate. The process generates new information
that was not there before—or rather, finds information that was hidden in noise
(Table2.13). That is the general process whereby adaptive selection generates useful
information: it finds what is relevant and works from an ensemble of stuff that is
mainly irrelevant or does not work, hence allowing a local flow against the general
tide of increasing disorder. Inter alia, this is the process underlying learning.

Many computational processes build on this possibility. These include:

e Artificial neural networks [11], where selection of node weights occurs through
the training process. The resulting set of node weights is not predictable. (If it
were, one would not need the training process.)

e Many optimization procedures are of this nature, as they search the possibility
space and choose the best outcome encountered. Randomness comes because one
cannot explore the whole space, and we have to choose a subset of points to
investigate, and steps away from these points: the result might depend on this
choice, if local maxima occur.

e Evolutionary computation (EC) [23, 24] encompasses genetic algorithms (GA),
evolution strategies (ES), evolutionary programming (EP), genetic programming
(GP), and classifier systems (CS).

These are all examples of non-deterministic computing [1, pp.412—413]:

The key idea is that expressions in a non-deterministic language can have more than one
possible value [...] our non-deterministic programme evaluator will work by automatically
choosing a possible value and keeping track of the choice. If a subsequent requirement is
not met the evaluator will try a different choice, and it will keep trying new choices until
the evaluation succeeds, or we run out of choices. [...] the non-deterministic evaluator will
free the programmer from the details of how the choice is made [...] it supports the illusion
that time branches, and that our programmes can have different possible execution histories.
When we reach a dead end, we can revisit a previous choice point and proceed along a
different branch.

This is just a version of adaptive selection.
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Table. 2.14 Adaptive Level 3 Selection criterion Meta-goal
selection of goals U
Level 2 Goal Adaptively selected
4
Level 1 Feedback control = Output

2.4.5 TD4: Feedback Control with Adaptive Goals

Higher level innovation becomes possible when one combines TD2 and TD3 to obtain
TD4: feedback control with adaptive learning. Unlike TD2 where goals are fixed,
these are feedback control systems that select their goals by a process of adaptive
selection: equation (2.3) is applied to a set of goals g, in (2.2) to get

9;tiv) = E(q1(@), ..., gn(t), €}, E) 2.4

where cf are criteria for feedback control goals (see Table2.14).

This is a higher level form of top-down action, as it involves both goals in a home-
ostatic system (TD2) and adaptive selection criteria (TD3). It is used in engineering
in adaptive forms of feedback control, which can be implemented through suitable
digital computer systems.

2.4.6 TD5: Adaptive Selection of Adaptive Goals

One issue inevitably arises: where do the selection criteria in adaptive selection
systems come from? In fact, they, too, may be adaptively selected, giving TDS5: the
case where adaptive selection criteria are determined by adaptive selection. Hence,
(2.3) is applied to the criteria ¢, [guiding selection in (2.3)] in the form

cj(tix1) = ES(c1(t), ..., en(®), ¢§, E) , (2.5)

where c; are criteria for selective criteria (see Table 2.15).

This is a higher form of top-down causation, because adaptive selection is itself a
form of top-down causation. It is of importance in determining strategy in every area
of personal and communal life, e.g., business, education, politics, social policy. It can
be exemplified by ranking systems in search engines [45], where the key element is

Table. 2.15 AdapFive o Level 3 Selection criterion 2 Meta-goal
selection of selection criteria m
Level 2 Selection criterion 1 Adaptively selected
Il

Level 1 Adaptive selection = Output
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Table 2.16 The hierarchy of

] o Level N + 1 Selection criterion N Non-algorithmic choice
selection criteria

4

Level N Selection criterion N — 1 Adaptively selected

4

U
Level 3 Selection criterion 2 Adaptively selected

4

Level 2 Selection criterion 1 Adaptively selected

U
Level 1 Adaptive selection = Output

selection of criteria for ranking, and the second order adaptive outcome is successful
ranking of web pages (selection of the most relevant according to the chosen criteria).

Closing the Hierarchy. Adaptive selection of adaptive criteria involves choosing a
set of criteria ¢ for suitability of adaptive criteria c;. This appears to be the start of an
infinite recursion: where do these next higher level selection criteria ¢ come from?
Are they, too, selected adaptively? How do we close the logic? (see Table 2.16).

At some point we have to stop and accept a set of highest level selection criteria as
an a priori choice, otherwise we cannot close the system. (if we consider criteria for
this choice and evaluate it, then through that act it is shown not to be the uppermost
level). Any attempt to determine these criteria algorithmically, heuristically, or by
adaptive selection will of necessity introduce a further set of selection values: it
will just postpone the final decision level and choice by adding in a further level to
Table2.8. Naturally, the same issue arises in relation to adaptive selection of goals
(TD4). There, too, there has to be an uppermost level which is just taken as given
and sets the overall direction and purpose of the dynamics. The meta questions are:

e Meta-analysis. How many levels up do you go?
e Choice. How do you decide which criteria to use at the top?

These are philosophical issues, to be chosen according to one’s philosophical posi-
tion. This is where values and purpose come in: this highest level is the level of
meaning (‘telos’), perhaps involving ethics or aesthetics. This choice gives shape to
all the rest, for it transfers down to affect choices made and outcomes at all the lower
levels.

2.4.7 Goals and Learning in Relation to These
Kinds of Causation

This section has looked at five distinct types of top-down causation (TD1-TDS5) that
can occur in computer systems. Three key points to notice are the following:
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e Goals versus attractors.
e Learning and adaptive selection.
e Intelligent top-down causation.

2.4.7.1 Goals Versus Attractors

Dynamical systems with attractors (TD1) can look like feedback systems with goals
(TD2) because initial conditions anywhere in a wide basin of attraction can lead to the
same result. In particular this happens if there is friction (motion dies away as energy
dissipates). Nevertheless, they are completely different in terms of mechanism: the
second (TD2) involves active collection and use of information, while the first (TD1)
does not. The second involves the causal effectiveness of goals as in (2.2), the first
just the flow of the dynamical system according to the initial data as in (2.1).

2.4.7.2 Learning and Adaptive Selection

Learning, and associated collection of new information, is not possible via bottom-
up action alone, or via dynamical systems (TD1) or non-adaptive feedback control
(TD2). TD1 proceeds simply on the basis of information that is available at the
beginning, as in (2.1), while TD2 compares updated information with goals as in
(2.2). Neither generates any new information that was not there to start with. In order
for new information to be acquired, and hence in order that learning can occur, one
needs adaptive selection to take place, that is one needs TD3 as in (2.3), TD4 as in
(2.4), or TDS as in (2.5).

2.4.7.3 Intelligent Top-Down Causation

Intelligent top-down causation is the special case of any of TD1-TD5 where symbolic
systems are used in the analysis, based on using some entity to represent something
else. This is what characterizes intelligent thought: systems and situations are mod-
eled in a symbolic way through use of language, diagrams, maps, physical models,
or mathematical models. In particular higher level goals and selection criteria are
analysed through use of symbolic systems and then adapted to get optimal results.

This use of symbols is an abstract technology that enables us to transcend the
boundaries of what actually exists and consider what might be, what it might mean,
and what methods to use when investigating these issues. The use of symbolic
systems—particularly language—is a key characteristic of being human [22].

Now all digital computer systems are symbolically based—that is the core of how
computers function—so their use to assist decision-making is in a sense automatically
of this kind. However, sometimes computers act as explicitly symbolic computational
systems, rather than just carrying out data analysis or numerical computations. Com-
puter languages such as LISP can be used to perform logical operations and so can
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be used to investigate goal choice and decision-making algorithmically. Their math-
ematical derivatives, such as MATHEMATICA and MAPLE, are able to perform
algebraic operations (solving an equation symbolically, for example) and symbolic
integration and differentiation, as opposed to numerical differentiation and integra-
tion. The former hold for generic functions whereas the latter hold only for specific
functions. Such languages are of considerable use in evaluating goals and adaptive
criteria.

At adeeper level, computer systems act crucially as extensions of human capacity
in investigating policy options symbolically: computers are used as interactive aids in
decision or design systems, and it is in the human—computer interaction that the real
creative capacity lies. Computer models are used to simulate reality, e.g., computer-
aided design systems for houses or aircraft: the human mind intervenes and tries
new options, the best one being selected. Examples are health policy, housing policy,
energy policy, environmental policy. In each case examining what is possible when
physical and economic constraints are taken into account can play a key role in
determining what are suitable tactical and strategic goals, and indeed in working out
what are the best criteria for such goals. This is particularly because of the unintended
consequences that can arise in complex systems such as ecosystems: you aim for
one effect, but a completely unexpected side-effect dominates the outcome. Neither
the options nor the selection process can be fully algorithmic, because the former
involves imagination and understanding of causal possibilities, and the latter involves
decisions that cannot be reliably reduced to a numerical algorithm, for example, an
architectural design involves aesthetic as well as functional features. When they are
so reduced (as in the case of automated stock options), disaster may ensue.

The core causal feature is the interaction of the user and the machine, the resulting
evaluations being based on models of the target area embodied in suitable symbolic
systems. These evaluations then become the high level causal feature underlying
our plans and consequent actions that are physically effective in the real world. One
attains new patterns that were not there before by optimization and selection of goal
choices, selection criteria, and methods used.

A key feature of such reasoning is that it is recursive: it can be turned on itself,
to adapt the method of reasoning. An open question concerns the degree to which
intelligent computer systems can capture the kind of human reasoning involved in
such analysis. This is of course the contentious area of artificial intelligence [48, 56,
58]. I will not enter the fray except to give the following quote from McCarthy [48,
p. 18]

Formalizing common-sense reasoning needs contexts as objects, in order to match human
ability to consider context explicitly. [...] We propose the formula holds(p,c) to assert that
the proposition p holds in context c. It expresses explicitly how the truth of an assertion
depends on context.

Thus a key to success is adapting the logic to take contextual effects into account,
in line with the central argument of this book. There is, however, a specific open
question as regards TD5:



2.4 Bottom-Up and Top-Down Causation 63

Open Question. Is adaptive selection of adaptive goals only possible through use of symbolic
systems? Or can it be possible without symbolic reasoning?

I suspect the answer is that symbolic reasoning is essential for meaningful TDS5
processes. Then TD5 is necessarily a subclass of intelligent top-down causation.

2.5 The Core Feature: Equivalence Classes

The central feature of all forms of top-down causation in general is multiple realiza-
tion and the associated equivalence classes [5]. This applies in particular to digital
computation. I consider in turn:

e Multiple realization (Sect.2.5.1).
e The link to top-down causation (Sect.2.5.2).
e The ontological nature of computer programs (Sect.2.5.3).

2.5.1 Multiple Realization

The core feature of top-down causation is the way higher level elements can emerge
from many different variants of lower level ones, in both the physical and the logical
context:

Multiple Realisability. Higher level structures and functions can be realised in many dif-
ferent ways through lower level entities and interactions.

In general many lower level states correspond to a single higher level state, because
a higher level state description is arrived at by averaging over lower level states and
throwing away a vast amount of lower level information (coarse-graining). Hence,
specification of a higher level state determines a family of lower level states, any
one of which may be implemented to obtain the higher level state (a light switch
being on, for example, corresponds to many billions of alternative detailed electron
configurations). The specification of structure may be loose (attainable in a very large
number of ways, e.g., the state of a gas) or tight (defining a very precise structure, e.g.,
particular wiring of a VLSI chip in a computer). In the latter case, both description
and implementation require far more information than in the former. Equivalence
classes of lower level operations give the same higher level effect. Some examples
in the case of digital computers are:

e At the circuit level, one can use Boolean algebra to find equivalent circuits to any
circuit [47].

e Atimplementation level, one can compile or interpret a high level program, giving
acompletely different lower level process producing the same higher level outcome
[67].
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e One can run the same high level software on different microprocessors, using
different instruction sets [47].

e One can run the same algorithms in different programming languages (Basic,
Fortran, Pascal, Java, for example).

e Generic procedures can operate on data represented in different ways
[1, pp. 170, 187].

e At implementation level, there is an equivalence of hardware and software. One
can decide to imbed developed software in a dedicated hardware chip, giving a
completely different nature of lower level physical entities for the same higher
level outcome.

e At the highest level, specific tasks can be allocated either to the user or to the
computer to give the desired high level output (e.g., focusing and exposure in
digital cameras).

At the foundations of computing, the notion of a computable function is extremely
robust and can be defined in many seemingly different, but equivalent terms [14]°:

e One of these definitions is Turing’s original definition via Turing machines that
can encode numbers in the form of digits on infinite tapes that the machine can
manipulate according to actions specified by its program.

e An equivalent definition is via register machines that can directly manipulate nat-
ural numbers with arithmetic operations. This is close to the (assembler) program-
ming language.

e Another completely different but equivalent definition is purely number theoretic,
avoiding reference to any kind of seemingly obscure ‘machinery’: a computable
function is a function whose graph is a Diophantine set

e Another common characterization used in logic is via certain recursive equations,
which is why the word ‘recursive’ is used synonymously with ‘computable’ in this
field.

This variety of ways expresses the notion of a computable function from quite dif-
ferent, but nevertheless equivalent viewpoints.

2.5.2 The Link with Top-Down Causation

The connection with top-down causation is that we only normally have access to
the higher level variables: these are the handles we have to affect the system state.
When we change them we change numerous lower level states in accordance with
the chosen higher level state, that is, we instantiate an instance of the equivalence
class. It does not matter which specific one we instantiate. What matters is which
equivalence class it belongs to, because this determines which higher level state it
represents.

51 thank Vasco Brattke for these characterisations.
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In the implementation hierarchy, once a particular lower level method of imple-
mentation has been chosen, that is the one that exists physically and drives the higher
level dynamics.

In logical hierarchy, the higher level function drives the lower level design and
hence the lower level operation. This is embodied in the nature of modularity, involv-
ing encapsulation and information hiding [57, pp.233,476—483]: one can change the
nature of the private methods, while overall function and interface remain unchanged:

Equivalence Classes. Top-down causation takes place by instantiating a specific lower level
instance of an equivalence class representing a higher level variable. This happens by giving
a higher level variable a specific value, an action which sets specific values for all the relevant
lower level variables. Which specific such values are set is not determined by the chosen
high level value.

2.5.3 The Ontological Nature of Computer Programs

Because of this multiple realisability, a higher level element is not ontologically the
same as any specific lower level realization. It is the equivalence class of all of them

[5]:

The Ontological Nature of a Computer Program. In terms of the lower level elements
that represent or instantiate it, this is nothing other than the functional equivalence class of
such lower level elements that give the desired high level function.

This characterizes in precisely what way computer programs are abstract entities.
They are not the same as any specific physical state: they are in essence equivalent
to the set of all physical states that embodies their logic:

Reality of Computer Programs. They are real and exist as higher level entities, because
the equivalence class of lower level elements exists, and is causally effective. It determines
uniquely what happens at the macro level.

The same is true for data: it can be represented logically in many different ways,
e.g., binary or hexadecimal. It can be instantiated physically in electronic states or
in printed or spoken form. The essence of the data is not any specific representation
of either equivalence class: it is the equivalence class itself.

2.6 Resources: Memory and Deleting

Formal language theory proposes that there are an infinite number of possible state-
ments in any language [38, p.320]. This is based on the idea that statements can
have an unbounded length: one can always add another clause to them. In the case
of computers, the tape in a Turing machine is supposed to be infinite: it can store an
infinitely long programme and an infinite amount of data. But infinities cannot occur
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in physical reality: resources are limited and in reality infinity is unattainable. This
has important practical applications for computing. I consider in turn:

e The unphysical nature of infinity (Sect.2.6.1).
e Deletion and garbage collection (Sect.2.6.2).

e The memory hierarchy (Sect.2.6.3).

e Modular hierarchical structure and scoping of variables (Sect.2.6.4).
e Deletion, adaptive selection, and irreversibility (Sect.2.6.5).

2.6.1 The Unphysical Nature of Infinity

Turing states [65]:

Some years ago I was researching on what might now be described as an investigation of the
theoretical possibilities and limitations of digital computing machines. I considered a type
of machine which had a central mechanism, and an infinite memory which was contained on
an infinite tape. This type of machine appeared to be sufficiently general [...] It was essential
in these theoretical arguments that the memory should be infinite. It can easily be shown that
otherwise the machine can only execute periodic operations.

But an infinite memory or an infinite tape cannot be read. Infinity is not just a very
large number: it is a magnitude that is never attained. It is always beyond reach.
That is its most essential feature. No matter how much has been read, there will
always be more to read, because that is what infinity means—something that is never
completed, it is always unattainable. David Hilbert remarked [35]:

The infinite is nowhere to be found in reality, no matter what experiences, observations, and
knowledge are appealed to.

A real computer has finite storage capacity and only survives for a finite length of
time, and so can only carry out a finite number of operations in its lifetime.

One can calculate an absolute limit to what a computer can possibly read in its life-
time by estimating how many bytes can be read by a machine that reads continuously
for 24 hours a day, every day for say 1200 years at a rate of say 10° bytes a second,
giving 10° x 60 x 60 x 24 x 365 x 1200 = 378 432 000 000 000 000 bytes: a large
number but obviously not infinite. No real computer can exceed this limit in its life-
time (inter alia because it will need maintenance, and will not in fact last that length of
time). Indeed the computational capacity of the entire universe is finite [44]. Hence,
there is a finite limit to the length of any statement that could be read by a computer
in its entire lifetime in a physically realistic setting. And anyway, sentences actually
usable for computational purposes, the raison d’étre of computers, are very much
shorter:

Computational Finiteness. The set of possible computable programs €2, and the set of
potentially associated data 24 are both large but finite.
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The implication is that there are a finite number of possible computer languages,
programmes, and data, whence the possibility space for computer operations is finite.
The idea of a computer that can process an infinite tape or read an infinite amount
of data does not make physical sense. Formal language theory should take this into
account.

What about Turing’s comment that if a machine has finite memory then it can only
execute periodic operations? This is in principle true, as the operation space is then
compact, and if the machine continues to operate for an unlimited time, Poincaré’s
eternal return theorem applies: eventually all possible states will have been visited
and the next and all subsequent ones will be repeats of ones already utilised, so cycles
will occur. But this assumes that the machine will continue operating for an infinite
time, something which cannot happen inter alia because the Earth will come to an
end in a finite time, when the Sun comes to the end of its life. The alleged problem
arises because of this implicit infinity, which is unphysical. Computer memories are
now so large that this will not be an inevitable outcome in practice.

2.6.2 Deletion and Garbage Collection

In practical terms, this limitation on memory has important implications for how
memory is handled, and leads to the need for garbage collection and the ongoing
deletion of records, freeing up memory space for reuse.

Garbage Collection. During a program run [1, pp. 540-546], this is a key strategy
for handling memory limits, giving the illusion of infinite memory even though in
fact the memory space is finite. Memory cells used to hold intermediate results during
a calculation can be cleared at the end of the calculation, freeing up memory space
to be reused in the next calculation.

This is related to persistence [12, pp.75-77]: keeping in memory objects and
names across different contexts. Objects take up some amount of space and exist for
a particular amount of time. But one has to clear them out to make room for new
objects, or memory will fill up and operations will cease.

Deleting Records. As regards long term memory, deletion of records to free up
memory is a key requirement, not just because storage space is limited, but also
because otherwise we simply cannot handle the vast amounts of data we accumulate.
We eventually forget we have stored specific data, or cannot locate the relevant
records in the fog of data clogging up our machine. The key strategy here is that the
user deletes all those records they don’t want to keep and puts the rest into suitably
formatted short term or longer term storage, depending on their usage needs. This
process of sorting emails, music, digital images, and so on, deleting those that are
unwanted and keeping those that are still useful, refines and organises our files into
meaningful collections suited to our purposes.

Together with the organisational methods discussed in the following sections,
deletion and reuse of memory is the key to handling memory limitations resulting
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from finite resource availability, giving an illusion of infinite memory space, despite
the available space being strictly limited.

2.6.3 The Memory Hierarchy

Given the hierarchy and memory limits, one still has to handle the practical limits
on memory. This is done through the memory hierarchy. Turing states the problem
as follows [65]:

A problem might easily need a storage of three million entries, and if each entry was equally
likely to be the next required, the average journey up the tape would be through a million
entries, and this would be intolerable. One needs some form of memory with which any
required entry can be reached at short notice [. . .] Another desirable feature is that it should
be possible to record into the memory from within the computing machine, and this should
be possible whether or not the storage already contains something, i.e., the storage should
be erasible.

Even with more modern forms of memory, memory bottlenecks are the key design
issue for computers. This breeds the memory hierarchy of short term, medium term,
and long term memory. Thus one has [39]:

e Main memory. DRAM semiconductor memory in which most of the program
and data are stored when the program is running (short term memory).

e Cache memory. Very high-speed semiconductor memory that caches frequently-
used programs and data from main memory (storing them in a quick access area
of medium term memory).

e Paging memory. Slower memory, usually disk, which provides swap files as an
extra area for the main memory (medium term memory not used so often).

e Hard drives. Disk or tape memory for files (long term memory).

There is an entire science of how to design caches [37], and special languages
designed handle the memory hierarchy efficiently [29]. As is clear from the above, a
key issue is what to delete and what to keep. But additionally, a suitable hierarchical
structure makes a big difference.

2.6.4 Modular Hierarchical Structure and Scoping
of Variables

The fundamental principle is locality of reference, realised in modular hierarchical
structures, with related aspects of temporal locality and algorithmic locality. One
limits applicability of a variable both in logical space and in time. This is done by
the mechanism of scoping, i.e., specifying the context within which it will be valid.
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Scoping as Regards Context. Algorithmic locality happens via the distinction
between local and global variables, embodied in the scope of a variable. Local vari-
ables must be readily available when a module is run, but can be cleared when another
one is run. Global variables must be available all the time. The existence of the mod-
ules enables this distinction and so clarifies which variables can be cleared when the
active module is changed.

Scoping Variables in Time. This follows from the fact that local variables are only
valid for a certain time and cease to be needed when other local variables become
relevant because another module is run. But there is another aspect: a key idea is that
of a function f(¢) with an unchanging name, which keeps its identity as we evaluate
it at different times, rather than regarding each of its values as separate ontological
entities x := f(t1), y := f(t2), z := f(t3), etc. This allows one to overwrite old
values of the variable as new values are calculated. One can discard the old value
because it is no longer needed: what matters in most cases is just the value of the
function at the present time, and perhaps a few times steps before that (if we are taking
numerical derivatives). Exceptions are when the records are needed in the long term
(financial or medical records for example), but then they can be transferred from
short term memory to long term memory and stored on hard drives for later recall if
necessary. Short term memory is freed up for reuse.

Streams. A related concept is the idea of delayed evaluation of streams [1, pp.316—
330]. These are lists which can be used to represent sequences that are infinitely
long (such as the set of integers), even though in fact we only compute as much of
the stream as we need to access [1, p.326]. This is done by constructing streams
partially and passing the partial list to the program that uses the list. Thus one writes
the program as if the entire sequence was being processed, but interleaves the con-
struction of the stream with its use. In this case, at the end of the calculation, there
is no obligation to delete the variables that are part of the list but were never needed,
because they were never activated in the first place.

2.6.5 Deletion, Adaptive Selection, and Irreversibility

The big picture is that (see Table2.13):

One Creates Order by Deleting. Adaptive selection of what is meaningful, and hence
creation of ordered meaningful information, is centrally based on deleting what is not wanted.

Examples are deleting old files and emails, as well as deleting old values of variables,
and indeed no longer used variables themselves. This is what allows the freeing up
memory for reuse, and so creates the illusion of infinite memory.

Irreversibility. As pointed out by Landauer [43], these processes are where irre-
versibility, associated with physical entropy production, happens in computations
(quoted by Bennett [8]):
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Any logically irreversible manipulation of information, such as the erasure of a bit or the
merging of two computation paths, must be accompanied by a corresponding entropy increase
in non-information bearing degrees of freedom of the information processing apparatus or
its environment.

One is creating logical order by deleting (see Table2.13), as regards information
locally going against the overall flow of increase of entropy. There is a consequent
physical energy cost characterized by the Landauer limit: the minimum amount
of energy required to change one bit of information is given by k7 In2, where
k ~ 1.38 x 1072J/K is the Boltzmann constant and T is the temperature of the
circuit in kelvin. This principle linking information and entropy creation has been
experimentally verified by Bérut et al. [10]. Hence, there is an energy cost to gener-
ating useful information.

Ladyman et al. [41] analyse in detail what it means for a physical system to
implement a logical transformation L, and make this precise by defining the notion
of an L-machine. They show that logical irreversibility of L implies thermodynamic
irreversibility of every corresponding L-machine. This relates in particular to the
operation Reset which clears a logical system to its original state by replacing all
variable values generated in the previous cycle with default values and so freeing
it up to start a new cycle of operation. Overall, the conclusion is that dealing with
logical infinity in a system of finite size is irrevocably tied to physical irreversibility.

2.7 The Outcome: Causation in Digital Computers

Even though computers are the epitome of algorithmic machine operations, they are
also systems where non-physical entities (programs, algorithms, data) are causally
effective, and enable symbolic operations to take place that are independent of the
underlying physics. Here we consider:

e Computer programs are non-physical, but causally effective (Sect.2.7.1).
Computer programs embody abstract logic, and act top-down (Sect.2.7.2).
Room at the bottom (Sect.2.7.3).

Predictable explanation (Sect.2.7.4).

Possibility spaces and their causal effects (Sect.2.7.5).

Top-down action from the mind (Sect.2.7.6).

Genuine emergence (Sect.2.7.7).

2.7.1 Computer Programs Are Non-physical,
but Causally Effective

Virtual machines are the core of computing systems (Table2.3), and although they
do not exist as physical entities, they are real: they exist as causally effective entities.
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2.7.1.1 The Non-physical Nature of Computer Programs

Computer programs are not the same as what is printed in a listing, or stored in a
disc, or saved in computer memory, or presented on a blackboard, and neither are
they what exists in a programmer’s mind. These are all instantiations of an entity
that is not itself a physical thing. It is not fully realised in any of these instantiations:
precisely because it can be realised in the others. It is not the same as any of its
instantiations. Rather, it is essentially equal to all of them:

e When considered in lower level terms, the real nature of a program is that it is an
equivalence class of such representations (Sect.2.5).

e When considered in higher level terms, it is an abstract entity obeying rigidly
prescribed syntactic laws, and through a combination of bottom-up and top-down
causation, it is causally effective at its own level.

It is not equal to any particular physical manifestation, e.g., on a CD disk or as
electronic states in a computer. These are just vehicles whereby it is instantiated.

2.7.1.2 The Causal Effectiveness of Computer Programs

Given the physical computer, a loaded program, and input data, the output is uniquely
determined:
(physical structure, program, data) =—=> output . (2.6)

The first two will be fixed and unchanging in a given run (with the same high level
software loaded) and can be taken for granted then. So, within this context, the given
constraints imply

(data) == output, 2.7)

program

showing that abstract information is causally effective in the given context of a
specific program, which determines in a top-down way the family of results obtained
from arbitrary data. But as we have seen, the program is an abstract entity. According
to Abelson and Sussman [1, p. 1]:

Computational processes are abstract beings that inhabit a computer. As they evolve,
processes manipulate other abstract things called data. The evolution process is directed
by a pattern of rules called a program. People create programs to direct processes. In effect,
we conjure the spirits of the computer with our spells.

That gets it just right. Abstract entities produce concrete results. They are causally
effective through the computer hardware. The ultimate reason this is so is because
they were designed to do so: they are an example of the causal efficacy of the human
mind. Consequently:

Causal Effectiveness. Computer programs are not physical entities, but are nevertheless
causally effective in numerous ways.
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For example they can do engineering and calculations that result in specific physical
structures such as aircraft and automobiles coming into existence. Furthermore, they
facilitate economic interactions such as shopping and banking, social interaction
through internet applications such as email and facebook, and education through the
internet in conjunction with search engines such as Google and encyclopedias such
as Wikipedia. They make a real difference in the real world. A final note for the
philosophically cautious:

Existence. Because computer programs are causally effective, they clearly exist.

Here I use as a criterion that whatever is causally effective in the physical world
must certainly exist (Sect. 1.3.5). If this is not true, we will have to face existence of
uncaused entities or events in the physical universe.

2.7.2 Computer Programs Embody Abstract Logic,
and Act Top-Down

This is possible because logical entities can cause physical effects, enabled by the
interaction of bottom-up emergence and top-down causation. In particular, this hap-
pens in the interaction between the logical and physical systems. These systems are
emergent systems based on the underlying physics, but then acquiring an abstract
character at the higher levels.

2.7.2.1 The Implementation Hierarchy: Logical
Levels and Descriptions

A series of interlocked computer programs, each representing the same logical
structure, power the virtual machines at each level in the implementation hierar-
chy (Table?2.2). They are what give the system its dynamics. The downward link is
via compilers and interpreters (Sect.2.3.4). The upward link is via implementation,
in essence according to Turing’s prescription of reading a tape and performing the
next logical operation specified thereon (Sect.2.1).

The physical system is designed to embody logical relations, which are coded in a
hierarchical manner through the interaction between system hardware and software.
There are different layers in the description of computers and, in particular, the
following®:

1. Digital circuits that can be directly implemented using certain physical devices.

2. Register machines that describe computation on a higher level of abstraction (in
terms of very simple arithmetic operations).

3. Object-oriented programming languages that offer very abstract ways to describe
data structures and operations on them.

6T am indebted to Vasco Brattke (private communication) for the following comments.
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One of the questions seems to be: how is it possible to implement on one relatively
primitive level a layer that seems to offer a much higher degree of abstraction?

The emergence from layer 1 to 2 above happens on the level of microcode, which is
implemented in digital circuits and offers the first layer of programming. Microcode
operations are very simple and they are actually used to implement assembler lan-
guages that offer pretty much the same type of instructions as register machines. On
the level of microcode, one still reasons in terms of digital circuits and very elemen-
tary operations that transfer content from one position in the memory to another.

On the level of assembler languages one no longer has to think in terms of dig-
ital circuits, but the reasoning happens on the higher level of registers and certain
arithmetic and logical operations. On this level one can actually implement abstract
object-oriented programming languages such as Java (although in practice there are
several intermediate layers, such as the operating system). In particular, all such
things as indirect addressing, pointers, etc., can be implemented easily on the level
of register machines.

In fact, as shown in [14], all these ‘programming languages’, register machines,
recursive functions, Java programs, and so on, satisfy the so-called SMN proper-
ties(Kleene’s translation theorem) and UTM properties (Turing’s universal function
theorem). Hence, it follows from the equivalence theorem of Rogers that each of them
can be simulated in any of the others [14]. The level of description and abstraction
is very different, but the power of expressiveness is essentially the same. Already at
level 1 in Table2.5, the zeros and ones are conceptual representations of physical
states. The actual physical state is a charge or current [47]. It is conceptually referred
to by binary notation: an abstraction that is the effective language of the logic that is
built into the gates by their properties and connectivity in logical circuits.

Given this structure, the hierarchy of languages can be constructed, with compilers
and interpreters [3, 6] acting top-down to link the levels. But they are just computer
programs. Abelson and Sussman [1, p.360] state the following:

Metalinguistic abstraction—establishing new languages—plays an important role in all
branches of engineering design. It is particularly important to computer programming,
because in programming not only can we formulate new languages but we can also implement
these languages by constructing evaluators. An evaluator (or interpreter) for a programming
language is a procedure that, when applied to an expression of the language, performs the
actions required to evaluate that expression. It is no exaggeration that this is the most fun-
damental idea in programming: the evaluator, which determines the meaning of expressions
in a programming language, is just another program.

This enables the emergence of higher level entities such as the higher level systems
programs and application programs, both realised when the low level systems pro-
grams are run. They subsequently exert top-down effects on lower level dynamics
(Sect.2.4). Universal computation is then possible, able to model arbitrarily complex
systems.
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2.7.2.2 The Logical Hierarchy

To enable high level computation additionally requires modular hierarchical struc-
turing of a logical hierarchy (Table?2.4) at each level of the implementation hierar-
chy, enabling abstraction, information-hiding, and so on (Sect.2.2.2). This structure
enables contextual information processing. James McClelland describes it thus [46]:

Interactive models of language processing assume that information flows both bottom-up
and top-down, so that the representations formed at each level may be influenced by higher
as well as lower levels. I describe a framework called the interactive activation framework
that embeds this key assumption among others, including the assumption that influences
from different sources are combined non-linearly. This non-linearity means information that
may be decisive under some circumstances has little or no effect under other conditions. [...]
feedback from higher levels is computationally desirable [because] it allows lower levels to
be tuned by contextual factors so that they can supply more accurate information to higher
levels.

The 5 different types of top-down causation (Sect.2.4) can be implemented and
enable complex behaviour to emerge on the basis of purely algorithmic operations
at the bottom.

2.7.2.3 Symbolic Logic Independent of the Underlying Physics

Itis clear from Turing’s work (Sect. 2.1) that what one can do symbolically via digital
computers is not in any way restricted or constrained by the lower level physical
implementation [14]. It is determined by the logic of the higher level possibility
space (the effective laws of logic, mathematics, and semiotic representation), not by
the underlying laws of physics that enable the computer to function.

2.7.3 Room at the Bottom

How is there room at the bottom for top-down action in a mechanistic system, where
the low level operations are completely deterministic?’” The main way higher level
structures exert an effect on lower levels is by setting various constraints on their
functioning:

e The physical structuring of the computer (hardware) embodies patterns of con-
nection that constrain what happens at gate level.

e The loaded high level software establishes further constraints on the logical struc-
ture of the lower level interactions.

"I only consider classical computers here, where quantum uncertainty in the underlying physics has
no effect on microcomputer operations because they have been carefully designed so that this will
be the case. Quantum computing raises many further possibilities I do not engage with in this text.
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e Finally, the data establishes sufficient further constraints on the lower level inter-
actions to give a unique output.

This works out in the following ways (discussed further in Sect. 5.3).

2.7.3.1 Context

Firstly, the context determines what algorithmic operations take place. The physical
context of computer structure does not alter the lower level physics: it constrains its
actions. Paradoxically, constraint creates the possibility of complexity. For example,
the wiring in a computer means that a specific gate G is connected only to further
gates G, and G3 and not to any other gates in the system, and this is what enables
these three gates to produce a specific logical operation, such as AND-OR-INVERT
[47]. This would not be possible if inputs from other randomly selected gates were
also connected. More generally, motifs occur in complex systems and shape their
behaviour by constraining interactions [2].

The logical context of loaded programs also constrains what happens. Gate opera-
tions at the bottom are individually identical, whether a music program, a spreadsheet,
a word processor, or an image-processing program is running. The specific sequence
of low level operations that takes place, and the consequent high level output, is com-
pletely different depending on the higher level context of what program is running
and what data are entered.

2.7.3.2 Environment

Secondly, part of the context is the environment, which lies outside the control of the
algorithmic system and exerts a causal influence on operations. In many computer
applications, new data comes in during a run that was not present at the start: so the
computer is not a closed system, it is influenced by the environment—a top-down
effect. This happens, for example, in continually updated weather forecasting sys-
tems, online stock control systems, ATM operations, and feedback control systems.

2.7.3.3 Randomness and Adaptive Selection

Thirdly, processes of adaptive selection allow learning to take place, with new infor-
mation beng garnered by selection processes whereby masses of irrelevant informa-
tion are discarded as irrelevant. This is non-deterministic, and hence not uniquely
implied by the initial data, because the variation processes include random elements
(Sect.5.6.6). It is top-down because the outcome depends on the choice of selection
criteria at higher levels in the hierarchy of causation. It may also happen in adaptive
selection processes where non-algorithmic higher level criteria are used on the fly
during the selection process. This occurs, for example, in the use of spreadsheets, and
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all those computer-aided design processes in which the operator chooses between
options.

2.7.3.4 Mutable Lower Level Elements

Fourthly and crucially, the behaviour of lower level elements is not generally
immutable, but depends on context: they are adapted to their role in the hierarchy
(see Sect.5.4). Put briefly:

Contextually Determined Nature. The nature of the lower level entities—the way they
respond to events—is often determined by context.

In digital computers this occurs through the late time binding that enables polymor-
phism in object-oriented systems [57, pp.506-531]. More generically, parameters
are passed down from the higher level to set or alter the data-handling method used
by modules at the lower level, thereby determining the specific outcomes. The lower
class functions can in this way underlie many different higher level functions, through
the setting of parameters that control function at the lower level.

2.7.3.5 The Enabling Role of Physics

One cannot derive algorithmic logic from physics: e.g., one cannot derive Quicksort
either from the physical operation of electromagnetic interactions, or from the logical
form of Maxwell’s equations. Yet it is algorithmic logic that drives what happens at
the higher levels in a computer, and hence at the lower levels.

The underlying physics enables this to happen: it dances to the tune of this abstract
logic, which gets embodied in particular patterns of energy states at the micro level.
They are the outcome of the logic, not its cause. The logic of the algorithms derives
from the nature of what is possible in logical terms.

2.7.4 Predictable Outcome?

Computers are the epitome of algorithmic operations: is the outcome predictable?
There are three ways in which the outcome may not be implied by the initial data:

1. It is not predictable because of the complexity.

2. It can have new input: data fed in during the runtime (open systems).

3. It can have a random element inserted (by a random generator or clock time or
radioactive decay).

The first is non trivial, as remarked by Turing[aut] [66]:

The view that machines cannot give rise to surprises is due, I believe, to a fallacy to which
philosophers and mathematicians are particularly subject. This is the assumption that as
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soon as a fact is presented to a mind, all consequences of that fact spring into the mind
simultaneously with it. It is a very useful assumption under many circumstances, but one too
easily forgets that it is false. A natural consequence of doing so is that one then assumes that
there is no virtue in the mere working out of consequences from data and general principles.

Indeed, if the outcome were predictable, we would not need the computer!

The second case is logically obvious, but operationally important: the cases of
stock control, weather forecasting, and aircraft automatic pilots are examples.

As regards the third, unpredictable effects occur despite algorithmic operation in
the case of adaptive selection, based on random lower level processes plus higher
level selection effects. This results in accumulation of unpredictable information,
and build-up of effective structures adapted to higher level function and environment,
not uniquely determined by the initial data. Genetic algorithms and neural nets are
examples. They can learn only because they get input from their environment in
their training phase, enabling them to use high order selection criteria in the context
of this specific environment—a form of top-down action. Then the outcome is not
determined, even though the process is.

To Be Done. There is an interesting issue that arises here: such programs need a source
of randomness so that the outcome is not predictable, allowing genuine learning. One
can use a pseudo-random number generator, or a genuine random number generator
(see the discussion in TD1 above). Both generate outcomes not implicit in the initial
data, but the first is a disguised algorithmic process, while the second is not: it is
truly non-deterministic. The issue is whether this makes a genuine difference to the
outcome: does it really matter which choice is made? The answer is not clear.

2.7.5 Possibility Spaces and Their Causal Effects

What can be done by computers is characterized by a possibility space: the space of
all possible computations €2.. This in turn is based on the set of all possible algorithms
2., which includes the set of possible computer programs €2, (prog).

2.7.5.1 Possible Algorithms

What is possible algorithmically is based on the space of logically possible algorithms
2,. This can be thought of as an eternal unchanging space of what is and what is not
logically possible. We discover these possibilities, that is, we work out that they are
indeed possible and valid first by inspiration or invention (imagining the possibilities),
then by working out the details by logical argumentation (development), and then by
checking that they are indeed valid (verification), again by logical argumentation).
The same algorithms are valid anywhere in the universe: near Alpha Centauri
and in the Andromeda galaxy, and at any time. They were valid before humans
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existed and will reman valid after we are long gone. For example, there are various
possible ways to sort a list: shellsort, heapsort, mergesort, bubble sort, quicksort,
library sort, and so on [42, 68]. These have been discovered by human beings over
the course of history, and indeed some were known long before computers existed.
The corresponding subset €2, (sort) of €2, is finite (a typical list of sort algorithms
will mention about 20 possibilities), as is each algorithm itself (an infinite algorithm
would be of no use whatever, as discussed in Sect.2.6.1).

The space €2, is hierarchically structured: more complex algorithms such as the
Google search algorithm and pattern recognition algorithms [45] build on combina-
tions of simpler ones such as quicksort. Although this logical space is progressively
explored by the human mind as we discover more and more algorithms, it is inde-
pendent of the mind: the logical possibility and validity of those algorithms is true
independently of what we think. Like the mathematics possibility space 2, the
space 2, embodies eternal truths independent of place and time and culture, and so
can be thought of as an abstract Platonic space, as is argued in the case of Q, by
Penrose [54] and Connes [17]. In summary:

The Space of Algorithmic Possibilities 2, . This is a hierarchically structured abstract
Platonic space. We explore it through logical analysis by the action of the mind [19]. Instances
of algorithms existing in 2, are causally effective when we implement them in computer
programs [42, 45, 68].

This space is not implied by physics or physical laws, but by logic. Our understanding
of this space cannot be tested by physics laboratory experiments (although these may
possibly give hints as to how some algorithms operate). This understanding can,
however, be tested by running computer programs embodying specific algorithms
we have discovered and developed. They either work to give the desired results, or
they don’t!

2.7.5.2 Possible Computations: Limits of Computability
and Applicability

Because computer programs are in essence just high level algorithms made by com-
bining lower level algorithms in a structured way so as to produce a complete calcu-
lation, the space of possible computer programs is in essence a subspace €2, (prog)
of ©,. But this is not the same as the space of possible computations €2.. Various
issues intervene.

What can be computed and what cannot? There are four aspects here:

1. What kinds of problems are algorithmically expressible?

2. What algorithmic problems can be computed in principle by a physical device?
3. What is algorithmically computable by programs in a finite time?

4. What is computable in a realistic time?

These are deep issues, which I will only touch upon in the briefest of ways.
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1. What kinds of problems are algorithmically expressible? How much of what
humans understand can be algorithmically encoded? The brain does not naturally
work in an algorithmic way, although it can be trained to do so. It operates by pattern
recognition, enabled by the overall pattern of neural connections in the cortex [33],
the connection weights in these neural networks (Churchland [19]), and synchronized
patterns of oscillations between them (Buzsaki [16]).

These are not at all like the algorithmic operations of a digital computer, so it
is not obvious that all that they can do can be represented by algorithmic processes
(Penrose [52, 53]), unless those processes mimic the adaptive properties of neural
networks [11], that is, they don’t model the pattern of understanding attained, rather
they model the process by which it is attained.

2. What Kinds of algorithmic problems can be computed in principle by a phys-
ical device? This is the subject of the Church—Turing thesis, stated by Brattke [14]
as follows:

Church-Turing Thesis (1936). A function f :C N¥ — N is computable in the formal
sense if and only if it can be computed by some physical device.

This form of the thesis is not a mathematical statement since it relates the mathemat-
ically concept of computable functions to the question of what it means to compute
something with a physical device. Copeland states it this way [20]:

Thesis M. Whatever can be calculated by a machine (working on finite data in accordance
with a finite program of instructions) is Turing-machine-computable. Thesis M itself admits
of two interpretations, according to whether the phrase “can be generated by a machine” is
taken in the narrow, this-worldly, sense of “can be generated by a machine that conforms to
the physical laws (if not to the resource constraints) of the actual world”, or in a wide sense
that abstracts from the issue of whether or not the notional machine in question could exist
in the actual world. Under the latter interpretation, thesis M is false. It is straightforward
to describe notional machines, or ‘hypercomputers’ that generate functions not Turing-
machine-computable. It is an open empirical question whether or not the narrow this-worldly
version of thesis M is true.

The latter is the case of physical interest.

3. What is algorithmically computable by programs in a finite time? This is the
issue of the halting problem [21]: given a valid program, will the computation come
to an end in a finite time? The algorithmic structure of the program may be logically
correct, but the computation may never conclude, and no algorithmic computation
can determine whether this will happen or not. Chaitin states this as follows [18]:

Turing’s train of thought now takes a very dramatic turn. What, he asks, is impossible for
such a machine? What can’t it do? And he immediately finds a problem that no Turing
machine can solve: the halting problem. This is the problem of deciding in advance whether
a Turing machine (or a computer program) will eventually find its desired solution and halt.

A solution to the halting problem would determine the space of possible computations
2. as a subset of €2,(prog), but this is unsolvable by any Turing Machine.

4. What is computable in a realistic time? This is the whole subject of computa-
tional complexity and computation times. Issues occurring include time functions,
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complexity measures, and complexity classes [14, Sect.3.6]. The necessary amount
of auxiliary storage, stability, and effects on indexing keys are also important when
comparing algorithms. Together these determine a subspace €2.(realisable) of €2
representing those possible algorithms that can be effectively implemented. This is a
very context-dependent concept: as computer memory size and speed increase, what
was previously impractical becomes possible. This is of great practical importance.

2.7.5.3 The Causal Effectiveness of Platonic Possibility Spaces

Overall, the key issue is the causal effectiveness of algorithms. This is what enables
computer applications in engineering, science, and commerce, which cause real
changes in the physical world. So where do they come from? The chain of cau-
sation is shown in Table2.17. As explained above, algorithms ultimately originate
in the Platonic space of logically possible algorithms €2,. Thus the conclusion is as
follows:

Causal Effectiveness of Platonic Spaces: The abstract possibility spaces €2, and 2. are the
ultimate source of the causal powers of digital computers in the physical world.

Three-dimensional printers are able to create physical objects because the algorithms
that enable this are valid algorithms, and that fact is a consequence of the nature of
the Platonic space €2,.

Their Existence. The claim that all these spaces exist, i.e., that they are ontologically
real, rests upon a philosophical analysis of what kinds of things must be recognised as
existing. The view taken here (see [30] and Sect. 1.3.5) is that we must recognise the
existence of any kind of entity that demonstrably has a causal influence on physical
systems.

The possibility spaces discussed here are certainly causally effective, even though
non-physical, so they must be realised as existing. They are the ultimate source of
computational power.

Table. 2.17 The origin Of, Level 4 Possibility space €2, Possible algorithms
algorithms and programs in
the abstract possibility spaces 4
Q. (possible algorithms) and Level 3 Possibility space 2. Possible computations
Q¢ (possible computations). [
These lead to real world Level 2 Written programs p; Selected algorithms a
effects such as 3D printing of U ’
physical objects
Level 1 Computer run Selected program and data
U

Level 0  Output data/actions —> Real world effects
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2.7.6 Top-Down Action from the Mind

Computer programs based in the possibility spaces €2, and €2, are not physical
entities, but are nevertheless causally effective in numerous ways [45]. The final
puzzle is this: how are these possibility spaces causally effective in this way? How
do they influence what gets realised in computers?

The answer is through the human mind, which explores these spaces by logical
reasoning. This is enabled by the ability of neural networks to learn about such
abstract spaces through processes of pattern recognition based on the operation of
neural networks in our brains, as explained clearly by Churchland [19]. Hence, 1
emphasize:

Causal Effectiveness of Platonic Spaces. It is through adaptive selection processes in the
mind, enabled by the neural circuits in the brain, that the possibility spaces are understood
and hence causally effective.

This enables not only the existence of operational programs and algorithms, but also
computers themselves: the physical entities that make this all happen. They ulti-
mately originate, not only from our exploration of possible algorithms €2,, but also
from our explorations of the physical possibility space 2y, restricting what is phys-
ically possible due to the nature of physical interactions (described by the laws of
physics). Their development embodies the combined experience of numerous work-
ers in aspects ranging from basic concepts to solid state physics to system design
to effective algorithms to high level design patterns. This leads to the extraordinary
ability of digital systems to represent language, pictures, sound, mathematical rela-
tionships, and indeed all human knowledge. Overall, this is the effect of intelligent
top-down causation from the human mind to physical systems (the computer itself)
and abstract systems (the set of programs that make a computer work).

At a higher level, the existence of computers is an outcome of the human drive
for meaning and purpose: it is an expression of the possibility space of meanings,

the higher levels whereby we guide what actions take place. This will be discussed
in Chap. 8.

2.7.7 Genuine Emergence

Although they are the ultimate in algorithmic causation, as characterized so pre-
cisely by the concept of Turing machines, digital computers embody and demonstrate
the causal efficacy of various kinds of non-physical entities—algorithms, programs,
data—which enable truly complex behaviour to emerge from simple constituents.

Itis noteworthy here that one is able to regard level 0 in Table 2.1 as the bottommost
level, the level ‘where the work is really done’, even though this is not in fact the case
if one takes a strict reductionist viewpoint: that level emerges from lower physical
levels, which are really where the work is done!
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Why is it then legitimate to regard the emergent level O as real, as is taken for
granted by all computer scientists and engineers? The answer is that this level does
indeed do real work, as do all the levels in Table 2.1:

Genuine Emergence. Each of the levels in Table 2.1 is a causally effective emergent level
of structure. They are all equally real.

Just as in the case of neurons and the mind, and indeed biology as a whole [50],
this is the only approach that makes sense. And it is valid because of the reality of
top-down causation in the hierarchies, as discussed in this chapter. I revisit this issue
in Sect.8.1.

The operations at each level in both the logical and implementation hierarchies
are realizations of possibilities occurring in abstract Platonic spaces such as €2,
(Sect.2.7.5), and these are the ultimate source of the possibility of computation.
Their implementation in physical terms is possible because the human mind is able
to comprehend the nature of these possibility spaces [19].
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Chapter 3
The Basis of Complexity

This chapter looks at the basis of emergent complexity in physical systems, including
life, as well as in logical systems, considering in turn:

Section 3.1. The nature of emergence, and modular hierarchical structures.

Section 3.2. Bottom-up effects and strong reductionism.

Section 3.3. Emergence, higher level dynamics, and higher-level variables.

Section 3.4. Top-down effects in physical and logical hierarchies as the key to the

emergence of complexity, and the issue of supervenience.

e Section3.5. The key enabling concept: equivalence classes of lower level states
and dynamics.

e Section 3.6. Ways of demonstrating top-down causation.

e Section3.7. Constraints on emergence.

Thus this chapter develops in more depth the ideas that were presented in outline in
Chap. 1, and illustrated in some depth in Chap.2 in the case of digital computers.
The following chapter considers what different kinds of top-down causation might
exist.

3.1 The Nature of Emergence

How can complex systems emerge from simple parts? As proposed in the first chapter,
my main theme is this:

Genuine complexity can only emerge from interlevel causation (both bottom-up and top-
down) in modular hierarchical structures.

Each of the aspects mentioned here (‘modular’, ‘hierarchical’, and ‘structure’) is
crucial for the emergence of complexity out of interactions between simpler units [ 14,
42, 48, 96, 120]. I first make some broad statements about the nature of emergence
in this section, and then elaborate on them in the later sections as follows:
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Emergence of complexity is based on structure (Sect.3.1.1),
Emergence is different in different contexts (Sect.3.1.2),

Emergence results in a structural/functional hierarchy (Sect.3.1.3),
Emergence enables logical hierarchies, information flows (Sect.3.1.4),
Emergence has different timescales (Sect. 3.1.5),

Emergence is based on modularity (Sect.3.1.6).

Emergence is based on interlevel relations (Sect.3.1.7)

3.1.1 Emergence of Complexity Is Based on Structure

Without structure, one has random events that are chaotic at lower levels, though they
may lead to order of sorts at a higher level—a gas in equilibrium is a case in point.
There is indeed emergent behaviour in this case, viz., the gas laws that describe its
coarse-grained behaviour, and it is not complex. The outcome is not more than the
sum of the effects of the parts. One can get somewhat more interesting behaviour
in the cases of sandpiles, the reaction—diffusion equation, flocks, swarms, etc. They
are impressive, producing interesting spatial and temporal patterns through local
interactions, but they are not by themselves capable of genuinely complex behaviour,
in the end because there is no coordination of what is going on. Claims have been
made of genuinely complex behaviour emerging in the case of cellular automata,
indeed that they can emulate a universal Turing machine, but this does not mean
they can produce the complexity of life in a viable way.! Reliable emergence of the
complexity of life on day to day timescales requires the hierarchically structured
reactions in a living cell, coordinated so as to create organised emergent behaviour
that fulfils specific purposes in a living organism [63].

True complexity requires structures such as the micro-connections in a VLA-
SIC computer chip in a computer, tissues made of cells which are in turn made of
immensely complex interacting biomolecules in an animal, and neural networks made
up of hierarchically interconnected neurons in a brain. Such systems are not com-
plex merely because they are complicated: ‘order’ means organization, in contrast
to randomness or disorder. Such structure enables the build-up of genuine complex-
ity if it is appropriately formed to fulfil some higher level function, and this is the
case in biology: structure both follows function and enables it [20]. The structure is
emergent from lower level entities, but is much more than the parts. It is the patterns
of structuring that count. This is a higher level property of the system: its description
requires variables that relate to more than just the properties of the components.

ISee S Weinberg, “Is the Universe a Computer?” New York Review of Books (October 24, 2002,
available at http://www.nybooks.com/articles/archives/2002/oct/24/is-the-universe-a-computer/?
pagination=false) for an illuminating discussion in a review of Steven Wolfram’s book A New Kind
of Science. Crucially, the key step is “The program for the calculation and the data to be used would
be fed into a rule 110 cellular automaton as a pattern of black cells in the top row”—but who or
what would do that?
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Thus complexity is based on networks of interacting elements [88] which can be
represented by causal diagrams [60]. They can be studied via the methods of statis-
tical mechanics [1], identifying small-world and scale-free networks and evaluating
network robustness, but that does not capture the core of their biological function,
which at the microscale is embodied in the details of gene regulatory circuits and
metabolic networks [128]. The network structure is an irreducible higher-level char-
acteristic relative to the levels of the genes and molecules themselves. In addition to
the properties of the units themselves, it is the set of relations between units—large
scale topological relations as well as local causal motifs [2, 7, 125]—that is crucial to
building up complexity. These aspects cannot be reduced to lower level variables. For
example, the nature of protein function is determined on a global scale and depends
on the entire connectivity pattern of the protein network [126]. Multiple functional
assignments are made possible as a consequence of the existence of multiple equiv-
alent solutions: which is the basic principle of multiple realisability discussed below
(Sect.3.5).

Higher level structural patterns channel causation at lower levels in the system,
breaking symmetry and so constraining what happens at those levels. And those
constraints, expressed for example in terms of effective potentials characterizing
a wiring system or a neural network, lead to many different kinds of interesting
behaviour by coordinating behaviour at lower levels. But structuring can take place
in abstract systems as well as physical ones. In many cases it is patterns of abstract
structure that determine the physical structure and behaviour that occurs, because
life has needs that can be understood in logical ways, and so our brains are adapted
to understand and predict logical patterns [72].

3.1.2 Emergence Is Different in Different Contexts

Emergence takes place in many different contexts, leading to many different kinds
of entities:

e Natural Objects. Naturally occurring physical objects such as rocks, planets,
stars, galaxies: no kind of purpose is evident in their nature or dynamics.

e Life. Bacteria, plants, animals, including intelligent beings such as humans: these
are all goal-seeking (they are teleonomic).

e Manufactured Objects and the Built Environment. Physical artefacts, such as
automobiles, aircraft, computer systems, houses, cities, bridges, water systems:
these are physical entities designed to fulfil some specific purpose.

e Organizations. Societies, firms, armies, states, organizations: these are social
constructions designed to fulfil some purpose, with both abstract and physical
aspects.

e Conceptual Structures. Mental entities such as language, mathematics, mental
models, theories, legal systems, constitutions: these are the basis of the last two.

Each of the classes mentioned has both physical and logical aspects. Physical
systems are governed by law-like abstract relationships that can be expressed
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algorithmically. Biological development is based on the genetic code and translation
of DNA sequences in an algorithmic way into sequences of amino acids. Organiza-
tions are effective because of an underlying mental model (a conceptual framework)
that leads to their structure, as are manufactured entities such as aircraft and com-
puters. This is possible because conceptual structures exist in minds that are enabled
by physical brain states, and are causally effective through physical means such as
speech and writing, as well as through computers.

3.1.3 Emergence Results in a Structural/Functional
Hierarchy

The result of emergence in the natural and life sciences is the hierarchy of structure
and causation set out in Table3.1. A hierarchical structure will be described by a
corresponding hierarchy of variables appropriate to describing the different levels of
the hierarchy. This table gives a simplified representation of this hierarchy of levels
of reality as characterized by corresponding academic subjects, with the natural
sciences on the left [41] and the life sciences on the right [20].

Layers of emergent order and complexity build upon each other, with physics
underlying chemistry, chemistry underlying biochemistry, and so on. On both sides,
each lower level underlies what happens at each higher level in terms of structure
and causation. There is a vast variety of existence at each higher level in the hierar-
chy (very large numbers of possible organic macromolecules, very many species of
animals, etc.), but fewer kinds of entities at the lower levels (atoms are made of just
protons, neutrons, and electrons), so complex objects with complex behaviour are
made by highly structured combinations of simpler objects with simpler behaviour.

Table 3.1 The hierarchy of Level 10
structure and causation for
inanimate matter (left) and for

Cosmology Sociology/economics/politics

Level 9 | Astronomy Psychology

life (right), as characterized Level 8 | Space science | Physiology
by academic disciplines Level 7 | Geology, Cell biology
Earth science
Level 6 | Materials Biochemistry
science
Level 5 | Physical Chemistry
chemistry
Level 4 | Atomic Atomic physics
physics
Level 3 | Nuclear Nuclear physics
physics
Level 2 | Particle Particle physics
physics

Level 1 | Fundamental | Fundamental theory
theory
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Each level underlies what happens at the next higher level, in terms of physical cau-
sation. The existence of higher level complex behaviour, which does not occur at the
lower levels, then emerges from the lower level properties both structurally and func-
tionally (at each moment) and in evolutionary and developmental terms (over time).

Each higher level physical element, created by structured combinations of lower
level elements, has different properties from the underlying lower levels—the entities
at each level show behaviours characteristic of that level. Each level is described in
terms of concepts relevant to that level of structure (particle physics deals with quarks
and gluons, chemistry with atoms and molecules, and so on), so a different descriptive
language applies at each level. Different levels of the hierarchy function according
to laws of behaviour appropriate to that level, and are describable only in terms of
language suited to that level. One cannot even describe higher levels in terms of lower
level languages because a different phenomenological description of causation is at
work at the higher levels, which may be described in terms of different causal entities.
Ideas applicable to lower level causation do not by themselves succeed in explaining
the higher level behaviours, for the concepts employed are simply not appropriate
to the higher level kinds of causation (a motor mechanic does not talk in terms of
quarks and electrons, for example).

Essential Differences Between Levels. Hierarchical structures have different kinds of order,
phenomenological behaviour, and descriptive languages that characterize each level of the
hierarchy.

It is sometimes queried whether these levels actually exist ‘out there’, or are rather
impositions of the mind. My position is that different kinds of causation do indeed
exist at the different levels as characterized here, and the mind recognizes these
distinctions which actually exist. They are not just inventions of the mind. Atoms
are different from molecules, whether characterised as such by a mind or not.

Non-Physical Entities. Note that there is no correlation between the left- and the
right-hand columns above the level of chemistry, as emergence and causation is quite
different in the two cases. However, the first four levels are identical (life emerges out
of physics!). At the higher levels on the biology side, non-physical variables become
relevant: in particular, as discussed later, thoughts and ideas and social constructions
are higher level effective variables, even though they are not physical entities. Thus
one can propose a ‘software explanation’ of behavior [30] based on overlapping
hierarchies. The same is true of digital computers: computer algorithms and programs
are causally effective even though they are non-physical entities (see Chap. 2). There
is a link here: the existence of computers as physical entities is an example of the
causative power of thoughts and ideas—computers would not exist if they had not
been designed. There is no doubt whatever about the causal efficacy of thoughts.
Thus the hierarchy on the life sciences side is in terms of function and causation
rather than the scale of physical entities. The hierarchy is determined by finding
out what entities—physical or otherwise—exert constraints or set conditions so as
to channel interactions between elements which have their own laws of interaction
at their own level, for any environment acts in this way on any system it contains.
Together with a careful analysis of what more complex elements emerge from simpler
ones, this defines which is a higher level and which a lower level in the hierarchy.
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Thus it is a hierarchy of whole—part relations, which at the bottom levels can be
seen as physical (a lower level entity is physically a part of a larger one), but at higher
levels is a causal hierarchy (higher level entities provide the causal context for lower
level ones).

Top and Bottom. It is unclear what the topmost and bottommost levels of the hier-
archy are. The topmost level is shrouded in metaphysics, and the bottommost one in
the unknown nature of quantum gravity. Luckily this does not not prevent us from
considering the levels in Table 3.1 and the relations between them. We would not be
able to carry out scientific enquiry if this were not the case. Similarly, there may be
no unique top level in the brain, where multiple interlocking hierarchies occur. That
does not prevent us from considering causation in the many hierarchical structures
in the brain that are easily identifiable.

Reality of Elements. Implicit in this discussion is the view that the elements at each
of the levels of existence characterized by Table 3.1, except perhaps at the quantum
level [61, 77], can be regarded as real [38, 40]. A table is a real table, even though
it is made of atoms, which are also real, even though they are made of electrons,
protons, and neutrons. And of course, the same applies to animals and people. This
view, too, is needed in order that science should make sense. If a real experimenter
does not exist, then experiments are not possible.

Quantum mechanics is applicable at the lower levels, but apparently not at the
macrolevels except under very restricted circumstances, e.g., superconductivity,
Bose-Einstein condensations, lasers, and the extraordinary recent quantum entangle-
ment experiments over many kilometers. It does not apply under ordinary everyday
circumstances at the macrolevel (which is why quantum dynamical principles are
not obvious to us). Hence, experimenters talk about the classical/quantum split, or
Heisenberg cut [131, p. 15], necessary for them to analyze their experiments. Things
are real in the classical sense above that cut, and this includes all of the everyday
world, even if it looks completely different at other levels of description [38].

Existence. The different levels are all real, each existing with causal powers in its own right,
because (as explained in detail in this book) they each have determinable effects on the levels
above and below them. No level is more real than any other [91].

If this were not the case, we would be stuck, because we would not for example be
able to treat neurons and genes as real, as Francis Crick [27] would wish us to (see
the quote by Crick in Chap. 1, and response in Sect.7.7.3). They are certainly not
the bottommost level, but neither molecular biology nor neuroscience makes sense
if we don’t assign genes and neurons real causal powers over lower levels.

The same applies to every level: the particular science that studies that level
(genetics, neuroscience, ecology, physiology, economics, for example) would not be
dealing with real causal powers otherwise. Your bank manager exists with real causal
powers, for example, as does the bank: this becomes very clear when you open an
account or apply for a loan. It would not make sense to claim a heart attack was a
cause of ill health if the level of physiology was not real. And even the quantum
mechanics levels are real, if they underlie the classical levels, as they surely do.
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3.1.4 Emergence Enables Logical Hierarchies,
Information Flows

As well as structural hierarchies, there are logical hierarchies that are causally effec-
tive. The two may occur in a deeply entwined fashion in specific contexts, as is clear
in the case of digital computers (Chap. 2): the structural/functional hierarchy is the
substrate whereby the logical hierarchies are effective. They are described in terms
of language, logical symbolism, and mathematics.

Language. Language is the symbolic tool by which logical thought functions [32]. It
thus underlies the causal power of thought, which plays a key role in social structure
and society [117]. It is based on naming entities, actions and events, and qualities,
with patterns of relationships structuring their use [122]. It is hierarchically structured
in two ways: first in its representation of entities and actions by words, and secondly
in the way it represents references. As to the first, in the written form we have the
hierarchy:

letters — words — phrases — sentences — paragraphs — chapters — books,

a hierarchical structure building up complex entities out of combinations of simple
units. The base units are letters when we represent words in writing (and Os and 1s
if we represent them digitally), but the key level out of which higher order structures
are built is that of words (this corresponds to the level of atoms in physics and cells
in biology). The natural ordering of words is alphabetical, enabling us to store them
in an ordered way that enables indexing and recall, but this ordering of words has
nothing to do with their meaning, because the relation between the letters in a word
and its meaning (as given in a dictionary) is arbitrary. The full set of words in use can
be defined in terms of a defining vocabulary of about 3000 words which provides
the referential base for the rest [92].

It is crucial here that words are understood in context. For example the word
‘plane’ could refer to a landscape, a vehicle, a woodworking tool, or a mathematical
concept. One decides which it is from the context. The words ‘they’, ‘it’, ‘then’, and
so on are purely contextual in nature:

Context and Language. One has a top-down effect from the text as a whole to the interpre-
tation of the words and phrases in it. Language is contextual through and through.

As to the second, given its syntactic structure, language enables reference to all our
present state of knowledge, which is necessarily hierarchically classified (as in an
encyclopedia) in order that we can understand it. The issue here is that one cannot
understand relations between the vast variety of objects in the world without using a
hierarchical characterization of properties of generic classes and specific instances.
Thus for example:

animal — mammal — domestic animal — dog — guard dog — Doberman — Fred,
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machine — transport vehicle — automobile — sedan — Toyota — CA687-455.

Language has a hierarchical structure of meanings that is a logical hierarchy, reflect-
ing the hierarchical structure in the world that is being represented—as is necessary
in order for it to be a good semiotic representation of the system being described
[33]. This hierarchy of meaning is logically largely independent of the lexical hier-
archy. Dictionaries and encyclopedias give the arbitrarily assigned relation between
the two.

Mathematics. This has similar hierarchies to those of language. Quantities are rep-
resented by numbers in a hierarchical way. Using a decimal basis:

millions — thousands — hundreds — tens — units,

analogously to how words are built up from letters, the units being represented in
terms of the numbers 0-9 (but being represented in terms of Os and 1s if we use
a binary representation). Mathematical statements are built up hierarchically from
combinations of operations on numbers and variables, leading to the whole structure
of mathematical presentations in terms of lemmas, theorems, and propositions.

In addition to that, there are logical hierarchies: mathematical operations are
hierarchical in that, for instance, integration is built on addition, and differentiation
on subtraction and division. The former are in each case emergent from combinations
of the latter. It is this kind of logical relation that is expressed in the mathematical
formalism.

Computer Languages. These are hierarchically structured in two ways: there is an
implementation hierarchy of languages, each level of which is structured in terms of
a logical hierarchy, as described in Chap. 2. These logical layers are each causally
effective in terms of determining the computer’s output. One can write and run
programs at any of the levels in the implementation hierarchy, it is just for human
convenience that we usually use the topmost level to do so.

Information. Implementation of logical hierarchies requires information flows: col-
lecting, processing, storing, and recalling logical relations. Information processing
includes analyzing, filtering, and passing on the results to other modules for further
processing or to initiate some form of action. Information flows can be same level or
interlevel, passing messages up or down the levels in the implementation hierarchy.

As well as in spoken and written language, and in computer systems, such flows
also happen in biology, for example, in physiology, and in the way genetic information
is coded in DNA: it is written, stored, recalled, and translated into its biological
meaning by cell processes [20]. Information flows are key causal factors in feedback
control loops (Sect.4.2), which are crucial to homeostasis throughout biology as
well as in organizations [9]. They are an important feature in the functioning of
society, and are of course key to the operation of the mind [59]: the brain [73] is an
information-processing device par excellence (see Chap. 7). Information filtering is
a key form of adaptive selection (Sects.4.3—4.5) in all these contexts.
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Table 3.2 The different timescales associated with evolution, development, and functioning

Type of system Long term Short term Development Function
evolution evolution

Natural 10° years 103 years 103 years Weeks to hours

Biological 10° years 103 years 20 years Hours to msec

Artificial 10* years 102 years 10years Hours to psec

In the ‘natural system’ row, ‘function’ refers to events such as volcanoes, earthquakes, typhoons,
etc. In the ‘biological systems’ row, it refers for example to typical brain operations, while in the
‘artificial systems’ row it refers to a typical modern computer and its micro-operations

3.1.5 Emergence Has Different Timescales

Emergence occurs in terms of (a) evolution/coming into existence of species/type,
(b) development/creation of each individual object/being, and (c) function of indi-
vidual object/being, each occurring with very different timescales. The relevant
timescales (Table3.2) are related both to physical size and to degree of tightness
of coupling.

Each type of emergence in biology is characterised by adaptive selection in inter-
action with the physical and social environment, these being the boundary conditions
for the system. As life emerges, in each case there is a dramatic change from matter
without complex functionality to living material.

3.1.6 Emergence Is Based on Modularity

These hierarchical structures are modular, made up of structural combinations of
semi-autonomous components, each carrying out specific functions. The modules at
each level will generally constitute the next lower level in the hierarchy. The structure
and behaviour of modules can be studied in their own right: molecules are made of
atoms, living bodies are made of cells, and so on. One can study atoms and living
cells in their own right, and then see how they fit together to make molecules and
bodies [20].

The key modules in physics are atoms: all matter is made of atoms. Feynman
strongly emphasized [49] that this is probably the single most important thing we
have learned in physics. These are made up of electrons and atomic nuclei, which
are made up of particles (protons and neutrons), and so on, so they are just one level
in the hierarchy, but with their properties as summarized in the periodic table of the
elements, atoms are the key link between large and small.

Correspondingly, the key modules in biology are cells: all life is based on cells
[20]. They are made up of nuclei, mitochondria, ribosomes, and so on, each being
modules in their own right, containing biomolecules (proteins, RNA, DNA, etc.) of
many kinds. They are the basic unit of life. In particular, the key modules in the brain
are neurons: all the major brain areas are made up of networks of neurons [73]. The
corresponding modules in computers are gates: circuits of gates create all the higher
level logical operations [82].
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3.1.6.1 Modules, Abstraction, and Information-Hiding

A hierarchy represents a decomposition of the problem into constituent parts and of
processes into sub-processes to handle each of these sub-problems, each sub-process
requiring less data and more restricted operations than the problem as a whole [120].
Modular units with abstraction, encapsulation, and inheritance handle each of these
sub-processes [14]. Modules can be modified and adapted to fulfil new functions,
enabling great flexibility as complex structures adapt to a changing environment.
Modules at a particular level are identified by tighter binding, higher speeds of internal
interaction, and higher energies than those at the next higher level in the hierarchy, and
indeed it is this tighter binding that identifies them as modules. The high-frequency
dynamics of the internal structures of components (relating internal variables) con-
trasts with the low-frequency dynamics of interactions amongst components (relating
external variables). Combinations of many high-frequency lower-level interactions
result in lower-frequency higher-level actions (a computer microchip may perform
millions of operations per second, but the user still has to wait for the computer to
do what she wants at the macro level).

The success of hierarchical structuring depends on implementing modules to han-
dle lower-level processes and on the integration of these modules into a higher-level
structure (for example, atoms comprising molecules and cells comprising a living
being). This structuring enables the modification of modules and re-use for other
purposes, and in addition enables fine-tuning of the internal structure of a module
without affecting the large scale dynamics. It also makes the dynamics understand-
able. This is clear for example in complex computer programs, which may have 15
million or more lines of code: they are only understandable because they are written
in a modular way with numerous separate subroutines that can each be understood
on their own.

Abstraction. A key feature is that compound objects (combinations of modules) can
be named and treated as single units by appropriate labeling. This leads to the power
of abstract symbolism, symbolic computation, and recursion. An abstraction denotes
the essential characteristics of a module that distinguishes it from all other kinds of
objects. It focuses on the outside view of the module, and so serves to separate
its essential behaviour from its implementation. Further, it emphasizes some of the
system’s details or properties, while suppressing many others.

Information is continually thrown away by the billion bits when one replaces the
internal description with this external view. This is what enables modules to generate
higher level structure, and it is essential to the emergence of higher level behaviour
because all the micro-alternatives can neither be examined nor controlled.

Encapsulation. This occurs when the internal workings are hidden from the out-
side, so internal procedures can be treated as black-box abstractions. No part of any
complex system should depend on the internal details of any other part: system func-
tionality only specifies each component’s function, leaving it to the object to decide
how to do it.
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Information-Hiding. Local variables that control the internal dynamics are invisible
from the outside: access to the internal variables is only through carefully controlled
interfaces. In computers, this is handled by the scoping of variables and parameter
passing. In biology, it is handled by containing reactions within containers such as cell
walls that allow limited access to the outside environment. Thus information-hiding
is a key feature of complexity.

Inheritance. This is when specialised modules (forming a sub-class) preserve most
or all of the functions of the super-class, but with extra specialisation or further prop-
erties built in. This corresponds to fine-tuning the modules to handle more specialised
problems (for example generalised cells specialise to form neurons).

These issues are all discussed in greater detail in Sect.2.2.2, in the context of
digital computers and object-oriented programming [14].

3.1.7 Emergence Is Based on Interlevel Relations

Multifold causation takes place in such systems. A network of causal influences and
constraints interact to produce an outcome. In order to understand such systems, we
often take for granted most of these influences and concentrate on one or two of them,
which we then label as ‘the causes’. This has the connotation of dominant causes. But
a web of influences and multiple causations is in action all the time. Nevertheless, in
order to understand what is going on, it is useful to single out particular links in this
causal pattern, taking all the rest for granted. I will follow this usage.

Given this understanding, the dynamics in complex systems involves the com-
bination of bottom-up and top-down action [19] in the hierarchy of structure (see
Fig.3.1). The higher and lower levels are related to each other because the higher
levels are based on the lower levels. But the higher levels set constraints on lower
level dynamics in a top-down manner and this influences them in many ways [42].
It enables the activation of interlevel feedback loops which can then facilitate gen-
uine complexity. Boundary conditions shape lower level outcomes, but these in turn
influence the environment.

Level 3
Level 2

Top-Cleown

Level 1 |

Fig. 3.1 Bottom-up and top-down causation. The fundamental importance of top-down causation
is that it changes the causal relation between higher and lower levels in the hierarchy of structure
and organisation. Consider the difference between bottom-up only (/eft) and the combination of
bottom-up and top-down (right)
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Bottom-up action will be reviewed in Sect. 3.2, and top-down action in Sect. 3.4.
There are 5 distinct types of top-down action: they will be discussed in Chap. 4. The
key idea in top-down action is equivalence classes: these are discussed in Sect.3.5.
A key question that arises in top-down causation is how there can be room for
it to take place, given that physics underlies everything and is on the face of it a
causally complete theory. This will be discussed in Chap. 5. The cases of top-down
causation in physics and in the context of the mind will be discussed in Chaps. 6
and 7 respectively.

3.2 Bottom-Up Effects

A major theme of physics and science is that causation occurs from the lower to the
higher levels of the hierarchy in Table 3.1, leading to higher level behaviour. What
happens at each higher level is based on causal functioning at the level below. Hence,
what happens at the highest level is based on physical functioning at the bottommost
level. When I move my arm, it moves because many millions of electrons attract
many millions of protons in my muscles, as described by Maxwell’s equations.
Thus microphysics underlies macro effects. The successive levels of order entail
chemistry being based on physics, material science on physics and chemistry, geology
on material science, and so on.

Bottom-Up Causation. This is the ability of lower levels of reality to have a causal effect on
the higher levels which emerge from them, sometimes uniquely determining what happens
at the higher levels.

This is illustrated in Fig. 3.1 (left).

3.2.1 Coarse-Graining

A feature that occurs here [3, 49] is the coarse-graining of lower level variables (e.g.,
particle states) to give higher level variables (e.g., density and pressure), accompanied
by a conversion of useful energy to non-usable energy when some energy is hidden
in lower level variables, and hence not available to higher levels. This is the source of
entropy growth and of effective non-conservation of energy at higher levels through
friction and other dissipative effects. As the lower level dynamics proceeds, for
example diffusion of molecules through a gas, the corresponding coarse-grained
higher level variables will change as a consequence of the lower level change. So for
example a non-uniform temperature will change to a uniform temperature.
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In this section, I consider in turn:

Physics (Sect.3.2.2).

Biology (Sect.3.2.3).

Mathematics of emergence (Sect.3.2.4).
Strong reductionism (Sect. 3.2.5).

3.2.2 Physics

This view emerged from physics, particularly mechanics, statistical physics, and
solid state physics. Its extension to understanding chemistry as arising from quantum
physics was a major triumph. Examples are:

Example 3.1. Motion of Macroscopic Objects. The way an object moves, a foot-
ball or steam engine for example, is due to the summation of all the forces on its
component particles. Momentum conservation at the micro level leads to momentum
conservation at the macro level.

Example 3.2. Gases. Determination of gas properties through the kinetic theory
of gases, seen as bottom-up causation from molecular motions to gas properties.
Molecular collisions lead to gas pressure, heat conduction, diffusion, and so on [3,
49].

Example 3.3. Solids. Determination of metallic properties such as thermal and elec-
trical conductivity through the quantum theory of solids, resulting from electron
motions in a lattice [22, 132].

Example 3.4. The Chemical Bond. The explanation of the chemical bond in terms of
physical processes involving electron orbitals [94], with the properties of the periodic
table of the elements resulting from the Pauli exclusion principle.

3.2.3 Biology

The huge change that has taken place in the last 80 years or so is the extension of this
view to biology, in particular through the molecular biology revolution on the one
hand [129] and the growth of understanding of neuronal processes on the other [73].

Example 3.5. Genetics. Animal development is based on the reading of genes, which
determine protein synthesis and hence body structure. This is bottom-up causation
from DNA to the phenotype [20].

Example 3.6. Action Potentials. Neuronal processes are based on ion transport
across dendrite membranes and the resulting Hodgkin—Huxley equation and diffusion
processes at synapses, leading to action potentials conveying information from one
neuron to another [73, 115].
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Example 3.7. The Brain. This is understood as a neural network built up from inter-
acting neurons with outcomes determined by the integrated effects of the summation
of action potentials at synapses [73, 115]. Hebbian processes (‘fire together, wire
together’) are a bottom-up process for strengthening neural connections in a purely
local way [31, pp. 281-313]. This is sometimes called unsupervised learning, but this
is not a learning process in the sense understood in this book (see Sect.4.3.4). Itis a
process of habituation independent of outcome. In a learning process, behaviour is
modified according to outcome.

Example 3.7. Emergent Behaviour in Flocks and Swarms. Swarms of intelligent
agents can lead to impressive kinds of patterns and emergent behaviour in a bottom-
up way purely through local interactions between the agents [74]. However, it will
be a theme of this book that what can happen in this way is strictly limited: it
cannot produce truly complex behaviour, because it cannot lead to adaptation to an
environment (this bottom-up process takes place irrespective of the nature of the
environment). It cannot lead to learning, unless the agents themselves adapt to what
is happening to the flock, in which case it is a top-down process from the flock level
to the level of the individual agents.

3.2.4 Mathematics of Emergence

Coarse-graining of lower level variables clearly leads to effective higher level laws
in simple physical cases. I will just give two examples here.

Key Example: Conservation Laws. Suppose a system S consists of N particles of
mass m;. The total mass of the system is m := Zi m;. Then conservation of mass
of the particles implies conservation of the total mass of the system:

dm; dm

dr dr G-1)

The same will apply for example to electric charge. Thus microscopic conservation
laws re-emerge as macroscopic conservation laws.

Classic Example: Centre of Mass Motion. The classical example of emergence
of higher level linear behaviour out of lower level linear behaviour is the case of
centre-of-mass motion (see [56] for a clear description). Consider a system of N
point particles of mass m; at position r;. Newton’s law of motion for the ith particle
is
mi¥; =Ff = F; +ZFU, (3.2)
J

where F7 is the total force on the ith particle, F; is the external force, and F;; is the

internal force due to the jth particle (there is no self-force, i.e., F;; = 0). Newton’s
third law states that action and reaction are equal and opposite, i.e.,
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F,;=—F; . (3.3)

Consequently, adding the Eq. (3.2) together for i = 1 to N, we find
Zmii‘i =ZF;? =ZF,-. (3.4)
Defining the total mass m, centre of mass position T, and total external force F by
m:= Y mi, mr:=» Mi;, Fi=>F, (3.5)

we find .
mr=F, (3.6)

so the linear law for the individual particles [the first equality in (3.2)] is replicated
by the coarse-grained variables in (3.5), and this irrespective of the nature of the
internal forces.

Bottom-up action is often expressed in differential equations for the relevant
variables, e.g., the evolution of quantities ®;(¢), (i = 1,..., N), may be determined
by

d"o;
de

) = f; (d"7'®;/dt(1), ..., dD;/dt(t), ®;(1)) , i, j=1,....,N. (3.7

The solution is determined uniquely on some interval by the initial data at an arbitrary
time fy, that is, by {d”’lCIn/dt (ty), ...,dd;/dt (1), CID[(to)}. The equation may be
chaotic or unstable in some domain, in which case the solution is exquisitely sensitive
to the initial data. Nevertheless, the equations are determinate in principle. Equation
(3.6) is a special case, with the simple harmonic oscillator being a key example. In
many other cases the relevant equations will be partial differential equations such as
the wave equation or diffusion equation.

3.2.5 Strong Reductionism

The core of the reductionist view is that everything can be explained by such bottom-
up mechanisms based on the laws of physics, with no remainder. This project is very
successful in many cases. This is the profound basis for physicalist world views, as
stated by Dirac [35]:

The underlying physical laws necessary for the mathematical theory of a large part of physics
and the whole of chemistry are thus completely known, and the difficulty is only that the
exact application of these laws leads to equations much too complicated to be soluble.
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The essential claim is that in the above characterization of bottom-up causation, one
should delete the word ‘sometimes’ in the phrase ‘sometimes uniquely determining
what happens at the higher levels’. However, I will argue that the phrasing above
is more accurate; that in fact, there is always a contextual dependence of specific
outcomes. We often do not realize this feature because we take the environmental
context for granted.

3.3 Emergence and Higher-Level Variables

The phenomenon of emergent order is when higher levels display new properties not
evident at the lower levels. More is different, as famously stated by Anderson [4].
Emergence of complexity takes place where quite different laws of behaviour hold
at the higher levels than at the lower levels [53, 74, 80, 113]. These properties are
characterized by named higher level variables, and it is the symbolic naming of these
variables that enables us to contemplate their nature. Here I consider in turn:

Emergence of higher level structure and behavior (Sect.3.3.1).
Coherent higher level dynamics (Sect.3.3.2).

Emergent Higher level variables (Sect.3.3.3).

Intrinsically higher level variables (Sect.3.3.4).

3.3.1 Emergence of Higher Level Structure and Behavior

Effective theories such as the Fermi theory of weak interactions, the gas laws, and
Ohm’s law give a phenomenological understanding of behaviour at higher levels [44].
The higher levels are generally more complex and less predictable than the lower
levels: we have reliable phenomenological laws describing behaviour at the levels of
physics and chemistry, but not at the levels of psychology and sociology. Thus this
is a hierarchy of complexity. As emphasized above, one cannot even describe the
higher level components or behaviour in terms of lower level language. Examples of
emergence of higher level behaviour are:

e E1 Statistical Physics. The underlying atomic theory leads to the macroscopic gas
laws, thermodynamics, and thermal properties of gases [3, pp.434-518]. There is
no similarity between the underlying theory and the emergent theory, except that
concepts of mass, energy, and momentum conservation apply at both levels.

e E2 Electrodynamics. The process of coarse-graining leads to the polarization
density of a polarized medium [123, pp. 343-349], where the electric field E is a
coarse-grained version of the microscopic electric field e, and the displacement
vector D = E + 47 P includes a polarization term P representing coarse-grained
dipole terms [68, pp. 103—108]. The fields D and E are related by a polarization
tensor €;; such that D; = ¢;; E;. The tensor ¢;; depends on the micro structure
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of the medium. In an isotropic medium, €;; = €4;; (using Cartesian tensors),
while in an anisotropic medium this is not the case. The coarse-grained version of
Maxwell’s equations gives the divergence of D and curl of E, so a modified version
of the microscopic equations emerges. The emergent theory is largely similar to
the underlying theory.

e E3 Physics to Chemistry. The interactions of fermions lead through the Pauli
exclusion principle to the nature of the hydrogen atom [3, pp. 109-148] and the
electronic structure of atoms [3, pp. 158—176], and from there to the periodic table
[5, 94]. The nature of the chemical bond emerges from physics [5, 94]. There is
no similarity between the underlying theory and the emergent laws.

e E4 Chemistry to Microbiology and Life. The complex modular hierarchical
structure of life emerges from the underlying physical and chemical laws [20].
There is no similarity between the underlying theory and the emergent behaviour,
except that concepts of mass and energy balance apply at both levels.

e ES Interacting Species to Multilayered Ecological Systems. Species interact
with one another in different ways and those interactions vary spatiotemporally,
leading to ecological multilayer networks [103].

In most cases, the underlying theory leads to a higher level theory characterizing quite
different behaviour (after all, that is the essential content of Table3.1). How does
how higher level structure and behavior relate to lower level structure and behavior
in two adjacent levels in the hierarchy of complexity?

Emergence of Structure. This occurs when higher level structure is based on lower
level entities (the modules out of which the higher level entity is constructed, which
may each have their own internal structure). This is represented in Table 3.3.

Examples are a crystal lattice, a star, a galaxy, a house, a computer, or a mouse.
The emergence may take place spontaneously through bottom-up processes such
as growth or crystallization, or it may be imposed by top-down processes such as
manufacture. Either way, higher level structures are created out of lower level entities
and then exist as entities in their own right. They are described by suitable higher
level variables (Table 3.4).

Table 3.3 The emergence of

‘ Level N 4+ 1 Structure I Higher level entity Whole
higher level structure from
lower level structure. Growth T Growth/manufacture  {f Emerge
or manufacture creates a Level N Partsi  Lower level entities Components

higher level entity from its
parts

Table 3.4 The emergence of
higher level variables from
lower level variables

Level N + 1 Variables V; Higher level description Aggregated state S
T Coarse-grain i
Level N Variables v; Lower level description Detailed states s;
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Table 3.5 The emergence of
higher level behaviour from
lower level dynamics

Level N + 1 Initial state / Higher level theory T : = Final state '
T Coarse-grain T
Level N Initial state i Lower level theory : =  Final state f

Examples are the pressure, density, and temperature of a gas, a macroscopic
magnetic field, the velocity of the centre of mass of a particle. The variables are
structural if they are basically of a static nature—they give the higher level its identity;
and they are dynamic if they are essential to its behaviour—they are time dependent
in crucial ways. Structural variables would, for example, be those describing the
shape, hardness, colour, and so on of a cricket ball; dynamic variables would be its
centre-of-mass position and motion and its momentum.

Coarse-graining extracts properties of the system that characterize its higher level
nature and behaviour, while throwing away large amounts of information about lower
level entities. This information-hiding is a key feature of modularity (see Sect. 3.1.6)
which justifies the term ‘coarse-graining’. An example of coarse-graining is the
averaging sums in (3.5), but it can be much more sophisticated than this, as discussed
below.

Emergence of Higher Level Behaviour via Bottom-Up Causation. This occurs
when higher level behavior, described in terms of higher level variables, emerges
from lower level dynamics, described in terms of lower level variables (Table 3.5).
The dynamics of the lower level theory maps an initial state i to a final state f. Coarse-
graining the lower level variables, state i corresponds to the higher level state I and
state f to the higher level state F. Hence, the lower level action ¢ : i — f induces
a higher level action 7 : I — F. This leads to emergence t — T of higher level
behaviour from the lower level. An example of this process is the steps from (3.2)
to (3.6). Examples of the outcome are the perfect gas laws, black body radiation
properties, and so on. One can reliably coarse-grain to get higher level variables and
laws in these cases. Higher level behaviour emerges unaffected by container size or
shape.

However, coarse-graining the lower level dynamics will not always result in reli-
able higher level dynamics: chaotic systems are a case in point. We need to consider
when coherent higher level dynamics will emerge.

3.3.2 Coherent Higher Level Dynamics

Multiple Representation. In general, many lower level states correspond to a single
higher level state (Fig.3.2 left), because a higher level description H, is arrived at
by ignoring the micro-differences between many lower level states L;, and throw-
ing away a vast amount of lower level information (coarse-graining). For example,
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H, H,
L1 \Lz Ly \ L,
L3

Ls

Fig. 3.2 Left: A set of lower level states all corresponding to the same higher level state upon
coarse-graining. Right: Specifying a higher level state specifies an arbitrary single member of a
whole family of lower level states. That specific member instantiates the higher level state

numerous microstates of particle positions and velocities correspond to a single
macrostate of nitrogen gas with a pressure of one bar and a temperature of 20K in a
volume of 1L.

The number of lower level states corresponding to a single higher level state
determines the entropy of that state. This is lower level information that is hidden in
that higher level view. The consequence is that specification of a higher level state H,
determines a family of lower level states L;, any one of which may be implemented
to obtain the higher level state (Fig. 3.2 right).

Dynamics. The system dynamics (causal interactions due to physical interactions
between the components) acts on each lower level state L; to produce a new lower
level state L. Two major cases arise.

Incoherent Dynamics. Different lower level realisations L; of the same higher level
initial state H result, through microphysical action taking each state L; to a new state
L!, in different higher level final states H; (see Fig.3.3). Here there is no coherent
higher level action generated by the lower level actions and the higher level result is
unpredictable. This is the case for chaotic systems with highly sensitive dependence
on initial conditions, so that an arbitrarily small perturbation of the initial data may
lead to vastly different future behaviour [34]. Examples are three-body systems in
Newtonian mechanics and Lorenz attractors in the equations for weather.

Coherent Dynamics. Coherent higher level dynamics 7 emerges from the lower
level action ¢ if the same final higher level state H| results for all lower level states
L; that correspond to an initial higher level state H; [42] (see Fig.3.4), thereby

Fig. 3.3 First case: chaotic ?? H'
dynamics H; »H'; H's

/

L]' "‘ " LFI
L; \\ *L' A
Ls i .L"?




104 3 The Basis of Complexity

Fig. 3.4 Second case: H; » H';

coherent dynamics / T

defining an equivalence class of lower level states that give the same higher level
action (see [6] and [8, pp.403—407]). Different lower level realisations of the same
higher level initial state result, through microphysical action, in the same higher level
final state (up to the accuracy of the higher level description utilised).

It is possible that H; = H|, in which case we have an equilibrium state of the
system. In the case of the gas, this will be so if the initial state is one of uniform
temperature and density. This is also the case for structural variables in a solid: even
though lower level thermal vibrations are taking place all the time, the higher level
structure is a stable entity.

Effective Higher Level Dynamics. In this case, the lower level action results in
a unique emergent higher level dynamics: the effective theory at the higher level.
Consistent behaviour occurs at the higher level, regarded as a causal system in its own
right. There is now effective higher level autonomy of action, enabled by coordinated
lower level action (see Fig.3.5):

Emergent Dynamics. When coherent dynamics emerges, the resultant higher level action
can be regarded as existing in its own right. It can be analysed without knowledge of the
underlying lower-level interactions.

This is what enables one to talk of the existence of higher level entities in their own
right. It is where the power of information-hiding arises: a coherent higher level
action results from the lower level action (perhaps in a statistical sense), independent
of which lower level states instantiate the higher level states.

H; o H'r

'ﬁ
L; > L'

Fig. 3.5 A value of a higher level variable (such as the volume V of a gas in a cylinder) instantiates
one instance of the lower level variables in an equivalence class such that the lower level dynamics
leads to emergence of a coherent higher level dynamics, e.g., the perfect gas laws. Thus, for example,
{H = Lo~ L) - Hi} = {H —~ H}
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An example is gas in a container that is initially hot in one region and cooler else-
where. Molecular diffusion will result in a final state of uniform temperature. Both the
initial and final states can be realised through numerous microstates, and the higher
level behaviour does not depend on which of them occurs. It is reliable behaviour at
its own level, based on an equivalence class of lower level states (Sect. 3.5).

A different kind of example is pressing a key on a computer (H is the computer
with the key pressed), resulting in a letter being displayed on the screen (Hj is the
computer with the key pressed and the letter displayed on the screen). The higher
level action is the same whatever detailed (lower level) electron motions result in the
computer circuits. The lower level action and resultant final higher level state would
be different if the higher level state were different (for example, if a different key
were pressed).

Would the resulting higher level action be identical if the two lower level states
instantiating them were identical? Not necessarily, because of quantum physics:

Non-Unique Development. Different outcomes can arise from the same lower level state
because of irreducible quantum uncertainty [51], which can be amplified to create macro-
scopic effects.

This has actually happened in two significant cases (Sect. 8.1):

e In the context of biology, cosmic rays can cause genetic variations [101], and this
has made a significant difference to evolution of life on Earth

e In the case of cosmology, quantum fluctuations in the inflationary era were ampli-
fied via gravitational processes in the early universe [36], determining what astro-
nomical structures came into existence.

In practice, there are always fluctuations at the lower level N, and these may cause
significant differences in events at the next higher level N+ 1. Indeed, this randomness
plays a crucial role in biology [65] and particularly in the brain [57], by allowing the
existence of an ensemble of variants from which a preferred outcome can be selected
by adaptive processes (see the discussion in Sect.4.3).

3.3.3 Emergent Higher Level Variables

The essential key to understanding emergent properties is correct choice of higher-
level concepts and associated variables. This enables us to identify and name the
relevant causal factors at that level. Higher level variables may be emergent from the
lower level variables, as in the examples discussed above. However, there are some
kinds of higher level variables that are not emergent: they are intrinsically higher
level variables.
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3.3.3.1 Emergent Properties and Variables

Many higher level variables are functions of aggregated lower level variables,
abstracting important properties of the system such as macroscopic momenta and
energies, thermal conductivity, heat capacity. These higher-level variables are thus
coarse-grained versions of the lower-level variables: in the sense that they represent
some aspects of the system as seen from the higher-level viewpoint, with fine-grained
lower-level details omitted.

Averaging. Gas pressure and density are macro-variables produced by averaging
over the relevant micro-variables: numbers, masses, and momenta of constituent
molecules in a given volume. A current flowing in a wire is represented at a macro-
level by a number of ampere, representing the aggregate amount of charge flowing in
the wire, but at the micro-level, it is described by a distribution of electrons in the wire.
Stating the number of amperes flowing provides a useful coarse-grained description
of the micro-situation. Together with the related resistance and energy variables, this
choice gives phenomenological understanding of the higher-level behaviour (the
flow of current in a wire is related to the voltage and resistance). Thus higher level
variables can be considered as active agents in determining the causal outcome (a
higher voltage produces a higher current, giving more heat, etc.).

The loss of lower level information associated with this coarse-graining (if we
only know the current is 10 amperes, we don’t know the detailed electron distribution)
is the source of entropy: many lower level states correspond to the same higher-level
state [100]. Consequently, the higher level states are relatively insensitive to many
details of the lower level state of the system.

Effective Potentials. These are a key form of emergent property in physical systems,
representing the coarse-grained effects of many interacting entities. Gemmer et al.
[54, pp.74-77] give an illuminating example of an ideal gas in a container. Other
examples are the potential wells used in nuclear shell models [37, pp. 140-144], and
the Slater treatment of complex atoms, explained by Pauling and Wilson thus [95,
p-230]:

All of the methods we shall consider are based on the approximation in which the interaction
of the electrons with each other has either been omitted or been replaced by a centrally
symmetric force field approximately representing the average effect of all the other electrons
on the one under consideration.

A similar method in astronomy is the way a coarse-grained potential energy is derived
for a galaxy, and then used to find the motions of stars (see [11, pp.67-90, 103—186]
and [112, pp.3-6]).

Note, however, that coarse-graining is not limited to simple addition or averaging,
but can take many different forms. In particular there are various ways of recognizing
and labeling patterns of higher level structure that are important features of the
system.
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Fourier Transform. This maps the detailed variables into a series of components
representing coarse-graining at different wavelengths (see Bracewell [15]). Then
patterns such as repetitive structures can be recognized as peaks in the Fourier trans-
form. In a linear system, the variables at one scale interact only with other variables
at the same scale, and the dynamics decouples into independent modes representing
same-level dynamics at each scale corresponding to an eigenfrequency. The lower
level dynamics (interactions between electrons and protons that comprise a spring,
for example) then have no effect on this same-level dynamics. In nonlinear systems,
the different scales interact with each other, representing bottom-up and top-down
effects.

Filtering. This is a key form of coarse-graining, selecting components at some scales
and ignoring others. It is of course a form of information-hiding, selecting what is
relevant for some application and discarding the rest as unimportant, so it is a form
of adaptive selection (see Sect.4.3).

Crystal Structures. These are characterized by discrete symmetries represented by
periodic functions, leading to coarse-grained concepts and variables such as unit cells,
lattice planes, and reciprocal lattice vectors and lengths [132]. These lead to crucial
concepts such as Bloch states and Fermi surfaces, and to results such as Bloch’s
theorem. These are all higher level properties because they depend on the crystal
structure. Core electrons determine the structural variables, and valence electrons
the dynamic variables such as current flows.

Molecular Structures. These are crucial in chemistry and microbiology. In sim-
ple cases they are characterised by molecular parameters and symmetries [17]. Key
emergent variables are molecular potentials and binding energies, shell structures,
and chemical bonds enabling emergence of complex molecules. Biomolecules have
primary, secondary, tertiary structures including « helices and 8 sheets, and quater-
nary structures (the three-dimensional structure of a complex of protein molecules),
leading to folded structures such as proteins [102], RNA, and DNA [20]. These in
turn create structures such as vesicle walls and ion channels, leading to key variables
such as action potentials. Emergent structures go all the way up through physiol-
ogy [90] to the entire organism, with new emergent variables at each level that are
characterized by the complex organization of their components [109].

Interaction Networks. Many kinds of these emerge [7], characterized by graphs or
connection matrices [97, 98]. Examples are protein networks [70, 126], metabolic
networks [107], neural nets [12], computer structures [121], and the connectome of
the brain [118], characterized by the relevant wiring diagrams and by the emergence
of network motifs [2]. Relevant higher level variables are currents in the case of a
computer, and spiking patterns of action potentials [110] and patterns of synchronized
oscillations [18] in the case of the brain connectome.
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In each case one can indeed derive physical arguments for the nature and source
of the higher-level properties, but only by introducing suitable higher-level concepts
not implied by the underlying lower level physics [4, 78, 115].

3.3.4 Intrinsically Higher Level Variables

However, there are some higher level variables that are not emergent. Though they
are realised in various lower level physical substrates, they are determined by higher
level logic, and so are intrinsically of a higher level nature:

1. Algorithms. Examples are quicksort [75] or the Google search algorithm [81]
(see the discussion of programs and algorithms in Chap. 2).

2. Codified Laws of Physics. Our mental representation of physical interactions,
such as Newton’s equations [49] or Maxwell’s equations [50], the foundations of
mechanical and electrical engineering, respectively.

3. Social Agreements. Examples are the rules of football, the rules of chess, legal
contracts, the constitution of an organization, or exchange rates for money [117].

4. Conceptual Plans. Examples are the plans for a building, a town, an aircraft, or
for a musical concert, a company, or a physics experiment [86].

They do not emerge from the underlying physics, but rather express (1) the logic
of abstract domains, (2) the logic underlying physical behaviour, (3) the nature of
social agreements reached by processes of negotiation, and (4) the plans we have
individually or communally for what should happen.

Intrinsically Higher Level Variables. These are not physical variables, and there is no way
to obtain them by any kind of coarse-graining process. Rather they are of a mental or abstract
nature. However, they are certainly causally effective.

Each of them will have a hierarchical logical structure (which I labeled a hori-
zontal hierarchy in Chap.2), expressing the nature of relationships in the relevant
domain. Higher level logical structures emerge from lower level ones through suitable
processes of combination and naming (Sect.3.1.4).

Biological Information. A significant question is whether biological information
such as that embodied in the base sequences in DNA should be regarded as an
intrinsically higher level variable or not. My provisional response is affirmative.
There are two reasons. Firstly, there is no way the sequence of nucleotides in DNA
can be predicted on the basis of either physics or microbiology. Rather it reflects
historical effects of the environment over long periods of time [20]. Secondly, this
sequence is coded in terms of the genetic code, i.e., the unique way base pair triplets
are translated into amino acid sequences that generate proteins [129], which is in
effect abiological agreement reached a long time ago as to how genes would function.
It is analogous to translation rules from one language to another.
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3.4 Top-Down Effects

This section considers top-down effects by looking in turn at the following:

Limits to bottom-up emergence (Sect.3.4.1).
Top-down causation via constraints (Sect.3.4.2).
Top-down action via control parameters (Sect. 3.4.3).
Top-down effects in logical hierarchies (Sect.3.4.4).
Top-down effects in the mind (Sect. 3.4.5).
Top-down effects and supervenience (Sect.3.4.6).

3.4.1 Limits to Bottom-Up Emergence

Bottom-up emergence of structure allows a certain degree of complexity to be built
up spontaneously in non-equilibrium situations, often demonstrating symmetries
and broken symmetries, without higher level guidance. Self-assembly and self-
structuring can lead to emergence of simple structures such as those associated
with energy minimization, entropy optimization, and dynamical system attractors,
for example crystals and stars and galaxies. More complex patterns can occur in a
bottom-up way through the reaction—diffusion equation, cellular automata, and self-
organised criticality, such as sandpiles, Bénard cells, Conway’s Game of Life, and
biological examples such as flocks of birds. But there are limits as to how far this
bottom-up process of explanation can be carried out. Even cellular automata and
swarms of uncoordinated intelligent agents are limited in what they can do (unless
given highly structured initial data that effectively contains coordinating informa-
tion). As expressed by Campbell [19]:

With each upward step in the hierarchy of biological order, novel properties emerge that
were not present at the simpler levels of organisation. These emergent properties arise from
interactions between the components [...] Unique properties of organized matter arise from
how the parts are arranged and interact [...consequently] we cannot fully explain a higher
level of organisation by breaking it down to its parts.

The linearity of lower level laws gets replaced by the complexity of nonlinear inter-
actions at emergent higher levels with their own causal effectiveness, such as the
networks of interacting molecules through which living cells are regulated [129]. It
is the coordination of these incredibly complex interactions within their higher level
contexts that enables epigenetic processes to take place [55] and so enables life to
come into existence.

Not All Emergence Can Be Explained in a Bottom-Up Way. It is not possible to
understand or explain the emergent properties in terms of the lower level concepts
and variables alone. Superfluidity, for example, cannot be deduced from the lower
level properties of electrons and atoms alone [78], and the same is true of the quantum
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Hall effect [76]. The Hodgkin—Huxley equations governing membrane current prop-
agation in neurons in the brain similarly do not follow from lower level properties
alone [115, pp.52-53]:

The equations are not ‘ordinary laws of physics’ (as Schrodinger pointed out) but ‘new laws’
that emerge at the hierarchical level of the axon to govern the dynamics of nerve impulses.
One cannot derive these new laws from physics and chemistry because they depend on the
detailed organisation of the intrinsic proteins that mediate sodium and potassium current
across the membrane and upon the geometric structures of the nerve fibers.

This is because in addition to bottom-up causation, contextual effects occur whereby
the upper levels exercise crucial influences on lower level events by setting the
context and boundary conditions for the lower level actions. Emergent effective laws
of behaviour at higher levels play an effective role not only at their own levels, but
also influence the lower levels by setting the context for their action [42, 43, 45]. To
get reliable high level behaviour, one needs some kind of coordinating mechanism
for lower level processes. The reliable behaviour of artificial complex systems arises
from carefully designed complex structuring, where the details matter because they
change the macro behaviour. A transparent example is a digital computer. One cannot
coarse-grain to determine macro laws of behaviour because they are based on their
own logic and act down to shape microlevel interactions (Chap. 2).

3.4.2 Top-Down Causation via Constraints

This is possible because both bottom-up (Fig.3.1 left) and top-down causation
(Fig. 3.1 right) occur in the hierarchy of structure and causation:

Top-Down Causation [19, 124]. This is the ability of higher levels of reality to have a causal
power over lower levels. Dynamic effects take place at some time, and the outcome would
be different if the higher level context were different. Altering the high-level context alters
lower level actions, which is what identifies the effect as top-down causation, where the high
level context variables are not describable in lower level terms, which is what identifies them
as context variables.

Top-down causation is ubiquitous in physics, chemistry, and biology, because the
outcome of lower level interactions is always determined by context. For example,
the motion of the Moon round the Earth causes tides locally on Earth, a top-down
influence from a scale of 384,000 km to a scale of meters, and this then influences
the lives of crabs. Likewise, fluctuations in the interior of the Sun cause radiation
changes that alter conditions in ecosystems on Earth, influencing the distribution of
micro-organisms. And so on.

This idea of top-down action in physics goes back at least to Ernst Mach in his work
on Mach’s principle and the origin of inertia [39, 46, 119], which strongly influenced
Albert Einstein in developing general relativity theory and his static universe model.
It is crucial in ideas about the origin of the arrow of time [21, 29, 39, 46, 99, 130].
Nice popular discussions of how top-down effects may take place from the universe
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to local physics are given in [24, 114]. Their very nature depends on the higher
level structure. Top-down influences occur in convective fluid dynamics [13] and
in astrophysics where, for example, star formation is suppressed by active galactic
nuclei [93], and they play a key role in quantum theory as regards both decoherence
and state preparation [44]. They are crucial in biology, both as regards the coding
of genetic information in DNA through adaptive selection [19, 83] and as regards
the reading of information through epigenetic effects [55]. And they are essential to
physiology [90] and the way the mind works [52, 72].

3.4.2.1 Constraining Lower Levels

The higher level action is effective by coordinating actions at the lower levels.
Whether this reliably happens may depend on the particular coarse-graining (i.e.,
higher level description) chosen. Describing the higher level change at the lower
level is not desirable because it is not illuminating (the statement ‘10%* nuclei and
associated electrons moved simultaneously in a coordinated manner so as to decrease
the volume available to 10> gas molecules’, requiring about 103° bits of information
for a full description, is actually ‘the piston moved and compressed the gas’) and
may not even be possible. Indeed this is the reason that we develop and use higher
level language and mathematical descriptions. These may be employed whether or
not we understand the lower level causation (see [71, p. 145] and [16, p. 89]):

Constraining Lower Level Interactions. Top-down causation takes place, due to the cru-
cial role of context in determining the outcomes of lower level causation. Higher levels of
organization constrain and channel lower level interactions, paradoxically thereby increasing
higher level possibilities.

These top-down effects result firstly from the fact that theoretical physics is based
on partial differential equations whose solutions depend on the boundary conditions,
which can be equally expressed as integral equations, whence the environment (the
boundary conditions) constrains what happens locally.

Secondly, these effects exist because there are geometrical and structural relations
in complex systems that dictate which components can interact with which others
through which physical effects. For example the wiring in a computer channels elec-
trons from one specific component to another and thus enables logical computations
to be performed. The kind of computation performed and resultant output, and hence
the detailed switching of transistors at the micro level, depends on the kind of pro-
gramme loaded into the computer (word processor, music, or graphics for example),
and this is a high level concept. These are constraints on the lower level dynamics
and so have causal power [71]. They are causally effective only when such formal
constraints from above are combined with efficient or circular causes at the same
ontological level. Note that we can consider such same-level causation at each level
as ontologically real: if this were not so we could not know what the ontologically real
causation was, as we do not know what the fundamental bottom level of physics is.
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One should note here, following Auletta’s terminology [6], that there is a sig-
nificant difference between having causal power (to concur in producing a certain
effect) and having causal effectiveness (which, in ideal situations, would suffice
to bring about an effect, given the other conditions). Formal causes, for example
constraints, only have causal power but not causal effectiveness. For example, the
structure of a forest (the way the trees are disposed together with other environmental
items (rocks, plants, rivers, and so on) will affect (have causal power on) the way
natural agents (like wind or fire) will propagate. For instance, wind may be more
canalized in some parts and blocked in other ones. However, what is here causally
effective is the wind (or the fire), not the structure of the forest, which would remain
completely ineffective (not operative) and unable to concur in any causal process
without an effective causal agent. All formal constraints have this character. Top-
down causation as considered here means having causal power over lower levels,
channeling causal effectiveness at those levels.

3.4.2.2 Interlevel Effects

But here’s the problem: lower level (rocks, plants, wind, fire, etc.) are each made
up of lower level elements, so they are not the bottom level. If we take a strict
reductionist view they cannot do work either. In fact nothing does, except vibrations
of superstrings, if they exist, which may or may not be the case. Lower level causality
vanishes into unknown and untestable regions.

The only sensible way to handle this is to take an interlevel view, i.e., forget the
bottommost level and assign real causal power to the lower level with respect to its
immediate upper level, and to do this for every pair of levels [124]:

Interlevel Causation. For every pair of levels (N, N + 1), the lower level ‘does the work’,
but the higher level is able to influence what work is to be done by setting constraints on the
lower level operations.

This is the basis for regarding every level as real: each is able to do real work. If
we don’t take this view, then genes and neurons are not able to do real work, as
they are not the lowest level: the program of reducing brain action to that level [27]
disintegrates. Every level can do work, and the implication is that the higher levels
such as thoughts and imagination are also real, for they do work in changing even
higher levels, such as society.

3.4.3 Top-Down Action via Control Parameters

This is the special case of top-down causation where higher level variables are pur-
posefully manipulated so as to cause changes in lower level variables. An example
is turning a light switch on. This causes electrons to flow in the wire so that the bulb
lights up. The switch is a higher level entity: it cannot be described in lower level
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terms even though it is constructed from lower level parts. There is a same-level
explanation in terms of phenomenological variables at the level of the switch and
wiring. This is always what happens when reliable behaviour occurs at any level: it
is described by an effective theory [62] at that level. This same-level theory is, how-
ever, enabled by the lower-level action of electrons flowing or not flowing. Whether
they flow or not depends on higher level variables (in this case, the switch state)
which simply cannot be meaningfully described in terms of lower level variables
per se (actually because it is equal to an equivalence class of lower level variables).
There is indeed a bottom-up explanation, when we are given the higher level context
described by the higher level variables. Without that higher level context, there is no
lower level explanation. How does one demonstrate this top-down causation in this
case? By turning on the light switch and measure the resulting change in current.

But what is it that enables all this to happen? The wiring links the switch to
the light, and this constrains the flow of electrons from the power grid to the light
bulb. The structure of the wire and its insulating sheath channels the way they move,
preventing them from moving sideways out of the wire. This constraint enables us
to channel their movement to get the higher level effect we want. The bottom level
physics allows this: we shape the context of the physical interactions so that they do
our bidding. In mathematical terms, this happens because these physical constraints
reduce partial differential equation (PDEs) to ordinary differential equations (ODEs).
More generally:

Top-Down Action. This is when a global variable is purposefully changed and alters local
dynamics by changing the context in which the units operate, or a message is sent to the
module’s interface to convey a chosen new operating context.

Examples are:

¢ In Organizations. The central Government passes a law that affects all munici-
palities, a general sends a command to all battalions that causes them to get ready
to invade France, a central office tells all the branches that from now on they will
be selling at a higher price, or all stores will from now on be open from 8§ am on
weekdays.

¢ In Engineering Systems. A control parameter is altered that changes the rate of
rotation of a turbine or the flow of a reactant, or a message is sent to a substation
that turns on a generator in a power grid.

e In Computer Systems. A global parameter is passed to a subroutine that alters
branching in the local flow of command, or a change in a class definition alters
the behaviour of all objects that are members of the class.

e In Physiology. The brain sends action potentials to motor neurons that activate
muscles, or an animal senses a threat that causes adrenaline to flow through the
veins and alter the heart rate and blood vessel diameters.

In all cases the underlying physics and chemistry do not control what happens: rather
they enable the desired top-down action to take place, because the control signal
constrains the dynamics at the lower level so as to produce the desired outcome. The
system is structured in a very precise way so that this will be the case.
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3.4.4 Top-Down Effects in Logical Hierarchies

Similar effects occur in logical hierarchies (Sect.3.1.4), based on their function of
representing relationships between abstract entities and sensory experiences:

Contextual Dependence of Meaning. Every logical statement depends on the context within
which it is interpreted. In particular this applies to language.

Sometimes this dependence is formally prescribed in a set of rules, but more often
it is implied and understood as a set of effective patterns of relationships. It is based
on the fact that all logical hierarchies are ‘is a’ hierarchies, with a class structure
and inheritance [14]. This is what enables us to understand them. We don’t have to
characterize all properties of entities or actions or modifiers anew in every case: we
relate them in this hierarchical way to elements that are already known. Then:

e each subclass inherits most of the properties of the class,
e each instance of a class inherits the properties of the class it belongs to,

so if the class is altered, properties of both instances and subclasses change, that is,
there is a top-down effect from the class definition to subclasses, and from subclasses
to instances.

This is then reflected in language, because we use language to represent these
logical relations, as codified in dictionaries and encyclopedias. It is also embodied in
any informal or formal models we may have of these relations, such as representations
in terms of computer codes or mathematical models.

Computer Languages. These are essentially hierarchically structured, as discussed
in depth in Chap.2. This is particularly clear in the case of the class structure of
object-oriented languages [14] such as Java [75].

Mathematics (the Language of Patterns). This has a class structure. Category the-
ory studies the relationships between classes of mathematical structures. A category
consists of mathematical objects and ‘morphisms’, processes that are transforma-
tions between them, that can be composed with each other to give new morphisms.
More specific structures inherit many properties from the higher level categories they
belong to, so one can prove properties of specific structures by giving a proof in the
higher level category of which they are a member. The logic chains down from the
higher to the lower levels.

Natural Language: Listening and Reading. In the case of language, there is of
course a hierarchical class structure in the classification of words, reflecting the
logical hierarchical structuring of the concepts referred to. The mind is adapted to
understanding that structure. However, given that hierarchical structuring of concepts
and words, there are also further key top-down effects in the way we understand
sentences and words. There is often an ambiguity of meaning if one considers only
the level of words. This ambiguity is resolved where one of the possible lower level
choices follows uniquely from the higher level context, viz., the phrase, sentence, or
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paragraph in which the word is imbedded. This is top-down effect from the context
to the word meaning, and sometimes even pronunciation. An example is

Her wound hurt her as she wound the clock.

Actually, one is always predicting what will come next on the basis of context. This
is what enables understanding from a subset of the full text (you only hear a few
words but still understand), or from garbled text:

You can understand this even though words missing or spelt wrong.

Much more sophisticated contextual understanding drives language comprehension
in conversation and in reading, for example when enjoying a novel: meanings are
hinted at and understood on the basis of the overall social and psychological context,
which is set by the text as a whole. For example:

I attach an outline of the programme for the event. I am making arrangements for accom-
modation.

We effortlessly understand this in terms of previous messages (what is the event?
where and when is it?) and the assumed need for someone attending the event to
have accommodation (it’s a multi-day event, they live out of town, everyone needs
somewhere to stay at night). None of this is explicitly stated in this quote. Language
is contextual through and through.

3.4.5 Top-Down Effects in the Mind

This is similar to what happens in vision, as documented for example by Chris Frith
[52], Dale Purves [104], and Eric Kandel [72]. We always subconsciously interpret
what we see in terms of past experience and resulting expectations [52, 72, 104].
This is evidenced by numerous visual illusions, and in particular by the way we
do not normally notice the blind spot that in fact occurs in our eyes because of its
physical structuring. There is a context dependence not of visual interpretation, but
of vision: what we actually see.
This kind of contextual dependence applies to all the senses:

Contextual Dependence of Experience. Every sensory input is experienced in a way that
depends on the context within which it is located.

The brain is a quintessential machine for prediction on the basis of past experience
[64]. All our senses interpret what they find in terms of past and present contexts
which shape present expectations. This contextual dependence applies also to activ-
ities such as tasting food, watching sport, and listening to music [67, 79]. Crucially,
it applies to reading [58]:
Contextual Dependence of Reading. Reading is not done by reading phonemes one by
one and assembling them into words that then create meaning. Rather it is carried out in a

holistic way that depends on context and expectations as well as the read text, which often
only hints at the intended meaning.
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This is particularly important for education. It will be discussed further in Sect. 8.6.
Part of this occurs through the top-down activation of symbols [87]. A key aspect of
this contextual interpretation of text is:

Multiple Realizations. The same meaning can be conveyed in many different forms of the
written text.

Our mind automatically regards them as equal. For example:

It can be in large or small font size, in any number of fonts.
It can be in English or German or Italian.

It can use the active or the passive tense.

It can use different word orders.

It can state things explicitly or implicitly.

It can use different metaphors to convey the same meaning.

Itis this multiple realisability that makes language so flexible as a vehicle for express-
ing meaning. There is an equivalence class of sentences that convey the same mean-
ing, namely, all the different sentences that in fact do so. This feature is a consequence
of the top-down nature of language use and understanding.

3.4.6 Top-Down Effects and Supervenience

A counter to the proposal of top-down causation is sometimes claimed to arise from
the idea of supervenience ([85]; see Fig.3.6): because the higher level properties
emerge from the lower level properties, the same lower level state must necessarily
result in the same higher level state (see [16] and [8, pp. 81,411]). This is expressed
by Rickles [108] as follows:

Supervenience Relation. For two sets of properties, A (the supervenient set) and B (the
subvenient set or supervenience base), A supervenes on B just in case there can be no
difference in A without a difference in B.

Ha Hi H;
Ly \ L, L1

L3

Fig. 3.6 Supervenience. Left: Each lower level state leads to a unique higher level state which then
supervenes on the lower level state (and there can be many lower level states leading to the same
higher level state, so supervenience is compatible with multiple realisation). Right: A lower level
state leads to a number of different higher level states. There is no higher level state supervenient
on the lower level state
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Determination. Turning this principle on its head gives us the converse concept of deter-
mination: B determines A just in case sameness with respect to B implies sameness with
respect to A. Supervenience and determination are simply two sides of the same coin.

Now this can be claimed to be the case for straightforward physical systems and
biological systems, at any moment in time, that is, as a synchronic relation, and
might possibly even be true for the way the micro happenings in the brain relate to
the mind. However, two related issues arise:

Feedback Loops Occur from Global to Local. Higher level contextual effects act down
to influence dynamics at the lower level synchronically, that is, on functional timescales.
An example is epigenetic effects that decide what gene will get read next on the basis of
environmental variables.

As stated by Rickles [108]:

If the supervenient properties are understood as emergent, then it is possible that some
‘global’ properties, to do with a whole system, can causally effect other things, and its
parts (the supervenience base). For example, a group of agents can interact to generate an
economy, but the economy has properties of its own (prices, interest rates, and such like);
these will be able to influence how the agents behave. In other words, there is the possibility
of a ‘feedback loop’ from global to local.

This is of course the argument of this book. Secondly, suppose the supervenience
argument is correct even in cases of complex emergence, such as digital computers
(where it certainly is true) and the brain—mind relation (where it could possibly be
true). That is, in these cases, the higher level outcome will be precisely the same
if all lower level structures and excitations are the same. The key point as regards
top-down causation is as follows:

The Origin of the State. In living systems and in digital computers, those lower level
structures and states that lead to complex higher level behaviour cannot have come into being
in a purely bottom-up way, because they depend on a precise conjunction of structures and
energisations that reflect higher order needs and functions in a coordinated way (as reflected,
for example, in non-emergent variables discussed above in Sect. 3.3.4). This requires either
purposeful organisation or adaptive selection, which are both top-down processes.

That is, the supervenience argument cannot apply to diachronic emergence, because
the required ongoing set of highly structured lower level states will not, in the real
world, occur without the aid of top-down organisation. To put it another way, syn-
chronic emergence of real complexity (life, the brain, digital computers) cannot occur
without prior diachronic emergence.

3.4.7 Top-Down Effects and Emergence

There is a large literature on emergence and reductionism, e.g., [8, 23, 47, 106,
111, 116]. A comprehensive discussion is given in [8], which reprints many key
papers surveying the field. Broadly, emergence is when phenomena arise from and
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depends on more basic phenomena yet are simultaneously autonomous from that
base [8, pp. 1, 155-156]. It occurs as regards both entities and properties [8, p. 140].
A phenomenon is emergent if it cannot be reduced to, explained, or predicted from
its constituent parts [47, p. 1].

Although there is no commonly agreed formal definition of emergence, neverthe-
less a series of interrelated ideas are commonly associated with it [8, pp.9—-17]:

e Irreducibility. The emergent phenomena are autonomous from the more basic
elements that give rise to them, even though they depend on them to some extent.

e Unpredictability. A state or feature is emergent if it is impossible either in princi-
ple or in practice to predict on the basis of a complete theory of basic phenomena
of the system.

e New Variables Are Needed. One needs a new conceptual or descriptive apparatus
at higher levels than what is used for more basic phenomena.

e Holism. Some properties only arise out of wholes formed from assemblies of more
basic parts. It is conceptually incoherent to conceive of them in relation to the parts
alone.

e The Whole Is More Than the Sum of the Parts. The macro level properties
cannot be obtained by simple addition of lower level properties.

It is clear that in many cases “the whole becomes not only more than, but very
different from the sum of its parts” (Anderson [8, p.226]). The key question in the
end is whether the higher levels have emergent causal powers in their own right,
which is strong emergence [8, pp. 141, 158-159], or the apparent higher level causal
powers are in fact epiphenomena [116], which is nominal or weak emergence [8,
pp. 157-160].

Reductionism. Emergence is often contrasted with reductionism. This can relate
to epistemic reduction, ontological reduction, or inter-theoretic reduction [8, 23].
However, I will just refer to the discussion by Rae [106, p. 180], where reductionism
is described as follows:

First, the properties and behaviour of physical systems are controlled by the fundamental
laws that apply to its components, and second, [...] genuinely new phenomena often emerge
that would have been very difficult or impossible to predict from our knowledge of the
components alone.

The thesis of this book is essentially that the word ‘controlled” here is wrong. This is
demonstrated for example by the discussion in Chap. 2 of how computers are in fact
controlled by algorithms, not by physics. Furthermore, the existence of higher order
causal variables such as the value of money or the rules of football demonstrates that
the correct wording in the second part is ‘impossible in principle’. Rae’s thesis is
correct insofar as it is implied by supervenience as discussed in the previous section.
And as shown there, truly complex behaviour can only emerge through the top-down
effects of either adaptive selection (life) [20] or deliberate design (artefacts) [14,
120]. His view denies strong emergence because it does not take top-down effects
into account (interestingly, he gives superconductivity as an example of reductionism,
and this is precisely the case that Laughlin uses to counter reductionism [78]).
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Strong Emergence and Top-Down Causation. It is clear that strong emergence
can only take place if top-down causation also takes place [8, pp.21, 112, 139-149,
175-177, 340]. This book argues that both take place.

3.5 The Key Concept: Equivalence Classes

As in the case of computers (Sect.2.5) and language (Sect.3.4.5), a key feature of
all top-down causation is multiple realisability of higher level functions, and the
consequent existence of equivalence classes of lower level variables that correspond
to the same higher level state. An equivalence class identifies all lower level states
where the corresponding higher level variables are equivalent as far as the higher level
behaviour is concerned, that is, they form good predictors of higher level behaviour
[6]. Here, I shall look in turn at:

e Equivalence classes (Sect.3.5.1).
e Equivalence classes and top-down causation (Sect.3.5.2).
e Multiple realisability and supervenience (Sect.3.5.3).

3.5.1 Equivalence Classes

The formal expression of an equivalence relation is as follows:
An equivalence relation is a binary relation ~ satisfying three properties:

1. For every element a in X, a ~ a (reflexivity).

2. For every two elements a and b in X, if a ~ b, then b ~ a (symmetry).

3. For every three elements a, b, and ¢ in X, ifa ~ band b ~ ¢, thena ~ ¢
(transitivity).

The equivalence class of an element a is denoted [a] and may be defined as the set
of elements that are related to a by ~.

The set of all equivalence classes in X given an equivalence relation ~ is denoted as
X/~ and called the quotient set of X by ~. Each equivalence relation has a canonical
projection map, the surjective function 7 from X to X/~ given by 7 (x) = [x].

In an emergent system (see Fig. 3.2), an equivalence relation ~ is defined by lower
level states L; corresponding to a high level state H. It satisfies the three properties
above. The equivalence class [L;] is the set of all lower level states L; that correspond
to the same higher level state H;. They are the set of all its realizations. Conceptually,
H; at the higher level is the same thing as [L;] at the lower level: the low level states
are operationally equivalent as far as the high level description is concerned and we
say that H; emerges out of [L;]. Thus the quotient set X/~ is just the set of higher
level states, and the canonical projection map is the map from lower level states to
the higher level state they instantiate (Fig. 3.2 left).
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Equivalence Class. An equivalence class identifies all lower level states where the corre-
sponding higher level variables are equivalent as far as the higher level behavior is concerned,
i.e., they form good predictors of higher level behavior. In general, the higher level state can
be realised in many different lower level states. What matters is not the specific state, but
the equivalence class it belongs to.

Here are some examples.

Gas States. An equivalence class of molecular states can give the same pressure,
density, and temperature of a gas [49]. It is these higher level variables that are
relevant for understanding and predicting gas behavior, as for example in the ideal
gas law PV = nRT. Entropy is a measure of the amount of variation at the lower
levels that gives the same state at the higher level [100]. It characterizes how many
values of hidden variables can underlie the same higher level description (they are
integrated out or averaged over to attain the high level description).

System Models. Structural equation models can be observationally equivalent (see
[97, Sect.2.3] and [98]). Observations therefore determine an equivalence class of
models.

Digital Computer Systems. These have numerous equivalence classes, as discussed
in Sect. 2.5: higher level languages and operations can be implemented in many lower
level ways.

Neural Networks. These can have different sets of link weights that give essentially
the same pattern recognition properties [ 12]. It is the pattern recognition that matters,
not the specific weights whereby they are realised.

Mathematical Relations. These can often be expressed in several different ways
[99]. For example, one can use components relative to different coordinate systems
to represent the same geometric structure, one can used complex variables or twice
as many real variables, one can use tensors to express spinorial relations, one can
use Fourier transforms to represent a function f (x) in terms of frequency amplitudes
F(s) [15], and so on.

Physics Theories. These can be expressed in various ways: Newtonian dynamics in
terms of forces, Lagrangians, or Hamiltonians, quantum physics in the Schrodinger,
Heisenberg, or Dirac formalism, Maxwell’s equations in 3D or 4D forms, and so on
[99].

Sentences. In natural spoken or written language, these determine an equivalence
class of other sentences that have the same meaning, as explained in Sect.3.4.5.
There are multiple words that label the same phenomena.

3.5.2 Equivalence Classes and Top-Down Causation

The existence of equivalence classes underlies the possibility of coherent higher level
dynamics emerging from lower level dynamics (see Sect. 3.3.2). Effective same-level
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action occurs when top-down causation combined with bottom-up causation leads
to a resulting high-level outcome that depends only on the initial high-level state. In
that case, the low level dynamics commutes with coarse-graining for all low level
states that correspond to each of the high level states (Fig.3.4), and a coherent high
level dynamics emerges from the lower level dynamics [42, 43]. The switching on of
a light switch is an example. In this case each set of lower level states corresponding
to a single higher level state forms an equivalence class as far as the higher level
dynamics is concerned. The resulting same-level action allows a phenomenological
description of the higher level action that is independent of the particular lower
level states that realize this action. This is the basis of the independence of higher level
descriptions from lower level details and the reason that we can consider same level
causation at each level as ontologically real, expressed in terms of viable effective
theories for the dynamics at that level [62].

If different outcomes result from different lower level realizations of top level
states, we do not have reliable same level action resulting from top-down influences
of the higher levels, and so do not have coherent top-down causation. Thus the
possibility of coherent higher level action emerging from the lower level dynamics
is based on the principle of equivalence of classes:

Principle of Equivalence Classes. The same top level state must lead to the same top level
outcome, independent of which lower level states instantiates the high level state.

The high level outcome is then the same for the whole equivalence class of lower
level variable values, no matter which particular one instantiates the high level state.
Thus the existence of equivalence classes as discussed here is necessary for top-down
causation to take place.

However, one may also ask whether the existence of such equivalence classes is
sufficient to characterize top-down causation? The higher level variables are normally
the only handles by which we can affect lower level states. For example, we can
compress a gas in a cylinder by exerting a force on a piston, so changing the volume
V and temperature T of the gas, and this will result in a change in the momenta p’
and positions x’ of the myriads of particle comprising the gas. But we cannot change
those positions and momenta individually: apart from anything else, there are too
many of them, viz., 6 x 10> particles for 2 g of hydrogen gas. But if the principle of
equivalence classes is satisfied, setting a macro variable like V and T produces some
member of the equivalence class [p’, x/] of lower level states that realizes this higher
level state { P, T'} obeying its high level equation of state (the perfect gas law) in a
coherent way. Thus top-down causation takes place, changing boundary conditions
for the lower level states producing a coherent high level effect (Fig.3.4).

Top-Down Causation and Equivalence Classes. Top-down causation leading to coherent
higher level behavior takes place if and only if any change in the relevant higher level
variables instantiate an instance of an equivalence class of lower level states that realizes
the higher level dynamics. The existence of such equivalence classes is the crucial feature
characterizing effects as being due to top-down causation [6].
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The higher level variables drive the dynamics, while the lower level variables respond
in a non-unique way, but a coherent higher level dynamics nevertheless emerges from
their bottom-up action (Fig.3.4).

3.5.3 Multiple Realisability and Supervenience

From the viewpoint of supervenience, it is multiple realisability that allows genuine
emergence to occur. Rickles [108] expresses this as follows:

Multiple realizability lies at the core of supervenience’s job, namely, to describe a depen-
dency weaker than identity and reduction. The idea is that fixing the physical properties of
the work of music (the tones, durations, intensities, and so on) suffices to fix any and all
aesthetic properties the piece might have. But then the idea of emergence amounts to the
claim that these aesthetic properties (and similar higher-level properties) are not reducible
to the physical ones, they are something ‘novel’ arising from the physical organization. (The
distinction between physical and non-physical properties here amounts to both the fact that
the latter type can be had by many objects with different natures and constitutions, and the
fact that the former type obey the laws of, possibly complete, physics. However, nothing said
here hinges on this distinction, one might as well say that aesthetic properties are physical
too, since they occupy the world. Thus, this is just a way of speaking to label a curious fact,
namely that some properties seem not to be reducible to what are standardly taken to be
unproblematic ‘physical’ properties, such as mass, charge, spin, and so on.) Dualism and
epiphenomenalism are avoided (1) because the physical facts are needed to fix the emergent
facts and (2) because the emergent properties are supposed to be causally efficacious: the
beauty of the Adagio from Mahler’s Fifth Symphony can cause a person to cry; it isn’t the
durations, intensities, and pitch of sounds that is causally responsible.

He carries on to consider arguments suggesting that supervenience implies reduc-
tionism, and then counterarguments. The essence is that that properties associated
with a ‘special science’ (for example, psychology) can be realized by a multitude of
heterogeneous lower-level properties or states. Hence the lower level properties are
not the essential causal factors (see [105] and [8, pp.403—407]). This is discussed
further in Sect.7.7.2.

3.6 Demonstrating Top-Down Causation

How do you demonstrate that top-down causation is taking place? Apart from devel-
oping more formally the arguments made in Sect. 1.7 as regards the necessity of the
conclusion, there are basically four options, which may overlap in practice:

Alter context (Sect.3.6.1).

Identify equivalence classes (Sect.3.6.2).
Identify dynamics (Sect.3.6.3).
Computer modelling (Sect.3.6.4).
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3.6.1 Altering Context

The idea is to show that a change in high level variables results in a demonstrable
change in lower level variables in a reliable way, after one has altered the high level
variable. It is the reliable nature of the change that characterises it as causation and
not just a random change, and this is also what leads to predictability (the result is
repeatable and thus testable)

Change Context. One just has to show that altering the high-level context alters the out-
come in a way that depends only on the top level state, where the context variables are not
describable at the lower level.

To characterise some specific causal effect as a top-down effect, we must demonstrate
that a change of higher level conditions alters the way lower level actions take place.
We do this by changing top level conditions and seeing what happens at the lower
levels, e.g., we decrease the volume of a gas and see that it makes molecules move
faster. Examples are:

In a control situation, alter the parameters or the goal.

In a digital computer, change the program.

In a manufacturing context, change the plans.

In an adaptive selection context, alter the environment.
In social neuroscience, alter the social context.

In the brain—body relation, study the placebo effect [10].
In a simulation, alter the high level variables.

In each case one can observationally show that the higher level outcome is different,
through alteration of operation of lower level mechanisms or dynamics (enabled by
the underlying physics and chemistry).

3.6.2 Identifying Equivalence Classes

We should if possible demonstrate the existence of equivalence classes of lower level
effects that give the same higher level outcome, as discussed in Sect. 3.5:

Identify Equivalence Classes. One identifies an equivalence relation by showing that some
lower level entities of mechanisms can be substituted for others and still give the same higher
level outcomes.

There are various ways to do this:

e One can explicitly look for such equivalences in microbiological reactions [6, 69].

e One can identify a key role played by equivalence classes in some theory or
mechanism. Crutchfield’s computation mechanics [28] is an example, and Wegner
proposes that a key to understanding evolution is the idea of a genotype network,
defined as a set of genotypes that have the same phenotype [89, 128].
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e One can regard it as evidenced by convergent evolution [25, 84], where various
different mechanisms (e.g., different kinds of eyes) have evolved to solve the same
higher level need (in the case of eyes, vision), showing that it is indeed the higher
level need that is driving the dynamics.

Ideally, these are tested experimentally in new cases that have not yet occurred.

3.6.3 Identifying Dynamics

While all top-down causation can be characterized as due to higher level variables
setting the context for lower level action, five essentially different classes of top-down
causation can be identified and their existence demonstrated by many real-world
examples [42, 43]. This enables one to identify mechanisms of each of these types
that clearly embody top-down causation:

Specific Mechanisms. One identifies a mechanism of one of the types TD1-TD5 described
in Chap. 4, each of which intrinsically embodies top-down causation in its nature.

Thus one can identify:

e Specific mechanisms aimed at top-down control of lower levels, as in engineering
systems or bureaucratic contexts (Sect.4.1).

e Feedback control systems driven by goals (Sect.4.2).

e Processes involving adaptive selection [66] according to some kind of selection
criterion (Sects.4.3-4.5).

As discussed in Chap. 4, each of these involves top-down causation: identification of
the mechanism confirms the operation of top-down causation.

3.6.4 Computer Modelling

One can use computer modelling of the dynamics in order to demonstrate that altering
higher level variables alters lower level outcomes. One must of course be using a
multi-level model in order to do this.

An example is the way Noble has modelled the physiology of the heart in a
multilevel way [90, 91], and so shown the effect in that case. Another example is the
standard calculation of nucleosynthesis in the early universe in cosmology, where
global cosmological parameters determine the outcome (Sect. 6.7.1). Other examples
are given in Sect.6.7.
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3.7 Constraints on Emergence

All this is subject to the nature of physical processes at the bottom levels. There
are various constraints from lower levels on what upper levels can accomplish. For
example, one requires certain macro structures in order to walk, see, or fly. The most
important such constraints are essentially because of integrated micro constraints,
specifically energy and momentum conservation. Even more important, matter con-
servation underlies the continued existence of macro objects. Physical constraints
restrict the nature of what can emerge in both living and artificial systems [127].
Constraints occur as regards:

e Matter, energy, and entropy (Sect.3.7.1).
e Constraints on higher level possibilities (Sect.3.7.2).
e Constraints on higher level logic (Sect.3.7.3).

3.7.1 Matter, Energy, and Entropy

Which kinds of properties of lower levels re-emerge at higher levels in general?
The basic properties of this kind are matter and energy conservation, and Newton’s
laws of motion [49]. These apply at the lower levels of the hierarchy of structure.
On coarse-graining, they reappear at the higher levels, provided we use appropriate
definitions of matter, energy, and force.

Firstly, it is these conservation laws that underlie the ongoing identity of higher
level objects: the continuity of existence of macroscopic objects that we take for
granted is a result of matter conservation at the lower levels [see (3.1)], together with
the stability of emergent structures.

Secondly, the way macroscopic bodies can move is a result of the integration of
Newton’s laws of motion over all the particles in the body, with the same form of laws
emerging at the higher level as effective laws [as shown in the way (3.6) emerges
from (3.2)]. In particular, momentum conservation results if no external forces are
applied.

Thirdly, we must distinguish energy and usable energy, matter and usable matter,
the unusable energy and matter being present at the lower levels but in a disordered
state that is not accessible to control or extraction by higher level variables. The
second law of thermodynamics implies that the usable energy inexorably degrades
to unusable energy: ordered matter states tend to become disordered. Hence, unusable
energy and matter accumulates: a complex system must get rid of it. Ultimately, all
this is an effect of the second law: energy is not lost, it is degraded, and the same is
true of minerals and materials. New energy and materials are required on an ongoing
basis to keep the system going.

Thus a consequence of lower level physics is that all complex systems need the
following:

e Energy and matter input, sorting, transformation, and distribution systems.
e Heat disposal systems and waste collection and disposal systems.
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These involve spreading resources to the periphery as well as the centre, and removing
wastes from the periphery as well as the centre. It applies to living beings, such
as cells, limbs, organisms, and communities, and to physical entities in a social
environment such as automobiles, buildings, and cities as a whole.

These are profound restrictions on what is possible at the macro level. They are
upwards constraints on complex systems in general and on daily life in particular.

3.7.2 Constraints on Higher Level Possibilities

As well as these constraints, other factors ensure that only certain things are attainable
macroscopically in physical terms. These limitations are based on the features just
mentioned (matter and energy conservation, Newton’s laws of motion) together with
the nature of the gravitational force [49] and electromagnetic interaction [50]. At
the foundations, quantum physics and the strong force are important in enabling
and constraining macroscopic possibilities [51], for instance underlying the stability
of matter and the nature of the periodic table of the elements. Similarly there are
possibility spaces for life [128].

A possibility space 2 for emergent structure characterizes these emergent pos-
sibilities. It is based on lower level properties such as:

speed and energy of interactions,

strength and distance of interactions and resulting bonds,
strength and pliability of materials,

solubility and stability of materials,

electrical and thermal conductivity of materials,

energy capture, storage, and transformation possibilities,
information collection, storage, and manipulation possibilities.

These are what designers need to take into account when they design artificial systems
[120], and evolution discovered as it explored the possibility space of living systems
[20, 128]. As mentioned above, this leads to convergence in biology [25, 84], and
even between life and engineered systems [127], because there are only a certain
number of ways to sense light, to extract energy, to move, or to process information.

3.7.3 Constraints on Higher Level Logic

Intelligent systems (animals, humans, social institutions, computers) need:

e Information input, sorting, distribution systems.
e Processes to clear memory of unwanted information.

These are required so that the implementation hierarchies can support logical hier-
archies, as in the case of digital computers. They are constrained by the nature of the
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logic operational at that level, be it mathematical, engineering, social, psychological,
or whatever. For example, symbolic systems are limited by semiotic constraints on
what can be done with iconic systems [32, 33].

However, there are no constraints from below on the actual logical operations
that higher levels can perform. This is the essential understanding Turing gave us
when he discovered the nature of universal symbolic computation [26]. This is the
remarkable feature of emergence:

Logical Independence. The underlying physics does not restrict what logical operations are
possible in emergent structures.

There are constraints on what is possible as regards logical operations from the
nature of logic itself: that is indeed the very nature of the logical possibility spaces
(Sect.2.7.5). These limitations do not derive from lower level properties: they are
independent of physics. They are immutably built into the logical structure of reality
(Sects.2.7.5, 7.6, and 8.5.4). However, those logical operations can act downwards
to control physical systems, as in the case of digital computers (Chap. 2).

References

1. R. Albert, A.-L. Barabdsi, Statistical mechanics of complex networks. Rev. Mod. Phys. 74,
47-97 (2002)
2. U. Alon, An Introduction to Systems Biology: Design Principles of Biological Circuits (Chap-
man and Hall/CRC, London, 2007)
3. M. Alonso, E.J. Finn, Fundamental University Physics III: Quantum and Statistical Physics
(Addison Wesley, Reading, Mass, 1971)
4. P.W. Anderson, More is different, Science 177, 377 (1972). Reprinted in A Career in Theo-
retical Physics (World Scientific, Singapore, 1994)
5. PW. Atkins, Physical Chemistry (Oxford University Press, Oxford, 1994)
6. G. Auletta, G.ER. Ellis, L. Jaeger, Top-down causation: from a philosophical problem to a
scientific research program. J. Roy. Soc. Interface 5, 1159-1172 (2008). arXiv:0710.4235
7. A.-L. Barabasi, Z.N. Oltvai, Network biology: understanding the cell’s functional organiza-
tion. Nat. Rev. Genet. 5, 101-114 (2004)
8. M.A. Bedau, P. Humphreys (eds.), Emergence: Contemporary Readings in Philosophy and
Science (MIT Press, Cambridge, Mass, 2008)
9. S. Beer, Brain of the Firm (Wiley, Chichester, 1981)
10. F. Bendetti, Placebo Effects (Oxford University Press, Oxford, 2014)
11. J. Binney, S. Tremain, Galactic Dynamics (Princeton University Press, Princeton, 1987)
12. C.M. Bishop, Neural Networks for Pattern Recognition (Oxford University Press, Oxford,
1999)
13. R.C. Bishop, Fluid convection, constraint and causation. Interface Focus 2, 4-12 (2012)
14. G. Booch, Object Oriented Analysis and Design with Applications (Addison Wesley, New
York, 1994)
15. R.N. Bracewell, The Fourier Transform and Its Applications (McGraw Hill, New York, 1986)
16. W. Brown, N. Murphy, Did My Neurons Make Me Do It? Philosophical and Neurobiological
Perspectives on Moral Responsibility and Free Will (Oxford University Press, New York,
2007)
17. T. Buyana, Molecular Physics (World Scientific, Singapore, 1997)
18. G. Buzsaki, Rhythms of the Brain (Oxford University Press, Oxford, 1997)


http://dx.doi.org/10.1007/978-3-662-49809-5_2
http://dx.doi.org/10.1007/978-3-662-49809-5_2
http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_8
http://dx.doi.org/10.1007/978-3-662-49809-5_2
http://arxiv.org/abs/0710.4235

128

19.

20.

21.

22.

23.

24.
25.

26.
217.
28.
29.
30.
31.
32.
33.
34.
35.
36.
37.

38.
39.

40.

41.

42.

43.

44,

45.

46.

47.

48.

3 The Basis of Complexity

D.T. Campbell, Downward causation, in Studies in the Philosophy of Biology: Reduction and
Related Problems, ed. by F.J. Ayala, T. Dobhzansky (University of California Press, Berkeley,
1974)

N.A. Campbell, J.B. Reece, Biology (Benjamin Cummings, San Francisco, 2005)

S. Carroll, From Eternity to Here: The Quest for the Ultimate Arrow of Time (Dutton, New
York, 2010)

PM. Chaikin, T.C. Lubensky, Principles of Condensed Matter Physics (Cambridge University
Press, Cambridge, 2000)

S. Chibbaro, L. Rondoni, A. Vulpiani, Reductionism, Emergence, and Levels of Reality
(Springer, Heidelberg, 2014)

M. Chown, We Need to Talk about Kelvin (Faber and Faber, London, 2010)

S. Conway Morris, Life’s Solution: Inevitable Humans in a Lonely Universe (Cambridge
University Press, Cambridge, 2005)

J. Copeland, The Essential Turing (Oxford University Press, Oxford, 2004)

F. Crick, Astonishing Hypothesis: The Scientific Search for the Soul (Scribner, 1995)

J.P. Crutchfield, Between order and chaos. Nat. Phys. 8, 17-24 (2011)

P.C.W. Davies, The Physics of Time Asymmetry (Surrey University Press, 1974)

R. Dawkins, Hierarchical organisation: a candidate principle for ethology, in Growing Points
in Ethology, ed. by PP.G. Bateson, R.A. Hinde (Cambridge University Press, Cambridge,
1976)

P. Dayan, L. Abbot, Theoretical Neuroscience: Computational and Mathematical Modelling
of Neural Systems (MIT Press, Cambridge, Mass, 2001)

T. Deacon, The Symbolic Species: The Co-Evolution of Language and the Human Brain
(Penguin, London, 1997)

T. Deacon, Universal grammar and semiotic constraints, in Language Evolution, ed. by
M. Christiansen, S. Kirby (Oxford University Press, Oxford, 2003), pp. 111-139

R.L. Devaney, An Introduction to Chaotic Dynamical Systems (Basic Books, 2003)

P.A.M. Dirac, Proc. R. Soc. Lond. A 123, 714 (1929)

S. Dodelson, Modern Cosmology (Academic Press, San Diego, 2003)

A. Durrant, Quantum Physics of Matter (Institute of Physics and the Open University, Bristol,
2000)

A.S. Eddington, The Nature of the Physical World (MacMillan, London, 1928)

G.ER. Ellis, Cosmology and local physics. New Astron. Rev. 46, 645-658 (2002). http://
arxiv.org/abs/gr-qc/0102017

G.ER. Ellis, True complexity and its associated ontology, in Science and Ultimate Reality:
Quantum Theory, Cosmology and Complexity, ed. by J.D. Barrow, P.C.W. Davies, C.L. Harper
(Cambridge University Press, Cambridge, 2004) pp. 607-636

G.F.R. Ellis, The Universe Around Us: An Integrative View of Science and Cosmology (2004).
http://www.mth.uct.ac.za/~ellis/cos0.html

G.ER. Ellis, On the nature of causation in complex systems. Trans. Roy. Soc. S. Afr. 63,
69-84 (2008)

G.ER. Ellis, Top-down causation and emergence: some comments on mechanisms. J. Roy.
Soc. Interface Focus 2, 126-140 (2012)

G.FR. Ellis, On the limits of quantum theory: contextuality and the quantum-classical cut.
Ann. Phys. 327, 1890-1932 (2012)

G.F.R. Ellis, D. Noble, T. O’Connor (eds.), Top-down causation: an integrating theme within
and across the sciences? Roy. Soc. Interface Focus Special issue 2, 1-140 (2012)

G.ER. Ellis, D.W. Sciama, Global and non-global problems in cosmology, in General Rela-
tivity (A Synge Festschrift), ed. by L. O’Raifeartaigh (Oxford University Press, Oxford, 1972)
pp- 35-59

B. Falkenberg, M. Morrison (eds.), Why More Is Different: Philosophical Issues in Condensed
Matter Physics and Complex Systems (Springer, Heidelberg, 2015)

R.L. Flood, E.R. Carson, Dealing with Complexity: An Introduction to the Theory and Appli-
cation of Systems Science (Plenum Press, London, 1990)


http://arxiv.org/abs/gr-qc/0102017
http://arxiv.org/abs/gr-qc/0102017
http://www.mth.uct.ac.za/~ellis/cos0.html

References 129

49.
50.
S1.
52.
53.
54.
55.
56.

57.
58.

59.

60.

61.

62.

63.

64.
65.

66.

67.

68.
69.

70.

71.

72.
73.

74.

75.
76.

71.

78.

R.P. Feynman, R.B. Leighton, M. Sands, The Feynman Lectures on Physics: Mainly Mechan-
ics, Radiation, and Heat (Addison-Wesley, Reading, Mass, 1963)

R.P. Feynman, R.B. Leighton, M. Sands, The Feynman Lectures on Physics: The Electromag-
netic Field (Addison-Wesley, Reading, Mass, 1963)

R.P. Feynman, R.B. Leighton, M. Sands, The Feynman Lectures on Physics: Quantum
Mechanics (Addison-Wesley, Reading, Mass, 1965)

C. Frith, Making up the Mind: How the Brain Creates Our Mental World (Blackwell, Malden,
2007)

M. Gell-Mann, The Quark and the Jaguar: Adventures in the Simple and the Complex (Abacus,
London, 1994)

J. Gemmer, M. Michel, G. Mahler, Quantum Thermodynamics: Emergence of Thermodynamic
Behaviour Within Composite Quantum Systems (Springer, Heidelberg, 2004)

S. Gilbert, D. Epel, Ecological Developmental Biology (Sinauer, 2009)

M.B. Glauert, Principles of Dynamics (Routledge and Kegan Paul, London, 1960)

P.W. Glimcher, Indeterminacy in brain and behaviour. Annu. Rev. Psychol. 56, 25 (2005)
K.S. Goodman, Reading: A psycholinguistic guessing game, in Language and Literacy: The
Selected Writings of Kenneth Goodman, vol. 1, ed. by E.V. Gollaschvol (Routledge and Kegan
Paul, London, 1967) pp. 33-44

P. Gray, Psychology (Worth Publishers, New York, 2011)

S. Greenland, J. Pearle, Causal diagrams, Technical report R0332, in Encyclopaedia of Epi-
demiology (2006)

G. Greenstein, A.G. Zajonc, The Quantum Challenge: Modern Research on the Foundations
of Quantum Mechanics (Jones and Bartlett, Sudbury, Mass, 2006)

S. Hartmann, Effective field theories, reductionism and scientific explanation. Stud. Hist.
Philos. Sci. Part B 32, 267-304 (2001)

L.H. Hartwell, J.J. Hopfield, S. Leibler, A.W. Murray, From molecular to modular cell biology.
Nature 402, Supplement C47-C52 (1999)

J. Hawkins, On Intelligence (Holt Paperbacks, New York, 2004)

PM. Hoffmann, Life’s Ratchets: How Molecular Machines Extract Order from Chaos (Basic
Books, New York, 2012)

J.H. Holland, Adaptation in Natural and Artificial Systems (MIT Press, Cambridge, Mass,
1992)

D. Huron, Sweet Anticipation: Music and the Psychology of Expectation (MIT Press,
Cambridge, Mass, 2007)

J.C. Jackson, Classical Electrodynamics (Wiley, New York, 1967)

L. Jaeger, E.R. Calkins, Downward causation by information control in micro-organisms.
Interface Focus 2, 2641 (2012)

H. Jeong, S.P. Mason, A. Barabasi, Z.N. Oltvai Lethality and centrality in protein networks.
Nature 411, 41-42 (2001). arXiv:cond-mat/0105306

A. Juarrero, Dynamics in Action: Intentional Behaviour as a Complex System (MIT Press,
Cambridge, Mass, 2002)

E.R. Kandel, The Age of Insight (Random House, 2012)

E.R. Kandel, J.H. Schwartz, T.M. Jessell, Principles of Neuroscience (McGraw Hill, New
York, 2000)

S.A. Kauffman, The Origins of Order: Self-Organisation and Selection in Evolution (Oxford,
New York, 1993)

R. Lafore, Data Structures and Algorithms in Java (SAMS, 2002)

T. Lancaster, M. Pexton, Reduction and emergence in the fractional quantum Hall state. Stud.
Hist. Philos. Mod. Phys. (2015)

R. Lapkiewicz, P. Li, C. Schaeff, N.K. Langford, S. Ramelow, M. Wiesniak, A. Zeilinger,
Experimental non-classicality of an indivisible quantum system. Nature 474, 490 (2011)
arXiv:1106.4481v1

R.B. Laughlin, Fractional quantisation. Rev. Mod. Phys. 71, 863 (2000)


http://arxiv.org/abs/cond-mat/0105306
http://arxiv.org/abs/1106.4481v1

130

79.

80.

81.

82.

83.

84.

85.

86.

87.

88.

89.

90.
91.

92.

93.

94.

95.

96.

97.

98.

99.

100.

101.
102.

103.

104.
105.

106.

3 The Basis of Complexity

D.J. Levitin, This Is Your Brain on Music: The Science of a Human Obsession (Plume, London,
2007)

P.L. Luisi, Emergence in chemistry: chemistry as the embodiment of emergence. Found.
Chem. 4, 183-200 (2002)

J. MacCormack, 9 Algorithms that Changed the Future: The Ingenious Ideas that Drive
Today’s Computers (Princeton University Press, Princeton, 2012)

M.M. Mano, C.R. Kime, Logic and Computer Design Fundamentals (Pearson/Prentice Hall,
2008)

M Martinez, A. Moya, Natural selection and multi-level causation. Philos. Theo. Biol. 3
(2011). http://hdl.handle.net/2027/sp0.6959004.0003.002

G. McGhee, Convergent Evolution: Limited Forms Most Beautiful (MIT Press, Cambridge,
Mass, 2011)

B. McLaughlin, K. Bennett, Supervenience, in The Stanford Encyclopedia of Philosophy
(Winter 2011 edition), ed. by E.N. Zalta (2011). http://plato.stanford.edu/archives/win2011/
entries/supervenience/

P. Menzies, The causal efficacy of mental states, in Physicalism and Mental Causation, ed.
by S. Walter, H.-D. Heckmann (Imprint Academic, 2003)

E. Morsella, M. Lanska, C.C. Berger, A. Gazzaley, Indirect cognitive control through top-
down activation of perceptual symbols. Eur. J. Soc. Psychol. 39, 11731177 (2009)

M. Newman, A.-L. Barabasi, D.J. Watts, The Structure and Dynamics of Networks (Princeton
Unversity Press, Princeton, 2006)

S.A. Newman, What’s new: a review of the origins of evolutionary innovations by Andreas
Wegner. Philos. Theor. Biol. 4, €304 (2012)

D. Noble, The Music of Life (Oxford University Press, Oxford, 2006)

D. Noble, A theory of biological relativity: no privileged level of causation. Interface Focus
2, 55-64 (2012)

Oxford Advanced Learners Dictionary (Oxford University Press, Oxford, 2000) pp. 1414—
1422

M.J. Page et al., The suppression of star formation by active galactic nuclei. Nature 485,
213-216 (2012)

L. Pauling, The Nature of the Chemical Bond and the Structure of Molecules and Crystals:
An Introduction to Modern Structural Chemistry (Cornell University Press, Ithaca, 1960)

L. Pauling, E.B. Wilson, Introduction to Quantum Mechanics with Applications to Chemistry
(Dover, Mineola, NY, 1963)

A.R.Peacocke, An Introduction to the Physical Chemistry of Biological Organization (Oxford
University Press, Oxford, 1989)

J. Pearl, Graphs, causality, and structural equation models. Sociol. Methods Res. 27, 226-284
(1998)

J. Pearl, Causality: Models, Reasoning, and Inference (Cambridge University Press,
Cambridge, 2000)

R. Penrose, The Road to Reality: A Complete Guide to the Laws of the Universe (Jonathan
Cape, London, 2004)

R. Penrose, Cycles of Time: An Extraordinary New View of the Universe (Knopf, New York,
2011)

1. Percival, Schrodinger’s quantum cat. Nature 351, 357 (1991)

G.A. Petsko, D. Ringe, Protein Structure and Function (Oxford University Press, Oxford,
2009)

S. Pilosof, M. A. Porter, S. Kéfi, Ecological Multilayer Networks: A New Frontier for Network
Ecology (2015). http://arxiv.org/abs/1511.04453

D. Purves, Brains: How They Seem to Work (FT Press Science, Upper Saddle River, 2010)
H. Putnam, Philosophy and our mental life, in Mind, Language, and Reality (Cambridge
University Press, 1975)

A.L Rae, Reductionism (Oneworld, 2013)


http://hdl.handle.net/2027/spo.6959004.0003.002
http://plato.stanford.edu/archives/win2011/entries/supervenience/
http://plato.stanford.edu/archives/win2011/entries/supervenience/
http://arxiv.org/abs/1511.04453

References 131

107.

108.

109.
110.

111.
112.

113.
114.
115.
116.
117.
118.
119.
120.
121.
122.
123.
124.

125.

126.

127.

128.
129.

130.

131.

132.

E.Ravasz, A.L. Somera, D.A. Mongru, Z.N. Oltvai, A.-L. Barabasi, Hierarchical organization
of modularity in metabolic networks. Science 297, 1551-1555 (2002)

D. Rickles, Supervenience and determination, Internet Encyclopedia of Philosophy (IEP)
(2013). http://www.iep.utm.edu/superven/

R. Rhoades, R. Pflanzer, Human Physiology (Saunders College Publishing, Fort Worth, 1989)
F. Rieke, D. Warland, R. de Ruyter van Steveninck, W. Bialek, Spikes: Exploring the Neural
Code (MIT Press, Cambridge, Mass, 1999)

S. Sarkar, Genetics and Reductionism (Cambridge University Press, Cambridge, 1998)
W.C. Saslaw, Gravitational Physics of Stellar and Galactic Systems (Cambridge University
Press, Cambridge, 1987)

S. Schweber, Physics, community, and the crisis in physical theory. Phys. Today 34—40 (1993)
D.W. Sciama, The Unity of the Universe (Faber and Faber, London, 1959)

A. Scott, Stairway to the Mind (Springer-Verlag, New York, 1995)

W. Seager, Natural Fabrications: Science, Emergence, and Consciousness (Springer,
Heidelberg, 2012)

J.R. Searle, Making the Social World: The Structure of Human Civilisation (Oxford University
Press, Oxford, 2011)

S. Seung, Connectome (Houghton Mifflin Harcourt, Boston, 2012)

J. Silk, The Big Bang (Freeman, New York, 2001)

H.A. Simon, The Sciences of the Artificial (MIT Press, Cambridge, Mass, 1992)

A.S. Tanenbaum, Structured Computer Organisation (Prentice Hall, Englewood Cliffs, 2006)
R.L. Trask, Language and Linguistics: The Key Concepts (Routledge, Abingdon, 2007)

K. Umashankar, Introduction to Engineering Electromagnetic Fields (World Scientific,
Singapore, 1989)

R. Van Gulick, Who’s in charge here? And who’s doing all the work?, in Mental Causation,
ed. by J. Heil and A. Mele (Oxford University Press, Oxford, 1995)

A. Vézquez, R. Dobrin, D. Sergi, J.-P. Eckmann, Z.N. Oltvai, A.-L. Barabasi, The topolog-
ical relationship between the large-scale attributes and local interaction patterns of complex
networks. Proc. Nat. Acad. Sci. 101, 17940-17945 (2004)

A. Vazquez, A. Flammini, A. Maritan, A. Vespignani, Global protein function pre-
diction in protein—protein interaction networks. Nat. Biotech. 21, 697-700 (2003).
arXiv:con-mat/0306611

S. Vogel, Cats’ Paws and Catapults: Mechanical Worlds of Nature and People (W W Norton
and Company, 2000)

A. Wagner, The Origins of Evolutionary Innovations (Oxford University Press, Oxford, 2011)
J.D. Watson, T.A. Baker, S.P. Bell, A. Gann, M. Levine, R.M. Losick, The Molecular Biology
of the Gene (Benjamin Cummings, 2003)

J.A. Wheeler, R.P. Feynman, Interaction with the absorber as the mechanism of radiation.
Rev. Mod. Phys. 17, 157-181 (1945)

H.M. Wiseman, G.J. Milburn, Quantum Measurement and Control (Cambridge University
Press, Cambridge, 2010)

J.M. Ziman, Principles of the Theory of Solids (Cambridge University Press, Cambridge,
1979)


http://www.iep.utm.edu/superven/
http://arxiv.org/abs/con-mat/0306611

Chapter 4
Kinds of Top-Down Causation

Top-down causation is a generic concept. The previous chapters have given many
examples. The overall proposal (Chap. 3) is that top-down causation takes place by
higher level boundary or structural relations constraining what happens at lower
levels, and thereby creating possibilities for new kinds of behaviour at the lower
levels and complex emergence of higher levels. But there are various ways this can
happen.

The issue that this chapter addresses is whether there are essentially different
kinds of top-down causation that can be identified, with discernibly different kinds
of dynamics in operation. The proposal made here (developing from [62, 64]) is that
there are five different kinds of top-down causation, which I have called TD1-TDS5,
as indicated in Table4.1 (with the most complex one shown at the top). To some
degree the higher ones build on the lower ones.

Cases TD3-TD5 enable more complex behaviours than TD1 and TD2, as they
are instances of complex adaptive systems, which allow information to be collected
and learning to occur. The following sections discuss in turn,

Section4.1. TD1 Deterministic top-down causation.
Section4.2. TD2 Non-adaptive feedback control.
Section4.3. TD3 Adaptive selection of outcomes.
Section4.4. TD4 Adaptive selection of goals.
Section4.5. TD5 Adaptive selection of selection criteria.
Section4.6. Complex adaptive systems.

Section4.7. Intelligent top-down causation.

It will be shown that each of the five classes TD1-TDS5 of top-down causation occurs
in the real world, and each is essentially different from the others. Globally speaking,
this chapter is an examination of causation in complex emergent systems.
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Table 4.1 The five different

‘ . . Name Type of top-down causation
kinds of top-down behaviour - -
characterized in this chapter. TD5 Adapt.lve SC.lCCFIOI’l of
Cases TD3-TDS5 are all based selection criteria
on adaptive selection TD4 Adaptive selection of goals

TD3 Adaptive selection

TD2 Non-adaptive information
control

TD1 Deterministic top-down
causation

4.1 Deterministic Top-Down Causation TD1

Deterministic top-down causation occurs when high-level variables have causal
power over lower level dynamics through context or system structuring in such a
way that the initial data uniquely determines the outcome. That is to say:

e Determinism. Given the higher level structural and boundary conditions, the out-
come depends uniquely on the initial conditions.

e Contextual Constraints. If the higher level structural relations or boundary con-
ditions are altered, the mapping from initial conditions to outcomes changes.

I discuss in turn:

The nature of the process (Sect.4.1.1).

Machines (Sect.4.1.2).

Physical systems (Sect.4.1.3).

Living systems (Sect.4.1.4).

Logical systems (Sect.4.1.5).

Mathematical models: boundary conditions and constraints (Sect.4.1.6).
Randomness and noise (Sect.4.1.7).

4.1.1 The Nature of the Process

This is the basic idea of a machine: it uses energy to do what you tell it to do in a
reliable way. It will do so if it is a closed system, that is, if nothing outside interferes
with its operation. But deterministic causation happens in many other contexts than
just machines. It happens in both unstructured and structured systems (Table4.2).
The basic causal relation is that there are variables such that
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Table 4.2 Deterministic

e Context Unstructured system Structured system
determination of outcomes - — —
from initial data. Given the Constraints Boundary conditions ~ Structural conditions
context (structural conditions U 4
and boundary conditions), the Data = Constrained initial data Control parameters
initial data leads to a unique Closed system U U
final state . S

Outcome Final state (deterministic)

(time development laws, constraints, initial conditions) =———= (outcomes) .

unique

4.1)

Variables. The variables here must be effective variables, that is they must actually
affect the outcome. If they have no effect, they should be deleted from the list of vari-
ables. A challenge in any specific context is to determine a minimal set of effective
variables, that is, to delete redundant variables. This can be done by using the con-
straint equations. Even when this is done, the variables will in general not be unique:
one can take combinations of the variables to get a new minimal set. However, in
many cases, there will be a ‘best’ set, in that they form a best representation of the
underlying dynamics.

Time Development Laws. These determine how the relevant variables change with
time. They may for example be:

e Laws of physics, such as Newton’s laws of motion, the diffusion equation, the
wave equation, Schrodinger’s equation, and the Dirac equation.

e Laws of physical chemistry, such as the law of mass action and Fick’s law of
diffusion.

e Computer algorithms, such as quicksort, payroll procedures, and finite-element
algorithms.

e Bureaucratic processes, such as rules as to when payments should be made, in
what sequence procedures must take place to get a driver’s licence, and when
annual general meetings and elections must take place.

e Rules of a game, such as the rules of chess, contract bridge, football, tennis, and
cricket.

Constraints. These are sets of time-independent relations between the variables that
constrain how they relate to each other, and thereby structure what happens. They
may be of many forms:

e Boundary conditions. A set of conditions that are the same for all members of the
set of systems considered, e.g., asymptotic flatness or global topological conditions
in physics.

e Environmental conditions. For example, the existence of a surrounding heat bath
or the presence of incoming radiation from the Sun.

e Structural relations. For example, as the wiring in a computer system or the set of
connections in a neural network.
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e Logical constraints. For example, a constitution for an organisation, rules as to
what payments are and are not allowed, rules as to what is and what is not allowed
in a game.

Initial Conditions. These are the starting values of variables at some chosen time
that vary over members of the system (molecules have different initial positions
and velocities, concentrations of reactants vary in different cells, each player has a
different set of cards), or vary for the same member of the system during different
runs (we fire a canon with varying elevations, we shuffle a pack of cards for the next
game, we roll a die, we choose random initial data in a Monte Carlo simulation).
This is where randomness often enters: we cannot control the elevation of the gun
precisely or we purposefully introduce a random element into a game or simulation.

The initial conditions for all runs must satisfy the constraints, otherwise they are
not valid: either they are not possible in physical terms (you cannot have an initial
speed greater then the speed of light), or are disallowed because of context (you
cannot have five players in contract bridge).

Preserving the Constraints. A key feature is that the constraints must remain true
at all times, therefore the dynamical evolution is required to preserve the constraints.
Thus they channel the way the dynamics operates: different constraints lead to dif-
ferent outcomes, even though they are not operators that change the system state over
time.

Causal Variables. In a given context we take for granted the items we cannot change
or choose to keep fixed, and assign as causal variables those that vary due to outside
causes, or that we choose to change. The outcome is then determined by the initial
data, and (4.1) reduces to

(initial conditions) ———=— (outcomes) . “4.2)
——

constraints

The initial data is the ‘cause’, taking all the rest of the context for granted: the exis-
tence of the Universe, the existence and nature of the laws of physics, the existence
of planet Earth, the existence of the experimenter, etc. These contextual features are
taken as the unchanging larger context in which we consider all systems. But for any
specific system, we also usually just assume the constraints specific to that system,
for they are in many ways the essence of the nature of the system (a machine is
characterized by its structural relations, and in biology, function is enabled by struc-
ture). They are taken to be true because it is an entity of such and such type (“It’s
an Apple MacBook Air”, “It’s a giraffe”). When we know the identity, we take the
structural relations, and consequent emergent functional relations, for granted. This
is an example of the power of the logical act of naming things (Sect.2.2.1), which
underlies logical hierarchies.

Deterministic Top-Down Causation (TD1). The lower level variables uniquely determine
the outcome from the initial and boundary conditions, as a consequence of the system
constitution and structuring. Changing these conditions leads to different lower level events
and dynamical outcomes.
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Provided the lower level interactions mesh together in a coherent way, the constrained
operation of lower level forces, operating in a law-like/algorithmic way, leads to reli-
able higher level behaviour whose outcome depends on the nature of the constraints
and initial conditions (Sect.3.3.1). These constraints are often in the form of net-
works of interactions [10], usually including recurring network motifs [5]. These are
higher level features because they cannot be described in terms of lower level con-
cepts (the specific connections between transistors in a computer cannot be described
in terms of properties of electrons) and the system ceases to function if the higher
level relationships are disrupted, even though the individual lower level elements are
unchanged.

This kind of deterministic causation occurs in all physical and natural systems,
as well as in machines. Here are some examples.

4.1.2 Machines

Machines are the archetypal examples of deterministic causation. They are pur-
posefully structured to attain some high level outcome, and they reliably attain that
outcome by mechanistic processes at the lower levels.

4.1.2.1 Constrained Lower Level Causation

Machines achieve this by constraining lower level causation by means of specific
structures such as gears and levers, hydraulic pipes and valves, electrical wires and
switches, and waveguides and optical fibres. These channel the way lower level enti-
ties (water molecules, electrons, waves) flow. Such devices can be reliably controlled
by setting high level variables (e.g., turning a washing machine on), which then cause
lower level systems to respond appropriately (water flows into the washing machine,
and the tumbler starts to rotate, because water molecules flow along pipes and elec-
trons flow in a wire to an electric motor). The low level physics does the bidding of
the person who controls the machine. Examples are:

e Mechanical and Hydraulic Machines. Clocks and watches (the idea of machines
started with clockwork mechanisms), mechanical toys, windmills, and water tur-
bines. We control things with levers, wires, pipes, valves, and taps.

e Thermodynamic Machines. Steam engines, internal combustion engines, refrig-
erators, and heat pumps. For example, in the case of diesel engines, compressing
a gas mixture in a cylinder can result in ignition of the gas in a predictable way.
A cylinder is a high level concept, as are the pressure and temperature of the gas.
Low level concepts are molecules of Ci,Hy3 and O,, and the chemical and physical
reactions between them.

e Electric Machines. Electrical engines, electrical generators, relays, telephones.
You can control things at a distance by electrical wiring and switches and relays.
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e Electronic machines Radios, television sets, and radar. We can control things at
a distance without wiring, by using radio signals.

e Digital Computers. An excellent example—indeed the canonical example
today—is digital computers: the low level gates and transistors act in accord with
the data and program loaded (word processor, music programme, image process-
ing programme, etc.). We control things by choosing the program and the data (see
Chap.2).

Machines are carefully constructed so that any fluctuations at the lower levels, what-
ever their origin, will not affect higher level operational reliability.

4.1.3 Physical Systems

Top-down action occurs in natural and manufactured physical systems by:

e Setting boundary conditions for differential equations [141].
e Setting values of higher level variables having a key effect on lower level dynamics.
e Shaping effective potentials [65].

4.1.3.1 Boundary Conditions for Partial Differential Equations

The outcomes of many natural or manufactured physical systems is determined
by partial differential equations or sets of ordinary differential equations, where
the outcome depends on the context through boundary conditions as well as initial
conditions [41]. Examples are:

Fluid Convection. This has been examined in detail as a model for downward causa-
tion in classical mechanics because of the nature of the relevant differential equations
[20]. This occurs for example in Bénard convection cells, where the pattern of con-
vection cells depends on the shape of the boundary.

Musical Instruments. Hearing the shape of a drum is a very old topic. The tone
emitted results from the frequencies of its surface vibrations, which are determined
by the shape of the boundary [110]. The Helmholtz equation gives the frequencies as
eigenvalues of a Laplacian and the shape determines which ones occur. Essentially
similar effects occur in all musical instruments, e.g., violins and pianos.

Biological Pattern Formation. Similar effects occur in biological pattern formation,
for example leopard, giraffe, and zebra markings and patterns on butterfly wings
([139]:435480). The reaction—diffusion equation gives outcomes dependent on the
shape of the body, and in particular its topology (closed surfaces lead to periodic
boundary conditions).
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4.1.3.2 Setting Contextual Variables

Lower level dynamics may also be affected by contextual variables representing
the top-down effects of higher level conditions (this is similar to the way global
parameters are passed to subroutines in computer programs). Examples are:

Nucleosynthesis in the Early Universe. Light elements (D, *H, He, “He, "Li) are
synthesized from hydrogen through nuclear reactions that take place in the early
universe [52, 172, 188]. During the radiation-dominated early era, the Friedmann
equation for the scale factor a(¢) is dominated by the cosmological radiation density,
determining the scale factor a(¢) as a function of time:
4 1/2
Pord() x 1/a*(t) — a(t) xt'/?. (4.3)

Friedmann
4 . . .
Because prag = aT,,,, this leads to the temperature—time relation

1.5 x 1010
Traa (1) = — K, 4.4

sec

which then determines nuclear reaction rates that depend very sensitively on the
temperature [188], and hence the way nucleosynthesis proceeds at the micro-level.
The outcome thus derives from the time dependence of the macroscopic cosmolog-
ical variable a(t), determined by the cosmological context of the expanding early
universe. Different expanding universe scenarios, for example a very anisotropic or
inhomogeneous early universe, would lead to other outcomes [129, 181]. The large
scale metric and density evolution set the environment (4.4) for the nuclear reactions,
which determine the resulting nuclear fractions in a bottom-up manner. Hence these
abundances can be used to constrain key cosmological parameters.

Phase Transitions. Changes in higher level variables cause a phase transition, rep-
resenting a discontinuous alteration in the mode by which lower level interactions
lead to higher level behaviour and consequent high-level equation of state [198]. The
variables that cause the phase transitions are higher level (coarse-grained) variables.
One cannot describe phase transitions without them. In a laboratory situation, they
are manipulated by the experimenter to cause the phase transition.

4.1.3.3 Shaping Effective Potentials

In many physical systems, the lower level dynamics is governed by effective poten-
tials that represent the summed effects of all other interacting particles [62]. The
nature of these potentials will often depend on the specific higher level configuration
of the other particles, for example, whether atoms are structured as a specific kind of
crystal [198], or stars arranged as a particular type of galaxy [17]. They determine the
lower level dynamical relations. They emerge from the lower level entities, but their
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nature is independent of the detailed lower level positions and velocities of particles:
it depends on the patterns in which they are arranged, and associated size and energy
scales.

Other examples of top-down causation in physical systems, such as the origin of
the arrow of time and the use of effective potentials, are given in Chap. 5.

4.1.4 Living Systems

The molecular biology revolution led to the understanding that biology is based
on molecular machines at the lower level [162], which behave in a deterministic
manner and affect higher levels in a bottom-up manner. This happens through physics
processes at the lower levels in the context of systems structured so as to have specific
functions. The outcomes depend crucially on context. Again it happens by:

Setting boundary conditions for differential equations.

Setting values for contextual variables.

Passing signals via messenger molecules.

Constraining lower level causation through structural conditions.

4.14.1 Boundary Conditions for Differential Equations

Many models of biological systems consist of differential equations for the kinetics
of each component [148]. These equations cannot give a solution without setting both
the initial conditions (the state of the components at the time at which the simulation
begins) and boundary conditions expressing what constraints are imposed on the
system by its environment [141]. These lead to the kinds of patterns explored by
Alan Turing, which play a role in early morphogenesis and control aspects like
markings on a butterfly’s wings and patterns of zebra stripings [139].

Such structured interactions occur in the form of networks of interactions [10],
usually including recurring network motifs [5]. The contextual issue is that all the
required reagents must occur together in a confined space, which is why cells walls
and other biological membranes are so important, for example, in muscles and axons,
where they control ion mobility. They provide the context enabling these networks
to exist and function, leading to partitions between different functional parts of the
system, for example, between shoots and roots in a plant [182, pp.173-195]. As
stated by Thornley [182, pp.23-24]:

A constraint may be regarded as a loss or limitation of freedom, and the general concept is
crucial to all forms of modeling [...] the plant modeler seeks to construct a useful description
at a particular level, and the sensitive choice of constraints (which often define the language
used) is at the heart of the matter.
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4.1.4.2 Setting Values for Contextual Variables

Contextual variables set by the environment must lie in a suitable range. For example,
the following are crucial to life as we know it:

e The environmental temperature must lie in a very narrow band.
e Oxygen and water must be available.
e A suitable energy source must be available (sunlight for a plant, food for an animal).

Without these contextual conditions being right, much life on Earth (animals, plants,
and insects) would be in trouble. Other forms of life might have different sources of
energy (e.g., thermal vents), but without some energy source, they will not survive.

4.1.4.3 Contextual information

The lower level molecular machines [162] are based on physics and chemistry [190],
but their outcomes depend on context communicated by ‘passing parameters’ from
higher to lower levels via messenger molecules.

Reading Genes. This is the core of epigenetics. Thus gene expression is altered
by transcriptional regulation via methylation, via the neuroendocrine system, or by
microbial induction as in the vertebrate immune response [84].

Brain Function. It is a key feature of brain function. Neuronal activation is affected
by neuromodulators such as dopamine, serotonin, acetylcholine, and histamine, dif-
fused through large areas of the nervous system to affect multiple neurons [113].

Body Systems. It is also a core feature of physiology. For example, the physiology
of the heart can be expressed in terms of a hierarchy of differential equations where
higher level variables set the context for lower level outcomes [140].

Global Resource Cycles. At a higher level, global resource cycles such as the carbon
dioxide cycle govern availability of crucial materials for plants and animals, which
in turn affect global variables such as gas densities in the atmosphere [125, pp.218—
228]. This represents an interlevel feedback loop between local ecosystems and the
global biogeosphere. Similar effects occur in the nitrogen and phosphorus cycles
[125, pp.229-258].

4.1.4.4 Constrained Lower Level Causation

Structured physiological systems are constructed so as to channel causation in a very
precise way [156]. I give just two examples:

The Nervous System. Action potentials in an axon or dendrite in the brain travel in
a mechanistic manner, based on diffusion of ions through the cell membrane [113,
166]. However, the outcome of neural network activity depends on the pattern of
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neuronal connections, viz., the connectome [169]. This is like the way the structured
wiring of a computer determines its logical functioning (Chap.2). At a larger scale,
the entire nervous system is specifically wired to give functional outcomes. For
example, the eyes are connected to specific visual areas of the cortex, and motor
neurons are connected to specific muscles in our limbs.

The Cardiovascular System. This is structured so as to provide oxygen and nutrients
to all the cells in the body. It routes them to each cell through a fractal-like structure,
with the flow powered by the heart [156]. Because of the first and second laws of
thermodynamics, we die if it fails to function.

This kind of structural determination of function occurs in each of the physiolog-
ical systems in the human body [156].

4.1.5 Logical Systems

Logical systems have analogous contextual constraints to those that occur in physical
systems. This involves the following:

e Constraints that restrict what may be done.

e Contextual dependence of logical flow and constraints.

e Contextual dependence of symbolic functioning, including dependence of the
meaning of variables on context.

4.1.5.1 Constraints that Restrict What May Be Done

These are the rules of play for a game, or rules of logic for some enterprise, e.g., only
people over 65 may live in this housing scheme, or only people with an approved
educational certificate can apply for the job, and so on.

Constrained Lower Level Implementation. These are rules setting constraints on
implementation of the logical system. They relate to the physical basis of emergence
of the logical system, or physical aspects of how it operates:

e Games. The game takes place on a specific playing board or playing field, or a set
of cards displays a specific set of symbols (heart and club symbols are printed on
the cards).

e Bureaucratic Rules. This office only handles pensions, illness grants are handled
in Washington. Applications must be filled in on form F101-346-1957.

e Computer Systems. This software is only licensed to run on brand x machines.

These are all chosen restrictions on how the logic is implemented.
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4.1.5.2 Contextual Dependence of Logical Flow and Constraints

The higher level context can change the flow of the lower level dynamics. This
happens by passing global variables to local domains. It can change the rules of
play, or the constraints in operation. This can work by sending contextual parameters
(Sect.3.4.3) from the center to the modules to change their mode of logical operation.
For example, if the age for a diver’s licence has been nationally established as 17
years old, then the number 17 is such a control parameter.

Context-Dependent Rules of Play. These rules determine what action will take
place when. They have the basic form:

IFX, THENdoYtoV ELSEdoZ,

where X is a higher level condition and Y, Z are operations on object V. The condition
X might, for example, be a date or time, but it might be occurrence of some logical
condition:

e Bureaucratic Rules. For example: If it is the 27th of the month, implement the
payroll system.

e Rules of Games. For example: The referee will toss a coin. The team that wins
the toss will kick the ball to start play (the coin toss sets a logical state that decides
what happens next).

e Computer Programs. Conditional branching controlled by a global variable. For
example: IF day < 2 OR day > 2 THEN return, IF day = 2 GOTO subroutine
PAY.

Contextual Constraints on Logic of Play. These are logical rules that hold all the
time, and depend on the context. They may be of the form: IF X, THEN NOT Y.
The context may be, for example, that one is playing a specific game (one is playing
American football, not soccer), or it may be that some specific condition hold in the
game (one side is on, the other side is not). The time development rules must respect
these constraints:

e Bureaucratic Rules. In the state of Maryland, children under the age of 16 may
not drive an automobile.

e Rules of a Game. When playing soccer, except for the goal keeper, the players
must not touch the ball with their hands.

e Computer Programs. Contextual constraints are set by typing and scoping of
variables.

4.1.5.3 Contextual Dependence of Symbolic Functioning

Top-down relationships are the key to how hierarchically structured symbolic systems
work (see Sects.3.1.6 and 3.3.3).
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Class Hierarchies. The relations between classes and subclasses, and between
classes and individuals, is a logical relation explicitly embodying contextual deter-
mination of lower level properties by specialization and modification of higher level
properties: a form of logical top-down characterization embodied in the nature of
symbolic systems such as language.

Contextual Constraints. As pointed out in Sect.3.4.4, the meaning of words,
phrases, and sentences depends on context, which is taken for granted when one reads
text or listens to a story or logical argument. Just as in physical cases (Sect.3.4.2),
the higher level context constrains the lower level meanings of words, as for example
when the context of an airport constrains the word ‘plane’ so that it primarily refers
to a flying vehicle rather than a woodworking tool.

Thus the higher level context can change the logical function of lower level words,
which then also alters its possible syntactical use (she wound the cloth around herself,
her wound hurt). In these cases the small fragment given (a phrase) is sufficient to
determine the meaning of a word, but often a larger context is needed, as in: the coach
arrived late for the game. Maybe it is because it had to stop to fill up with petrol, or
maybe he woke late because he was partying late the previous night.

Contextual References. All those familiar words like ‘it’, ‘then’, ‘they’, ‘here’ rely
on implicit passing of a higher level variable to the lower level context (‘it” was the
house, ‘then’ was last year, ‘they’ were the neighbors, and so on. This is somewhat
like parameter passing to local modules: the global variables are inherited by them,
and they are thereby given contextual meaning. The text flows because we expect
certain kinds of things to follow others:

e contextually in terms of specific times and places and actors involved,

e syntactically in terms of word patterns where collocations we have learnt enable
us to read phrases as a whole [100],

e conceptually where we fit what we hear into larger patterns of meaning and expe-
rience, which actually shape the way we perceive things [14].

The context of decades of experience in specific cultural contexts feeds in to give
meaning to the words. Those contexts shape the way we think.

4.1.6 Mathematical Models: Boundary Conditions
and Constraints

The mathematics and theory underlying these effects is varied: it includes dynamical
systems theory [32], partial differential equations theory [41], numerical methods
such as finite elements [26], the analysis of computer algorithms [115], electronic
circuit design [106], and the analysis of network motifs [5].
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4.1.6.1 Partial Differential Equations (PDE)

In many cases, the relevant equations will be partial differential equations [41], such
as the wave equation for a variable ®; (x, 7):

P, 1,
FyeRi ;V D; = gi(Pr) (4.5)

where c is the wave speed, or the diffusion equation

0d;
— =DV?®;, (4.6)
ot
where D is the diffusion coefficient [139]. The solution in each case is determined
by initial data ®; (X, #p) given at a time t.

Constraints. Generically, the constraints can be expressed in the form
gi(®;(x,1)) = C; =constant, i,j=1,...,N. 4.7

These constraints may represent structural conditions, as discussed below, or they

may represent boundary conditions that must be satisfied by all valid initial data. For

example, models of morphogen diffusion in embryology have a source at one end

and a barrier at the far end that cannot be crossed as a boundary condition [175].
Consistency with the time evolution equations gives

i _ dgi (®,(x.1)) _ ﬁ: Bg: doy

dc; % 0. ii=1.....N. @48
ar = dr ad, dr b “8)

k=1

which are new constraints required in order that the constraints (4.7) be conserved
by the dynamics. These may be automatically satisfied in virtue of (4.7). Then the
equations are consistent. If this is not the case, one must keep checking the consistency
of the further constraints like (4.8) until one attains a set of equations where all such
constraints are satisfied.

Where does the top-down causation come in? Basically in two ways:

e Through boundary conditions on the system, e.g., asymptotic conditions such as
o;(x,1) > 0 as |[x| > o0,

or periodic boundary conditions such as ®;(x,t) = ®;(x + L, t) that must be
satisfied by all initial data.

e Through structural constraints g;(®;(t, x)) = C; = constant that channel the
flow of causation (as in the case of electrical wiring systems and digital computers).

I will illustrate in the case of Maxwell’s equations.
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4.1.6.2 Maxwell’s Equations
Maxwell’s equations [70, 73] describe the interrelation between the electric field E

and magnetic field B, with sources the charge p and current J. In differential form
they consist of [70, Sect. 18-2] the time development equations

9B 19E  j

VXE=——, VxB=—=—+ =, 4.9
X ot x ¢z ot 2 (4-9)
where c is the speed of light, subject to the boundary conditions
o
V-E=—, V-B=0, (4.10)

€0

where € is a constant. Consistency of the time development and constraint equations
gives the charge conservation equation

ap
Vij=——. 4.11
J ” (4.11)
The equations can also be expressed in integral forms [73, p. 130]. Combining the
time derivative equations gives wave equations for E and B. The causal effectiveness
of the fields derives from Maxwell’s force law

F=¢E+vxB), (4.12)

which gives the force F experienced by a charge ¢ moving with velocity v, together
with Newton’s force law (3.2).

4.1.6.3 Boundary Conditions

Solutions of these equations will depend on boundary conditions which may be of
various kinds:

Asymptotic Conditions. If a charge is in empty space far from other charges and
there is no incoming radiation, the field will die away at infinity, i.e., E— 0,B — 0
at infinity. Wiggling the charge emits radiation that dies away at infinity. The deriva-
tion of the radiation formula (see [70, Sect.28-4] or [107]) assumes this condition
of asymptotic decay.

Periodic Conditions. If a charge is near a plane conducting surface, the electric field
due to the charge will be constrained to be normal to the surface [70, Sect. 6-9]. This
constrains electrical fields in capacitors. Consequently, if the field is constrained
in a container such as a resonant cavity, the wall will put conditions on the field
at the boundaries leading to existence of eigenfunctions and resonant modes [70,
Sect.24-1].
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Thus the local behaviour of the field is determined by non-local boundary condi-
tions, an environmental effect acting from larger to smaller scales.

Boundary Conditions. On solutions of PDEs, these express the effect of top-down causation
from global conditions to local values of the field.

4.1.6.4 Structural Constraints

When fields are constrained to flow only in one dimension, one gets guided waves,
leading to the properties of transmission lines, wave guides, and optical fibres [70,
Sect.24-1]. The 3-dimensional Maxwell’s equations reduce to 1-dimensional equa-
tions (see (24.1) and (24.2) in [70]), that is, PDEs get reduced to ODEs.

Similarly, when a current flows in a wire, the motion of the electrons is constrained
by the non-conducting sheath of the wire: they can only move along the wire, but
they cannot move out through the sheath. The potential difference V along a length
of wire is then related to the current /; flowing along the wire by Ohm’s law

V=LR, 1,=0, 4.13)

where R is the resistance [69, Sect.25-7]. These are all macroscopic variables, with
their existence and values depending on the constraint that the current flows in the
wire. Crucially, the perpendicular current /; vanishes due to the anisotropy of the
resistance (it is effectively infinite for currents perpendicular to the length of the
wire). This is what enables circuits made of wires to direct the flow of electrons.
When Maxwell’s equations are applied under these constrained circumstances, one
obtains effective laws such as the Biot-Savart law for the magnetic field of a current
in a wire [70, Sect. 14-10]. If the wire is formed onto a coil (a higher level structure),
we get the formula for the magnetic field generated by a solenoid [70, Sect. 13-5].

At the next level up one gets effective laws for circuits built up out of the basic
elements of a capacitor with capacitance C, resistor with resistance R, and coil with
inductance L. The resulting equation for the charge ¢ in a resonant circuit is the
ordinary differential equation

d’q dg ¢
L—L 4R T _ vy, 4.14
i + & + C ) ( )

where V (¢) is the potential across the circuit [69, Sect. 23-6]. This equation represents

the dynamics of many kinds of constrained physical systems [170].
Equations (4.13) and (4.14) are emergent laws resulting from the constraints:

Constraints. These restrict the independent variables and initial data for solutions. Top-
down causation via constraints often leads to reduction of PDE:s to algebraic equations, e.g.,
(4.13), or effective ODEs, e.g., (4.14).
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The constrained operation of lower level forces in a law-like/algorithmic way leads to
higher level behaviour, whose nature depends on the nature of the constraints. These
are often in the form of networks of interactions [10], including recurring network
motifs [5]. These are higher level features because they cannot be described in terms
of lower level concepts. The high-level variables concerned are coarse-grained low
level variables or their representations. It is the physical structuring and equations
of state that determine the outcome resulting from particular boundary and initial
conditions [170].

4.1.6.5 Ordinary Differential Equations and Dynamical Systems

The behaviour of physical systems is often described by ODEs, where evolution of
quantities ®;(¢),i =1, ..., N, is determined by1

do;

P = fi(®;(0), P(v)), i,j=1,...,N, 4.15)

1

where Py (t) are a set of parameters determined exogenously, that is, they are unaf-
fected by the values of the system variables @ (¢). They may be constants, e.g., the
fundamental constants of physics, or they may be variables determined by higher
level dynamics, e.g., the expansion of the universe.

These equations generically represent dynamical systems [48, 82], with the simple
harmonic oscillator being a key exemplar. Typical are the equations for enzyme
kinetics [139, pp. 108—118]. The solution is determined uniquely on some interval
by the initial data at an arbitrary time ¢y, that is, by {®;(#y)}. The equation may
be chaotic or unstable in some domain, in which case the solution is exquisitely
sensitive to the initial data. Nevertheless, the equations are determinate in principle.
The resulting dynamical system may have attractors, sources, sinks, and saddle points
that characterize its solutions, and it may be stable or unstable, perhaps exhibiting
chaotic behaviour.

The action of the system can be characterised by a mapping A (#y, #;) from initial
data @ (7)) to any later state @ (#;):

Aty, 1) : Dj(ty) — (1) - (4.16)

If the system settles down to a final state, then ®;(¢;) — C; as t; — oo. In linear
cases this is characterised by a transfer function.

Effective Variables. The outcome must change if the values of the variables change:

Vj, 3i such that {9f;(1)/0D;} £0. 4.17)

I'The higher derivative form (3.7) can be reduced to this form of a system of first order equations
by defining variables cb;") (t) := d"®;/dr ().
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If this is not the case, they should be deleted from the list of variables. Given a set of
effective variables @ ;, one can choose instead another non-degenerate set of variables
<I>;. = Aj(®;) where [0A j/0®;| # 0. In general there will be a restricted set of such
variables (called canonical variables) that will be simpler than other choices because
they most effectively mirror the system dynamics.

Discrete Equations. Alternatively the dynamic equations may be discrete equations,
where initial data plus an algorithm determines the outcome at each time step #;1; =
t; + At. for a system of variables y;():

yiltiz1) = fi(n @), ..., yn ), At) . (4.18)

There is no uncertainty in the model, but it may still exhibit chaotic behavior [48].
These may be simulations of the differential equations.
Where does top-down causation come in?

Dynamical Systems Result from Constraints. The very existence of ODEs (4.15) or dis-
crete equations (4.18) may represent contextual effects, because they often result from break-
ing symmetries and channeling lower level causation through structural constraints, thereby
replacing fields governed by PDEs by effective variables governed by ODE:s.

Shearer, Murphy, and Richardson [170] show clearly how structure governs dynamics
in mechanical, hydraulic, thermodynamic, and electrical contexts (see also [111]).

In particular, what is crucial in biology is that structures such as cell walls create
biological compartments that structure the kinetics of substances by controlling their
flow between compartments, leading to ordinary differential equations for concen-
trations [158, pp. 168-220]. In plant physiology, partitioning the model produces
a set of ODEs for the resulting variables [182, pp. 176—178]. A key example from
neuroscience is the Hodgkin—Huxley equation for action potentials in excitable cells,
resulting from the existence of ion channels in cell membranes [139, pp. 161-166].
This equation cannot be understood in a purely bottom-up way [141, 166].

4.1.7 Randomness and Noise

Randomness occurs at the bottom due to quantum fluctuations [55, 71]: in reality,
the lower levels are not deterministic! Additionally, there is interlevel randomness
because fluctuations in variables at level N lead to noise at the next higher level
N 41 (Sect.3.4.2). This is ubiquitous in physics and biology. Both effects can result
in randomness at higher levels, but do not necessarily do so.

4.1.7.1 Unreliable Emergence Due to Randomness at the Bottom

Lower level randomness can get amplified to macro scales, for example, in the case of
chaotic systems [48], or when catastrophes occur, leading to bifurcation of dynamical
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systems [180]. Such effects occur for example as regards the weather, as represented
by the Lorenz equations [124], but also occur in the dynamics of the Solar System,
indeed even for the gravitational 3-body problem. These are chaotic deterministic
systems.

Unreliable Emergence. Deterministic lower level dynamics do not necessarily imply reli-
able higher level emergent behavior.

Thus these are cases where the conditions for reliable higher level emergence
(Sect.3.3.2) do not hold. Amplification of low level fluctuations can have major
causal effects, as in the case of cosmology: because of the exponential nature of
the inflationary era expansion, indeterministic quantum fluctuations in the very early
inflationary era lead to later classical perturbations that result in large scale structures
such as clusters of galaxies [52].

4.1.7.2 Reliable Emergence Despite Randomness at the Bottom

Lower level fluctuations often get washed out. This can happen in several ways.

Statistical Natural Systems. Micro-randomness gets washed out when the effects of
micro-level physics are averaged to get macroscopic behavior such as the perfect gas
laws. However, the randomness is apparent on closer inspection, where fluctuations
occur and lead for example to the fluctuation—dissipation theorem. Their relative
importance is partly just an issue of size: statistically random fluctuations in a system
of N elements scale as /N, so their relative size decreases as /N /N =1/ VN,
which is very small for everyday objects where N > 10%°. But whether this is
important or not depends on the system structure. In everyday engineering systems
such as steam engines, this is unimportant. When one pushes the system size towards
nanoscales, it cannot be ignored.

Machines. These are systems where there is effectively no randomness at the macro-
levels: they are designed so that this is will be the case and they function reliably
(steam engines, locks, computers, etc.) This is achieved partly by having sufficient
size to damp out the relative importance of micro-fluctuations, in particular wash-
ing out quantum effects, and also by error-tolerant design features that prevent the
fluctuations that do occur from having a higher level effect. These include allowing
for delays in arrival times of signals and materials so that variations in these times
won’t matter, including springs and dampers that allow for absorbtion of energy and
momentum, having reservoirs of energy and essential materials that dampen fluctua-
tions in their supply, and having activation thresholds so that lesser fluctuations have
no effect. Furthermore, feedback control mechanisms (TD2) can correct for errors
due to fluctuations.

Living Systems. These develop reliably most of the time. They are designed to
operate in the conditions of the molecular storm at the micro-level [101], exploiting
noise-tolerant design features similar to those used in machines, e.g., energy stores
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and activation thresholds. Stabilization also occurs via homeostatic feedback control
mechanisms (TD2) that are designed to damp out fluctuations at the lower level.
Paradoxically, reliability can also be the result of randomness at lower levels, utilised
by adaptive selection processes (TD3) to attain desired classes of outcomes, making
the higher levels effectively deterministic [101].

Reliable Emergence. Indeterministic lower level dynamics do not necessarily prevent emer-
gence of deterministic dynamics at higher levels.

It is through the specific structuring of living entities and machines that reliable
higher level behavior emerges, despite lower level randomness. Indeed this is why
these structures have the form they do: they have either evolved to be reliable, or
have been planned to be that way. The reliability is then the result of higher level
constraints on lower level functioning.

4.1.7.3 Unreliable Emergence

When one has deterministic equations but with noise such that the lower level dynam-
ics has a random element and higher level outcomes are not unique despite being
influenced by boundary or structural conditions, we should perhaps speak of top-
down effects rather than top-down causation. The higher level variables are still
influencing the lower levels but not giving deterministic outcomes. Here is where
chaotic dynamical systems play an important role, as in the case of weather patterns.

4.2 Non-Adaptive Feedback Control (TD2)

In non-adaptive feedback control:

e Goals direct what happens: higher level entities influence lower level entities so
as to attain specific fixed goals through the existence of feedback control loops.

e Information flows enable this to happen: information on the difference between
the actual and desired states of the system is used to lessen this discrepancy.

An example is a thermostat controlling the temperature of water in a boiler. The goal
is set by setting a desired temperature on an input panel. A sensor determines the
actual temperature and a controller compares this with the goal and alters the heat
input so as to attain the desired temperature. A different setting results in a different
temperature.

In this section I discuss in turn:

The nature of the process (Sect.4.2.1).
Engineering systems (Sect.4.2.2).
Organisations (Sect.4.2.3).

Biology (Sect.4.2.4).
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Table 4.3 Basic features of a

feedback control svstem. Th Controller <= Correction signal

eedback control system. The . .

goals lead to a specific final Noise = Action § Feedback

state via feedback of an error State < Comparator < Goal

signal to an actuator. The
initial state of the system is
irrelevant to its final outcome,
provided the system
parameters are not exceeded

e Mathematical models: control theory (Sect.4.2.5).
e The nature of goals (Sect.4.2.6).

4.2.1 The Nature of the Process

Non-adaptive control systems (see [11] and [173, Chap. 1]) compare the actual state
of the system with a desired goal, then feed information on this difference back to a
controller which alters conditions so as to reduce the difference between the actual
system state and the desired state represented by the goal (Table4.3).

This is the essence of cybernetics: feedback control corrects any error in the system
state, i.e., any deviation from the desired goal, by observation and measurement,
continually using new data to keep it on track. In contrast to the case just discussed
(TD1), in this case the initial data is irrelevant. It is the full set of goals that determine
the outcome, through the differences between the goals and the actual values. This
involves the following features, discussed below:

Goal-directed outcomes.

Information flows.

Emergent properties.

Top-down causation.

Ubiquitous existence in living beings.

4.2.1.1 Goal Directed Outcomes

Goals are the essence of feedback control systems. They are desired levels of signif-
icant variables. Examples are the revolutions per minute of an engine, the direction
of a vehicle, the level of water in a reservoir, the temperature of a reactor, the voltage
across a membrane, the amount of ATP in a cell, body temperature, blood pressure,
cholesterol levels, the amount of stock in a warehouse, the number of troops ready
for action, the amount of money in an account, the employment rate in a country,
the pass rate at a university, customer satisfaction with a service, and so on. They
embody information about a system’s desired behaviour or responses. They are usu-
ally only expressible in higher level terms. The rare exception is where the goal is to
specifically control lower level states, as in quantum optics. This is very difficult to
achieve, and only rarely occurs.
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Unlike the previous case (TD1) just considered, where the initial state plus bound-
ary conditions determine the outcome, that outcome is not determined by the bound-
ary or initial conditions. Rather it is determined by the goals. Indeed the whole
purpose of such systems is to make initial conditions irrelevant. Thus the nature of
causality is quite different when feedback control systems are guided by goals, which
are higher level entities.

They are effective through specific structuring of physical systems in an imple-
mentation hierarchy. The result is

(physics, physical structure, goals) = (outcomes) . (4.19)

Physics is fixed. When we consider a specific system, the physical structure is held
constant and we have:

(goals) === (outcomes) , (4.20)

structure

emphasizing that it is the specific structure that enables the goals to direct the out-
comes. The series of goals in a feedback control system are causally effective. Infor-
mation flows enable this, and are in general separate from the matter or energy flows
that are the implementation vehicles of the system.

Non-Adaptive Feedback Control (TD2). The outcome of a feedback control system is
determined by the goals rather than the initial data. The goals are causally effective through
information flows from a sensor to a control element.

A different outcome will occur if the goals are changed. In general there may be
multiple goals, that are themselves structured as a logical hierarchy with higher level
goals constraining and directing lower level logic in a top-down fashion.

In this non-adaptive case (in contrast to the adaptive case considered in Sect.4.4),
the goals are either embodied in the system structure and so do not change with time,
or are fixed by setting a control parameter, and are unchanged by the system’s internal
dynamics. They only change if the control parameter is externally reset. There may,
however, be some associated form of information storage and retrieval, and perhaps
even implicit or explicit information processing allowing the system dynamics to
be based on predictive goals: predictions of where the system will be in the future,
continually updated on the basis of incoming data in the current state of the system.
Thus although the goals are fixed, complex information processing and modeling
may take place in the attempt to attain those goals (Sect.4.7).

These goals are not the same as material states, for they are desired rather than
actual states, although they will be represented by material states and systems that will
make them causally effective through such representations (Sect.4.2.6). A complete
causal description must necessarily take them into account. They exist as emergent
properties of the system, as they are not embodied in any component on its own.
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Fig. 4.1 The basic feedback control process. The goals tend to lead to a specific final state via
a comparator and activator. The initial state of the system is then irrelevant to its final outcome,
provided the system parameters are not exceeded. Solid lines are matter/energy flows. Dotted lines
are information flows

4.2.1.2 Information Flows

Feedback control systems depend essentially on information flows from system sen-
sors to the controller. Ensuring the goal is attained through feedback control functions
by comparison of the system state and the goal by a controller. Information on the
difference is fed back to the activator. These information flows are physically realised
and need energy to function, but the essence of what they are is not in that energy
per se: it is in whatever coding is used to represent the system state, for that is what
is compared with a coded representation of the system goals. Information flows are
distinct from the energy and material flows that make the system work. Indeed, they
are represented differently from such flows in systems diagrams (see Fig.4.1 and
[132, 159]).

There is a sender and receiver, with a communication channel between them.
There may be a process of encoding into a coded form—perhaps a digital code (such
as in digital electronic controllers or a polypeptide sequence) or frequency format
(such as spike rates in neurons)—and then decoding to an effective form (a digital
code gets translated into analogue form, or a polypeptide folds into its functional
three-dimensional structure). The information may be just in terms of the amplitude
of a quantity, e.g., a voltage representing an engine rotation rate, or a temperature),
but then that amplitude must be interrogated in a way that is not simply the 