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Advance Praise for This Book

A stark lacuna lies at the heart of science: half the causal narrative has been omitted!
Ellis makes a cogent and compelling case that the causal architecture of the universe
is subtler and richer than the austere reductionist picture dictates. In this impres-
sively scholarly volume, the author assembles evidence and argument from across
the great sweep of intellectual inquiry, from pure mathematics and computation to
neuroscience and engineering, and weaves them into a formal, systematic frame-
work for understanding physical reality as we observe it, and for taking seriously
human agency and moral choice. This book will set the agenda for the next leap
forward in humanity’s attempt to make sense of how the world actually works.

Paul Davies, Beyond Center, Arizona State University

Physics went through a major revolution in its conceptual foundations a century ago
with the arrival of quantum mechanics and the theories of relativity. All this passed
by biology with virtually no impact. Ellis’s book makes it very clear why a major
conceptual change is required also in biology, through the incorporation of
top-down causation. The sweep of the book is enormous as it details the evidence
and the impact in each area of science. It forms a major landmark, and it does so at
an exciting time, when the purely gene-centric views of biology are being seriously
challenged.

Denis Noble, CBE FRS, University of Oxford

The culmination of three decades of work, Ellis’s magnum opus makes the most
comprehensive case yet for top-down causation in the natural world. Encyclopedic
in scope, yet guided by a single sustained argument, this defense of “strong
emergence” sets a high, perhaps unreachable bar for scientific reductionists.
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As Ellis rightly notes, our entire conception of ourselves and our world depends on
the outcome of this debate.

Philip Clayton, author of Mind and Emergence

Reductionism has been an extremely successful strategy in science. But, as George
Ellis demonstrates in this important and provocative book, reductionism can’t be
the whole story. Instead, other modes of explanation, including those based on
emergence and top-down causation, are vital for a fully orbed account of the natural
world.

Ard Louis, Rudolph Peierls Centre for Theoretical Physics
University of Oxford

An admirable, systematic approach to the issue of emergence from physics to
sociology, of great originality, broad scope, and deep understanding. George Ellis
argues with admirable charity of thought that much of the world we live in is
governed not by the blind dance of atoms, but by high-level causes and purposes.

Giulio Tononi, University of Wisconsin-Madison

An essential antidote to the shallow forms of reductionism that dominate both
popular and academic thinking about our world. A carefully crafted argument,
steeped in the scholarly literature, yet accessible to the ordinary reader.

Alister E. McGrath, University of Oxford
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Preface

As the title suggests, the subject of this book is the emergence of complexity and
the mind, focusing on the role of top-down causation. The aim is to engage with the
complexity of the emergence of life and the mind out of the underlying physics.
What makes this possible?

The world of biology, where purpose and adaptation abound, is quite different
from the natural world of rocks, oceans, atmospheres, planets, stars, and galaxies,
where impersonal forces hold sway. Yet both are based on the same underlying
physics. How can such different outcomes emerge from the same underlying par-
ticles and forces? Can we identify the key enabling principles?

Top-Down Causation

I will make a case that, in addition to bottom-up causation, top-down causation is a
key element in what is going on, enabling genuine emergence to take place, with
higher levels of structure having genuine causal powers in their own right. As well
as in bottom-up causation, which is crucial, emergent entities exert downward
influences on their components, and this is the basis for true complexity (Chap. 3).
In some cases the less contentious phrase ‘contextual effect’ might be preferred, and
that certainly often takes place. However, I will make a stronger claim that
‘top-down causation’ is appropriate in some cases, and specifically when the mind
is involved.

Brain and Mind. The ultimate focus is the brain and the mind (Chap. 7).
However, most of the book discusses a much wider range of issues, setting the
scene for the discussion of the brain and the emergence of the mind. This broader
context is crucial in order to look at the brain properly: the foundation stones for
that study will have been properly laid by the time we get there.
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Across all the Sciences. The aim is therefore an integrative view to show how
this holds in all sciences including chemistry and physics, and is of particular
significance in understanding digital computers, life and brain. Thus this book
engages with sciences across the board.

Please note that I am not an expert in all the areas discussed here. However, what
I am able to do is to comment on the larger patterns of causation that occurs in these
various contexts, and how they relate to the theme of this book. This builds up to an
integrative view of the whole.

Key Issues

Four key issues emerge:

• Key question: Who does the work, who decides what will be done? These
are different kinds of causal effects; both occur in any complex system. The
lower levels do the physical work, but the higher levels decide what work
should be done. This theme will recur throughout the text, with Sect. 2.7 dis-
cussing the key example of digital computers.

• Key issue: How is there a causal room at the bottom? This will be dealt in
depth in Chap. 4, exploiting the fact that top-down effects can change the nature
of lower level elements, or even determine whether they exist or not.

• Key concept: Multiple realisability. A key concept in the whole schema is the
multiple realisability of higher level structures and functions in terms of lower
level components fulfilling higher level functions, leading to the real effective
causal entities being equivalence classes of lower level entities. This is discussed
in Sect. 3.5.

• Key concept: Supervenience Exactly identical lower level structures and
excited states may lead to identical higher level effects in a bottom-up way, as is
captured by the idea of supervenience. However, the relevant complex lower
level states and excitations in the case of living systems can only come into
being if top-down processes, and in particular adaptive effects, shape them
according to their context. They cannot come into existence purely by
bottom-up processes. This is discussed in Sect. 3.5.3.

Applicability. I strongly believe that science should be able to relate to the com-
plexities of what happens in the everyday world, as well as in the laboratory; and
propose that this is only possible if one takes into account the top-down strands of
causation as well as the bottom-up ones. I will give many examples. Laboratory
experiments seem to shield the system from top-down effects—until one realizes
that the occurrence of the experiment is only possible because of the top-down
effect of the human mind on the physical world, i.e., the human mind that created
the laboratory and the experimental apparatus in the first place.
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Effects. This is not just an academic topic. Views on how causation work affects
our mental models of how things work and how we should interact with them, and
in particular how the brain works and how to deal with its complexities.
Consequently, there are implications in particular in health care, mental welfare,
and education. These are complex topics. I will briefly consider the case of edu-
cation and literacy in Sect. 8.6.

Mathematical Models. Mathematical models are needed to give depth and cred-
ibility to the discussion. They are commented on, but are largely segregated from
the main text, so they can be skipped if one just wants to follow the main line of
argument. There is a great deal of evidence for what is proposed here that is a valid
support for the present proposal, independent of any mathematical models.

Respecting the Physics. My argument will not in any way deny the nature of the
science that enables and underlies our existence: nothing I propose in any way
suggests that science is overridden by the processes I describe. Rather what I put
forward is a broadening of our understanding of how causal effects work in
accordance with the underlying scientific laws, when higher levels of causation are
taken into account as well as the level of particles and forces that is the focus of
fundamental physics. Physiology is a science just as much as physics is: it is
compatible with physics and operates within the constraints imposed by the
underlying physics, but it is not determined by physics. It is shaped by the logic of
physiological needs, which determine physiological structures and function.

Novelty. A great deal of the book is a survey of well-established results presented
from a particular perspective involving the interaction of bottom-up and top-down
effects. For example, I give a discussion of digital computing from this viewpoint in
Chap. 2. However, the discussion also has various new aspects. What is novel is
noted in Sect. 1.6.2.

Controversial Aspects. Some people, such as those working on integrative aspects
of the brain or physiology, will take what I say as quite uncontroversial. Others,
primarily working in physics or molecular biology, may find it either trivial or
simply wrong. I believe the latter viewpoints are answered adequately in the main
text. A brief note on which items in my discussion are controversial is given in
Sect. 1.6.1.

Chapters and References

The chapters of this book have, at the request of the publisher, been written so that
they can to a large degree be read independently. Therefore some important topics
are covered several times, and references for each chapter have been given sepa-
rately at the end of the chapter. This results in some duplication of references. The
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payoff is that you can refer to them easily by turning to the end of the chapter, if that
is all you have downloaded.

Origins

The origin of this book was a series of Vatican Observatory–CTNS discussions
organized by George Coyne, Bob Russell, Nancey Murphy, and Bill Stoeger. My
interest in top-down causation arose through discussions there with Arthur
Peacocke, Phil Clayton, and Nancey Murphy, and led to a number of papers on the
topic referred to in the text, as well as a book with Nancey Murphy.1 This interest
developed further through a Wawona meeting convened by Mary Ann Meyers,
leading to a book jointly edited with Nancey Murphy and Tim O’Connor,2 a
meeting with Gennaro Auletta and Luc Jaeger in Rome and Cape Town, and a
London meeting also convened by Mary Ann Meyers, leading to proceedings
jointly edited with Denis Noble and Tim O’Connor.3 Interactions with Paul Davies
and Sarah Walker at the Beyond Centre, Arizona State University, have taken it
further, as has a Manchester Gödel Centenary meeting (which I attended thanks to
Hyung-Choi) in the case of digital computers, and an FQXI essay competition in
case of physics.

One should note that, although these are the origins of what is written here, it
then developed its own logic over a period of some decades, a logic which is
presented here. Of course, the arguments given must stand or fall on their own
merits, irrespective of how they arose.

Thanks

I thank all the colleagues mentioned above for valuable discussions and insights.
I particularly thank the Vatican Observatory–CTNS collaboration (George Coyne,
Bill Stoeger, Bob Russell, Nancey Murphy) for their very enlightening conferences
which were crucial in my thinking, Phil Clayton for important discussions on causal
closure, Gennaro Auletta, and Luc Jaeger for key discussions on multiple realiz-
ability, Tim Maudlin for helpful comments, Hyung Choi and Mary-Ann Meyers for
support of various of these events via the Templeton Foundation, Paul Davies and
Sara Walker for their ASU meetings, and Angela Lahee for the suggestion to

1N Murphy and G F R Ellis (1996) On the Moral Nature of the Universe: Cosmology, Theology,
and Ethics (Fortress Press, Minneapolis).
2N Murphy, G F R Ellis, and T O’Connor (Eds) (2009) Downward Causation and the
Neurobiology of Free Will (New York: Springer).
3G F R Ellis, D Noble, and T O’Connor (Eds) (2012) “Top-down causation: An integrating theme
within and across the sciences?” Royal Society Interface Focus Special issue 2:1–140.
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publish this as a Springer book. I thank Mark Solms for very helpful discussions as
regards Chap. 7, and two referees who made comments that led me to improve the
text.

And above all, I thank my wife Carole for her loving support. Discussions with
her on the case of learning to read have been invaluable, and she co-authored
Sect. 8.6 on this topic with me.

Cape Town George Ellis
April 2016
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Chapter 1
Complexity and Emergence

One of themost astonishing things in the physical world is theway that mind emerges
frommatter. Atoms obeying fundamental impersonal physical laws form stars, rocks,
oceans, planets, amoeba, mice, whales, the human brain. Somehow the brain enables
creation of Bach concertos, supercomputers, Jumbo jet aircraft, roast lamb, theMona
Lisa, the rules of chess, global warfare, Einstein’s theories of relativity, the Eiffel
Tower, and Shakespeare’s sonnets. How on earth can this be possible?

From a physics viewpoint, physics underlies all [75]. The law-like behaviour of
matter investigated by Galileo, Newton, and Laplace suggests the world is determi-
nate and describable by mathematical equations. Newton’s second law:

Fi = miai = mi
d2xi

dt2
, (1.1)

which says that the force on a particle i equals its mass times its acceleration, implies
that given the forces Fi on each particle i and full initial data, i.e., the initial posi-
tions xi (t0) and velocities dxi/dt |t0 of all relevant particles, you can calculate the
acceleration of every particle and hence determine the outcome. All is determinate!1

The body is made of particles and so falls under this rubric. The brain is part of the
body and if the mind is an outcome of the workings of the brain, as assumed by
present day neuroscience, its operations are determined simply by physics (which
determines the flow of electrons in neural dendrites and axons [53]). Free will is
an illusion, consciousness is an epiphenomenon [82]. In the end, production by the
brain of both a Bach concerto and a theory such as the standard model of particle
physics is nothing but the outcome of complex interactions of electrons and protons.
Physics reigns supreme [77].

This bookwill present arguments that counter that understanding. It certainly does
not claim to solve the hard problem of consciousness: indeed at present science has
no idea how to tackle that issue (despite some claims [26] that it has been solved).

1Poincâre and others discovered that, if the equations are chaotic, the outcome is unpredictable in
practice, but that is not important for what follows. It does not relate to the emergence of complexity.
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2 1 Complexity and Emergence

What I aim to do is support the view that, even though physical laws underlie all
material entities, there exist higher level causal relations that allow the brain to act as a
means of creating theories, searching for meaning, expressing tenderness, and doing
all the other myriad things that make us human, without contradicting or overwriting
those lower level physical laws. Consequently, physics does not control the mind,
it enables the mind. The same is true for genetics and neurobiology: they both to
some degree shape what the mind does, but neither by itself determines the outcome,
because themind has a logic of its own (for example, the understandings contained in
‘folk psychology’2). We are genuinely fully human, even though we emerge through
the interactions of fundamental particles.

The lower level physical interactions enable the propagation of signals encoded
in action potentials in neurons in our brains, these signals being part of the causal
nexus enabled by the myriad connections between neurons, which in turn enables
consciousness, feelings, and thoughts to emerge frommatter. That is the extraordinary
outcome that needs explanation [46]. I will will give grounds to show that it is not
impossible that these higher level factors do indeed shape what happens in our brains
and hence our bodies, even though they arise through the agency of lower level
interactions. Thus my view agrees with that of Fordor [7, pp. 395–409].

Francis Crick famously said [21]:

You, your joys and your sorrows, your memories and your ambitions, your sense of personal
identity and free will, are in fact no more than the behavior of a vast assembly of nerve cells
and their associated molecules.

This is the classic reductionist view. I will revisit this quotation in Sect. 7.7.3 in the
light of the discussion in the rest of this book, showing how this is an inadequate posi-
tion because it represents an arbitrary partial reductionism. I will further argue that
the reductionist claims of ‘nothing but’ are fallacious because they ignore important
aspects of causation. In fact, we are much more than the sum of our parts.

In this introductory chapter, I deal briefly in turn with:

• Section1.1. The issue considered.
• Section1.2. A basic viewpoint.
• Section1.3. Key points of the argument.
• Section1.4. Is it real? Testing the proposal.
• Section1.5. Significant implications.
• Section1.6. An outline of the book.
• Section1.7. The necessity of the conclusion.

2See the entry Folk Psychology as a Theory, Stanford Encyclopedia of Philosophy,
Plato.stanford.edu.
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1.1 The Issue Considered 3

1.1 The Issue Considered

There are at least two kinds of causation at work in the world: blind physical forces
doing their thing in an algorithmic and meaningless way, as explored by physics and
physical chemistry, and living beings doing their thing in a purposeful andmeaningful
way, as explored by biology, the humanities, psychology, and sociology. Both kinds
of causation are clearly active and causally effective in the real world.

So how do they fit together? Does one kind in fact supplant the other when we
examine it closely, making the other an illusion? Then there is really only one kind
of causation at work (as the diehard reductionists claim), inter alia implying that we
have no free will: we are just automata, mindlessly obeying underlying algorithms
and deceiving ourselves that we have meaningful control over our lives [82]. Or do
both kinds of causation co-exist somehow? Can the brain truly function as the engine
of meaningful aspects of life [28], functioning according to the psychology of social
interactions and allowing the logic of scientific investigation, while it also obeys the
strict laws of physics and neurobiology? If so, how can this happen? How is there
space for both?

The digital computers that dominate in the world around us are based, at the
bottom level, on a binary coding system: that is, every programme, and all the
data it uses, are nothing but a sequence of zeros and ones. A Bach sonata played
on your digital system by Yo-Yo Ma will ultimately be just a sequence of digits:
0011010100011100010101000010111…. A Rembrandt self-portrait displayed on
your screen, or your holiday photos stored on your computer, will be other such
sequences, and so will the data used in a company accounting system, the signals in
the computer controlling the flight of an airliner, all the emails you get, as well as
the digital TV programmes and films you watch.

And here we already see the problem with the reductionist stance as regards the
nature of the world around us. In the end, they are all ‘nothing but’ a sequence of
zeros and ones. But these sequences store in their precise details the most astonishing
variety of things: images, books, films, economic data, signals used in automated
factories, and so on. The components are the same, working strictly according to the
laws of physics, but radically different outcomes emerge depending on context. And
that is a model of how complexity works.

The ‘nothing but’ story is true in a certain way—at the bottom, all digital data
are just comprised of zeros and ones—but misses the essential core of what is going
on. It is the specific organisation of the zeros and ones that crucially matters: they
encode the meaning of the signal stored in the computer, and this meaning depends
on the context. The correct context in each case (an appropriate high level programme
running as required) interrogates the data and produces its intended meaning. If you
run the wrong programme with the data (read the Yo-Yo Ma music with Photoshop,
for example) you will get nonsense. Context is everything, turning the details into
higher level meaningful entities.

In the influential book What Is Life, written in 1945, Erwin Schrödinger wrote
[80, p. 81]:



4 1 Complexity and Emergence

From all we have learnt about the structure of living matter, we must be prepared to find it
working in a manner that cannot be reduced to the ordinary laws of physics. And that not
on the ground that there is any ‘new force’ or what not, directing the behaviour of the single
atoms within a living organism, but because the construction is different from anything we
have yet tested in a laboratory.

Paradoxically, while the higher-level properties emerge from the lower-level
processes, they have a degree of causal independence from them: they operate accord-
ing to their own higher-level logic. According to Philip Anderson in his famous paper
More Is Different [4]:

Large objects such as ourselves are the product of principles of organisation and of collective
behaviour that cannot in anymeaningful sense be reduced to the behaviour of our elementary
constituents. Large objects are often more constrained by those principles than by what the
principles act upon.

The view put here will be that in accordance with this quote, physics makes possible,
but does not causally determine, the higher-order layers of structure and meaning.
It cannot replace psychology, sociology, politics, and economics as autonomous
subjects of study. Physics underlies emergent biological complexity, including the
physicist’s mind, but does not comprehend it, because it has its own organisational
principles [47].

The key point is that the emergent higher levels of causation are indeed causally
effective and underlie genuinely complex existence and action, even though these
kinds of causation are not included within the usual physics picture of the world [31].
The essential proof that this is so is the fact that coherent, experimentally supported
scientific theories, such as present-day theoretical physics, molecular biology, and
neuroscience, exist. They have emerged from a primordial state of the universe char-
acterized by random perturbations that cannot in themselves have embodied such
higher-level meanings (Sect. 8.1). What enables this to occur is emergence of true
complexity, with autonomous higher level laws of behaviour, such as rational argu-
mentation, determining the outcomes. These laws are enabled by the combination
of bottom-up and top-down causation in the hierarchy of complexity [33, 35]. How
this takes place is the focus of this book.

1.2 A Basic Viewpoint

Modular hierarchical structures are the basis of true complexity [8, 13, 40, 84]:
for example, the human brain is comprised of various cortical and other areas that
contain networks of neurons, each of which is made of components such as axons
and dendrites that in turn are made of biomolecules, made up of atoms, made up of
protons and electrons, and so on. Here I shall deal in turn with:

• The main claim (Sect. 1.2.1).
• Hierarchies (Sect. 1.2.2).
• Emergence (Sect. 1.2.3).

http://dx.doi.org/10.1007/978-3-662-49809-5_8
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1.2.1 The Main Claim

Complex structures, with their own intrinsic higher level laws of behaviour, emerge
out of combinations of simple components with simpler behaviour [19]; living beings
are a particular case [16, 69, 79]. The basic thesis of this book is as follows:

Thesis. It is the combination of bottom-up and top-down causation that allows genuinely
complex behaviour to emerge out of simple components combined together to formmodular
hierarchical structures. As well as bottom-up causation, top-down causation takes place in
these structures [15, 36, 89] through the crucial role of context in determining the outcomes
of lower level causation [12]. This occurs in the natural world of inanimate objects; in the
biological world of plants, animals, and intelligent beings, and in the manufactured world
of artefacts. It takes place in evolutionary, developmental, and functional contexts.

It is in thisway that high level intentions and understandings have arisen in the cosmic
context, and can be causally effective, given the underlying physics. This does not
contradict the underlying physical causation:

Explication. Top-down causation in the hierarchy of causation works by breaking symme-
tries and so setting constraints for lower level causation, thus channeling lower level inter-
actions. This paradoxically creates new possibilities of complex behaviour, while respecting
the lower level physics.

The claimwill be that emergence based onbottom-up action by itself,while it can pro-
duce impressive outcomes such as flocks of birds and abstract patterns such as those
that occur in Conway’s game of Life, and even the results of interactions between
swarms of intelligent agents, can only go so far: it cannot produce complexity such
as that embodied in living cells or digital computers. That requires top-down coor-
dination of the activity of the parts. The argument that this must at least sometimes
be the case is given by three clear examples:

• Complex goal-oriented social organisation, such as is required to construct a Jumbo
jet airliner. The actions of thousands of workersmust be very carefully coordinated
to produce the outcome. A swarm of interacting intelligent agents cannot possibly
create such a complex object without such central planning and coordination (a
beehive or ant’s nest is not of comparable complexity).

• The functioning of the human body [8]. If the actions of the arms and legs were
not centrally coordinated by the brain, in turn coordinating flows of electrons in
muscular tissue, we could not walk or act.

• The functioning of a digital computer. The actions of the gates and memory regis-
ters is coordinated by the CPU in accordance with the applications program loaded
[87]; top-down coordination enables it to playmusic or display a picture or process
numbers or edit text, according to the logic of the program loaded.

The thesis of this book will be that top-down causation—contextual effects, if you
prefer—is very widespread not only in those cases, but also throughout biology (e.g.,
in Darwinian evolution, epigenetics, the physiology of the heart, the functioning of
the brain), in chemistry (e.g., in reagent purification), and even in physics (e.g., in
state vector preparation and in the determination of the arrow of time). It is all around
us when you look for it.
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1.2.2 Hierarchies

The basis of complexity is modular hierarchical structures (see Chap.3) [40, 84],
leading to emergent higher levels of structure and function based on lower level net-
works. Each of these aspects (modularity, hierarchy, and structure) is crucial for the
emergence of complexity out of interactions between simpler units [13, 33]. Hierar-
chies occur within complex networks of interactions, and modules may themselves
contain sub-hierarchies: so extraordinarily complex networks of causation occur in
social systems, microbiology, physiology, and the brain.

The hierarchy of structure and causation for both the natural sciences and the
life sciences is shown in Table1.1. This table gives a simplified representation of
this hierarchy of levels of reality (as characterised by the corresponding academic
subjects) in natural systems (left) and living beings (right); see [16, 32, 69] for a
more detailed description of this hierarchical structure. There is a corresponding
hierarchy for complex artificial systems [84], e.g., language [88] and hence writing,
for computer systems [13, 87], and for large organizations [8]. The case of digital
computers is considered in the next chapter. We should make three comments here.

Interlocking Hierarchies. First, there are in fact interlocking hierarchies of struc-
ture and causation. Many examples will be given below. In the many complex webs
of interactions and interacting systems in the real world, such as gene interaction
networks, computer systems, ecologies, and the human brain, one can find various
different hierarchies that interact with each other. The comments that follow will
be applicable to any of them. So there is not one linear hierarchy: there are many
interlocking hierarchies when one looks at detailed structure and interactions. Nev-
ertheless the broad overall hierarchy as indicated in Table1.1 is fundamental, and
essential for understanding natural systems [32] (left) and the origin and functioning
of life [16, 24] and the mind [81] (right).

Table 1.1 The basic hierarchy of structure and causation for inanimate matter (left) and for life
(right) as characterized by academic disciplines

Inanimate matter Living matter

Level 10 Cosmology Sociology/Economics/Politics

Level 9 Astronomy Psychology

Level 8 Space science Physiology

Level 7 Geology, Earth science Cell biology

Level 6 Materials science Biochemistry

Level 5 Physical chemistry Chemistry

Level 4 Atomic physics Atomic physics

Level 3 Nuclear physics Nuclear physics

Level 2 Particle physics Particle physics

Level 1 Fundamental theory Fundamental theory

http://dx.doi.org/10.1007/978-3-662-49809-5_3
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Structure and Causation. Second, in order to encompass all that will be considered
in this book, one must understand that the more fundamental of these interlocking
hierarchies of structure and function is the hierarchy of causation, aswill be illustrated
in many examples that follow. The higher levels of causation need not be physical,
indeed it is a major theme of this book that in many cases they will not be so
(Sect. 1.3.5). This hierarchy is characterised by the way the higher levels determine
what happens in the lower levels by setting the context for their operation. This is
what determines which should be regarded as higher and which lower levels in any
specific hierarchy. It is not essential to this understanding that one use the metaphor
of higher and lower in discussing these interactions; some prefer to talk of whole–
part constraints. But in practice it is helpful at least to set out the relations in terms
of ordered levels as in the table above.

Top and Bottom. Third, there need not be any known topmost or bottommost level
in a hierarchy. The relations discussed here hold between any neighbouring levels
in a hierarchy, and hence imply causal relations between any two connected levels.
They do not imply we have to know either the top or bottom levels, which may or
may not exist (the brain is a case in point). If they do exist, we may not know what
they are (fundamental physics refers here). Indeed the whole point of the argument
is that, because intermediate levels have genuine existence in their own right, it is
fallacious to think that we have to know the topmost or bottommost levels in order to
understand the relations between intermediate levels.We have to investigate ultimate
levels if we are interested in ultimate causation. That is an entirely different affair to
the one we discuss here, raising deep philosophical issues which are not the topic of
this book.

1.2.3 Emergence

Emergence occurs when phenomena arise from and depend on somemore basic phe-
nomena and yet are simultaneously autonomous from that base [7]. A phenomenon
is emergent if it cannot be reduced to, explained, or predicted from its constituent
parts [38]. The ultimate interest of this project is the emergence of mind, as the end
result of Darwinian evolutionary processes on Earth, leading to initial life, and then
plants, animals, and ultimately humans. One should note here the different contexts
and timescales of emergence occurring through three different kinds of processes:

1. Evolutionary processes in the universe and on Earth (long timescale diachronic
emergence). There was no life 13 billion years ago. Indeed, even the elements
out of which living beings emerge did not exist then. Order has emerged from
primordial chaos. The timescale is billions of years (preparing the context and
starting life) to millions of years (emergence of intelligence).

2. Developmental processes for each class of living beings, including humans (short
timescale diachronic emergence). Each of us started as a single cell which then
divided many times to create the organized set of 1013 cells that constitutes a



8 1 Complexity and Emergence

human being. Huge alterations in body structure took place during this process,
and this had to happen in such a way that biological functioning could be con-
tinuously maintained as development took place and systems transformed. The
timescale involved is decades.

3. Functional processes keep us alive on a minute by minute basis. Here elec-
trons, protons, and neutrons (that by themselves contain no trace of life) work
together to form biomolecules, tissues, brains, and organisms, where the whole
is more than the sum of its parts (synchronic emergence). The timescale involved
is microseconds to hours.

These processes are interdependent: none could happen without the other. The issue
of emergence arises in each case:

• High level functions do not exist initially in the first two cases, but they do in the
end.

• In the third case, the component parts do not display high level functions, but their
combination in the system does.

The viewpoint suggested here is that, taking bottom-up causation for granted,
processes of top-down causation are crucial to the emergence of genuine complexity
in each of these cases. In particular, a key aspect of biological emergence is that
entities that initially are able to survive on their own become embodied or enmeshed
in higher level organisational entities in such a way that they are no longer able to
function on their own: they can only survive in the higher level context. Cells can
only survive as part of the body that they comprise, and animals can only survive in
the ecosystem of which they are a part. Thus contextual effects are not an optional
add-on to individual functioning. They are essential to the existence of the lower
level entities, which are adapted to their role in the overall system (Sect. 5.4).

1.3 Key Points of the Argument

The nature of causation is a core issue for science, which can be regarded as the
move from a demon-centered world to a world based on reliable cause and effect,
tested by experimental verification [44, 78]. Causes are separated from effects by
searching for correlations between phenomena such that manipulation of one (the
cause) can be shown, in a specific context, to reliably result in specific changes in
the other (the effect) at a later time. One has to search for this correlation in the
midst of internal and environmental noise [70]. Laboratory tests of isolated systems
allow an understanding of the elements of causation, which are interactions between
the particles that underlie all physical existence. In multiple combinations, these
interactions underlie the emergence of complex phenomena such as life.

Thus physics is the basic science, characterized by mathematical descriptions
[72] that allow predictions of physical behavior to astonishing accuracy. Moreover,
it underpins the other sciences (see [39, Chap.4] and [48]). The key question is

http://dx.doi.org/10.1007/978-3-662-49809-5_5
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whether other forms of causation such as those investigated in biology, psychology,
and the social sciences are genuinely effective, or whether they are rather epiphe-
nomena grounded in purely physical causation. The latter view is suggested by strong
reductionist views drawing on the fact that all the physical entities we see around
us, including ourselves, are based on the same chemical elements [37], composed
of the same kinds of elementary particles, interacting with each other only through
the four fundamental physical forces [67, 72]. How can there then be room for any
other type of causation?

I deal in turn with:

• Multiple types of causation (Sect. 1.3.1).
• Hierarchy and causation (Sect. 1.3.2).
• Types of top-down causation (Sect. 1.3.3).
• The nature of variables (Sect. 1.3.4).
• The causal efficacy of non-physical entities (Sect. 1.3.5).
• Room at the bottom (Sect. 1.3.6).
• Supervenience (Sect. 1.3.7).

1.3.1 Multiple Types of Causation

I will claim here that there are indeed other types of causation at work in the real
world, describedquitewell byAristotle’s four types of causes (discussed inSect. 8.3.1
below).There aremanycontexts inwhichdifferent kinds of causality are experienced:
in physics and chemistry, where particles and forces interact in a way described
by variational principles and symmetries; in biochemistry and cell biology, where
information is important and adaptation takes place; in zoology, where purpose,
planning, and anticipation are important; and in psychology and sociology, where
analytic reflection, symbolic understanding, values and, meaning all are causally
effective. These undeniably all occur in the real world, and must be recognized as
such if we want a complete account of causation.

All the Factors. Thus an important part of the argument is that we must recognize
and acknowledge all these forms of causation, rather than denying that they exist as
effective causes. Not only do chance and necessity exist as causal factors, but so also
does purpose.

The Cause. Perhaps it is useful here to realize that, in trying to understand systems
of great complexity (or even simple ones), we take for granted a great many things
that are also part of the causal web. In effect, we just assume that they are there
without further comment. The reader understands this standpoint from the context:
we are investigating neural effects in the brain, so right now we won’t discuss how
chemistry emerges from physics, how quantum theory leads to classical behaviour,
how evolutionary processes led to the genetic code, how theEarth came into existence
as a habitat for life, and so on. We focus on the item we want to understand and label

http://dx.doi.org/10.1007/978-3-662-49809-5_8
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it ‘the cause’. And this is fine as long as we do not in fact regard it as the only causal
influence at work. It is indeed ‘the cause’ as long as we accept and take for granted
all the other causal influences at play, without which it would not have happened as
it did. But in relating to broader issues, we need to remain aware that they are in fact
only part of the causal nexus that led to a specific outcome.

1.3.2 Hierarchy and Causation

A simplified version of the hierarchies of complexity and causality for inanimate
matter and animate matter is given in Table1.1. Each of the different levels of the
hierarchy function according to laws of behaviour appropriate to that level, and are
describable only in terms of language suited to that level (the concepts that are basic
to molecular biology, such as genes and proteins, cannot be described in the language
of a particle physicist, such as quarks and gluons). Ideas applicable to lower level
causation do not by themselves succeed in explaining the higher level behaviours,
for the concepts employed are simply not appropriate to the higher level kinds of
causation. Higher level entities, such as plans and intentions, have causal power
in their own right, which determine what happens at lower levels in the hierarchy
(billions of atoms move in accord with our intentions when we raise our arm).

Effective Levels. How does it all fit together? Coarse-graining and consequent loss
of detailed information relates lower levels to next higher levels. This structuring
leads to the emergence of effective (phenomenological) laws at each of the higher
levels, with apparent autonomy from the lower levels [4]. It is this independence from
the details of lower level causation that allows phenomenological laws to be good
effective theories of higher level interactions. Thus for example motor mechanics
and neurosurgeons do not have to understand particle physics or nuclear physics in
order to ply their trade.

Wedonot need to know thedetails of the bottom level to investigate andunderstand
the effective higher level emergent laws of behaviour. This is just as well, because no
one knows what the bottom level is. If we were truly reductionist we would not be
able to say anything about what is ‘really’ happening until the current debate about
the nature of quantum gravity is concluded—which may take centuries. Happily the
causal effectiveness of higher levels saves us from this depressing predicament.

Interlevel Causation. In terms of the usual bottom-up understanding of causation,
each lower level underlies what happens at each higher level. Thus the atomic struc-
ture of matter leads to the behaviour of gases and solids; the bonding between atoms
creates molecules and so underlies chemistry; the reading of the molecular informa-
tion in genes underlies the existence of animals; it is the flow of action potentials
in axons connecting neurons that leads to the functioning of the brain; the behav-
iour of individuals is what creates societies. Overall, each lower level underlies what
happens at the next higher level.
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Top-down causation, however, also takes place [36]. The emergent higher levels
act down on the lower level to direct what happens at those levels, by setting the
context for their action. The actual physical work is done at the lower levels. But
what work is done is determined by the higher levels, which determine relations
between lower level configurations and set crucial variables selecting what happens
at lower levels. This intermingling of top-down causation and bottom-up causation
allows interlevel feedback loops that characterize genuine complexity. It is taken for
granted in physiology [65] and in studies of the mind [41], where social neuroscience
shows how the social setting shapes synaptic connections [3, 14] and so enables
culture to shape minds [11], and top-down influences play a key role in perception
[54] and the planning of speech behavior [86]. However, it is far more widespread
than that: it occurs, for example, also inmicrobiology [51], as is clear from epigenetic
studies [43], and even in physics [34].

That is what I will discuss here. Top-down causation can be shown to be causally
effective in the physical world in all these domains, inter alia allowing effective
causation by non-physical entities such as the value of money, social conventions,
and ethical standpoints, such as attitudes toward nuclear war and environmental
issues.

1.3.3 Types of Top-Down Causation

Is there only one type of top-down causation, or does it have various manifestations?
I suggest that there are five different types of top-down causation that can take place,
depending on the context:

TD1 Deterministic top-down causation.
TD2 Non-adaptive information control.
TD3 Adaptive selection.
TD4 Adaptive information control.
TD5 Adaptive selection of selection criteria.

Each differs from the others in significant ways. They will all be discussed in detail
in Chap.4. There could possibly be others, but I claim that at least these can all
be regarded as well-established and essentially different from each other. Intelligent
top-down causation, namely top-down processes facilitated by symbolic reasoning,
is crucial for TD5.

A specific point to note here is that dynamical systems with attractors (TD1) can
appear to be similar to goal-driven feedback control systems (TD2), but they are
essentially different from each other in terms of the mechanisms in operation: TD2
involves the causal efficacy of information, whereas TD1 does not. Cases TD3–TD5
are cases of adaptive selection [42, 49], with the key property that they allow new
information to be gathered and brought into play as dynamic variables; this does not
happen in TD1 and TD2, which proceed on the basis of pre-existing variables only.

http://dx.doi.org/10.1007/978-3-662-49809-5_4
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1.3.4 The Nature of Variables

A key element in the analysis is to consider the relation between variables at different
levels.

Coarse-Graining. The simplest relation is coarse-graining, whereby higher level
variables are derived by some form of averaging over lower level variables. The mass
of a body is the sum of the masses of its constituent particles, and its momentum
and angular momentum are similarly derived. The electric current flowing in a wire
is the sum of the currents carried by the electrons flowing in the wire. In the kinetic
theory of gases, density, pressure, and temperature are derived by suitable integrals
over the masses and velocities of the molecules comprising the gas. Naming the
coarse-grained variable (density, pressure, temperature) identifies it as a dynamically
significant higher level variable.

Specific higher level variables characterize the macroscopic state of the system
at a specific level, and occur in effective laws of behaviour at that level. These are
the handles by which we can influence the system. Varying them changes the state
of myriad lower level variables in a coordinated way. An important part of physics
is identifying what these higher level variables are and how they are related to lower
level variables, e.g., identifying the forms of energy applicable at different levels.

EquivalenceClasses. Information hiding plays a crucial role in hierarchical complex
systems [13]. Coarse-graining loses a great deal of information about the lower level
states. Indeed, higher level variables necessarily represent only very broad aspects
of the lower level situation. A key point then is that many lower level states will
correspond to the same higher level state. For example, billions of different lower
level molecular states correspond to the same combination of pressure, density, and
temperature of a gas. The number of lower level states that correspond to a specific
higher level state characterizes the entropy of that state [71, 72]. We identify all the
lower level states that correspond to a particular higher level state (as characterized by
a specific set of meaningful variables) as an equivalence class of lower level states
instantiating that higher level state. In a context where top-down causation takes
place, they are the real dynamical variables at lower levels. The multiple realizability
of higher level states characterized by the existence of these functional equivalence
classes is a core conceptual aspect of top-down action [6] (see Sect. 3.5).

Filtering, Statistics, and Pattern Recognition. Higher level variables can be
obtained in many more sophisticated ways from lower level variables than by simple
coarse-graining. These include:

• Filtering. For example, selecting energy densities in specific frequency ranges in
the incoming variables and neglecting the rest (any real sensing system does this).

• Statistical Analysis. Data is analyzed to find statistical patterns, e.g., using
Bayesian analysis of incoming data (the human mind is adept at this).

• Pattern Recognition. For example, recognizing faces and attaching a name to
them. The name is a higher level variable.

http://dx.doi.org/10.1007/978-3-662-49809-5_3
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Each of these identifies significant higher level variables arising in some way out of
lower level variables. They are emergent variables in the specific context considered.

Not Emergent. However there are also some effective higher level variables that
are not coarse-grained or otherwise emergent from lower level variables: they rep-
resent irreducible high level properties and relations. The top-down influence of
such variables is a key aspect of the argument of this book. Those variables include
mental features like emotions and feelings, abstract entities like theories and plans,
and socially determined effects like the value of money (Sect. 1.3.5). Those higher
level features are demonstrably causally efficacious, but cannot be regarded either
as coarse-grainings of lower level variables, or as inevitable outcomes of blindly
working lower level forces. They are essentially higher level variables.

The inevitable conclusion from the existence of such variables is that there are
other forms of causation than those encompassed by physics and physical chemistry.
A full scientific view of the world must recognise this fact, or else it will ignore
important aspects of causation in the realworld, and sowill give a causally incomplete
view of things [31].

1.3.5 The Causal Efficacy of Non-physical Entities

Non-Physical Entities. The following kinds of non-physical entities can be demon-
strated to exist and have real causal powers in the sense that they change the physical
outcomes of networks of interactions:

• Mathematical entities such as the numberπ , trigonometric functions, and Pythago-
ras’ theorem, which underlie aspects of engineering practice.

• Our mental understandings of the laws of physics underlying the behaviour of
matter, as for instance expressed in Maxwell’s equations for electromagnetism.
These underlie the existence of radio, radar, TV, cellphones, and so on.

• Computer programs and data, underlying for example ATMs, internet banking,
aircraft control systems, automated factories, and myriad other applications.

• Human plans and intentions for everyday objects such as the plans for a computer,
a Jumbo Jet airliner, an airport, a teapot, or a pair of spectacles, which consequently
result in manipulation of huge numbers of constituent particles.

• Human plans for experimental manipulation of microentities, such as molecular
synthesis, nanotechnology, state vector preparation in quantum mechanics, and
particle pair creation in colliders such as theLHC.All of these plannedmicroevents
are the result of human intentions.

• Expectations and predictions, or what we think is likely to happen, e.g., expecta-
tions about price changes on the stock market, which result in money being made
or lost.

• Social constructions, such as the rules of chess, the value of money, and a legal
system, without which society could not function.
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• Roles in society, such as being a teacher, a judge, a student, or a policeman, which
shape our expectations and actions, and role models, who guide us as to how to
behave in those roles.

• Information, as evidenced by the existence of an IT industry.
• Beauty, as evidenced by estate agent brochures charging a great deal more for
houses that have beautiful views than for those without.

• Language, without which we could not think and be intelligent beings.

What Exists. The claim that all these entities exist—that they are ontologically
real—rests on a philosophical analysis of what kinds of things must be recognised
as existing. The view taken here is as follows [30]:

Existence. We must recognise the existence of any kind of entity that demonstrably has a
causal influence on physical systems.

The reason is that if we do not include such entities as being real, we will have a
causally incomplete view of the universe: some events or entities that actually occur
will then be uncaused. We will have to believe in magic in order to explain some
things that exist (such as a digital computer) or events that demonstrably happen (such
as an aircraft flying past). They are both the result of intelligent top-down causation
TD5 from abstract conceptions (the idea of an aircraft, developed into a detailed
construction plan) to physical entities: without such abstract effective variables, they
could not exist (Sect. 7.5).

1.3.6 Room at the Bottom

How can there be room at the bottom for top-down causation to take place? Isn’t there
over-determination because the lower level physics interactions already determine
what will happen from the initial conditions?

There are various ways that top-down causation can be effective without violating
lower level physical operations: the lower levels do the work, and the higher levels
choose what work will be done by shaping not only lower level conditions, but also
the entities that interact. This happens in the following ways:

• By setting constraints on lower level interactions. These constraints break sym-
metries and so create the possibility of channeled and structured interactions.

• By changing the nature of the constituent entities. The higher level context
often changes the nature of the underlying entities, shaping them to fit higher level
purposes.

• By creating constituent entities. In many cases the lower level entities would
not exist without the higher level structure. Emergence of higher level entities has
clearly occurred when lower level entities cannot exist outside their higher level
context (again, a common effect in biology, where symbiosis is rife).

http://dx.doi.org/10.1007/978-3-662-49809-5_7
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• By deleting lower level entities. There is no fixed, unchanging set of lower level
entities when selection creates order out of disorder by deleting unwanted lower
level entities or states: top-down action selects what the lower elements will be.

• By statistical fluctuations and quantum uncertainty. Lower level physics is not
determinate: random fluctuations and quantum indeterminism result in an ensem-
ble of lower level states from which a preferred outcome is selected according
to higher level selection criteria. Thus top-down selection leading to increased
complexity is enabled by the randomness of lower level processes.

Together these effects allow top-down causation to take place in a way that guides
the underlying physical processes without in any way violating their nature. This
will all be discussed in Chap.5.

1.3.7 Supervenience

An argument against genuine emergence is based on the idea of supervenience [76]:
the claim that the higher level states emerge uniquely from the lower level states,
so all we need to do is set the lower level states appropriately and emergence will
occur [75]. If both structure and excitations of two systems S, S′ at a lower level L1,
L ′
1 are identical in every detail, then at a higher level H , the two system states must

necessarily also be identical in every detail: the lower level states imply the higher
level states without remainder. Thus if we prepare L1, L ′

1 to be identical we can
derive H1 and H ′

1 in a bottom-up way to be identical. Hence bottom-up emergence
is all we need to generate any higher level state at all.

However this is based on synchronic emergence, that is, the instant by instant
emergence of the higher level from the lower. If the system is complex, for example
H1 is an entire living being or a functioning digital computer, it is not possible
to prepare the state L1 by self-assembly or by pure chance (as characterized by
statistical physics). In order for the required state L1 to occur, you require top-down
mechanisms (either natural selection, as in the case of animals, or design, as in the
case of digital computers). That is, diachronic emergence based on preparation of the
required bottom level state cannot occur spontaneously: it is not possible to assemble
L1 in the way needed to lead to H1 by any random or statistical process for a single
living entity such as a cell (think of the difficulties facing origin of life theories),
much less for billions of living beings that thrive on a day to day basis. A top-down
process (either adaptive selection or design) must have led to the initial conditions
that enable supervenience of L2 to take place. This is discussed in Sect. 3.5.3.

Indeed, while snowflakes or sandpiles can form in a purely bottom-up way, dis-
cussing them does not encompass how life works. Biomolecules such as DNA [16]
or proteins such as enzymes, hemoglobin, or kinesin [74], cannot form in a purely
bottom-upway—for they have evolved to performparticular biological functions [47,
50, 74] and have been selected for this purpose [91]. Physics per se cannot predict
their existence or function (although it can predict that their existence is allowed [91]).

http://dx.doi.org/10.1007/978-3-662-49809-5_5
http://dx.doi.org/10.1007/978-3-662-49809-5_3
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Related to this is the exclusion principle [7], stating that if a higher-level property
F supervenes on a physical property F* that is causally sufficient for a property G,
then F cannot cause G. List and Menzies give a full counter to that claim in [59].

1.4 Is It Real? Testing the Proposal

The idea of top-down causation is intimately related to concepts of emergence.
Indeed, it is a key factor in strong theories of emergence [7]. But some physicists
believe strongly that everything is determined bottom-up: if we had full data of things
at an early stage in the universe and if we just had sufficient computing power, we
could predict everything that is happening today. In that case, ‘top-down causation’
is just an unnecessarily complex way of referring to bottom-up causation. Some
philosophers have put essentially similar views: the higher levels dance to the tune
of the lower levels, and the impression of high level causal powers is just an illusion.
The fundamental issue that arises is as follows:

Fundamental issue. Does top-down causation actually occur? Is it real, or is it just an
epiphenomenon?

There are differing views, both in science and in philosophy. The argument of this
book is that top-down causation is indeed real. Evidence is of various kinds. I deal
in turn with:

• Causal effects (Sect. 1.4.1).
• Experimental tests (Sect. 1.4.2).
• Kinds of data (Sect. 1.4.3).
• There is no other option (Sect. 1.4.4).

1.4.1 Causal Effects

The view here is based on an interaction picture:

Interaction picture. The basic point is that one demonstrates existence of top-down causa-
tion whenever manipulating a higher level variable can be shown to reliably alter lower level
variables.

Manipulation of higher level variables generally alters lower level variables. How-
ever, it cannot generically determine which specific microstate will result as a conse-
quence of manipulation of some macro variable. By such manipulation we can only
access the underlying equivalence class. For example if we change the temperature
of a system, this will change themicrostate to any one of the huge class ofmicrostates
that correspond to the new temperature.
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Such deterministic top-down causation (TD1) is commonplace in physics, chem-
istry, biology, and engineering, and its existence is for example supported by all the
evidence that statistical physics and physical chemistry are correct. However, this
only leads to interesting dynamics when lower level causation is channeled by care-
fully fashioned complex structures, as in computers and the brain. Then, for example,
altering the program loaded in a computer alters the flow of electrons in gates at the
microlevel.

What about the other types of top-down causation discussed in Chap.4? Various
lines of argumentation provide evidence they too involve real top-down dynamics:

• Homeostasis or Feedback Control. Whenever what happens is determined by
preset goals rather than by initial data, the final state is dynamically determined
in a top-down way by these goals. This is the case TD2. Altering the goal (say the
temperature in a thermostat) alters the microstates of the systems (the motion of
molecules in hot water).

• Adaptive Selection. It occurs whenever adaptive selection takes place [42, 49],
because adaptive criteria are higher level features of the system guiding preferred
outcomes. This includes cases TD3–TD5. Altering either the selection criteria or
the context in which they operate alters the lower level outcomes. For example,
altering the temperature on Earth by filling the atmosphere with carbon dioxide
alters genes in animals as they adapt to this change.

• Induced Entities and Symbiosis. Top-down influences must have occurred when
the very occurrence of lower entities is induced by higher level structures. They
would not occur without that context. This is the case in particular when symbiosis
occurs, where the individual components of a symbiotic relationship cannot exist
without the others. This occurs throughout biology. For example, the cells in a
human body live only if the body supplies them with oxygen and sugars.

Top-down effects are taken for granted in holistic sciences based on complex inter-
actions. One cannot understand the brain or physiology or ecology or evolution
or epigenetics without assuming top-down causation to be real [3, 14, 15, 41, 65].
Bottom-up explanation by itself cannot do the job. The very existence of these effects
and outcomes is evidence for top-down causation.

1.4.2 Experimental Tests

These considerations are in my opinion conclusive, but are based on understanding
and explaining what one already knows.What one likes in an experimental science is
a prediction of something new that can then be verified by experiment or observation.
So an important further question is this:

What new experiments or observations can we propose that will substantiate or disprove the
causal efficacy of higher level variables?

http://dx.doi.org/10.1007/978-3-662-49809-5_4
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There seem to be four main streams of possibility here:

Convergent Evolution. When top-down causes drive what happens in evolution-
ary contexts, one often gets convergent evolution: different evolutionary pathways
devise similar means of meeting the same higher level need [20, 63]. A famous
case is the development of eyes by various evolutionary paths, driven by the need of
animals to see, which clearly improves their survival capacity. One cannot explain
such convergent evolution by bottom-up causation alone: it is driven by a combina-
tion of specific higher level needs in conjunction with restrictions on how they can
be achieved physiologically [90]. Hence new evidence of convergent evolution is
evidence for top-down causation.

Computer Simulations. Top-down causation can be demonstrated by computer sim-
ulations of complex systems where higher level variables are shown to determine the
outcome, for example the simulations of heart physiology by Noble [66]. Changing
the higher level variables demonstrably changes the lower level dynamics and hence
the outcome.

Equivalence Classes. As has been emphasized above (Sect. 1.3.4), the concept of
equivalence classes of lower level variables is crucial to the nature of and physical
implementation of top-down causation [6]; and indeed their existence can be taken
as convincing evidence that top-down causation is at work.

Now one might claim that this was already very well established in some cases,
for example in statistical mechanics [2], where entropy is a measure of how many
equivalence classes exist for a given macro state [73]. Nevertheless, it is better to
have a new prediction of as yet undiscovered equivalence classes, that can then be
verified by experiment. This is at least in principle possible in microbiology, where
the existence of very interesting cases of equivalence is already established (see
Jaeger and Calkins [51]), and one can hope to plan experiments that create new
kinds of lower level members of an equivalence class satisfying some specific higher
level need in cellular biology. This is a very promising area for future work. It is also
possible in physics, in cases where the existence of equivalence classes is shown to
be the key to a full understanding of dynamics, such as in Crutchfield’s proposal for
computational dynamics [22].

Direct Proof of the Power of Intrinsically Higher Level Variables. As has been
mentioned above (Sect. 1.3.5), some variables are intrinsically higher level variables
that cannot emerge by coarse graining of lower level variables. One can hope to
show that some of these variables affect the structure of lower level entities. Robert
Laughlin would claim that this kind of situation has already been shown to be the
case in physical effects such as superconductivity and fractional quantization [57],
and the next chapter will show that this occurs in digital computer systems (computer
programs are not physical entities and are not emergent variables).

One might reasonably claim that the rise of epigenetics is convincingly demon-
strating such causation in the case of developmental biology [23, 43], and it is
becoming clear that one can show it to be the key to the historical origin of life [92,
93]. As for the brain itself, exciting work giving such proof is currently being done in
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social neuroscience [3, 14], where social variables can be shown to affect neuronal
connections, and hence the flow of electrons in the dendrites and axons of neurons
in the brain. This is top-down action from the social level to the level of neurons; so
work in social neuroscience is evidence for top-down causation. Additionally, work
on perception is clear evidence for top-down processing, as will be discussed later
(Chap. 7), as is the evidence for placebos [9]. One can devise tests of these effects:
Shea [83] gives a testable explication of the notion of top-down influence in the con-
text of psychological processes, and there are many tests of the effects of placebos
[44, 61].

1.4.3 Kinds of Data

One important point that arises in considering this issue concerns the kinds of data
that will be taken into account in the quest to understand the types of causation that
are at work in the real world.

1.4.3.1 Only Physics Data

Many writers on topics of causation are in effect claiming that one only needs to
take into account evidence from the hard sciences (see, e.g., [5]). The implicit claim
is that physics, biochemistry, microbiology, and neurology constitute the complete
knowledge base we need to understand humans, and hence that the associated kind
of data is all the data we need for such an investigation.

This is actually just another form of reductionist thinking, and is not adequate
for the investigation we are undertaking here. We are ourselves creatures living in
the universe, and our life experiences are data about the universe. They have to be
interpreted with considerable caution of course, but for a complete view of things
we need to take into account evidence from everyday life and the humanities as well
as evidence from the hard sciences and human sciences. Examples of such careful
observation can be found in the work of Kahneman [52] on economic behaviour and
by Grandin [45] on animal behaviour, both with implications for the way the brain
works.

1.4.3.2 The Existence of Artefacts

Teapots exists and so do spectacles and aircraft and buildings. These are artificial
entities [84]. There is no causal process whereby they can have self-assembled with
precisely the properties they have, for example, a pair of spectacles shaped to give
clear vision for my individual eyes [31], for the eyes have a particular shape that is
not captured in any universal laws. They are the result of the autonomous action of

http://dx.doi.org/10.1007/978-3-662-49809-5_7
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a mind, shaping physical entities according to our chosen goals and in response to
particular circumstances (Sect. 4.7.6). This is top-down causation from the mind to
the physical world.

1.4.4 There Is No Other Option

Finally, once we consider how things work in the cosmic context, there is no other
option! There are two reasons for this.

The first is that the kinds of detailed initial data needed tomake a functional digital
computer or brain cannot plausibly self-assemble in a bottom-up way (Sect. 1.3.7).
Self-assembly can create crystal structures or snow flakes, patterns such as those
given by the reaction–diffusion equation, and so on, but it cannot create computers,
or even biomolecules such as kinesin that perform biologically crucial functions in
living cells [50]. These require the top-down effects of either adaptive selection [15]
or purposeful design [84].

Secondly, there is no plausible way that the words in Einstein’s 1915 paper on
General Relativity can have been uniquely implied in a bottom-up way by the data
on the so-called last scattering surface in the early universe, for these fluctuations
are usually believed to be random Gaussian fluctuations. The argument is given in
detail in Sect. 8.1. Like all the other theories developed by the human mind, those
words must be the product of an emergent mind and brain working according to the
precepts of logical argumentation—that is, genuine emergence must occur. And that
requires top–down causation to occur [7].

1.5 Significant Implications

Finally, this investigation is not just an academic debate: there are significant impli-
cations of this dialogue for various practical areas. I will consider just three:

• Health care (Sect. 1.5.1),
• Mental health (Sect. 1.5.2),
• Education: learning to read (Sect. 1.5.3).

1.5.1 Health Care

The care of human physical health has long been the scene of contestation between
bottom-up approaches, based on medicine and surgery alone, and top-down
approaches, characterized as holistic medicine. This has important applications both
in individual health care and in social health care.

http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_8
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I will just mention one such topic here: it seems well established that placebos can
have important effects in improving the state of health of individuals [44, 61]. This
is a top-down influence of the mind to affected organs. A scientific basis for aspects
of such an effect can be found in the influence of the mind on the immune system,
because some neurotransmitters are also immune system molecules [85]. That may
not be the only causal channel, but it is sufficient to prove that it does indeed have a
plausible physiological basis.

Health care measures need to take such top-down effects (positive and negative)
into account, as well as the bottom-up (mechanistic) aspects, otherwise they will
miss crucial aspects of what is going on. This topic is pursued in depth in [58].

1.5.2 Mental Health

Similar issues arise in mental health, which is influenced in both bottom-up ways,
through genes and molecules to neurons and neural networks, and top-down ways,
by social relations and interactions of many kinds; famously, one’s relationship with
one’s parents. Correspondingly, there are a range of approaches in use, ranging from
bottom-upmethods (drugs of various kinds) to top-downmethods (‘the talking cure’)
[53]. The issue is discussed in depth in [10].

1.5.3 Education: Learning to Read

Education is an area of contestation between bottom-up approaches to learning (grasp
the components of the topic first, worry about how it fits together later) and a top-
down approach (try to get the big picture into view first, then worry about the parts
later). The first approach concentrates on parts and mechanisms, the second on the
whole and meaning. Both aspects are needed for effective education, but it makes a
big difference which is the centre of an educational approach.

This is exemplified in science education. Here one can follow a traditional route
of ‘naming of the parts’ (of cells, animals, etc.) with no proper concept of what
their holistic function is; or an enquiry-based approach aimed at first discovering the
purpose of things, clarifying the overall features of explanation, filling in the detail
of how it works later on [64]. A similar crucial example is the teaching of reading
and writing, where a holistic top-down approach is advocated by some [55], while a
mainly bottom-up phonics-based approach is advocated by others. It is in particular
claimed by some that neuroimaging studies support the bottom-up approach [25,
60]. In Sect. 8.6, I well make the case that the latter claims are basically flawed: they
do not take seriously the core issue of what language is about, namely conveying
meaning from one person to another, and they also ignore crucial data on how people
actually read [29].

http://dx.doi.org/10.1007/978-3-662-49809-5_8
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Education practice needs to take into account both top-down effects, particularly
related to meaning and purpose, and bottom-up effects, inter alia related not just to
technical issues but also to the emotional climate of the classroom, otherwise they
will miss crucial aspects of what is going on. The topic is pursued in Sect. 8.6.

1.6 An Outline of the Book

The topics in the book are outlined here (Sect. 1.6.1), followed by brief comments
on what is new (Sect. 1.6.2) and what is controversial (Sect. 1.6.3).

1.6.1 The Contents

The chapters in the book are as follows:

Chapter 1.Complexity andEmergence. The present chapter dealswith basic topics
in complexity and emergence, emphasizing the role of top-down causation in addition
to bottom-up causation.

Chapter 2.Digital Computer Systems. This serves as a warm up to themain text by
considering the case of digital computer systems. The outcome of the analysis is two-
fold: a demonstration that top-down causation is taking place, as evidenced by the
existence of lower level equivalence classes, and a proof of the causal effectiveness
of non-physical entities (namely computer programs and data).

Chapter 3. The Basis of Complexity. This considers the nature of modular hierar-
chical structures, and then successively, bottom-up action, emergence, higher-level
variables, and top-down action. The key concept focused on here is the existence of
equivalence classes of lower level entities relative to higher level functions, which
characterise the existence of top-down causal effects. I also deal with counterargu-
ments based on the idea of supervenience.

Chapter 4. Bottom-Up and Top-Down Effects. Here I consider in detail the five
classes of top-down action identified in this book. They are:

TD1 Deterministic top-down causation.
TD2 Non-adaptive information control.
TD3 Adaptive selection.
TD4 Adaptive information control.
TD5 Adaptive selection of selection criteria.

They can each be shown to exist by many examples and they are all different from
each other. The last three are examples of adaptive selection.

http://dx.doi.org/10.1007/978-3-662-49809-5_8
http://dx.doi.org/10.1007/978-3-662-49809-5_2
http://dx.doi.org/10.1007/978-3-662-49809-5_3
http://dx.doi.org/10.1007/978-3-662-49809-5_4
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Chapter 5. Room at the Bottom? This chapter considers how top-down causation
can be possible if there already exists a complete set of causal processes at the lowest
level. How is there room at the bottom then? The system seems over-determined.
The argument will be that higher level structures exert a crucial top-down influence.
Moreover, the very nature of the lower level elements is influenced by top-down
effects, while micro-indeterminism allows space for adaptive selection to act on the
lower levels in a top-down way.

Chapter 6. The Foundations: Physics. While top-down effects are obvious in sub-
jects such as physiology, ecology, and psychology, can we also find them in the
foundations: do they also occur in physics? The chapter will argue that they do,
citing the cases of statistical mechanics, computational mechanics, cosmology, and
quantumphysics. In the latter case, for example, top-down effects occur in the process
of state vector preparation and when topological effects occur.

Chapter 7. The Mind: Intellect, Emotion, and Adaptation. This chapter puts the
preceding analysis to work by turning attention to the brain. After a brief look at the
basics of the brain, adaptive selection and developmental processes are considered
and then related to the evolutionary origins of the brain. The effect of these processes
is the existence of basic patterns of understanding, with bottom-up and top-down
processes intermingling as the mind in effect judges competing claims of intuition,
emotion, reason, and values as to what should be done. Predictions and expectations
play a key role in these processes.

Two key things emerge clearly: top-down processes occur from society to the
brain, as evidenced by recent work in social neuroscience, and there is a causal
effectiveness of non-physical entities through the workings of themind. In particular,
thoughts, plans, and social constructions such as language and money are causally
effective.

Chapter 8. The Broader View. This final chapter summarizes the argument by
considering causation in relation to genuine emergence. Following [62], causation in
physics and biology is usually classified as being due to either chance or necessity.
However, when biology is concerned, function or purpose is also involved [47].
The chapter looks at the relation between these kinds of causation and how they
complement each other. In particular, it is the existence of random processes at
lower levels that enables purposeful actions at higher levels to take place through
selection of preferred outcomes according to higher level selection criteria. This
enables processes of adaptation and learning in accordance with higher level logic.
As regards necessity, I propose that the profound basis of necessity is the existence
of Platonic possibility spaces and the associated causal efficacy of non-physical
entities. Mathematical objects and relations provide an example of something that
is transcendent rather than emergent, these being causally effective via the human
mind [18].

Because the brain underlies social interactions, there are many implications for
society, including learning to read and write. This chapter considers that issue.

http://dx.doi.org/10.1007/978-3-662-49809-5_5
http://dx.doi.org/10.1007/978-3-662-49809-5_6
http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_8
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1.6.2 What Is New

A great deal of this book is concerned with a survey of well established results
presented from a particular perspective involving the hierarchy of structure and cau-
sation, and the interaction of bottom-up and top-down effects in that hierarchy. Apart
from the overall integration of all the topics considered into a reasonably coherent
whole from this viewpoint, the novel elements are as follows:

1. Discussion of digital computers from this viewpoint (Chap.2).
2. Classification of top-down effects into five essentially different types (Chap.4).
3. A comprehensive response to the supervenience and over-determination argu-

ments against top-down causation (Sect. 3.4.6 and Chap.5, respectively).
4. A large-scale overview of brain function presented in Sect. 7.2.3, with both pur-

pose and meaning on the one hand, and primary emotions on the other, as key
drivers of brain function (Sect. 7.4.1).

5. A classification of primary emotions in Sect. 7.2.4, extending the work of
Panksepp [68].

6. A proposal, following Churchland’s seminal work [18], regarding the causal
power of Platonic entities in a top-down way over physical entities through the
operation of the human brain (Sects. 2.7.5, 2.7.6, and 7.6).

7. An argument against deterministic causation of present day life on Earth from
initial data in the expanding universe (Sect. 8.1).

Items 2, 3, and 7 are significant as regards the nature of causality in complex emergent
systems in general. Items 1, 4, and 6 are significant in terms of applications to specific
complex systems, viz., digital computers and the brain. Item 5 is significant in that
it shores up a key part of 4.

1.6.3 What Is Controversial

A great deal of what is presented here is uncontroversial, representing rigorous state-
ments based on established science. However, some is speculation, representing my
own view on how various features fit together in a coherent way. As regards the latter,
first there is the top-down thesis itself, and second there are various further aspects of
what I discuss. I here just note these issues as a fair warning to the reader that these
are controversial topics: I am ready to defend them all, but in each case substantial
disagreement exists.

1.6.3.1 The Top-Down Thesis Itself

The top-down thesis is the subject of considerable controversy, particularly from
reductionist physicists, but it is completely uncontroversial for holistic physiologists
and neuroscientists, and even cell biologistsmove beyond that view—as do physicists
concerned with superconductivity or topological effects.

http://dx.doi.org/10.1007/978-3-662-49809-5_2
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1.6 An Outline of the Book 25

The View from Physics. An example of the reductionist view is a statement by Sean
Carroll in a recent book [17]. Having discussed bottom-up causation, he continues:

And the converse, downward causation of human scale properties influencing the micro-
scopic behaviour of particles, is simply misguided. A standard example given by proponents
of top-down causation is the formation of snowflakes. Snowflakes are made of water mole-
cules interacting with other water molecules to form a crystalline structure. But there are
many possible structures, determined by the initial seed from which the snowflake grows.
Therefore, it is claimed, the macroscopic shape of the snowflake is ‘acting downwards’ to
determine the precise location of individual water molecules.

We should all resist the temptation to talk that way. Water molecules interact with other
water molecules, and other molecules in the air, in precise ways that are determined by the
rules of atomic physics. Those rules are unambiguous: you tell me what other molecules
an individual water molecule is interacting with, and the rules will say precisely what will
happen next. The relevant molecules may indeed be a large part of a crystalline structure,
but that knowledge is of precisely zero import when studying the behaviour of the water
molecule under consideration. The environment in which the molecule is imbedded is of
course relevant, but there is no obstacle to describing the environment in terms of its own
molecular structure. The individual molecule has no idea it’s part of a snowflake, and could
not care less.3

This is a classic statement of the supervenience argument [7] from a physics view-
point. Even as viewed from within physics, there are two problems with it. Firstly,
it omits from consideration those cases where topological effects occur, such as the
fractional quantum Hall state [56]. The lower level states are then crucially affected
by non-local higher level structures. Secondly, it does not take into account those
cases where key lower level elements such as phonons and Cooper pairs do not even
exist unless the higher level state has a specific form that leads to their existence.
This is discussed in Chaps. 5 and 6.

Modular Cell Biology. A further point is that Carroll regards it sufficient to dismiss
top-down causation by discussing only snowflakes. They can easily self-assemble,
albeit with some variation caused by environmental fluctuations, and so are not
included here as examples. However, the real point as regards the supervenience
argument is that one must account for how the lower level physical elements got to
be what they are in the first place. In more interesting cases such as the components
of a living cell, this cannot happen in a purely bottom-up way (which is why the
emergence of life is so difficult to explain). Biological macromolecules such as RNA
and DNA [16] and proteins [74] cannot self-assemble. They have got to be what
they are through adaptive selection, shaping them to fulfil some function or purpose
through adaptive processes, such as those described by Wagner [91].

As pointed out by Hartwell et al., all biology is based on purpose, and this applies
right down to the molecular level [47]:

To describe biological functions, we need a vocabulary that contains concepts such as ampli-
fication, adaptation, robustness, insulation, error correction and coincidence detection. For
example, to decipher how the binding of a few molecules of an attractant to receptors on the
surface of a bacterium canmake the bacteriummove towards the attractant (chemotaxis) will
require understanding how cells robustly detect and amplify signals in a noisy environment.

3https://twitter.com/seanmcarroll/status/666067938311454721
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Having described such concepts, we need to explain how they arise from interactions among
components in the cell.We argue here for the recognition of functional ‘modules’ as a critical
level of biological organization.

There is a stark contrast with what is stated in the quote from Carroll given above.
Physics enables this to happen, but does not by itself decide what happens [89].
Biology is not just applied physics. Rather there are biological needs that are met by
physical processes.

The View from Holistic Physiology. The same theme arises at the level of systems
physiology, where one studies the function of systems such as the lungs, endocrine
system, immune system, heart, and so on [65, 66]. Systems level effects act down to
the level of genes andmolecules to determinewhat happens, via epigenetic processes.
The logic of biology dictates which physical effects are activated (such as flows of
electrons in neurons or muscles).

The View from Holistic Neuroscience. This is even more striking in the case of
the brain. Just one example: memory retrieval in the hippocampus is thought to be
influenced by top-down inputs from the prefrontal cortex (PFC). Relevant structures
and functions have now been identified [1]:

Anxiety-related conditions are among the most difficult neuropsychiatric diseases to treat
pharmacologically, but respond to cognitive therapies. There has therefore been interest in
identifying relevant top-down pathways from cognitive control regions in medial prefrontal
cortex (mPFC). Identification of such pathways could contribute to our understanding of
the cognitive regulation of affect, and provide pathways for intervention. Previous studies
have suggested that dorsal and ventral mPFC subregions exert opposing effects on fear, as
do subregions of other structures. However, precise causal targets for top-down connections
among these diverse possibilities have not been established. Here we show that the baso-
medial amygdala (BMA) represents the major target of ventral mPFC in amygdala in mice.
Moreover, BMA neurons differentiate safe and aversive environments, and BMA activa-
tion decreases fear-related freezing and high-anxiety states. Lastly, we show that the ventral
mPFC-BMA projection implements top-down control of anxiety state and learned freezing,
both at baseline and in stress-induced anxiety, defining a broadly relevant new top-down
behavioural regulation pathway.

This shows how specific structures in the brain are constructed so as to enable top-
down causation to take place, and many more examples are given in Chap.7. Indeed
paradoxically, once those structures exist, it is precisely the kinds of mechanisms
described byCarroll that enable top-down effects in the brain, such as those described
here, to take place. But those brain structures would not exist without the top-down
effect of natural selection which enabled them to come into existence in the first
place [15, 16].

The LHC. In any case, the existence and effects of the Large Hadron Collider (LHC)
is a classic counterexample to Carroll’s dismissal of top-down action in the quote
given above. The LHC did not self-assemble in a bottom-up way. The brains of
experimental physicists devised the LHC and caused it to operate, thereby causing
billions of microparticles to collide. This is undeniable top-down action from the
level of the brain as a whole to the level of particle physics: that is the cause of the

http://dx.doi.org/10.1007/978-3-662-49809-5_7
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collisions that occurred in the LHC, whereby the existence of the Higgs boson was
confirmed.

So is what is claimed here based on rigorous scientific statements?My view is that
it is uncontroversial, representing rigorous statements based on established science,
provided one’s view of science extends beyond physics to fields such as epigenetics,
physiology, and neuroscience, and indeed aspects of quantum physics such as the
quantum Hall effect.

1.6.3.2 Other Controversial Issues

The items mentioned above under the heading What Is New (Sect. 1.6.2) are all
candidates for being regarded as controversial. I mention here just six particular
items:

• Multilevel selection. This is a topic causing huge controversy in the field of evolu-
tionary theory. In this book I defend the idea that a careful analysis of the relevant
causal interrelations shows that multilevel selection must exist, and furthermore
that it must have been crucial to the development of humanity and the human brain.
This is discussed in Sects. 4.3.7 and 7.2.5.

• The causal powers of abstract entities. This concerns specifically computer
algorithms, thoughts, and social constructions such as money. This is discussed in
Sects. 2.7, 4.7, and 7.5.

• Platonic entities. The existence of, and causal effects of, Platonic entities. This is
discussed in Sects. 2.7.5, 4.7, and 7.6.

• Educational implications. The view on how learning to read takes place, with
resultant consequences for educational policy (Sect. 8.7).

• Free will. The multilevel argument concerning the free will debate (Sect. 7.7.4).
• Necessity of the conclusion. The arguments as towhy the conclusion is inescapable
(Sect. 1.7.2).

These are the items I would flag as being specifically in the category of speculative
proposals. They are, however, supported by adequate arguments and evidence in the
relevant sections.

1.7 The Necessity of the Conclusion

This book considers the nature of causation in complex systems such as living beings,
and in particular in the human mind, relating this to the emergence of genuine com-
plexity in living systems. It explores the forms of top-down causation that make
this possible, and considers the implications for our understanding of the nature of
causality, and hence for the nature of the scientific endeavor. I summarise here:

• The conclusion (Sect. 1.7.1).
• The necessity of the conclusion (Sect. 1.7.2).
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1.7.1 The Conclusion

In brief, the conclusion is as follows:

• There are other forms of causation in the real world than those encompassed by
physics and physical chemistry, for example action in the world by intelligent
beings based on the outcome of a logical thought process.

• These have their own higher level logic independent of the specific nature of the
lower levels of causation, e.g., an analysis of the probable outcomes of different
courses of action leading to selection of the optimum action to undertake.

• These processes manifest their causal powers through top-down causation in hier-
archies of structure and causation, e.g., at the level of electrons in muscles that are
constructing a digital computer.

• These kinds of causation enable true complexity to emerge by constraining lower
level interactions in a coordinated way so as to enable the desired higher level
outputs, e.g., constructing a digital computer network that constrains electrons to
flow between specific computers.

• This does not in any way override the lower level physics; rather it channels the
results of physical causation at the lower levels in accordance with higher level
function or purpose, e.g., creation of the internet system.

A full scientific view of the world must recognise this, or else it will ignore important
aspects of causation in the real world, and so will give a causally incomplete view of
things [30, 33, 35]. This has obvious implications for views regarding the relation
between reductionism and emergence. Section3.4.7 gives a brief comment on that
complex debate (a good overview can be found in [7]).

1.7.2 The Necessity of the Conclusion

It is my view that there are three kinds of reasons why the outcome proposed has to
be true. These are:

• The self-assembly argument.
• The cosmic context argument.
• The self-consistency argument.

1.7.2.1 The Self-Assembly Argument

It is argued in Sects. 1.3.7 and 3.5.3 that one cannot have self-assembly of living
systems, or their molecular components, without prior top-down causation that stores
the necessary information for this to take place in biomolecules such as RNA and
DNA [15, 91]. These cannot self-assemble with the necessary level of complexity,
much less with the required information needed for developmental processes to lead
to functioning animals.
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1.7.2.2 The Cosmic Context Argument

It is argued in Sect. 8.1 that when the cosmic context is taken properly into account,
there is no way that the data needed for uniquely determining the latter development
of complexity in the universe, in particular intelligent life and its outcomes such
as digital computers and computer-designed aircraft, can have been written into the
early universe. The standard cosmological proposal is that data is random Gaussian
perturbations [27], which cannot have such outcomes coded into it. To propose oth-
erwise is a form of intelligent design argument.

1.7.2.3 The Self-Consistency Argument

Finally, I emphasize that such a conclusion is essential to the enterprise of science.
For science to take place as a human endeavour, our minds must have the power to
examine the relevant arguments in a rational way and come to a conclusion based on
the validity or otherwise of the rational argument. This is a higher level process of
exploration that must be able to take place as a valid logical process at that level, free
from any restrictions on such arguments arising from the lower level underpinnings
of the operation of the brain.

If our minds are nothing but the outcome of lower level processes meaninglessly
grinding away in neurons, without the higher level logical ability available to enable
us to generatemeaningful theories and then scientifically evaluate competing theories
and make sensible choices between them shaping what takes place at the lower
levels, then we do not have the capacity to undertake the scientific enterprise and
produce theories such as evolutionary psychology or neuroscience or theoretical
physics, which require rational consideration and choice. There is no possibility
that these sophisticated outcomes could emerge in a purely bottom-up way from
the meaningless operation of lower level processes, because those processes in and
of themselves have no relation to the logic that is being examined by the brain. It
is, however, possible if those lower level processes take place in a context of brain
structure that has been adaptively shaped by our individual and collective experiences
in such a way as precisely to allow such logical processes to take place.

The Inconsistency. The claim that higher level processes do not exist in an autonomous
way, free from determination by lower level processes, is a self-defeating claim: if it were
true then making the claim has no meaning, because the mind would be unable to function
sensibly and produce it as a considered outcome—if the mind is based in the brain, as current
neuroscience assumes.

The Evidence. We can and do argue such issues philosophically and scientifically;
this book is an example. This is already abundant evidence that the major viewpoint
presented here has to be true. Certainly, the causal effectiveness of themind is limited
in a number of ways [54], but it is demonstrably real nonetheless. Philosophers and
scientists who claim otherwise forget the fundamental conditions that make the very
exercise of their own discipline possible.

http://dx.doi.org/10.1007/978-3-662-49809-5_8
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As we are indeed pursuing understanding through science and philosophy, we
must take it as a fundamental premise that higher level meaningful choice must be
possible. Any theory that denies this must be rejected as an inconsistent account of
the realitywe experience, and so as an inadequate basis onwhich to conduct scientific
or philosophical enquiry, for it undermines the basic necessities needed in order to
carry out such an enquiry.

Meta-Conclusion. If the argument presented in this book does not work, we’ll have
to find another one that does, otherwise wewill have shown that our very own process
of scientific and philosophical investigation is impossible.
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Chapter 2
Digital Computer Systems

This chapter considers issues of emergence and causation in the case of digital
computers, as a warm-up example before giving a general viewpoint on these topics
in the next chapter. It will be shown that top-down causation is central to their
functioning. It develops its themes as follows:

• Section2.1 discusses the computational basics underlying the functioningof digital
computers.

• Section2.2 discusses how modular hierarchical structures enable complex higher
level behaviour to emerge.

• Section2.3 sets out the implementation and logical hierarchical structures and
makes the case that software drives what happens.

• Section2.4 discusses how both bottom-up and top-down causation happen in these
hierarchies, distinguishing five types of top-down causation that have rather dif-
ferent dynamics.

• Section2.5 discusses the key feature of equivalence classes that underlies the
ontological nature of higher level causal elements. It characterizes in precisely
what way computer programs are abstract entities.

• Section2.6 considers the issue of clearingmemory and deleting records: a selection
process that leads to the irreversibility of computation. This relates to the fact that
infinities cannot occur in physical reality.

• Section2.7 looks at the nature of causation in the light of all the above, making the
case for causal effectiveness of non-physical entities in digital computer systems.

2.1 Computational Basics

Digital computers are the embodiment of algorithmic operation, and are nowadays
regarded as a fundamental model of causation. Many claim physics can be regarded
as a computational process, and indeed that the universe is a computer [44], com-
putational models are proposed for social life [49], and the computer is often used
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as a model for how the mind works (some say it is a computer, others regard that
as an analogy [59]). Accordingly, it is useful to consider how issues of emergence
and causation work out in this case, so it serves as a model for effects we may see
in other contexts, and in particular in the brain, as the computational metaphor does
indeed seem to capture some aspects of what is going on in the brain (even though
it is inadequate as a total explanation of the embodied mind).

Turing explains the basic idea as follows [64]:

The idea behind digital computers may be explained by saying that these machines are
intended to carry out any operations which could be done by a human computer. The human
computer is supposed to be following fixed rules; he has no authority to deviate from them in
any detail.Wemay suppose that these rules are supplied in a book, which is altered whenever
he is put on to a new job. He has also an unlimited supply of paper on which he does his
calculations. He may also do his multiplications and additions on a ‘desk machine’, but this
is not important.

This gives the essential operational idea of algorithmic operation of a computer, also
explained nicely by Hofstadter [34, pp. 33–41]. MacCormick states it thus [45, p. 3]:

An algorithm is a precise recipe that specifies the exact sequence of steps required to solve
a problem.

Turing explains how arbitrary computations can be realized if a digital computer can
be regarded as consisting of three parts [64]:

1. A Store of Information (Memory). This stores data that includes an instruction
table stating the rules to be obeyed by the computer (nowadays called a program).

2. An Executive Unit (CPU). This carries out the various individual operations
involved in a calculation.

3. Control (Operating System). This sees that the instructions are obeyed correctly
and in the right order.

The key feature leading to flexibility of use of the computer [21, p. 15] is the stored
program, a set of symbolically encoded instructions in the machine’s memory. By
altering the program (software), the same physical apparatus (hardware) can be used
to tackle many different kinds of problems. Turing demonstrated [64] that, by this
means, a single machine of fixed structure is able to carry out every computation
that can be carried out by any computer whatsoever. This is the special property of
digital computers, namely [64]:

They can mimic any discrete-state machine, [and this] is described by saying that they
are universal machines. The existence of machines with this property has the important
consequence that, considerations of speed apart, it is unnecessary to design various new
machines to do various computing processes. They can all be donewith one digital computer,
suitably programmed for each case. It will be seen that as a consequence of this all digital
computers are in a sense equivalent.

This characterizes the key property of programmable computers [14]:

Universal Logical Capability. The nature of the logical operations that digital computers
are able to carry out is not constrained by the specific physical implementation chosen; the
underlying physics enables the chosen logic rather than controlling it.
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But of course, as Turing himself showed, they are nevertheless limited in what they
can do [14, 21], and furthermore, these statements do not by themselves show how
to organize a computer to achieve complex behavior.

The first major question is how a combination of such simple operations can
enable arbitrary complexity of behavior to emerge. We shall see below that a core
requirement is:

Modular Hierarchical Structuring of Both Hardware and Software. This enables struc-
tured top-down causation in the hierarchy, in particular allowing software patterns to control
hardware. In this way, abstract entities have causal effects in the physical universe.

This is the first key to the emergence of true complexity, and is embodied in all
current digital computers in both implementation and logical hierarchies (Sect. 2.3).
In his textbook on computing, Robert Keller writes [39]:

An abstraction is an intellectual device to simplify by eliminating factors that are irrelevant
to the key idea […] The idea of levels of abstraction is central to managing complexity of
computer systems, both software and hardware. Such systems typically consist of thousands
to millions of very small components (words of memory, program statements, logic gates,
etc.). To design all components as a single monolith is virtually impossible intellectually.
Therefore, it is common instead to view a system as being comprised of a few interacting
components, each of which can be understood in terms of its components, and so forth, until
the most basic level is reached.

This is particularly clear in the class/object hierarchy of object oriented languages
[13].

But a further step is needed: how do we get a computer to carry out computations
that are not simply logical implications of what is in the initial data? This is a core
requirement on the road towards intelligence: how can we get them to learn? Turing
makes a very interesting observation in this regard [64]:

An interesting variant on the idea of a digital computer is a ‘digital computer with a ran-
dom element’. These have instructions involving the throwing of a die or some equivalent
electronic process; one such instruction might for instance be, ‘Throw the die and put the
resulting number into store 1000.’

While this breaks the system out of a rigidly determined cycle of deterministic
operations, by itself this won’t do the job of creating intelligent behaviour. But it
does open the way to programming computers to behave in an adaptive way. The
second key feature needed is:

Adaptive Selection. Procedures embodying adaptive selection in the manipulation of data
enable the building up of meaningful information from unstructured incoming data streams
or randomized internal variables. This is the basis of learning.

This is a kind of top-down causation that is crucial in enabling computers to carry out
processes equivalent to learning (Sect. 2.4.4), e.g., through artificial neural networks
[11] and genetic algorithms [23], and so allows local processes to flow against the
stream of decay embodied in the Second Law of Thermodynamics.
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Associated with this is a further crucial idea, omitted in Turing’s list of operations
above (because he assumed infinite memory was available):

4. Emptying Memory. Clearing out or overwriting short term and long term mem-
ory locations so that they can be used again.

For one thing, this enables the finite memory of the computer to act as an effectively
infinitememory store, thus taming the impracticalmemory requirements of an infinite
tape. For another, it crucially involves the element of selecting what will be kept and
what discarded. As just mentioned, such selection processes are the key to building
up meaningful information out of a jumble of incoming data: forgetting is the crucial
counterpart of remembering! It is also where irreversibility associated with entropy
production happens in computations [43].

2.2 Modular Hierarchical Structures

Digital computers involve two orthogonal but interacting hierarchies (Sect. 2.3). This
is not by chance. A major theme of this book is that, as pointed out by Simon [61]:

Genuine complexity can only emerge from networks of causation involving modular hierar-
chical structures.

Note that this principle applies to both physical and logical complex systems. Both
kinds occur in digital computers (see the next section).

Each word is important: the physical and logical hierarchies (Sect. 2.3) are struc-
tured by means of carefully configured physical and logical connections [47, 62],
and each involve interacting modules at many levels [30]. The system is composed
of inter-related subsystems that have in turn their own subsystems, and so on, until
some lowest level of component is reached where the basic work is done. This struc-
ture enables a build-up of genuine complexity if appropriately formed to fulfill some
higher level function: as in biology, structure follows function. Examples are sub-
routines, procedures, objects. Each has a name, which identifies the specific entity,
and a type, which identifies the class of entities it belongs to.

I consider in turn:

• Structures: Combination and abstraction (Sect. 2.2.1).
• Decomposition and modularity (Sect. 2.2.2).
• Encapsulation and information-hiding (Sect. 2.2.3).
• Naming, combination, and recursion (Sect. 2.2.4).
• Hierarchy: Class structure and object structure (Sect. 2.2.5).
• Evolution (Sect. 2.2.6).
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2.2.1 Structures: Combination and Abstraction

In digital computer languages, as explained by Abelson and Sussman [1, p. 4], struc-
tures are formed in the following way:

Every powerful language has three mechanisms for combining simple ideas to form more
complex ideas:

• Primitive Expressions. These represent the simplest entities the language is con-
cerned with.

• Means of Combination. These serve to build up compound elements from simpler
ones.

• Means of Abstraction. These serve to name compound elements and are manip-
ulated as units.

A key element here is naming compound entities, indexing them, and having rules
about how they can interact:

• Names. Any named entity is identified as a potentially causally effective agent,
whether it is physical or abstract. Indeed, any entity that is causally effective in a
programme has to be given a name so that it can be referred to (Sect. 2.2.4). The
name must have attributes identifying whether they refer to objects or processes
or something else.

• Indexes/Pointers. It then also has to have an index or pointer that shows where
the relevant records are stored in memory.

• Logical Rules. Abstract rules can then be applied to sets of named entities, these
rules embodying the logic of their interactions, and which processes can interact
with each object.

• Action Rules. Action rules can be signified by the named entity (e.g., print
text.pdf).

In the end these are the abstract technologies that enable computation to function.
They are causally effective because they result in the computer being able to operate.
The foundational key is the ability to give names to recognisable entities—generic
(hence necessarily abstract) and specific (whether physical or abstract).

Emergence. Such combinations of parts lead to the higher level functionality of
a complex logical system. The behaviour of the whole is greater than the sum of
its parts, and cannot even be described in terms of the language that applies to the
parts. This is the phenomenon of emergent order: the higher levels exhibit kinds of
behaviour that are more complex than those the lower level parts are capable of.

In the implementation hierarchy, much the same applies. Emergence of layers of
structure and behaviour, one upon the other, lead to hierarchical structuring and this
enables a build-up of higher level entities that can be characterised by abstract prop-
erties. Not only is the structure hierarchic, but the levels of this hierarchy represent
different levels of abstraction, each built upon the other, and each understandable by
itself (and each characterised by a different phenomenology).
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Phenomenology. All parts at the same level of abstraction interact in a well-defined
way, whence they have a causal reality at their own level, and each is represented
in a different language describing and characterising the causal patterns at work at
that level [62], which may entail their own logical hierarchies. The vocabulary to
describe each of the levels in each hierarchy is different at each level, because the
nature of the relevant entities at each level is quite different from that at the levels
above and below.

2.2.2 Decomposition and Modularity

A hierarchy represents a decomposition of the problem into constituent parts and
processes to handle those constituent parts, each requiring less data and processing,
and more restricted operations than the problem as a whole [12]. The success of hier-
archical structuring depends on (i) implementation of modules which handle these
lower-level processes, such as the CPU and memory circuits and interconnections
between them, (ii) integration of these modules into a higher-level structure, viz.,
the computer as a whole. The idea is to encapsulate functions in modular units with
information-hiding and abstraction, so that named entities can be regarded as func-
tional wholes whose internal functioning is hidden from the outside view. I closely
follow Booch’s excellent exposition of object-oriented analysis [12], together with
Beer’s exposition of the principles of decentralized control [7].

Modularity [12, pp. 12–13, 54–59]. The technique of mastering complexity in com-
puter systems and in life is to decompose the problem into smaller and smaller parts,
each of which we may then refine independently [12, p. 16]. The basic principle is

Divide and Conquer. Divide a complex overall task into many simpler subtasks, each
requiring lesser data and computational power than the whole; then integrate the results so
as to attain higher level cohesive behaviour, thus creating complex outcomes.

By organising the problem into smaller parts, we break the informational bottleneck
on the amount of information that has to be received, processed, and remembered at
each step; and this also allows specialisation of operation. This implies the creation
of a set of specialised modules to handle the smaller problems that together com-
prise the whole: in computer systems these will be subroutines, which Turing called
‘subsidiary tables’.

According to Abelson and Sussman, one breaks up a complex problem into sub-
problems, each accomplished by a separate procedure. The program used can be
viewed as a cluster of procedures that mirror the decomposition of the problem into
subproblems [1, p. 26]:

The importance of this decomposition strategy is not simply that one is dividing the program
into parts. After all, one could take any large program and divide it into parts—the first ten
lines, the next ten lines, and so on. Rather it is crucial that each procedure accomplishes an
identifiable task that can be used as a module in defining other procedures.
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They emphasize that when developing a program like this, we are not initially con-
cerned with how the procedure computes its result, only with the fact that it does
so. The details of how this is done can be held back until later on. Thus one actu-
ally deals with a procedural abstraction. At this level, any procedure that computes
the desired output will do. This is the principle of equivalence classes, showing that
top-down causation is taking place (see Sect. 2.5). Intra-component linkages are gen-
erally stronger than inter-component linkages. This fact has the effect of separating
the high frequency dynamics of the components, involving their internal structure,
from the low-frequency dynamics, involving interactions amongst components [61]
(and it is for this reason that we can sensibly identify the components).

A further basic principle is that this allows one to:

Adapt and Re-Use [61]. In building complex systems from simple ones, or improving an
already complex system, one can re-use the samemodular components in new combinations,
or substitute new, more efficient components, with the same functionality, for old ones.

Thus we can benefit from a library of tried and trusted components. Complex struc-
tures are made of modular units with abstraction, encapsulation, and inheritance, and
this enables the modification of modules and re-use for other purposes (Sect. 2.2.6).

2.2.3 Encapsulation and Information-Hiding

Named objects carry with them expectations of behaviour that identify abstrac-
tions: specific essential characteristics of the object (ignoring other properties as
inessential).

Abstraction and Labeling [12, pp. 20, 41–48]. Unable to master the entirety of a
complex object, we choose to ignore its inessential details, dealing instead with
a generalised idealised model of the object. An abstraction denotes the essential
characteristics of an object that distinguishes it from all other kinds of objects. An
abstraction focuses on the outside view of the object, and so serves to separate
its essential behaviour from its implementation. It emphasises some of the system’s
details or properties,while suppressing others.Akey feature is that compound objects
can be named and treated as units (Sect. 2.2.4). This leads to the power of abstract
symbolism and symbolic computation.

Encapsulation and Information-Hiding [12, pp. 49–54]and [57, pp. 233–234,476–
483]. In a hierarchy, through encapsulation, objects at one level of abstraction are
shielded from implementation details of lower levels of abstraction. Consumers of
services only specify what is to be done, leaving it to the object to decide how to
do it: “No part of any complex system should depend on the internal details of any
other part.” Encapsulation occurs when the internal workings are hidden from the
outside, so its procedures can be treated as black-box abstractions. To embody this,
each class of object must have two parts: an interface (its outside view, encompass-
ing an abstraction of the common behaviour of all instances of the class of objects)



42 2 Digital Computer Systems

and an implementation (the internal representations and mechanisms that achieve the
desired behaviour). This is formalised in declarations of public and private variables.
Efficiency and usability introduce the aim of reducing the number of variables and
names that are visible at the interface. This involves information-hiding, correspond-
ing to coarse-graining in physics. The accompanying loss of detailed information is
the essential source of entropy in the case of physics.

2.2.4 Naming, Combination, and Recursion

When names can be allocated to collections of names, this allows recursion, which
is how real complexity gets built up (languages explicitly allow it). Indeed this is the
power of symbolic representation: the name is a symbol for the thing it represents;
and one can give names to patterns of names.

Naming. The key feature in setting up modules is first to identify them as entities by
naming them: both classes, with generic features, and particular objects, with specific
features, and then to refer to them by that name (an identifier) [57, pp. 45–46,78–80].
Associated with the name is a set of attributes that characterise the object:

• A state embodied in internal variables of specific types (the arguments).
• A set of characteristic behaviours that characterise how it can interact with other
objects (the methods). These are the law-like rules of behaviour that outline the
nature of the object and create ordered outcomes.

• An indexed storage location, allowing programs to access this information (involv-
ing pointers).

The names are referenced in an index, enabling one to locate the physical location
of the items referenced by the name, and pointers enable storage in non-contiguous
memory locations. Each segment of a stored item must have a clear start address and
end address, as well as links to any further parts of the same stored item or memory.
So objects have a state, behaviour, and identity [12, pp. 81–97].

Typing and Links. Each object has a type, that is, a precise characterisation of its
structural or behavioural properties shared by a collection of entities [12, pp. 65–72].
This includes the scope of its name, i.e., whether it has global validity, or is only valid
in some local context. Its possible interactions with other objects are characterised
by links between objects [12, pp. 98–102]. Object diagrams show the existence of
objects and their relationships in the logical design of a system [12, pp. 208–219].

Coding and Information. From a functional viewpoint, one is involved in coding a
message from a sender to a receiver. Use of a code involves two pattern recognition
mechanisms: one for translating an incoming message into the code, followed by
some kind of transformation of the coded message, and then one further pattern
recognition system for decoding the output message into a usable form that will
have the desired effect. From the viewpoint of the information involved, typing also
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includes the rules an object has to obey, that is, the syntax of its allowed usage. The
further aspects of a symbolic system are semantics (the meaning they embody) and
pragmatics (the effect they have within the context of their usage). These aspects
relate to the logical and physical effects of symbolic usage.

Collective Names. One can give a name to any pattern of symbols, including a
collection of names. This is what enables one to create classification hierarchies and
complex sentence structures, because one can refer to complex entities through a
single name. This is also a way of reducing complexity: one does not have to deal
with the details, but just with aggregate behaviour. The minimal program to solve
some problem is reduced from thousands of lines of code to ‘run prog.exe’. The
algorithmic complexity is thereby dramatically reduced.

Combination. Given names, they can be combined in grammatical structures indi-
cating relationships between named entities via named operations. Collections of
names can be treated as single entities (phrases function as effective words). This is
the key property that enables construction of hierarchical structures, i.e., structures
made up of parts that are themselves made up of parts, and so on. This is a core
feature of natural language [63].

Recursion. This kind of structure enables one to repeatedly call up the same named
entity, nesting structures inside each other. In functional terms, the essential require-
ment is an operation for combining data objects such that the results of the operation
can themselves be combined using the same operation. This closure property, for
example, underlies the importance of the list structure as a representational tool in
LISP [1, p. 98]. When the data object is itself an operation, this enables recursion,
that is, an operation or evaluative rule that includes as one of its steps the need to
invoke the rule itself [1, pp. 9, 31–42].

2.2.5 Hierarchy: Class Structure and Object Structure

The power of a class hierarchy comes from the fact that it shows the relationships
between similar kinds of objects, i.e., which are generalizations of others, and which
are specializations. It allows one to relate them by inheritance, a feature which often
characterises the nature of the hierarchical structure (see [12, pp. 59–65] and [57,
pp. 453–476,484–494]). Thuswedon’t have tomemorize separately all the properties
of each kind of object or action:we can relate them to similar kinds of objects, remem-
bering the class structure as a whole, and then the similarities and differences of spe-
cific members of the class (animal, mammal, dog, Dachshund, Fred). One then uses
this to relate the properties of specific instances to the generic properties of a class.

To accommodate this in an object-oriented approach, objects occur in hierarchical
functional classes, with inheritance of properties modified by specialization and
variation. This class structure is related to the object structure because each object
in the object structure is a specific instance of some class [12, pp. 14–15]. Together
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these form the logical model. In a list-based language, one has a hierarchy of types
[1, pp. 197–199]. In both cases, crosslinks may be allowed (reflecting the fact that
various hierarchies are in operation, as emphasized above).

A class is a set of objects that share a common structure and a common behaviour
[12, pp. 103–106]. The structures chosen to define a class depend on the classification
scheme used: they embody a view of the world [12, pp. 145–168]. A single object is
an instance of a class. Classes are objects that can themselves be manipulated as an
entity. A metaclass is a class whose instances are themselves classes [12, pp. 133–
134], so we can have a hierarchy of classes, and class families [12, pp. 337–340].
Class diagrams show the existence of classes and their relationships in a logical
view of a system [12, pp. 176–196], and these relationships are formalised in class
specifications [12, pp. 196–199], stating their name, responsibilities, attributes, oper-
ations, and constraints. State transition diagrams show the state space of a class, the
events that cause a state change, and the actions that result from such a change [12,
pp. 199–208].Module diagrams show the allocations of classes and objects to mod-
ules in the physical design of the system [12, pp. 219–223]. Process diagrams show
the allocation of processes to processors in the physical design of the system [12,
pp. 223–226].

The dual hierarchical relations are aggregation, denoting which whole is made
of which parts [12, pp. 128–130], and membership, denoting which parts belong to
which whole. Aggregation may or may not imply physical containment: it may just
imply a conceptual whole/part relationship [12, pp. 102–103].

Inheritance [12, pp. 59–62,107–128] and [57, pp. 453–476]. This is themost impor-
tant feature of a classification hierarchy. It allows an object class, such as a set of
modules, to inherit all the properties of its superclass, and to add further properties to
them (it is a ‘is a’ hierarchy). This allows similarities to be described in one central
place and then applied to all the objects in the class and in subclasses. Itmakes explicit
the nature of the hierarchy of objects and classes in a system, and implements gen-
eralisation/specialisation of features (the superclass represents generalised abstrac-
tions, and subclasses represent specializations in which variables and behaviours are
added, modified, or even hidden). Inheritance with exceptions enables us to under-
stand something as a modification of something already familiar, saves unnecessary
repetition of descriptions or properties, and allows nonmonotonic reasoning [48].

Patterns. Particular types of structural patterns recur and are worth identifying
and codifying in structural classes. They include lists [68, pp. 56–75], stacks [68,
pp. 75–88], queues [68, pp. 88–98] and priority queues (heaps) [68, pp. 183–224],
trees [68, pp. 99–153], graphs [68, pp. 291–352], and relational databases. Similarly,
particular kinds of operations often occur and are worth identifying and naming.
These include date/time operations and filters, i.e., input, process, and output trans-
formations [12, pp. 331–332], pattern matching, i.e., operations for searching for
structured sequences within sequences [12, pp. 370–372], searching, i.e., opera-
tions for searching for items within structures, sorting, i.e., operations for ordering
structures, utilities, i.e., common composite operations building on more primitive
operations, e.g., iteration [12, pp. 355–360] and statistical analysis.
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The point here is that each of these structures and operations are metaclasses
that can be identified and given their own name. They then exist, in virtue of this
recognition, as entities in their own right that can from now on be accorded an
ontological status as effective entities. They are abstract patterns that are causally
effective. They are multiply realisable at a detailed level, and hence show some form
of top-down causation or influence.

At a higher level, structural patterns that often occur inmodular hierarchical struc-
tures can be encoded in design patterns that name, explain, and evaluate important
recurring designs in object-oriented systems [31, pp. 2–3]. They are:

• Creational Patterns. Abstract Factory, Builder, Factory Method, Prototype, and
Singleton.

• Structural Patterns. Adapter, Bridge, Composite, Decorator, Facade, Flyweight,
and Proxy.

• Behavioural Patterns. Chain of Responsibility, Command, Interpreter, Iterator,
Mediator, Memento, Observer, State, Strategy, Template Method, and Visitor.

These are discussed in depth in [31]. They are based on foundation classes List,
Iterator, ListIterator, Point, and Rectangle, with operations for construction, destruc-
tion, initialisation, and assignment of lists, and for accessing, adding, and removing
elements of a list.

2.2.6 Evolution

Modularity underlies the possibility of successful development of truly complex
systems [61]. One can adapt working modules for different purposes, without hav-
ing to start from scratch. Selection of the most successful small variations of such
classes enables incremental increase of complexity without the whole system crash-
ing. Booch quotes Gall as follows [12, p. 13]:

A complex system that works is inevitably found to have evolved from a simple system that
worked […] A complex system designed from scratch never works, and cannot be patched
up to make it work. You have to start over, beginning with a simple system.

This is an example of adaptive selection, a crucial form of top-down causation, which
is the topic of the next section.

2.3 Orthogonal Modular Hierarchical Structures

Digital computers are hierarchically structuredmodular systemsonboth the hardware
and software sides. Actually, there are two orthogonal kinds of hierarchies. I discuss:

• The two kinds of hierarchies (Sect. 2.3.1).
• The implementation (vertical) hierarchies (Sect. 2.3.2).
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• The logical (horizontal) hierarchies (Sect. 2.3.3).
• The relation between the two hierarchies (Sect. 2.3.4).
• Causality in the hierarchies (Sect. 2.3.5).

2.3.1 The Two Kinds of Hierarchies

Firstly there are implementation hierarchies [62], which one might call vertical hier-
archies, whereby the logical operations of the computer are implemented. For exam-
ple, digital computers are constructed of integrated circuits containing a Central
Processing Unit (CPU)which in turn contains an Arithmetic Logic Unit (ALU)made
of many interconnected transistors, diodes, resistors, and capacitors, each comprised
of an atomic lattice infused with electrons. The higher level physical structures are
emergent entities, made up of the interconnected lower level components, but each
describable and functioning effectively at its own emergent level. Related to these
physical components is a software hierarchy: a tower of virtual machines that imple-
ment higher level programming languages at each virtual machine level, on the basis
of the underlying machine code. An example is the Java Virtual Machine (JVM).
Each of these virtual machines is emergent from the one on the next lower level.

Then there are the logical hierarchies [12], which one might call horizontal hier-
archies, and which exist at each higher level of the virtual machine hierarchy. High
level programs contain subroutines comprised of procedures set out in program lines
which relate the relevant individual operations and variables. They thus represent a
hierarchical structure of operations. These programs thereby also implement hierar-
chical data structures, e.g., a word-processer may edit a book consisting of chapters,
paragraphs, sentences, phrases, words, and letters represented as such in a word-
processing program. Both the logical and the data structures cascade down the imple-
mentation hierarchy through interpreters and compilers, which translate them into
combinations of lower level operations and data elements [3, 6].

At the lowest abstract implementation level, both the data and programs will
be represented as strings of 0 s and 1s, realised as structured electronic states in
the underlying physical level. A key feature is that many different implementation
hierarchies can be used to realise the same logical hierarchy. The computational
process itself is indifferent as to how it is realised at the physical level. This is a core
aspect of top-down causation (Sect. 2.5).

2.3.2 The Implementation (Vertical) Hierarchies

As regards the implementation hierarchy [62], it has hardware and software aspects.
First there is the hardware hierarchy shown in Table2.1. It is modular because a
network of many similar identifiable lower level elements such as logic circuits and
transistors underlies each of the higher level structures.
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Table 2.1 The hardware
hierarchy for digital
computers. The computer
scientist takes level 1 as the
base level. However, it is
based on the underlying
physics hierarchy, which
enables its functioning.
Layers below level 0 can be
taken for granted by a
computer engineer: it is the
base level he needs to
consider

Level 7 Global network

Level 6 Local network

Level 5 Computer

Level 4 Motherboard, memory banks

Level 3 CPU, memory circuits

Level 2 ALU, primary memory, bus

Level 1 Logic circuits, registers

Level 0 Transistors, resistors, capacitors

Level −1 Atomic physics

Level −2 Nuclear physics

Level −3 Particle physics

Level −4 Fundamental theory

The lowest level, i.e., the level where the real physical work is done, is the physical
base level (level −4), which is some form of fundamental physics, possibly related
to quantum gravity. But we do not know what the relevant physics is, so we cannot
reduce the higher level actions to lowest level actions inter alia, because the lowest
level is unknown. Of necessity, for practical purposes, we have to take one of the
emergent effective levels of physical operation as the base level, assuming it to exist
and be real [25]. For computer scientists, this is level 1 (the gate level); for computer
engineers, it is level 0 (the transistor and solid-state physics level) which can be
regarded as the level where the physical work is done (see Sect. 2.7.6).1

However, hardware by itself will do nothing: it needs software in order to run. The
software hierarchy is shown in Table2.2. There is a tight logical structure at each
level, governed by a set of syntactic rules for the language used at that level, and
with an associated set of variables defined for that language, with typing and scoping
rules. Each higher level language is emergent from the next lower level language
through the way the higher level variables and operations are defined in terms of the
lower level variables and operations. The magic that makes this happen is compilers
and interpreters [3, 6], the foundation of truly complex functioning in computers.

The relation between level 0 and level 1 is where an appropriate physical repre-
sentation of variables (in digital computers, electronic states) gives rise to a set of
simple logical operations on those variables [47].

1For a hardcore reductionist, it is illegitimate to regard these levels as real: they are epiphenom-
ena arising from the underlying physics. This viewpoint provides no useful understanding of the
causation in action.
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Table 2.2 The software
hierarchy for digital
computers, based on the
physics of the transistors at
the device level. From
Tanenbaum [62]

Level 7 Applications
programs

Data and operations

Level 6 Problem-oriented
language level

Classes, objects

Level 5 Assembly language
level

Symbolic names

Level 4 Operating system
machine level

Virtual memory,
paging

Level 3 Instruction set
architecture level

Machine language

Level 2 Microarchitecture
level

Microprograms

Level 1 Digital logic level Gates, registers

Level 0 Device level Transistors,
connectors

Principle C1. Information is not causally effective unless it has a physical representation,
and some handles whereby this representation can (i) be inserted, altered, or deleted, and (ii)
be read. The relation between levels 0 and 1 is where this happens.

Virtual Machines. A key point then is that Table2.2 represents virtual machines
at every level, except the lowest (level 0). Each of them runs on top of the next
lower level virtual machine [62] (see Table2.3). The lowest level is shown as level
0, which is of a completely different character to the others: it is physically based.
The relation between level 0 and level 1 is where the transition between physical
and abstract causation takes place: virtual machines (level 1 up) are based on real
physical entities at the bottom (level 0).

Principle C2. All the higher levels in the software hierarchy are virtual machines. They are
not physical systems.

Table 2.3 A multilevel
machine. From Tanenbaum
[62, p. 4]

Level n Virtual machine Machine language

Mn Ln
.
.
.

.

.

.

Level 3 Virtual machine Machine language

M3 L3

Level 2 Virtual machine Machine language

M2 L2

Level 1 Virtual machine Machine language

M1 L1

Level 0 Actual computer Machine language

M0 L0
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Table 2.4 The logical hierarchy that determines which operations happen when

Level 7 Design patterns Data structures Methods of argumentation

Level 6 Programs Classes, methods Overall purpose

Level 5 Subroutines Objects Steps to overall purpose

Level 4 Algorithms Data records Implementation methods

Level 3 Program lines Data items Implementation units

Level 2 Operations Variables Entities interacting

Level 1 Representation atoms Entity components Logical base level

2.3.3 The Logical (Horizontal) Hierarchies

The logic hierarchy (Table2.4) structures what happens at each level of the software
hierarchy, in any specific class of applications [12]. Associated with it is a data
hierarchy as shown here, which gives the specific data related to a specific class of
applications.

The key thing here is the algorithms that act on the data, specifying precisely what
operation is to be performed. As explained by Turing (see the quotes in Sect. 2.1),
it is these algorithms that shape the computation. What also matters then is the
order in which they are implemented, and on what specific data, something which is
determined by the operational context of the program as a whole, which implements
the computational logic used to tackle the problem of interest.

This generic logical structure enables the logic of any specific application
domain to be represented by specific variables and associated operations. Thus one
might be engaged in word-processing, numerical calculations, digital image manip-
ulation, digital sound operations, computer-aided design, and so on. A specific high
level language will enable modeling of each such domain, representing the hierarchi-
cal relations of its specific structure and appropriate operations on them. For example,
in the case of word-processing, one might have the data structure in Table2.5.

The word-processor program enables insertion, edition, deletion, copying, and
pasting at any level of the data hierarchy, thus enabling manipulation of the parts
(words), their components (letters), and their integration into higher order entities

Table 2.5 The hierarchical
structure of specific
applications

Book Specific purpose

Chapters Major themes

Paragraphs Subthemes

Sentences Logical units

Phrases Logical subunits

Words Representational variables

Phonemes Variable components

Letters Logical atoms

Binary code Digital representation
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such as paragraphs and chapters. It also allows detailed formatting of the resulting
text. Because of the power of language, this will enable representation of anything
humans can think about, and the associated logic of that domain (science, art, phi-
losophy, whatever).

Application Domain Logic. Word processors, music programs, image manipula-
tion programs and so on handle general classes of data in an appropriate way: all
that is required is data entry, storage, recall, editing, and deletion, with appropriate
application programs and hardware to output the result. But there are many applica-
tion domains with their own specific logic: mathematics, engineering, environmental
issues, ecological modelling, computer-aided design, statistical data analysis, and so
on. Examples chosen at random can be found in [15, 55].

These are logical hierarchies which apply generically to a class of applications.
Finally, there is the systems hierarchy (Table2.6) showing how these hierarchies
relate to each other whenever an application program is utilised in a specific oper-
ational context. This is where systems analysis [9, 12] comes in: structuring the
hardware, programmes, and data to suitably model some specific real world problem
that needs to be solved. Design patterns [31] characterize the high level possibility
structures. Thus the program structures and data model the logic of many application
areas. A key issue is where these multifold logical structures come from. I consider
this in Sect. 2.7.5.

2.3.4 The Relation Between the Two Hierarchies

How do the implementation and logical hierarchies relate to each other? When we
load and then run a high level program, these input operations take place at the
uppermost level of the implementation hierarchy (Table2.2), representing the prob-
lem logic at that level. Compilers or interpreters [3, 6, 67] then cause all the lower
implementation levels to spring into action in accord with the logic and data that
has been loaded at the top level. When this occurs, the same hierarchical logical
structure is represented at each of the levels of the implementation hierarchy, written
in a different language at each level, using quite different kinds of commands and
data representation. The operating system orchestrates the way this happens [60].

Table 2.6 The systems
hierarchy: the flow of
causation when tackling a
specific problem. It is driven
by the nature of the user’s
problem, which gets
translated into a computer
application analysing specific
data according to the internal
logic of the problem

User level Specific purpose Goal

Logical level Problem structure ⇓
Programme level Particular programmes ⇓
Data level Specific data ⇓
Physics level Hardware Electrons
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Thus the logical hierarchy of Table2.4, as related to the specific problem at hand,
recurs at each of the implementation levels of Table2.2 in different forms. At the
lower levels they are based on a set of simple logical operations, and it is very difficult
to see the higher level logic which is shaping what is happening. For example:

• A word processor has high-level commands for insert, delete, copy, paste, italic,
bold, change font, and so on. These are the user interface commands.

• An underlying Java Virtual Machine has instructions for the following groups of
tasks: load and store, arithmetic, type conversion, object creation and manipula-
tion, operand stack management (push/pop), control transfer (branching), method
invocation and return, throwing exceptions, and monitor-based concurrency. The
word-processing requirements are implemented in terms of these operations.

• These are implemented in the assembly language by commands such asMOVAL,
61h [Load AL with 97 decimal (61 hex)].

• These are implemented at the machine code level by commands such as 000000
00001 00010 00110 00000 100000 [add the contents of registers 1 and 2 and place
the result in register 6].

When the machine code is run, it implements the commands at the binary level, and
that induces more complex higher level commands at each higher level, thus causing
the desired emergent behaviour. Why does it happen that the desired behaviour
emerges? Because the system has been set up to ensure that this will be so!

Each higher level behaviour emerges from the lower level ones. But what ulti-
mately determines what happens? The higher levels drive the lower levels. First,
compilers or interpreters [3, 6] translate the higher level languages to the lower
level languages. Then the lower levels implement the compiled program in a purely
mechanistic bottom-up way and the desired higher level behaviour emerges from
the combination of lower level operations. But those lower level states would not be
there if they had not previously been determined top-down by the process of compil-
ing a set of algorithms written in a higher level programming language. Their logic
determines what happens.

Principle C3. The software drives the hardware. What specific physical interactions take
place at the hardware level is controlled by specific data entered, in accord with the logic of
the relevant algorithms.

It is this logical structure that is the key causal element in the sense of determining
what happens next at each instant. Physical interactions in the computer are con-
trolled by the logic of the algorithms. For example one might have an accounting
system, in which case the logic of accounting systems determines what happens, or
one might be modeling a chemical engineering system, in which case the logic of
chemical interactions drives the system. At the lower levels, the logic of operations
such as copying, deleting, and sorting determines what happens. Algorithms such as
Quicksort replace physics equations as the driving logic.

The specific physical realisation is what enables this to work, but a different
realisation could have been used. The essential nature of the program driving the
computer is the equivalence class of all such functionally equivalent realisations (see
Sect. 2.5).



52 2 Digital Computer Systems

2.3.5 Causality in the Hierarchies

Software determines what specific currents flow where and when in the hardware
circuits, implementing the specific abstract logic that applies to the issue at hand.
This logic is coded in a hierarchical fashion through the program and its subroutines
or procedures, which embody its modular structure (Sect. 2.2).

The underlying abstract high level logic, for example, that of data compression
or numerical analysis or pattern recognition, shapes the algorithms used. This deter-
mines what happens at the lower levels. This is clearly top-down causation from
the higher to the lower levels. It will be explored further in Sect. 2.4. The specific
outcome depends on the data supplied, which has to be hierarchically structured as
required by the applications software.

Software S is not a physical thing, neither is data. They are realised, or instantiated,
as energetic states in computer memory. The essence of software does not reside in
their physical nature: it is the patterns of states, instantiated by electrons being in
particular places at a particular time, that matters. These are not the same as those
electrons themselves (just as a story is not the same as the paper on which it is
written). Given the set of connections in the CPU, the pattern of electrons represents
the logical structure of the program.

Programs and data together determine what specific electrical operations take
place in the transistors and other physical components (level 0) in the chosen hard-
ware, which is the context within which the software is causally effective. Thus the
conclusion is:

Causal Effectiveness of Non-Physical Entities. In digital computers, non-physical entities
control the behaviour of physical systems.

This will be explored further in Sects. 2.5 and 2.7.

2.4 Bottom-Up and Top-Down Causation

True complexity emerges through the interplay of bottom-up and top-down effects
in the hierarchies of structure and causation [26, 27].

Bottom-Up Action. A fundamental feature of the structural hierarchy in the physical
world is bottom-up action: what happens at each higher level is based on causal
functioning at the level below, so what happens at the highest level is based on
what happens at the bottommost level. This is the profound basis for reductionist
world views. The successive levels of order entail chemistry being based on physics,
material science on both physics and chemistry, geology on material science, and so
on. In the case of computers, such bottom-up action is the basis of the emergence
of high level languages and applications from the underlying physical and logical
components. However, this only takes place once the scene has been set by processes
that design the structure and so channel the lower level interactions.



2.4 Bottom-Up and Top-Down Causation 53

Top-Down Action. The feature complementary to bottom-up action is top-down
action. This occurs when the higher levels of the hierarchy direct what happens at the
lower levels in a coordinated way [28]. For example, pressing a computer key leads
to numerous electrons systematically flowing in specific gates and so illuminating
specific photodiodes in a screen.

Generically, specifying the upper state (for example, by pressing a computer
key) results in some lower level state that realises this higher level state, and then
consequent lower level dynamics ensues to produce a new lower level state in a way
that depends on the boundary conditions and structure of the system. The lower level
action would be different if the higher level state were different. It is both convenient
and causally illuminating to call this top-down action, and to represent it explicitly
as an aspect of physical causation. This emphasizes how the lower level changes are
constrained and guided by structures that are only meaningful in terms of a higher
level description.

There are five different types of top-down causation (TD1–TD5) in the logical
hierarchies, with differing characteristics. The following subsections consider them
in turn. I look successively at:

• The combination of bottom-up and top-down action (Sect. 2.4.1).
• TD1: Deterministic top-down processes (Sect. 2.4.2).
• TD2: Non-adaptive feedback control systems (Sect. 2.4.3).
• TD3: Adaptive selection (Sect. 2.4.4).
• TD4: Feedback control with adaptive goals (Sect. 2.4.5).
• TD5: Adaptive selection of adaptive goals (Sect. 2.4.6).
• Goals and learning in relation to these kinds of causation (Sect. 2.4.7).

2.4.1 The Combination of Bottom-Up and Top-Down Action

In the implementation hierarchy, algorithmic processes in the bottom layers enable
what happens, through suitably structured electronic interactions at the machine
level combining to create the emergent stack of virtual machines (Table2.3). But
top-down control determines what happens according to the logic of the high level
programs that happen to be running (music programs, imagemanipulation, numerical
analysis, pattern recognition, or whatever). The mechanisms enabling this to happen
are compilers and interpreters, as explained inSect. 2.3.4: they transfer the application
logic down from the higher to the lower implementation levels, which are all virtual
machines except for the bottommost level (Table2.2). At that level, this logic is
represented as patterns of electronic excitations.

This combination of bottom-up and top-down actions enables complex higher
level behaviour to emerge from simpler lower level processes, which are orchestrated
from above by entering suitable data at the keyboard. That action directly alters
specific memory registers, which either contain data for the program, or instructions
as to what should happen next, as in Turing’s description (see Sect. 2.1). Which it is
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Table 2.7 The hierarchy in
data communications

Level 7 Application Message, HTTP/ SMTP /FTP

Level 6 Presentation Data compression/encryption

Level 5 Session Data delimitation, synchronisation

Level 4 Transport Segments, TCP

Level 3 Network Datagrams, IP

Level 2 Link Frames, Ethernet/WiFi/PPP

Level 1 Physical Individual bits, protocols

Table 2.8 Bottom-up and
top-down action in the
hierarchy of data
communications

Source Destination

Level 7 Application ⇒ ⇒ ⇒ ⇒ ⇒ Application

Level 6 ⇓ Presentation ⇑ Presentation

Level 5 ⇓ Session ⇑ Session

Level 4 ⇓ Transport ⇑ Transport

Level 3 ⇓ Network Routers ⇑ Network

Level 2 ⇓ Link Link layer switch ⇑ Link

Level 1 Physical ⇒ ⇒ ⇒ Cable/wireless ⇒ Physical

depends on the context of the physical system and the pattern of excitations in all
the other gates that embodies the system logic.

Emergence of Same-Level Action. The emergence of same-level action through
this combination of bottom-up and top-down effects is particularly clear in the case
of computer networking [40]. The internet protocol stack/OSI model is shown in
Table2.7 (levels 5 and 6 are in the OSI model). Sending a message from the source
to the receiver, the process is top-down at the source: the message gets sent down
from level 7 to level 1, the representation being transformed on the way down from
alphabetic at level 7 to binary at level 1, and also split into packets with headers and
tailers. It is sent in this form to the receiver.

A reverse bottom-up process takes place at the destination: the binary digital level
1 form gets transformed to a properly formatted output form at level 7. Encapsulation
takes place: extra information is added at each level on the way down, and stripped
on the way up [40]. Thus the result (Table2.8) is effective same-level action: the
message sent by the source is received in the same form at the destination. This is
a good model of how same-level action emerges in general from a combination of
top-down and bottom-up action.

2.4.2 TD1: Deterministic Top-Down Processes

In deterministic processes in a computer, the outcome is uniquely determined by
initial and structural conditions. Datamust be chosen to respect the logical conditions
specifying legal data and item length limits, but it can vary arbitrarily within those
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Table 2.9 The basic features
of deterministic causation in a
digital computer. Given the
context (structural conditions
and data constraints), the
initial data leads to a unique
final state if the calculation
halts

Context Date typing Structural conditions

Constraints ⇓ ⇓
Data Initial data Computation

Closed system ⇓ ⇓
Outcome Final state (deterministic)

constraints. In fact, it varies between different runs, but is fixed for each run, and it
cannot change once the run has started. That is why the dynamics is deterministic:
the outcome is fixed by the input, with no uncertainty, providing the calculation halts.
This is top-down causation, because the outcome depends on the context: alternative
higher level states (structuring or input data) lead to different outcomes (Table2.9).

Such computations simulate many different aspects of reality, e.g., predictions of
stock control in a shop or factory, nucleosynthesis in stars, aircraft paths, weather pat-
terns, future activity in the stock exchange. Initial data plus the algorithm determines
the outcome at each time step ti+1 = ti + �t : for a system of variables y j (t),

y j (ti+1) = f j
(
y1(ti ), . . . , yN (ti ),�t

)
, (2.1)

there is no uncertainty in the model. But there are rounding errors affecting the
outcome if it involves continuous variables, depending on the size of the step �t .
The stability of the outcome depends on whether the system modelled is stable or
chaotic: attractors stabilize outcomes, strange attractors destabilize. In simulating
real world systems such as stock in a shop, an aircraft in flight, or the weather, one
can make the model more accurate by updating the data on an ongoing basis. Then
the outcome is no longer a unique outcome of the initial data. This is the route to
feedback control (TD2), discussed below (Table2.10).

Random Initial Data. An interesting twist is to add in a random number generator
to vary initial data. One uses a random seed to initialize the generator. This is a new
number, unrelated to the problem domain, e.g., the time of the start of the program,
or data from the weather or the atmosphere. It is chosen separately for each run and
is then fixed for that run. This enables Monte Carlo simulations by choosing a whole
series of runs where the seed is varied randomly but the rest of the data is fixed.

This can simulate a set of objects with varying unknown properties. Each run is
deterministic, but the overall run is not. However, it shows statistical trends, which
are then themselves deterministic at a higher level. These are emergent properties of

Table 2.10 Randomness and
determinacy in statistical
investigation

Statistical description Statistical laws Deterministic

⇑ Coarse grain ⇑
Ensemble Many cases Random

⇑ Repeat with variation ⇑
Individual case Dynamics Deterministic



56 2 Digital Computer Systems

an ensemble of individual lower level systems. But in the bigger scheme of things,
this is still deterministic: the random number generator is not random if we take into
account causal processes in the environment that determine the seed.

Indeterministic Processes. There is, however, the possibility of introducing genuine
randomness into algorithmic computational systems. Here one uses quantum uncer-
tainty to generate the seed: detection of radiation resulting from radioactive decay
of atoms is used to generate a random number.2 Then it is truly random: there is no
cause for its value, provided that standard quantum theory is correct (see Sect. 6.1).
The specific result of each run is not predictable from the initial data, although it
must lie in the possibility space set by the algorithms. Thus it is algorithmic, but not
deterministic: it is not mechanistic in the classical sense.

2.4.3 TD2: Non-adaptive Feedback Control Systems

By contrast, goals are the essence of feedback control systems. Non-adaptive control
systems compare the actual present state of the system with a desired goal and feed
information back to a controller to correct the system state (see Table2.11). This is the
essence of cybernetics: feedback control corrects any error in the system state (i.e.,
any deviation from the desired goal) by observation and measurement, continually
using new data to keep it on track.

In contrast to the case just discussed (TD1), the initial data is irrelevant here. It is
the full set of goals gn that determine the outcome, through the differences �yn(ti )
between the goals and the actual values. Instead of (2.1), we have

y j (ti+1) = f j
(
�y1(ti ), . . . , �yN (ti ),�t

)
, �yn(ti ) := yn(ti ) − gn . (2.2)

Examples are thermostats, an elevator taking one to the desired floor in a building,
speed controllers in engines, fully automated electric trains, and so on. In many engi-
neering applications, there will be computer control systems that will implement this
logic of deciding what to do next on the basis of the current system state, embodied
at the microscale in WHILE and IF THEN loops [14, p. 29].

Table 2.11 The basic
features of a feedback control
system. The goals lead to a
specific final state via
feedback of an error signal to
an actuator. The initial state
of the system is irrelevant to
its final outcome, provided
the system parameters are not
exceeded

Controller ⇐ Correction signal

Noise ⇒ Action ⇓ Feedback ⇑
State ⇔ Comparator ⇔ Goal

2The Hotbits random number generator uses this technique: see http://www.fourmilab.ch/hotbits/.

http://dx.doi.org/10.1007/978-3-662-49809-5_6
http://www.fourmilab.ch/hotbits/
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In advanced systems (automatic pilots, control systems in chemical plants), the
controller will act not on the basis of the present physical state of the system but on
the basis of predicted future states as determined by the latest updates of the current
system state. It is this continual updating of predictive data that gives the process its
power. This is also the core principle of numerous homeostatic control systems in
physiology and cell biology. This is top-down causation because the goal determines
the outcome, and hence is at a causally higher level than the system controlled. It is an
emergent property of the system, enabling sophisticated behaviour. But this process
cannot innovate: the outcome is predictable from the outset, as it is determined by the
explicit or implicit goals of the system. Like predictive algorithmic processes, non-
adaptive feedback control systems cannot learn. That requires adaptive selection.3

2.4.4 TD3: Adaptive Selection

The basic feature of adaptive selection [36] is that a process of variation generates
an ensemble of states, from which a best outcome is selected according to some
selection criterion (see Table2.12).4

The reason this is classed as a form of top-down action is that the nature of the
higher level environment is crucial to using selection criteria. The outcome would
be different if either the environment or the criteria were different. Its great power
in evolutionary biology is due to the continued repetition of the adaptation process,
with the best variant being passed on from one generation to the next by a hereditary
mechanism. But that repetition is not essential to the basic process.

The basic dynamics is first a randomisation process, and then a selection process

y j (ti+1) = � j
(
y1(ti ), . . . , yN (ti ), c j , E

)
, (2.3)

Table 2.12 The basic
features of adaptive selection.
Selection takes place from an
ensemble of states, the
selection being based on the
outcome of some selection
criteria in the context of the
specific current environment.
Unwanted states are discarded

System states ⇐ Selection agent Meta-goals

selects state

Variation ⇓ ⇑ ⇓
Ensemble of ⇒ Preferred ⇐ Selection

System States states criteria

⇑
Environment

3I am aware that some present day feedback control systems use principles of adaptive control.
I believe they should be labeled as such, to distinguish them from the basic cybernetic processes
identified by Wiener, in which the goal is fixed.
4This is what Penrose identifies as bottom-up organisation [53, p. 18], but this is incorrect, because
he fails to recognise the top-down nature of the decision process via higher level selection criteria.
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Table 2.13 The basic
function of adaptive selection
processes: they select what is
useful or meaningful from an
ensemble of mainly irrelevant
stuff and reject the rest, thus
creating order out of disorder
by selecting states conveying
meaningful information

Final data set Meaningful information ⇒ Rejected set: noise

Selection ⇑ ⇐ Selection principle

Varied set

Variation ⇑ ⇐ Variation principle

Initial data set Ensemble of states Random

where � j is a projection operator selecting one of the yn(ti ) and rejecting the rest,
on the basis of the selection criterion c j evaluated in the environmental context E .
It is a non-deterministic process: because of the random element in generating the
ensemble selected from, one cannot predict the outcome before the selection process
takes place.

It is also for this reason that it can innovate. The process generates new information
that was not there before—or rather, finds information that was hidden in noise
(Table2.13). That is the general process whereby adaptive selection generates useful
information: it finds what is relevant and works from an ensemble of stuff that is
mainly irrelevant or does not work, hence allowing a local flow against the general
tide of increasing disorder. Inter alia, this is the process underlying learning.

Many computational processes build on this possibility. These include:

• Artificial neural networks [11], where selection of node weights occurs through
the training process. The resulting set of node weights is not predictable. (If it
were, one would not need the training process.)

• Many optimization procedures are of this nature, as they search the possibility
space and choose the best outcome encountered. Randomness comes because one
cannot explore the whole space, and we have to choose a subset of points to
investigate, and steps away from these points: the result might depend on this
choice, if local maxima occur.

• Evolutionary computation (EC) [23, 24] encompasses genetic algorithms (GA),
evolution strategies (ES), evolutionary programming (EP), genetic programming
(GP), and classifier systems (CS).

These are all examples of non-deterministic computing [1, pp. 412–413]:

The key idea is that expressions in a non-deterministic language can have more than one
possible value […] our non-deterministic programme evaluator will work by automatically
choosing a possible value and keeping track of the choice. If a subsequent requirement is
not met the evaluator will try a different choice, and it will keep trying new choices until
the evaluation succeeds, or we run out of choices. […] the non-deterministic evaluator will
free the programmer from the details of how the choice is made […] it supports the illusion
that time branches, and that our programmes can have different possible execution histories.
When we reach a dead end, we can revisit a previous choice point and proceed along a
different branch.

This is just a version of adaptive selection.
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Table 2.14 Adaptive
selection of goals

Level 3 Selection criterion Meta-goal

⇓
Level 2 Goal Adaptively selected

⇓
Level 1 Feedback control ⇒ Output

2.4.5 TD4: Feedback Control with Adaptive Goals

Higher level innovation becomes possiblewhenone combinesTD2andTD3 to obtain
TD4: feedback control with adaptive learning. Unlike TD2 where goals are fixed,
these are feedback control systems that select their goals by a process of adaptive
selection: equation (2.3) is applied to a set of goals gn in (2.2) to get

g j (ti+1) = �
g
j

(
g1(ti ), . . . , gN (ti ), c

g
j , E

)
, (2.4)

where cgj are criteria for feedback control goals (see Table2.14).
This is a higher level form of top-down action, as it involves both goals in a home-

ostatic system (TD2) and adaptive selection criteria (TD3). It is used in engineering
in adaptive forms of feedback control, which can be implemented through suitable
digital computer systems.

2.4.6 TD5: Adaptive Selection of Adaptive Goals

One issue inevitably arises: where do the selection criteria in adaptive selection
systems come from? In fact, they, too, may be adaptively selected, giving TD5: the
case where adaptive selection criteria are determined by adaptive selection. Hence,
(2.3) is applied to the criteria cn [guiding selection in (2.3)] in the form

c j (ti+1) = �c
j

(
c1(ti ), . . . , cN (ti ), c

c
j , E

)
, (2.5)

where ccj are criteria for selective criteria (see Table2.15).
This is a higher form of top-down causation, because adaptive selection is itself a

form of top-down causation. It is of importance in determining strategy in every area
of personal and communal life, e.g., business, education, politics, social policy. It can
be exemplified by ranking systems in search engines [45], where the key element is

Table 2.15 Adaptive
selection of selection criteria

Level 3 Selection criterion 2 Meta-goal

⇓
Level 2 Selection criterion 1 Adaptively selected

⇓
Level 1 Adaptive selection ⇒ Output



60 2 Digital Computer Systems

Table 2.16 The hierarchy of
selection criteria

Level N + 1 Selection criterion N Non-algorithmic choice

⇓
Level N Selection criterion N − 1 Adaptively selected

⇓
.
.
.

.

.

.

⇓
Level 3 Selection criterion 2 Adaptively selected

⇓
Level 2 Selection criterion 1 Adaptively selected

⇓
Level 1 Adaptive selection ⇒ Output

selection of criteria for ranking, and the second order adaptive outcome is successful
ranking of web pages (selection of themost relevant according to the chosen criteria).

Closing the Hierarchy. Adaptive selection of adaptive criteria involves choosing a
set of criteria ccj for suitability of adaptive criteria c j . This appears to be the start of an
infinite recursion: where do these next higher level selection criteria ccj come from?
Are they, too, selected adaptively? How do we close the logic? (see Table2.16).

At some point we have to stop and accept a set of highest level selection criteria as
an a priori choice, otherwise we cannot close the system. (if we consider criteria for
this choice and evaluate it, then through that act it is shown not to be the uppermost
level). Any attempt to determine these criteria algorithmically, heuristically, or by
adaptive selection will of necessity introduce a further set of selection values: it
will just postpone the final decision level and choice by adding in a further level to
Table2.8. Naturally, the same issue arises in relation to adaptive selection of goals
(TD4). There, too, there has to be an uppermost level which is just taken as given
and sets the overall direction and purpose of the dynamics. The meta questions are:

• Meta-analysis. How many levels up do you go?
• Choice. How do you decide which criteria to use at the top?

These are philosophical issues, to be chosen according to one’s philosophical posi-
tion. This is where values and purpose come in: this highest level is the level of
meaning (‘telos’), perhaps involving ethics or aesthetics. This choice gives shape to
all the rest, for it transfers down to affect choices made and outcomes at all the lower
levels.

2.4.7 Goals and Learning in Relation to These
Kinds of Causation

This section has looked at five distinct types of top-down causation (TD1–TD5) that
can occur in computer systems. Three key points to notice are the following:
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• Goals versus attractors.
• Learning and adaptive selection.
• Intelligent top-down causation.

2.4.7.1 Goals Versus Attractors

Dynamical systems with attractors (TD1) can look like feedback systems with goals
(TD2) because initial conditions anywhere in awide basin of attraction can lead to the
same result. In particular this happens if there is friction (motion dies away as energy
dissipates). Nevertheless, they are completely different in terms of mechanism: the
second (TD2) involves active collection and use of information, while the first (TD1)
does not. The second involves the causal effectiveness of goals as in (2.2), the first
just the flow of the dynamical system according to the initial data as in (2.1).

2.4.7.2 Learning and Adaptive Selection

Learning, and associated collection of new information, is not possible via bottom-
up action alone, or via dynamical systems (TD1) or non-adaptive feedback control
(TD2). TD1 proceeds simply on the basis of information that is available at the
beginning, as in (2.1), while TD2 compares updated information with goals as in
(2.2). Neither generates any new information that was not there to start with. In order
for new information to be acquired, and hence in order that learning can occur, one
needs adaptive selection to take place, that is one needs TD3 as in (2.3), TD4 as in
(2.4), or TD5 as in (2.5).

2.4.7.3 Intelligent Top-Down Causation

Intelligent top-down causation is the special case of any ofTD1–TD5where symbolic
systems are used in the analysis, based on using some entity to represent something
else. This is what characterizes intelligent thought: systems and situations are mod-
eled in a symbolic way through use of language, diagrams, maps, physical models,
or mathematical models. In particular higher level goals and selection criteria are
analysed through use of symbolic systems and then adapted to get optimal results.

This use of symbols is an abstract technology that enables us to transcend the
boundaries of what actually exists and consider what might be, what it might mean,
and what methods to use when investigating these issues. The use of symbolic
systems—particularly language—is a key characteristic of being human [22].

Now all digital computer systems are symbolically based—that is the core of how
computers function—so their use to assist decision-making is in a sense automatically
of this kind.However, sometimes computers act as explicitly symbolic computational
systems, rather than just carrying out data analysis or numerical computations. Com-
puter languages such as LISP can be used to perform logical operations and so can
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be used to investigate goal choice and decision-making algorithmically. Their math-
ematical derivatives, such as MATHEMATICA and MAPLE, are able to perform
algebraic operations (solving an equation symbolically, for example) and symbolic
integration and differentiation, as opposed to numerical differentiation and integra-
tion. The former hold for generic functions whereas the latter hold only for specific
functions. Such languages are of considerable use in evaluating goals and adaptive
criteria.

At a deeper level, computer systems act crucially as extensions of human capacity
in investigating policy options symbolically: computers are used as interactive aids in
decision or design systems, and it is in the human–computer interaction that the real
creative capacity lies. Computer models are used to simulate reality, e.g., computer-
aided design systems for houses or aircraft: the human mind intervenes and tries
new options, the best one being selected. Examples are health policy, housing policy,
energy policy, environmental policy. In each case examining what is possible when
physical and economic constraints are taken into account can play a key role in
determining what are suitable tactical and strategic goals, and indeed in working out
what are the best criteria for such goals. This is particularly because of the unintended
consequences that can arise in complex systems such as ecosystems: you aim for
one effect, but a completely unexpected side-effect dominates the outcome. Neither
the options nor the selection process can be fully algorithmic, because the former
involves imagination and understanding of causal possibilities, and the latter involves
decisions that cannot be reliably reduced to a numerical algorithm, for example, an
architectural design involves aesthetic as well as functional features. When they are
so reduced (as in the case of automated stock options), disaster may ensue.

The core causal feature is the interaction of the user and the machine, the resulting
evaluations being based on models of the target area embodied in suitable symbolic
systems. These evaluations then become the high level causal feature underlying
our plans and consequent actions that are physically effective in the real world. One
attains new patterns that were not there before by optimization and selection of goal
choices, selection criteria, and methods used.

A key feature of such reasoning is that it is recursive: it can be turned on itself,
to adapt the method of reasoning. An open question concerns the degree to which
intelligent computer systems can capture the kind of human reasoning involved in
such analysis. This is of course the contentious area of artificial intelligence [48, 56,
58]. I will not enter the fray except to give the following quote from McCarthy [48,
p. 18]

Formalizing common-sense reasoning needs contexts as objects, in order to match human
ability to consider context explicitly. […] We propose the formula holds(p,c) to assert that
the proposition p holds in context c. It expresses explicitly how the truth of an assertion
depends on context.

Thus a key to success is adapting the logic to take contextual effects into account,
in line with the central argument of this book. There is, however, a specific open
question as regards TD5:
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Open Question. Is adaptive selection of adaptive goals only possible through use of symbolic
systems? Or can it be possible without symbolic reasoning?

I suspect the answer is that symbolic reasoning is essential for meaningful TD5
processes. Then TD5 is necessarily a subclass of intelligent top-down causation.

2.5 The Core Feature: Equivalence Classes

The central feature of all forms of top-down causation in general is multiple realiza-
tion and the associated equivalence classes [5]. This applies in particular to digital
computation. I consider in turn:

• Multiple realization (Sect. 2.5.1).
• The link to top-down causation (Sect. 2.5.2).
• The ontological nature of computer programs (Sect. 2.5.3).

2.5.1 Multiple Realization

The core feature of top-down causation is the way higher level elements can emerge
from many different variants of lower level ones, in both the physical and the logical
context:

Multiple Realisability. Higher level structures and functions can be realised in many dif-
ferent ways through lower level entities and interactions.

In general many lower level states correspond to a single higher level state, because
a higher level state description is arrived at by averaging over lower level states and
throwing away a vast amount of lower level information (coarse-graining). Hence,
specification of a higher level state determines a family of lower level states, any
one of which may be implemented to obtain the higher level state (a light switch
being on, for example, corresponds to many billions of alternative detailed electron
configurations). The specification of structuremay be loose (attainable in a very large
number ofways, e.g., the state of a gas) or tight (defining a very precise structure, e.g.,
particular wiring of a VLSI chip in a computer). In the latter case, both description
and implementation require far more information than in the former. Equivalence
classes of lower level operations give the same higher level effect. Some examples
in the case of digital computers are:

• At the circuit level, one can use Boolean algebra to find equivalent circuits to any
circuit [47].

• At implementation level, one can compile or interpret a high level program, giving
a completely different lower level process producing the samehigher level outcome
[67].
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• One can run the same high level software on different microprocessors, using
different instruction sets [47].

• One can run the same algorithms in different programming languages (Basic,
Fortran, Pascal, Java, for example).

• Generic procedures can operate on data represented in different ways
[1, pp. 170, 187].

• At implementation level, there is an equivalence of hardware and software. One
can decide to imbed developed software in a dedicated hardware chip, giving a
completely different nature of lower level physical entities for the same higher
level outcome.

• At the highest level, specific tasks can be allocated either to the user or to the
computer to give the desired high level output (e.g., focusing and exposure in
digital cameras).

At the foundations of computing, the notion of a computable function is extremely
robust and can be defined in many seemingly different, but equivalent terms [14]5:

• One of these definitions is Turing’s original definition via Turing machines that
can encode numbers in the form of digits on infinite tapes that the machine can
manipulate according to actions specified by its program.

• An equivalent definition is via register machines that can directly manipulate nat-
ural numbers with arithmetic operations. This is close to the (assembler) program-
ming language.

• Another completely different but equivalent definition is purely number theoretic,
avoiding reference to any kind of seemingly obscure ‘machinery’: a computable
function is a function whose graph is a Diophantine set

• Another common characterization used in logic is via certain recursive equations,
which is why the word ‘recursive’ is used synonymously with ‘computable’ in this
field.

This variety of ways expresses the notion of a computable function from quite dif-
ferent, but nevertheless equivalent viewpoints.

2.5.2 The Link with Top-Down Causation

The connection with top-down causation is that we only normally have access to
the higher level variables: these are the handles we have to affect the system state.
When we change them we change numerous lower level states in accordance with
the chosen higher level state, that is, we instantiate an instance of the equivalence
class. It does not matter which specific one we instantiate. What matters is which
equivalence class it belongs to, because this determines which higher level state it
represents.

5I thank Vasco Brattke for these characterisations.
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In the implementation hierarchy, once a particular lower level method of imple-
mentation has been chosen, that is the one that exists physically and drives the higher
level dynamics.

In logical hierarchy, the higher level function drives the lower level design and
hence the lower level operation. This is embodied in the nature of modularity, involv-
ing encapsulation and information hiding [57, pp. 233, 476–483]: one can change the
nature of the privatemethods,while overall function and interface remain unchanged:

Equivalence Classes. Top-down causation takes place by instantiating a specific lower level
instance of an equivalence class representing a higher level variable. This happens by giving
a higher level variable a specific value, an action which sets specific values for all the relevant
lower level variables. Which specific such values are set is not determined by the chosen
high level value.

2.5.3 The Ontological Nature of Computer Programs

Because of this multiple realisability, a higher level element is not ontologically the
same as any specific lower level realization. It is the equivalence class of all of them
[5]:

The Ontological Nature of a Computer Program. In terms of the lower level elements
that represent or instantiate it, this is nothing other than the functional equivalence class of
such lower level elements that give the desired high level function.

This characterizes in precisely what way computer programs are abstract entities.
They are not the same as any specific physical state: they are in essence equivalent
to the set of all physical states that embodies their logic:

Reality of Computer Programs. They are real and exist as higher level entities, because
the equivalence class of lower level elements exists, and is causally effective. It determines
uniquely what happens at the macro level.

The same is true for data: it can be represented logically in many different ways,
e.g., binary or hexadecimal. It can be instantiated physically in electronic states or
in printed or spoken form. The essence of the data is not any specific representation
of either equivalence class: it is the equivalence class itself.

2.6 Resources: Memory and Deleting

Formal language theory proposes that there are an infinite number of possible state-
ments in any language [38, p. 320]. This is based on the idea that statements can
have an unbounded length: one can always add another clause to them. In the case
of computers, the tape in a Turing machine is supposed to be infinite: it can store an
infinitely long programme and an infinite amount of data. But infinities cannot occur
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in physical reality: resources are limited and in reality infinity is unattainable. This
has important practical applications for computing. I consider in turn:

• The unphysical nature of infinity (Sect. 2.6.1).
• Deletion and garbage collection (Sect. 2.6.2).
• The memory hierarchy (Sect. 2.6.3).
• Modular hierarchical structure and scoping of variables (Sect. 2.6.4).
• Deletion, adaptive selection, and irreversibility (Sect. 2.6.5).

2.6.1 The Unphysical Nature of Infinity

Turing states [65]:

Some years ago I was researching on what might now be described as an investigation of the
theoretical possibilities and limitations of digital computing machines. I considered a type
of machine which had a central mechanism, and an infinite memory which was contained on
an infinite tape. This type of machine appeared to be sufficiently general […] It was essential
in these theoretical arguments that the memory should be infinite. It can easily be shown that
otherwise the machine can only execute periodic operations.

But an infinite memory or an infinite tape cannot be read. Infinity is not just a very
large number: it is a magnitude that is never attained. It is always beyond reach.
That is its most essential feature. No matter how much has been read, there will
always be more to read, because that is what infinity means—something that is never
completed, it is always unattainable. David Hilbert remarked [35]:

The infinite is nowhere to be found in reality, no matter what experiences, observations, and
knowledge are appealed to.

A real computer has finite storage capacity and only survives for a finite length of
time, and so can only carry out a finite number of operations in its lifetime.

One can calculate an absolute limit to what a computer can possibly read in its life-
time by estimating howmany bytes can be read by a machine that reads continuously
for 24 hours a day, every day for say 1200years at a rate of say 109 bytes a second,
giving 109 × 60 × 60 × 24 × 365 × 1200 = 378 432 000 000 000 000 bytes: a large
number but obviously not infinite. No real computer can exceed this limit in its life-
time (inter alia because it will needmaintenance, andwill not in fact last that length of
time). Indeed the computational capacity of the entire universe is finite [44]. Hence,
there is a finite limit to the length of any statement that could be read by a computer
in its entire lifetime in a physically realistic setting. And anyway, sentences actually
usable for computational purposes, the raison d’être of computers, are very much
shorter:

Computational Finiteness. The set of possible computable programs �p and the set of
potentially associated data �d are both large but finite.
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The implication is that there are a finite number of possible computer languages,
programmes, and data, whence the possibility space for computer operations is finite.
The idea of a computer that can process an infinite tape or read an infinite amount
of data does not make physical sense. Formal language theory should take this into
account.

What about Turing’s comment that if a machine has finite memory then it can only
execute periodic operations? This is in principle true, as the operation space is then
compact, and if the machine continues to operate for an unlimited time, Poincaré’s
eternal return theorem applies: eventually all possible states will have been visited
and the next and all subsequent ones will be repeats of ones already utilised, so cycles
will occur. But this assumes that the machine will continue operating for an infinite
time, something which cannot happen inter alia because the Earth will come to an
end in a finite time, when the Sun comes to the end of its life. The alleged problem
arises because of this implicit infinity, which is unphysical. Computer memories are
now so large that this will not be an inevitable outcome in practice.

2.6.2 Deletion and Garbage Collection

In practical terms, this limitation on memory has important implications for how
memory is handled, and leads to the need for garbage collection and the ongoing
deletion of records, freeing up memory space for reuse.

Garbage Collection. During a program run [1, pp. 540–546], this is a key strategy
for handling memory limits, giving the illusion of infinite memory even though in
fact thememory space is finite.Memory cells used to hold intermediate results during
a calculation can be cleared at the end of the calculation, freeing up memory space
to be reused in the next calculation.

This is related to persistence [12, pp. 75–77]: keeping in memory objects and
names across different contexts. Objects take up some amount of space and exist for
a particular amount of time. But one has to clear them out to make room for new
objects, or memory will fill up and operations will cease.

Deleting Records. As regards long term memory, deletion of records to free up
memory is a key requirement, not just because storage space is limited, but also
because otherwise we simply cannot handle the vast amounts of data we accumulate.
We eventually forget we have stored specific data, or cannot locate the relevant
records in the fog of data clogging up our machine. The key strategy here is that the
user deletes all those records they don’t want to keep and puts the rest into suitably
formatted short term or longer term storage, depending on their usage needs. This
process of sorting emails, music, digital images, and so on, deleting those that are
unwanted and keeping those that are still useful, refines and organises our files into
meaningful collections suited to our purposes.

Together with the organisational methods discussed in the following sections,
deletion and reuse of memory is the key to handling memory limitations resulting
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from finite resource availability, giving an illusion of infinite memory space, despite
the available space being strictly limited.

2.6.3 The Memory Hierarchy

Given the hierarchy and memory limits, one still has to handle the practical limits
on memory. This is done through the memory hierarchy. Turing states the problem
as follows [65]:

A problem might easily need a storage of three million entries, and if each entry was equally
likely to be the next required, the average journey up the tape would be through a million
entries, and this would be intolerable. One needs some form of memory with which any
required entry can be reached at short notice [. . .] Another desirable feature is that it should
be possible to record into the memory from within the computing machine, and this should
be possible whether or not the storage already contains something, i.e., the storage should
be erasible.

Even with more modern forms of memory, memory bottlenecks are the key design
issue for computers. This breeds the memory hierarchy of short term, medium term,
and long term memory. Thus one has [39]:

• Main memory. DRAM semiconductor memory in which most of the program
and data are stored when the program is running (short term memory).

• Cache memory. Very high-speed semiconductor memory that caches frequently-
used programs and data from main memory (storing them in a quick access area
of medium term memory).

• Paging memory. Slower memory, usually disk, which provides swap files as an
extra area for the main memory (medium term memory not used so often).

• Hard drives. Disk or tape memory for files (long term memory).

There is an entire science of how to design caches [37], and special languages
designed handle the memory hierarchy efficiently [29]. As is clear from the above, a
key issue is what to delete and what to keep. But additionally, a suitable hierarchical
structure makes a big difference.

2.6.4 Modular Hierarchical Structure and Scoping
of Variables

The fundamental principle is locality of reference, realised in modular hierarchical
structures, with related aspects of temporal locality and algorithmic locality. One
limits applicability of a variable both in logical space and in time. This is done by
the mechanism of scoping, i.e., specifying the context within which it will be valid.
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Scoping as Regards Context. Algorithmic locality happens via the distinction
between local and global variables, embodied in the scope of a variable. Local vari-
ablesmust be readily availablewhen amodule is run, but can be clearedwhen another
one is run. Global variables must be available all the time. The existence of the mod-
ules enables this distinction and so clarifies which variables can be cleared when the
active module is changed.

Scoping Variables in Time. This follows from the fact that local variables are only
valid for a certain time and cease to be needed when other local variables become
relevant because another module is run. But there is another aspect: a key idea is that
of a function f (t) with an unchanging name, which keeps its identity as we evaluate
it at different times, rather than regarding each of its values as separate ontological
entities x := f (t1), y := f (t2), z := f (t3), etc. This allows one to overwrite old
values of the variable as new values are calculated. One can discard the old value
because it is no longer needed: what matters in most cases is just the value of the
function at the present time, and perhaps a few times steps before that (if we are taking
numerical derivatives). Exceptions are when the records are needed in the long term
(financial or medical records for example), but then they can be transferred from
short term memory to long term memory and stored on hard drives for later recall if
necessary. Short term memory is freed up for reuse.

Streams. A related concept is the idea of delayed evaluation of streams [1, pp. 316–
330]. These are lists which can be used to represent sequences that are infinitely
long (such as the set of integers), even though in fact we only compute as much of
the stream as we need to access [1, p. 326]. This is done by constructing streams
partially and passing the partial list to the program that uses the list. Thus one writes
the program as if the entire sequence was being processed, but interleaves the con-
struction of the stream with its use. In this case, at the end of the calculation, there
is no obligation to delete the variables that are part of the list but were never needed,
because they were never activated in the first place.

2.6.5 Deletion, Adaptive Selection, and Irreversibility

The big picture is that (see Table2.13):

One Creates Order by Deleting. Adaptive selection of what is meaningful, and hence
creation of orderedmeaningful information, is centrally based on deletingwhat is notwanted.

Examples are deleting old files and emails, as well as deleting old values of variables,
and indeed no longer used variables themselves. This is what allows the freeing up
memory for reuse, and so creates the illusion of infinite memory.

Irreversibility. As pointed out by Landauer [43], these processes are where irre-
versibility, associated with physical entropy production, happens in computations
(quoted by Bennett [8]):
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Any logically irreversible manipulation of information, such as the erasure of a bit or the
mergingof twocomputationpaths,must be accompaniedby a corresponding entropy increase
in non-information bearing degrees of freedom of the information processing apparatus or
its environment.

One is creating logical order by deleting (see Table2.13), as regards information
locally going against the overall flow of increase of entropy. There is a consequent
physical energy cost characterized by the Landauer limit: the minimum amount
of energy required to change one bit of information is given by kT ln 2, where
k ∼ 1.38 × 10−23J/K is the Boltzmann constant and T is the temperature of the
circuit in kelvin. This principle linking information and entropy creation has been
experimentally verified by Bérut et al. [10]. Hence, there is an energy cost to gener-
ating useful information.

Ladyman et al. [41] analyse in detail what it means for a physical system to
implement a logical transformation L , and make this precise by defining the notion
of an L-machine. They show that logical irreversibility of L implies thermodynamic
irreversibility of every corresponding L-machine. This relates in particular to the
operation Reset which clears a logical system to its original state by replacing all
variable values generated in the previous cycle with default values and so freeing
it up to start a new cycle of operation. Overall, the conclusion is that dealing with
logical infinity in a system of finite size is irrevocably tied to physical irreversibility.

2.7 The Outcome: Causation in Digital Computers

Even though computers are the epitome of algorithmic machine operations, they are
also systems where non-physical entities (programs, algorithms, data) are causally
effective, and enable symbolic operations to take place that are independent of the
underlying physics. Here we consider:

• Computer programs are non-physical, but causally effective (Sect. 2.7.1).
• Computer programs embody abstract logic, and act top-down (Sect. 2.7.2).
• Room at the bottom (Sect. 2.7.3).
• Predictable explanation (Sect. 2.7.4).
• Possibility spaces and their causal effects (Sect. 2.7.5).
• Top-down action from the mind (Sect. 2.7.6).
• Genuine emergence (Sect. 2.7.7).

2.7.1 Computer Programs Are Non-physical,
but Causally Effective

Virtual machines are the core of computing systems (Table2.3), and although they
do not exist as physical entities, they are real: they exist as causally effective entities.
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2.7.1.1 The Non-physical Nature of Computer Programs

Computer programs are not the same as what is printed in a listing, or stored in a
disc, or saved in computer memory, or presented on a blackboard, and neither are
they what exists in a programmer’s mind. These are all instantiations of an entity
that is not itself a physical thing. It is not fully realised in any of these instantiations:
precisely because it can be realised in the others. It is not the same as any of its
instantiations. Rather, it is essentially equal to all of them:

• When considered in lower level terms, the real nature of a program is that it is an
equivalence class of such representations (Sect. 2.5).

• When considered in higher level terms, it is an abstract entity obeying rigidly
prescribed syntactic laws, and through a combination of bottom-up and top-down
causation, it is causally effective at its own level.

It is not equal to any particular physical manifestation, e.g., on a CD disk or as
electronic states in a computer. These are just vehicles whereby it is instantiated.

2.7.1.2 The Causal Effectiveness of Computer Programs

Given the physical computer, a loaded program, and input data, the output is uniquely
determined:

(physical structure, program, data) ==⇒ output . (2.6)

The first two will be fixed and unchanging in a given run (with the same high level
software loaded) and can be taken for granted then. So, within this context, the given
constraints imply

(data) ==⇒︸︷︷︸
program

output , (2.7)

showing that abstract information is causally effective in the given context of a
specific program, which determines in a top-down way the family of results obtained
from arbitrary data. But as we have seen, the program is an abstract entity. According
to Abelson and Sussman [1, p. 1]:

Computational processes are abstract beings that inhabit a computer. As they evolve,
processes manipulate other abstract things called data. The evolution process is directed
by a pattern of rules called a program. People create programs to direct processes. In effect,
we conjure the spirits of the computer with our spells.

That gets it just right. Abstract entities produce concrete results. They are causally
effective through the computer hardware. The ultimate reason this is so is because
they were designed to do so: they are an example of the causal efficacy of the human
mind. Consequently:

Causal Effectiveness. Computer programs are not physical entities, but are nevertheless
causally effective in numerous ways.
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For example they can do engineering and calculations that result in specific physical
structures such as aircraft and automobiles coming into existence. Furthermore, they
facilitate economic interactions such as shopping and banking, social interaction
through internet applications such as email and facebook, and education through the
internet in conjunction with search engines such as Google and encyclopedias such
as Wikipedia. They make a real difference in the real world. A final note for the
philosophically cautious:

Existence. Because computer programs are causally effective, they clearly exist.

Here I use as a criterion that whatever is causally effective in the physical world
must certainly exist (Sect. 1.3.5). If this is not true, we will have to face existence of
uncaused entities or events in the physical universe.

2.7.2 Computer Programs Embody Abstract Logic,
and Act Top-Down

This is possible because logical entities can cause physical effects, enabled by the
interaction of bottom-up emergence and top-down causation. In particular, this hap-
pens in the interaction between the logical and physical systems. These systems are
emergent systems based on the underlying physics, but then acquiring an abstract
character at the higher levels.

2.7.2.1 The Implementation Hierarchy: Logical
Levels and Descriptions

A series of interlocked computer programs, each representing the same logical
structure, power the virtual machines at each level in the implementation hierar-
chy (Table2.2). They are what give the system its dynamics. The downward link is
via compilers and interpreters (Sect. 2.3.4). The upward link is via implementation,
in essence according to Turing’s prescription of reading a tape and performing the
next logical operation specified thereon (Sect. 2.1).

The physical system is designed to embody logical relations, which are coded in a
hierarchical manner through the interaction between system hardware and software.
There are different layers in the description of computers and, in particular, the
following6:

1. Digital circuits that can be directly implemented using certain physical devices.
2. Register machines that describe computation on a higher level of abstraction (in

terms of very simple arithmetic operations).
3. Object-oriented programming languages that offer very abstract ways to describe

data structures and operations on them.

6I am indebted to Vasco Brattke (private communication) for the following comments.

http://dx.doi.org/10.1007/978-3-662-49809-5_1
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One of the questions seems to be: how is it possible to implement on one relatively
primitive level a layer that seems to offer a much higher degree of abstraction?

The emergence from layer 1 to 2 above happens on the level ofmicrocode,which is
implemented in digital circuits and offers the first layer of programming. Microcode
operations are very simple and they are actually used to implement assembler lan-
guages that offer pretty much the same type of instructions as register machines. On
the level of microcode, one still reasons in terms of digital circuits and very elemen-
tary operations that transfer content from one position in the memory to another.

On the level of assembler languages one no longer has to think in terms of dig-
ital circuits, but the reasoning happens on the higher level of registers and certain
arithmetic and logical operations. On this level one can actually implement abstract
object-oriented programming languages such as Java (although in practice there are
several intermediate layers, such as the operating system). In particular, all such
things as indirect addressing, pointers, etc., can be implemented easily on the level
of register machines.

In fact, as shown in [14], all these ‘programming languages’, register machines,
recursive functions, Java programs, and so on, satisfy the so-called SMN proper-
ties(Kleene’s translation theorem) and UTM properties (Turing’s universal function
theorem). Hence, it follows from the equivalence theoremofRogers that each of them
can be simulated in any of the others [14]. The level of description and abstraction
is very different, but the power of expressiveness is essentially the same. Already at
level 1 in Table2.5, the zeros and ones are conceptual representations of physical
states. The actual physical state is a charge or current [47]. It is conceptually referred
to by binary notation: an abstraction that is the effective language of the logic that is
built into the gates by their properties and connectivity in logical circuits.

Given this structure, the hierarchy of languages can be constructed,with compilers
and interpreters [3, 6] acting top-down to link the levels. But they are just computer
programs. Abelson and Sussman [1, p. 360] state the following:

Metalinguistic abstraction—establishing new languages—plays an important role in all
branches of engineering design. It is particularly important to computer programming,
because in programming not only canwe formulate new languages butwe can also implement
these languages by constructing evaluators. An evaluator (or interpreter) for a programming
language is a procedure that, when applied to an expression of the language, performs the
actions required to evaluate that expression. It is no exaggeration that this is the most fun-
damental idea in programming: the evaluator, which determines the meaning of expressions
in a programming language, is just another program.

This enables the emergence of higher level entities such as the higher level systems
programs and application programs, both realised when the low level systems pro-
grams are run. They subsequently exert top-down effects on lower level dynamics
(Sect. 2.4). Universal computation is then possible, able to model arbitrarily complex
systems.
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2.7.2.2 The Logical Hierarchy

To enable high level computation additionally requires modular hierarchical struc-
turing of a logical hierarchy (Table2.4) at each level of the implementation hierar-
chy, enabling abstraction, information-hiding, and so on (Sect. 2.2.2). This structure
enables contextual information processing. James McClelland describes it thus [46]:

Interactive models of language processing assume that information flows both bottom-up
and top-down, so that the representations formed at each level may be influenced by higher
as well as lower levels. I describe a framework called the interactive activation framework
that embeds this key assumption among others, including the assumption that influences
from different sources are combined non-linearly. This non-linearity means information that
may be decisive under some circumstances has little or no effect under other conditions. […]
feedback from higher levels is computationally desirable [because] it allows lower levels to
be tuned by contextual factors so that they can supply more accurate information to higher
levels.

The 5 different types of top-down causation (Sect. 2.4) can be implemented and
enable complex behaviour to emerge on the basis of purely algorithmic operations
at the bottom.

2.7.2.3 Symbolic Logic Independent of the Underlying Physics

It is clear fromTuring’s work (Sect. 2.1) that what one can do symbolically via digital
computers is not in any way restricted or constrained by the lower level physical
implementation [14]. It is determined by the logic of the higher level possibility
space (the effective laws of logic, mathematics, and semiotic representation), not by
the underlying laws of physics that enable the computer to function.

2.7.3 Room at the Bottom

How is there room at the bottom for top-down action in a mechanistic system, where
the low level operations are completely deterministic?7 The main way higher level
structures exert an effect on lower levels is by setting various constraints on their
functioning:

• The physical structuring of the computer (hardware) embodies patterns of con-
nection that constrain what happens at gate level.

• The loaded high level software establishes further constraints on the logical struc-
ture of the lower level interactions.

7I only consider classical computers here, where quantum uncertainty in the underlying physics has
no effect on microcomputer operations because they have been carefully designed so that this will
be the case. Quantum computing raises many further possibilities I do not engage with in this text.
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• Finally, the data establishes sufficient further constraints on the lower level inter-
actions to give a unique output.

This works out in the following ways (discussed further in Sect. 5.3).

2.7.3.1 Context

Firstly, the context determines what algorithmic operations take place. The physical
context of computer structure does not alter the lower level physics: it constrains its
actions. Paradoxically, constraint creates the possibility of complexity. For example,
the wiring in a computer means that a specific gate G1 is connected only to further
gates G2 and G3 and not to any other gates in the system, and this is what enables
these three gates to produce a specific logical operation, such as AND-OR-INVERT
[47]. This would not be possible if inputs from other randomly selected gates were
also connected. More generally, motifs occur in complex systems and shape their
behaviour by constraining interactions [2].

The logical context of loaded programs also constrains what happens. Gate opera-
tions at the bottomare individually identical,whether amusic program, a spreadsheet,
a word processor, or an image-processing program is running. The specific sequence
of low level operations that takes place, and the consequent high level output, is com-
pletely different depending on the higher level context of what program is running
and what data are entered.

2.7.3.2 Environment

Secondly, part of the context is the environment, which lies outside the control of the
algorithmic system and exerts a causal influence on operations. In many computer
applications, new data comes in during a run that was not present at the start: so the
computer is not a closed system, it is influenced by the environment—a top-down
effect. This happens, for example, in continually updated weather forecasting sys-
tems, online stock control systems, ATM operations, and feedback control systems.

2.7.3.3 Randomness and Adaptive Selection

Thirdly, processes of adaptive selection allow learning to take place, with new infor-
mation beng garnered by selection processes whereby masses of irrelevant informa-
tion are discarded as irrelevant. This is non-deterministic, and hence not uniquely
implied by the initial data, because the variation processes include random elements
(Sect. 5.6.6). It is top-down because the outcome depends on the choice of selection
criteria at higher levels in the hierarchy of causation. It may also happen in adaptive
selection processes where non-algorithmic higher level criteria are used on the fly
during the selection process. This occurs, for example, in the use of spreadsheets, and

http://dx.doi.org/10.1007/978-3-662-49809-5_5
http://dx.doi.org/10.1007/978-3-662-49809-5_5
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all those computer-aided design processes in which the operator chooses between
options.

2.7.3.4 Mutable Lower Level Elements

Fourthly and crucially, the behaviour of lower level elements is not generally
immutable, but depends on context: they are adapted to their role in the hierarchy
(see Sect. 5.4). Put briefly:

Contextually Determined Nature. The nature of the lower level entities—the way they
respond to events—is often determined by context.

In digital computers this occurs through the late time binding that enables polymor-
phism in object-oriented systems [57, pp. 506–531]. More generically, parameters
are passed down from the higher level to set or alter the data-handling method used
by modules at the lower level, thereby determining the specific outcomes. The lower
class functions can in thisway underliemany different higher level functions, through
the setting of parameters that control function at the lower level.

2.7.3.5 The Enabling Role of Physics

One cannot derive algorithmic logic from physics: e.g., one cannot derive Quicksort
either from the physical operation of electromagnetic interactions, or from the logical
form of Maxwell’s equations. Yet it is algorithmic logic that drives what happens at
the higher levels in a computer, and hence at the lower levels.

The underlying physics enables this to happen: it dances to the tune of this abstract
logic, which gets embodied in particular patterns of energy states at the micro level.
They are the outcome of the logic, not its cause. The logic of the algorithms derives
from the nature of what is possible in logical terms.

2.7.4 Predictable Outcome?

Computers are the epitome of algorithmic operations: is the outcome predictable?
There are three ways in which the outcome may not be implied by the initial data:

1. It is not predictable because of the complexity.
2. It can have new input: data fed in during the runtime (open systems).
3. It can have a random element inserted (by a random generator or clock time or

radioactive decay).

The first is non trivial, as remarked by Turing[aut] [66]:

The view that machines cannot give rise to surprises is due, I believe, to a fallacy to which
philosophers and mathematicians are particularly subject. This is the assumption that as

http://dx.doi.org/10.1007/978-3-662-49809-5_5
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soon as a fact is presented to a mind, all consequences of that fact spring into the mind
simultaneously with it. It is a very useful assumption under many circumstances, but one too
easily forgets that it is false. A natural consequence of doing so is that one then assumes that
there is no virtue in the mere working out of consequences from data and general principles.

Indeed, if the outcome were predictable, we would not need the computer!
The second case is logically obvious, but operationally important: the cases of

stock control, weather forecasting, and aircraft automatic pilots are examples.
As regards the third, unpredictable effects occur despite algorithmic operation in

the case of adaptive selection, based on random lower level processes plus higher
level selection effects. This results in accumulation of unpredictable information,
and build-up of effective structures adapted to higher level function and environment,
not uniquely determined by the initial data. Genetic algorithms and neural nets are
examples. They can learn only because they get input from their environment in
their training phase, enabling them to use high order selection criteria in the context
of this specific environment—a form of top-down action. Then the outcome is not
determined, even though the process is.

To Be Done. There is an interesting issue that arises here: suchprogramsneed a source
of randomness so that the outcome is not predictable, allowing genuine learning. One
can use a pseudo-random number generator, or a genuine random number generator
(see the discussion in TD1 above). Both generate outcomes not implicit in the initial
data, but the first is a disguised algorithmic process, while the second is not: it is
truly non-deterministic. The issue is whether this makes a genuine difference to the
outcome: does it really matter which choice is made? The answer is not clear.

2.7.5 Possibility Spaces and Their Causal Effects

What can be done by computers is characterized by a possibility space: the space of
all possible computations�c. This in turn is based on the set of all possible algorithms
�a, which includes the set of possible computer programs �a(prog).

2.7.5.1 Possible Algorithms

What is possible algorithmically is based on the space of logically possible algorithms
�a. This can be thought of as an eternal unchanging space of what is and what is not
logically possible. We discover these possibilities, that is, we work out that they are
indeedpossible andvalidfirst by inspirationor invention (imagining the possibilities),
then by working out the details by logical argumentation (development), and then by
checking that they are indeed valid (verification), again by logical argumentation).

The same algorithms are valid anywhere in the universe: near Alpha Centauri
and in the Andromeda galaxy, and at any time. They were valid before humans
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existed and will reman valid after we are long gone. For example, there are various
possible ways to sort a list: shellsort, heapsort, mergesort, bubble sort, quicksort,
library sort, and so on [42, 68]. These have been discovered by human beings over
the course of history, and indeed some were known long before computers existed.
The corresponding subset �a(sort) of �a is finite (a typical list of sort algorithms
will mention about 20 possibilities), as is each algorithm itself (an infinite algorithm
would be of no use whatever, as discussed in Sect. 2.6.1).

The space �a is hierarchically structured: more complex algorithms such as the
Google search algorithm and pattern recognition algorithms [45] build on combina-
tions of simpler ones such as quicksort. Although this logical space is progressively
explored by the human mind as we discover more and more algorithms, it is inde-
pendent of the mind: the logical possibility and validity of those algorithms is true
independently of what we think. Like the mathematics possibility space �m, the
space �a embodies eternal truths independent of place and time and culture, and so
can be thought of as an abstract Platonic space, as is argued in the case of �m by
Penrose [54] and Connes [17]. In summary:

The Space of Algorithmic Possibilities �a . This is a hierarchically structured abstract
Platonic space.We explore it through logical analysis by the action of themind [19]. Instances
of algorithms existing in �a are causally effective when we implement them in computer
programs [42, 45, 68].

This space is not implied by physics or physical laws, but by logic. Our understanding
of this space cannot be tested by physics laboratory experiments (although these may
possibly give hints as to how some algorithms operate). This understanding can,
however, be tested by running computer programs embodying specific algorithms
we have discovered and developed. They either work to give the desired results, or
they don’t!

2.7.5.2 Possible Computations: Limits of Computability
and Applicability

Because computer programs are in essence just high level algorithms made by com-
bining lower level algorithms in a structured way so as to produce a complete calcu-
lation, the space of possible computer programs is in essence a subspace �a(prog)
of �a. But this is not the same as the space of possible computations �c. Various
issues intervene.

What can be computed and what cannot? There are four aspects here:

1. What kinds of problems are algorithmically expressible?
2. What algorithmic problems can be computed in principle by a physical device?
3. What is algorithmically computable by programs in a finite time?
4. What is computable in a realistic time?

These are deep issues, which I will only touch upon in the briefest of ways.
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1. What kinds of problems are algorithmically expressible? How much of what
humans understand can be algorithmically encoded? The brain does not naturally
work in an algorithmic way, although it can be trained to do so. It operates by pattern
recognition, enabled by the overall pattern of neural connections in the cortex [33],
the connectionweights in these neural networks (Churchland [19]), and synchronized
patterns of oscillations between them (Buzsâki [16]).

These are not at all like the algorithmic operations of a digital computer, so it
is not obvious that all that they can do can be represented by algorithmic processes
(Penrose [52, 53]), unless those processes mimic the adaptive properties of neural
networks [11], that is, they don’t model the pattern of understanding attained, rather
they model the process by which it is attained.

2. What kinds of algorithmic problems can be computed in principle by a phys-
ical device? This is the subject of the Church–Turing thesis, stated by Brattke [14]
as follows:

Church–Turing Thesis (1936). A function f :⊆ Nk → N is computable in the formal
sense if and only if it can be computed by some physical device.

This form of the thesis is not a mathematical statement since it relates the mathemat-
ically concept of computable functions to the question of what it means to compute
something with a physical device. Copeland states it this way [20]:

Thesis M. Whatever can be calculated by a machine (working on finite data in accordance
with a finite program of instructions) is Turing-machine-computable. Thesis M itself admits
of two interpretations, according to whether the phrase “can be generated by a machine” is
taken in the narrow, this-worldly, sense of “can be generated by a machine that conforms to
the physical laws (if not to the resource constraints) of the actual world”, or in a wide sense
that abstracts from the issue of whether or not the notional machine in question could exist
in the actual world. Under the latter interpretation, thesis M is false. It is straightforward
to describe notional machines, or ‘hypercomputers’ that generate functions not Turing-
machine-computable. It is an open empirical question whether or not the narrow this-worldly
version of thesis M is true.

The latter is the case of physical interest.

3. What is algorithmically computable by programs in a finite time? This is the
issue of the halting problem [21]: given a valid program, will the computation come
to an end in a finite time? The algorithmic structure of the program may be logically
correct, but the computation may never conclude, and no algorithmic computation
can determine whether this will happen or not. Chaitin states this as follows [18]:

Turing’s train of thought now takes a very dramatic turn. What, he asks, is impossible for
such a machine? What can’t it do? And he immediately finds a problem that no Turing
machine can solve: the halting problem. This is the problem of deciding in advance whether
a Turing machine (or a computer program) will eventually find its desired solution and halt.

A solution to the halting problemwould determine the space of possible computations
�c as a subset of �a(prog), but this is unsolvable by any Turing Machine.

4. What is computable in a realistic time? This is the whole subject of computa-
tional complexity and computation times. Issues occurring include time functions,
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complexity measures, and complexity classes [14, Sect. 3.6]. The necessary amount
of auxiliary storage, stability, and effects on indexing keys are also important when
comparing algorithms. Together these determine a subspace �c(realisable) of �c

representing those possible algorithms that can be effectively implemented. This is a
very context-dependent concept: as computer memory size and speed increase, what
was previously impractical becomes possible. This is of great practical importance.

2.7.5.3 The Causal Effectiveness of Platonic Possibility Spaces

Overall, the key issue is the causal effectiveness of algorithms. This is what enables
computer applications in engineering, science, and commerce, which cause real
changes in the physical world. So where do they come from? The chain of cau-
sation is shown in Table2.17. As explained above, algorithms ultimately originate
in the Platonic space of logically possible algorithms �a. Thus the conclusion is as
follows:

Causal Effectiveness of Platonic Spaces: The abstract possibility spaces�a and�c are the
ultimate source of the causal powers of digital computers in the physical world.

Three-dimensional printers are able to create physical objects because the algorithms
that enable this are valid algorithms, and that fact is a consequence of the nature of
the Platonic space �a.

Their Existence. The claim that all these spaces exist, i.e., that they are ontologically
real, rests upon a philosophical analysis of what kinds of thingsmust be recognised as
existing. The view taken here (see [30] and Sect. 1.3.5) is that we must recognise the
existence of any kind of entity that demonstrably has a causal influence on physical
systems.

The possibility spaces discussed here are certainly causally effective, even though
non-physical, so they must be realised as existing. They are the ultimate source of
computational power.

Table 2.17 The origin of
algorithms and programs in
the abstract possibility spaces
�a (possible algorithms) and
�c (possible computations).
These lead to real world
effects such as 3D printing of
physical objects

Level 4 Possibility space �a Possible algorithms

⇓
Level 3 Possibility space �c Possible computations

⇓
Level 2 Written programs pi Selected algorithms a j

⇓
Level 1 Computer run Selected program and data

⇓
Level 0 Output data/actions =⇒ Real world effects

http://dx.doi.org/10.1007/978-3-662-49809-5_1
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2.7.6 Top-Down Action from the Mind

Computer programs based in the possibility spaces �a and �c are not physical
entities, but are nevertheless causally effective in numerous ways [45]. The final
puzzle is this: how are these possibility spaces causally effective in this way? How
do they influence what gets realised in computers?

The answer is through the human mind, which explores these spaces by logical
reasoning. This is enabled by the ability of neural networks to learn about such
abstract spaces through processes of pattern recognition based on the operation of
neural networks in our brains, as explained clearly by Churchland [19]. Hence, I
emphasize:

Causal Effectiveness of Platonic Spaces. It is through adaptive selection processes in the
mind, enabled by the neural circuits in the brain, that the possibility spaces are understood
and hence causally effective.

This enables not only the existence of operational programs and algorithms, but also
computers themselves: the physical entities that make this all happen. They ulti-
mately originate, not only from our exploration of possible algorithms �a, but also
from our explorations of the physical possibility space �ph restricting what is phys-
ically possible due to the nature of physical interactions (described by the laws of
physics). Their development embodies the combined experience of numerous work-
ers in aspects ranging from basic concepts to solid state physics to system design
to effective algorithms to high level design patterns. This leads to the extraordinary
ability of digital systems to represent language, pictures, sound, mathematical rela-
tionships, and indeed all human knowledge. Overall, this is the effect of intelligent
top-down causation from the human mind to physical systems (the computer itself)
and abstract systems (the set of programs that make a computer work).

At a higher level, the existence of computers is an outcome of the human drive
for meaning and purpose: it is an expression of the possibility space of meanings,

the higher levels wherebywe guide what actions take place. This will be discussed
in Chap.8.

2.7.7 Genuine Emergence

Although they are the ultimate in algorithmic causation, as characterized so pre-
cisely by the concept of Turingmachines, digital computers embody and demonstrate
the causal efficacy of various kinds of non-physical entities—algorithms, programs,
data—which enable truly complex behaviour to emerge from simple constituents.

It is noteworthy here that one is able to regard level 0 inTable2.1 as the bottommost
level, the level ‘where the work is really done’, even though this is not in fact the case
if one takes a strict reductionist viewpoint: that level emerges from lower physical
levels, which are really where the work is done!

http://dx.doi.org/10.1007/978-3-662-49809-5_8
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Why is it then legitimate to regard the emergent level 0 as real, as is taken for
granted by all computer scientists and engineers? The answer is that this level does
indeed do real work, as do all the levels in Table2.1:

Genuine Emergence. Each of the levels in Table2.1 is a causally effective emergent level
of structure. They are all equally real.

Just as in the case of neurons and the mind, and indeed biology as a whole [50],
this is the only approach that makes sense. And it is valid because of the reality of
top-down causation in the hierarchies, as discussed in this chapter. I revisit this issue
in Sect. 8.1.

The operations at each level in both the logical and implementation hierarchies
are realizations of possibilities occurring in abstract Platonic spaces such as �a

(Sect. 2.7.5), and these are the ultimate source of the possibility of computation.
Their implementation in physical terms is possible because the human mind is able
to comprehend the nature of these possibility spaces [19].
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Chapter 3
The Basis of Complexity

This chapter looks at the basis of emergent complexity in physical systems, including
life, as well as in logical systems, considering in turn:

• Section3.1. The nature of emergence, and modular hierarchical structures.
• Section3.2. Bottom-up effects and strong reductionism.
• Section3.3. Emergence, higher level dynamics, and higher-level variables.
• Section3.4. Top-down effects in physical and logical hierarchies as the key to the
emergence of complexity, and the issue of supervenience.

• Section3.5. The key enabling concept: equivalence classes of lower level states
and dynamics.

• Section3.6. Ways of demonstrating top-down causation.
• Section3.7. Constraints on emergence.

Thus this chapter develops in more depth the ideas that were presented in outline in
Chap.1, and illustrated in some depth in Chap. 2 in the case of digital computers.
The following chapter considers what different kinds of top-down causation might
exist.

3.1 The Nature of Emergence

Howcan complex systems emerge from simple parts?As proposed in the first chapter,
my main theme is this:

Genuine complexity can only emerge from interlevel causation (both bottom-up and top-
down) in modular hierarchical structures.

Each of the aspects mentioned here (‘modular’, ‘hierarchical’, and ‘structure’) is
crucial for the emergence of complexity out of interactions between simpler units [14,
42, 48, 96, 120]. I first make some broad statements about the nature of emergence
in this section, and then elaborate on them in the later sections as follows:
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• Emergence of complexity is based on structure (Sect. 3.1.1),
• Emergence is different in different contexts (Sect. 3.1.2),
• Emergence results in a structural/functional hierarchy (Sect. 3.1.3),
• Emergence enables logical hierarchies, information flows (Sect. 3.1.4),
• Emergence has different timescales (Sect. 3.1.5),
• Emergence is based on modularity (Sect. 3.1.6).
• Emergence is based on interlevel relations (Sect. 3.1.7)

3.1.1 Emergence of Complexity Is Based on Structure

Without structure, one has random events that are chaotic at lower levels, though they
may lead to order of sorts at a higher level—a gas in equilibrium is a case in point.
There is indeed emergent behaviour in this case, viz., the gas laws that describe its
coarse-grained behaviour, and it is not complex. The outcome is not more than the
sum of the effects of the parts. One can get somewhat more interesting behaviour
in the cases of sandpiles, the reaction–diffusion equation, flocks, swarms, etc. They
are impressive, producing interesting spatial and temporal patterns through local
interactions, but they are not by themselves capable of genuinely complex behaviour,
in the end because there is no coordination of what is going on. Claims have been
made of genuinely complex behaviour emerging in the case of cellular automata,
indeed that they can emulate a universal Turing machine, but this does not mean
they can produce the complexity of life in a viable way.1 Reliable emergence of the
complexity of life on day to day timescales requires the hierarchically structured
reactions in a living cell, coordinated so as to create organised emergent behaviour
that fulfils specific purposes in a living organism [63].

True complexity requires structures such as the micro-connections in a VLA-
SIC computer chip in a computer, tissues made of cells which are in turn made of
immensely complex interactingbiomolecules in an animal, andneural networksmade
up of hierarchically interconnected neurons in a brain. Such systems are not com-
plex merely because they are complicated: ‘order’ means organization, in contrast
to randomness or disorder. Such structure enables the build-up of genuine complex-
ity if it is appropriately formed to fulfil some higher level function, and this is the
case in biology: structure both follows function and enables it [20]. The structure is
emergent from lower level entities, but is much more than the parts. It is the patterns
of structuring that count. This is a higher level property of the system: its description
requires variables that relate to more than just the properties of the components.

1See S Weinberg, “Is the Universe a Computer?” New York Review of Books (October 24, 2002,
available at http://www.nybooks.com/articles/archives/2002/oct/24/is-the-universe-a-computer/?
pagination=false) for an illuminating discussion in a review of Steven Wolfram’s book A New Kind
of Science. Crucially, the key step is “The program for the calculation and the data to be used would
be fed into a rule 110 cellular automaton as a pattern of black cells in the top row”—but who or
what would do that?

http://www.nybooks.com/articles/archives/2002/oct/24/is-the-universe-a-computer/?pagination=false
http://www.nybooks.com/articles/archives/2002/oct/24/is-the-universe-a-computer/?pagination=false
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Thus complexity is based on networks of interacting elements [88] which can be
represented by causal diagrams [60]. They can be studied via the methods of statis-
tical mechanics [1], identifying small-world and scale-free networks and evaluating
network robustness, but that does not capture the core of their biological function,
which at the microscale is embodied in the details of gene regulatory circuits and
metabolic networks [128]. The network structure is an irreducible higher-level char-
acteristic relative to the levels of the genes and molecules themselves. In addition to
the properties of the units themselves, it is the set of relations between units—large
scale topological relations as well as local causal motifs [2, 7, 125]—that is crucial to
building up complexity. These aspects cannot be reduced to lower level variables. For
example, the nature of protein function is determined on a global scale and depends
on the entire connectivity pattern of the protein network [126]. Multiple functional
assignments are made possible as a consequence of the existence of multiple equiv-
alent solutions: which is the basic principle of multiple realisability discussed below
(Sect. 3.5).

Higher level structural patterns channel causation at lower levels in the system,
breaking symmetry and so constraining what happens at those levels. And those
constraints, expressed for example in terms of effective potentials characterizing
a wiring system or a neural network, lead to many different kinds of interesting
behaviour by coordinating behaviour at lower levels. But structuring can take place
in abstract systems as well as physical ones. In many cases it is patterns of abstract
structure that determine the physical structure and behaviour that occurs, because
life has needs that can be understood in logical ways, and so our brains are adapted
to understand and predict logical patterns [72].

3.1.2 Emergence Is Different in Different Contexts

Emergence takes place in many different contexts, leading to many different kinds
of entities:

• Natural Objects. Naturally occurring physical objects such as rocks, planets,
stars, galaxies: no kind of purpose is evident in their nature or dynamics.

• Life. Bacteria, plants, animals, including intelligent beings such as humans: these
are all goal-seeking (they are teleonomic).

• Manufactured Objects and the Built Environment. Physical artefacts, such as
automobiles, aircraft, computer systems, houses, cities, bridges, water systems:
these are physical entities designed to fulfil some specific purpose.

• Organizations. Societies, firms, armies, states, organizations: these are social
constructions designed to fulfil some purpose, with both abstract and physical
aspects.

• Conceptual Structures. Mental entities such as language, mathematics, mental
models, theories, legal systems, constitutions: these are the basis of the last two.

Each of the classes mentioned has both physical and logical aspects. Physical
systems are governed by law-like abstract relationships that can be expressed
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algorithmically. Biological development is based on the genetic code and translation
of DNA sequences in an algorithmic way into sequences of amino acids. Organiza-
tions are effective because of an underlying mental model (a conceptual framework)
that leads to their structure, as are manufactured entities such as aircraft and com-
puters. This is possible because conceptual structures exist in minds that are enabled
by physical brain states, and are causally effective through physical means such as
speech and writing, as well as through computers.

3.1.3 Emergence Results in a Structural/Functional
Hierarchy

The result of emergence in the natural and life sciences is the hierarchy of structure
and causation set out in Table3.1. A hierarchical structure will be described by a
corresponding hierarchy of variables appropriate to describing the different levels of
the hierarchy. This table gives a simplified representation of this hierarchy of levels
of reality as characterized by corresponding academic subjects, with the natural
sciences on the left [41] and the life sciences on the right [20].

Layers of emergent order and complexity build upon each other, with physics
underlying chemistry, chemistry underlying biochemistry, and so on. On both sides,
each lower level underlies what happens at each higher level in terms of structure
and causation. There is a vast variety of existence at each higher level in the hierar-
chy (very large numbers of possible organic macromolecules, very many species of
animals, etc.), but fewer kinds of entities at the lower levels (atoms are made of just
protons, neutrons, and electrons), so complex objects with complex behaviour are
made by highly structured combinations of simpler objects with simpler behaviour.

Table 3.1 The hierarchy of
structure and causation for
inanimate matter (left) and for
life (right), as characterized
by academic disciplines

Level 10 Cosmology Sociology/economics/politics

Level 9 Astronomy Psychology

Level 8 Space science Physiology

Level 7 Geology,
Earth science

Cell biology

Level 6 Materials
science

Biochemistry

Level 5 Physical
chemistry

Chemistry

Level 4 Atomic
physics

Atomic physics

Level 3 Nuclear
physics

Nuclear physics

Level 2 Particle
physics

Particle physics

Level 1 Fundamental
theory

Fundamental theory
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Each level underlies what happens at the next higher level, in terms of physical cau-
sation. The existence of higher level complex behaviour, which does not occur at the
lower levels, then emerges from the lower level properties both structurally and func-
tionally (at each moment) and in evolutionary and developmental terms (over time).

Each higher level physical element, created by structured combinations of lower
level elements, has different properties from the underlying lower levels—the entities
at each level show behaviours characteristic of that level. Each level is described in
terms of concepts relevant to that level of structure (particle physics deals with quarks
and gluons, chemistrywith atoms andmolecules, and so on), so a different descriptive
language applies at each level. Different levels of the hierarchy function according
to laws of behaviour appropriate to that level, and are describable only in terms of
language suited to that level. One cannot even describe higher levels in terms of lower
level languages because a different phenomenological description of causation is at
work at the higher levels, whichmay be described in terms of different causal entities.
Ideas applicable to lower level causation do not by themselves succeed in explaining
the higher level behaviours, for the concepts employed are simply not appropriate
to the higher level kinds of causation (a motor mechanic does not talk in terms of
quarks and electrons, for example).

Essential Differences BetweenLevels. Hierarchical structures have different kinds of order,
phenomenological behaviour, and descriptive languages that characterize each level of the
hierarchy.

It is sometimes queried whether these levels actually exist ‘out there’, or are rather
impositions of the mind. My position is that different kinds of causation do indeed
exist at the different levels as characterized here, and the mind recognizes these
distinctions which actually exist. They are not just inventions of the mind. Atoms
are different from molecules, whether characterised as such by a mind or not.

Non-Physical Entities. Note that there is no correlation between the left- and the
right-hand columns above the level of chemistry, as emergence and causation is quite
different in the two cases. However, the first four levels are identical (life emerges out
of physics!). At the higher levels on the biology side, non-physical variables become
relevant: in particular, as discussed later, thoughts and ideas and social constructions
are higher level effective variables, even though they are not physical entities. Thus
one can propose a ‘software explanation’ of behavior [30] based on overlapping
hierarchies. The same is true of digital computers: computer algorithms and programs
are causally effective even though they are non-physical entities (see Chap. 2). There
is a link here: the existence of computers as physical entities is an example of the
causative power of thoughts and ideas—computers would not exist if they had not
been designed. There is no doubt whatever about the causal efficacy of thoughts.

Thus the hierarchy on the life sciences side is in terms of function and causation
rather than the scale of physical entities. The hierarchy is determined by finding
out what entities—physical or otherwise—exert constraints or set conditions so as
to channel interactions between elements which have their own laws of interaction
at their own level, for any environment acts in this way on any system it contains.
Togetherwith a careful analysis ofwhatmore complex elements emerge from simpler
ones, this defines which is a higher level and which a lower level in the hierarchy.

http://dx.doi.org/10.1007/978-3-662-49809-5_2
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Thus it is a hierarchy of whole–part relations, which at the bottom levels can be
seen as physical (a lower level entity is physically a part of a larger one), but at higher
levels is a causal hierarchy (higher level entities provide the causal context for lower
level ones).

Top and Bottom. It is unclear what the topmost and bottommost levels of the hier-
archy are. The topmost level is shrouded in metaphysics, and the bottommost one in
the unknown nature of quantum gravity. Luckily this does not not prevent us from
considering the levels in Table3.1 and the relations between them. We would not be
able to carry out scientific enquiry if this were not the case. Similarly, there may be
no unique top level in the brain, where multiple interlocking hierarchies occur. That
does not prevent us from considering causation in the many hierarchical structures
in the brain that are easily identifiable.

Reality of Elements. Implicit in this discussion is the view that the elements at each
of the levels of existence characterized by Table3.1, except perhaps at the quantum
level [61, 77], can be regarded as real [38, 40]. A table is a real table, even though
it is made of atoms, which are also real, even though they are made of electrons,
protons, and neutrons. And of course, the same applies to animals and people. This
view, too, is needed in order that science should make sense. If a real experimenter
does not exist, then experiments are not possible.

Quantum mechanics is applicable at the lower levels, but apparently not at the
macrolevels except under very restricted circumstances, e.g., superconductivity,
Bose–Einstein condensations, lasers, and the extraordinary recent quantum entangle-
ment experiments over many kilometers. It does not apply under ordinary everyday
circumstances at the macrolevel (which is why quantum dynamical principles are
not obvious to us). Hence, experimenters talk about the classical/quantum split, or
Heisenberg cut [131, p. 15], necessary for them to analyze their experiments. Things
are real in the classical sense above that cut, and this includes all of the everyday
world, even if it looks completely different at other levels of description [38].

Existence. The different levels are all real, each existing with causal powers in its own right,
because (as explained in detail in this book) they each have determinable effects on the levels
above and below them. No level is more real than any other [91].

If this were not the case, we would be stuck, because we would not for example be
able to treat neurons and genes as real, as Francis Crick [27] would wish us to (see
the quote by Crick in Chap.1, and response in Sect. 7.7.3). They are certainly not
the bottommost level, but neither molecular biology nor neuroscience makes sense
if we don’t assign genes and neurons real causal powers over lower levels.

The same applies to every level: the particular science that studies that level
(genetics, neuroscience, ecology, physiology, economics, for example) would not be
dealing with real causal powers otherwise. Your bankmanager exists with real causal
powers, for example, as does the bank: this becomes very clear when you open an
account or apply for a loan. It would not make sense to claim a heart attack was a
cause of ill health if the level of physiology was not real. And even the quantum
mechanics levels are real, if they underlie the classical levels, as they surely do.

http://dx.doi.org/10.1007/978-3-662-49809-5_1
http://dx.doi.org/10.1007/978-3-662-49809-5_7
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3.1.4 Emergence Enables Logical Hierarchies,
Information Flows

As well as structural hierarchies, there are logical hierarchies that are causally effec-
tive. The two may occur in a deeply entwined fashion in specific contexts, as is clear
in the case of digital computers (Chap. 2): the structural/functional hierarchy is the
substrate whereby the logical hierarchies are effective. They are described in terms
of language, logical symbolism, and mathematics.

Language. Language is the symbolic tool by which logical thought functions [32]. It
thus underlies the causal power of thought, which plays a key role in social structure
and society [117]. It is based on naming entities, actions and events, and qualities,
with patterns of relationships structuring their use [122]. It is hierarchically structured
in two ways: first in its representation of entities and actions by words, and secondly
in the way it represents references. As to the first, in the written form we have the
hierarchy:

letters → words → phrases → sentences → paragraphs → chapters → books,

a hierarchical structure building up complex entities out of combinations of simple
units. The base units are letters when we represent words in writing (and 0s and 1s
if we represent them digitally), but the key level out of which higher order structures
are built is that of words (this corresponds to the level of atoms in physics and cells
in biology). The natural ordering of words is alphabetical, enabling us to store them
in an ordered way that enables indexing and recall, but this ordering of words has
nothing to do with their meaning, because the relation between the letters in a word
and its meaning (as given in a dictionary) is arbitrary. The full set of words in use can
be defined in terms of a defining vocabulary of about 3000 words which provides
the referential base for the rest [92].

It is crucial here that words are understood in context. For example the word
‘plane’ could refer to a landscape, a vehicle, a woodworking tool, or a mathematical
concept. One decides which it is from the context. The words ‘they’, ‘it’, ‘then’, and
so on are purely contextual in nature:

Context and Language. One has a top-down effect from the text as a whole to the interpre-
tation of the words and phrases in it. Language is contextual through and through.

As to the second, given its syntactic structure, language enables reference to all our
present state of knowledge, which is necessarily hierarchically classified (as in an
encyclopedia) in order that we can understand it. The issue here is that one cannot
understand relations between the vast variety of objects in the world without using a
hierarchical characterization of properties of generic classes and specific instances.
Thus for example:

animal → mammal → domestic animal → dog → guard dog → Doberman → Fred,

http://dx.doi.org/10.1007/978-3-662-49809-5_2
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machine → transport vehicle → automobile → sedan → Toyota → CA687-455.

Language has a hierarchical structure of meanings that is a logical hierarchy, reflect-
ing the hierarchical structure in the world that is being represented—as is necessary
in order for it to be a good semiotic representation of the system being described
[33]. This hierarchy of meaning is logically largely independent of the lexical hier-
archy. Dictionaries and encyclopedias give the arbitrarily assigned relation between
the two.

Mathematics. This has similar hierarchies to those of language. Quantities are rep-
resented by numbers in a hierarchical way. Using a decimal basis:

millions → thousands → hundreds → tens → units,

analogously to how words are built up from letters, the units being represented in
terms of the numbers 0–9 (but being represented in terms of 0s and 1s if we use
a binary representation). Mathematical statements are built up hierarchically from
combinations of operations on numbers and variables, leading to the whole structure
of mathematical presentations in terms of lemmas, theorems, and propositions.

In addition to that, there are logical hierarchies: mathematical operations are
hierarchical in that, for instance, integration is built on addition, and differentiation
on subtraction and division. The former are in each case emergent from combinations
of the latter. It is this kind of logical relation that is expressed in the mathematical
formalism.

Computer Languages. These are hierarchically structured in two ways: there is an
implementation hierarchy of languages, each level of which is structured in terms of
a logical hierarchy, as described in Chap.2. These logical layers are each causally
effective in terms of determining the computer’s output. One can write and run
programs at any of the levels in the implementation hierarchy, it is just for human
convenience that we usually use the topmost level to do so.

Information. Implementation of logical hierarchies requires information flows: col-
lecting, processing, storing, and recalling logical relations. Information processing
includes analyzing, filtering, and passing on the results to other modules for further
processing or to initiate some form of action. Information flows can be same level or
interlevel, passing messages up or down the levels in the implementation hierarchy.

As well as in spoken and written language, and in computer systems, such flows
also happen in biology, for example, in physiology, and in thewaygenetic information
is coded in DNA: it is written, stored, recalled, and translated into its biological
meaning by cell processes [20]. Information flows are key causal factors in feedback
control loops (Sect. 4.2), which are crucial to homeostasis throughout biology as
well as in organizations [9]. They are an important feature in the functioning of
society, and are of course key to the operation of the mind [59]: the brain [73] is an
information-processing device par excellence (see Chap. 7). Information filtering is
a key form of adaptive selection (Sects. 4.3–4.5) in all these contexts.

http://dx.doi.org/10.1007/978-3-662-49809-5_2
http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_4
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Table 3.2 The different timescales associated with evolution, development, and functioning

Type of system Long term
evolution

Short term
evolution

Development Function

Natural 109 years 105 years 105 years Weeks to hours

Biological 109 years 105 years 20years Hours to msec

Artificial 104 years 102 years 10years Hours to µsec

In the ‘natural system’ row, ‘function’ refers to events such as volcanoes, earthquakes, typhoons,
etc. In the ‘biological systems’ row, it refers for example to typical brain operations, while in the
‘artificial systems’ row it refers to a typical modern computer and its micro-operations

3.1.5 Emergence Has Different Timescales

Emergence occurs in terms of (a) evolution/coming into existence of species/type,
(b) development/creation of each individual object/being, and (c) function of indi-
vidual object/being, each occurring with very different timescales. The relevant
timescales (Table3.2) are related both to physical size and to degree of tightness
of coupling.

Each type of emergence in biology is characterised by adaptive selection in inter-
action with the physical and social environment, these being the boundary conditions
for the system. As life emerges, in each case there is a dramatic change from matter
without complex functionality to living material.

3.1.6 Emergence Is Based on Modularity

These hierarchical structures are modular, made up of structural combinations of
semi-autonomous components, each carrying out specific functions. The modules at
each level will generally constitute the next lower level in the hierarchy. The structure
and behaviour of modules can be studied in their own right: molecules are made of
atoms, living bodies are made of cells, and so on. One can study atoms and living
cells in their own right, and then see how they fit together to make molecules and
bodies [20].

The key modules in physics are atoms: all matter is made of atoms. Feynman
strongly emphasized [49] that this is probably the single most important thing we
have learned in physics. These are made up of electrons and atomic nuclei, which
are made up of particles (protons and neutrons), and so on, so they are just one level
in the hierarchy, but with their properties as summarized in the periodic table of the
elements, atoms are the key link between large and small.

Correspondingly, the key modules in biology are cells: all life is based on cells
[20]. They are made up of nuclei, mitochondria, ribosomes, and so on, each being
modules in their own right, containing biomolecules (proteins, RNA, DNA, etc.) of
many kinds. They are the basic unit of life. In particular, the key modules in the brain
are neurons: all the major brain areas are made up of networks of neurons [73]. The
corresponding modules in computers are gates: circuits of gates create all the higher
level logical operations [82].
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3.1.6.1 Modules, Abstraction, and Information-Hiding

A hierarchy represents a decomposition of the problem into constituent parts and of
processes into sub-processes to handle each of these sub-problems, each sub-process
requiring less data and more restricted operations than the problem as a whole [120].
Modular units with abstraction, encapsulation, and inheritance handle each of these
sub-processes [14]. Modules can be modified and adapted to fulfil new functions,
enabling great flexibility as complex structures adapt to a changing environment.
Modules at a particular level are identifiedby tighter binding, higher speeds of internal
interaction, and higher energies than those at the next higher level in the hierarchy, and
indeed it is this tighter binding that identifies them as modules. The high-frequency
dynamics of the internal structures of components (relating internal variables) con-
trastswith the low-frequency dynamics of interactions amongst components (relating
external variables). Combinations of many high-frequency lower-level interactions
result in lower-frequency higher-level actions (a computer microchip may perform
millions of operations per second, but the user still has to wait for the computer to
do what she wants at the macro level).

The success of hierarchical structuring depends on implementing modules to han-
dle lower-level processes and on the integration of these modules into a higher-level
structure (for example, atoms comprising molecules and cells comprising a living
being). This structuring enables the modification of modules and re-use for other
purposes, and in addition enables fine-tuning of the internal structure of a module
without affecting the large scale dynamics. It also makes the dynamics understand-
able. This is clear for example in complex computer programs, which may have 15
million or more lines of code: they are only understandable because they are written
in a modular way with numerous separate subroutines that can each be understood
on their own.

Abstraction. A key feature is that compound objects (combinations of modules) can
be named and treated as single units by appropriate labeling. This leads to the power
of abstract symbolism, symbolic computation, and recursion. An abstraction denotes
the essential characteristics of a module that distinguishes it from all other kinds of
objects. It focuses on the outside view of the module, and so serves to separate
its essential behaviour from its implementation. Further, it emphasizes some of the
system’s details or properties, while suppressing many others.

Information is continually thrown away by the billion bits when one replaces the
internal description with this external view. This is what enables modules to generate
higher level structure, and it is essential to the emergence of higher level behaviour
because all the micro-alternatives can neither be examined nor controlled.

Encapsulation. This occurs when the internal workings are hidden from the out-
side, so internal procedures can be treated as black-box abstractions. No part of any
complex system should depend on the internal details of any other part: system func-
tionality only specifies each component’s function, leaving it to the object to decide
how to do it.
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Information-Hiding. Local variables that control the internal dynamics are invisible
from the outside: access to the internal variables is only through carefully controlled
interfaces. In computers, this is handled by the scoping of variables and parameter
passing. In biology, it is handled by containing reactionswithin containers such as cell
walls that allow limited access to the outside environment. Thus information-hiding
is a key feature of complexity.

Inheritance. This is when specialised modules (forming a sub-class) preserve most
or all of the functions of the super-class, but with extra specialisation or further prop-
erties built in. This corresponds to fine-tuning themodules to handlemore specialised
problems (for example generalised cells specialise to form neurons).

These issues are all discussed in greater detail in Sect. 2.2.2, in the context of
digital computers and object-oriented programming [14].

3.1.7 Emergence Is Based on Interlevel Relations

Multifold causation takes place in such systems. A network of causal influences and
constraints interact to produce an outcome. In order to understand such systems, we
often take for grantedmost of these influences and concentrate on one or two of them,
whichwe then label as ‘the causes’. This has the connotation of dominant causes. But
a web of influences and multiple causations is in action all the time. Nevertheless, in
order to understand what is going on, it is useful to single out particular links in this
causal pattern, taking all the rest for granted. I will follow this usage.

Given this understanding, the dynamics in complex systems involves the com-
bination of bottom-up and top-down action [19] in the hierarchy of structure (see
Fig. 3.1). The higher and lower levels are related to each other because the higher
levels are based on the lower levels. But the higher levels set constraints on lower
level dynamics in a top-down manner and this influences them in many ways [42].
It enables the activation of interlevel feedback loops which can then facilitate gen-
uine complexity. Boundary conditions shape lower level outcomes, but these in turn
influence the environment.

Fig. 3.1 Bottom-up and top-down causation. The fundamental importance of top-down causation
is that it changes the causal relation between higher and lower levels in the hierarchy of structure
and organisation. Consider the difference between bottom-up only (left) and the combination of
bottom-up and top-down (right)

http://dx.doi.org/10.1007/978-3-662-49809-5_2
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Bottom-up action will be reviewed in Sect. 3.2, and top-down action in Sect. 3.4.
There are 5 distinct types of top-down action: they will be discussed in Chap.4. The
key idea in top-down action is equivalence classes: these are discussed in Sect. 3.5.
A key question that arises in top-down causation is how there can be room for
it to take place, given that physics underlies everything and is on the face of it a
causally complete theory. This will be discussed in Chap.5. The cases of top-down
causation in physics and in the context of the mind will be discussed in Chaps. 6
and 7 respectively.

3.2 Bottom-Up Effects

A major theme of physics and science is that causation occurs from the lower to the
higher levels of the hierarchy in Table3.1, leading to higher level behaviour. What
happens at each higher level is based on causal functioning at the level below. Hence,
what happens at the highest level is based on physical functioning at the bottommost
level. When I move my arm, it moves because many millions of electrons attract
many millions of protons in my muscles, as described by Maxwell’s equations.
Thus microphysics underlies macro effects. The successive levels of order entail
chemistry beingbasedonphysics,material science onphysics and chemistry, geology
on material science, and so on.

Bottom-Up Causation. This is the ability of lower levels of reality to have a causal effect on
the higher levels which emerge from them, sometimes uniquely determining what happens
at the higher levels.

This is illustrated in Fig. 3.1 (left).

3.2.1 Coarse-Graining

A feature that occurs here [3, 49] is the coarse-graining of lower level variables (e.g.,
particle states) to give higher level variables (e.g., density and pressure), accompanied
by a conversion of useful energy to non-usable energy when some energy is hidden
in lower level variables, and hence not available to higher levels. This is the source of
entropy growth and of effective non-conservation of energy at higher levels through
friction and other dissipative effects. As the lower level dynamics proceeds, for
example diffusion of molecules through a gas, the corresponding coarse-grained
higher level variables will change as a consequence of the lower level change. So for
example a non-uniform temperature will change to a uniform temperature.

http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_5
http://dx.doi.org/10.1007/978-3-662-49809-5_6
http://dx.doi.org/10.1007/978-3-662-49809-5_7
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In this section, I consider in turn:

• Physics (Sect. 3.2.2).
• Biology (Sect. 3.2.3).
• Mathematics of emergence (Sect. 3.2.4).
• Strong reductionism (Sect. 3.2.5).

3.2.2 Physics

This view emerged from physics, particularly mechanics, statistical physics, and
solid state physics. Its extension to understanding chemistry as arising from quantum
physics was a major triumph. Examples are:

Example 3.1. Motion of Macroscopic Objects. The way an object moves, a foot-
ball or steam engine for example, is due to the summation of all the forces on its
component particles. Momentum conservation at the micro level leads to momentum
conservation at the macro level.

Example 3.2. Gases. Determination of gas properties through the kinetic theory
of gases, seen as bottom-up causation from molecular motions to gas properties.
Molecular collisions lead to gas pressure, heat conduction, diffusion, and so on [3,
49].

Example 3.3. Solids. Determination of metallic properties such as thermal and elec-
trical conductivity through the quantum theory of solids, resulting from electron
motions in a lattice [22, 132].

Example 3.4. TheChemical Bond. The explanation of the chemical bond in terms of
physical processes involving electron orbitals [94], with the properties of the periodic
table of the elements resulting from the Pauli exclusion principle.

3.2.3 Biology

The huge change that has taken place in the last 80years or so is the extension of this
view to biology, in particular through the molecular biology revolution on the one
hand [129] and the growth of understanding of neuronal processes on the other [73].

Example 3.5.Genetics. Animal development is based on the reading of genes, which
determine protein synthesis and hence body structure. This is bottom-up causation
from DNA to the phenotype [20].

Example 3.6. Action Potentials. Neuronal processes are based on ion transport
across dendritemembranes and the resultingHodgkin–Huxley equation anddiffusion
processes at synapses, leading to action potentials conveying information from one
neuron to another [73, 115].
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Example 3.7. The Brain. This is understood as a neural network built up from inter-
acting neurons with outcomes determined by the integrated effects of the summation
of action potentials at synapses [73, 115]. Hebbian processes (‘fire together, wire
together’) are a bottom-up process for strengthening neural connections in a purely
local way [31, pp. 281–313]. This is sometimes called unsupervised learning, but this
is not a learning process in the sense understood in this book (see Sect. 4.3.4). It is a
process of habituation independent of outcome. In a learning process, behaviour is
modified according to outcome.

Example 3.7. Emergent Behaviour in Flocks and Swarms. Swarms of intelligent
agents can lead to impressive kinds of patterns and emergent behaviour in a bottom-
up way purely through local interactions between the agents [74]. However, it will
be a theme of this book that what can happen in this way is strictly limited: it
cannot produce truly complex behaviour, because it cannot lead to adaptation to an
environment (this bottom-up process takes place irrespective of the nature of the
environment). It cannot lead to learning, unless the agents themselves adapt to what
is happening to the flock, in which case it is a top-down process from the flock level
to the level of the individual agents.

3.2.4 Mathematics of Emergence

Coarse-graining of lower level variables clearly leads to effective higher level laws
in simple physical cases. I will just give two examples here.

Key Example: Conservation Laws. Suppose a system S consists of N particles of
mass mi . The total mass of the system is m := ∑

i mi . Then conservation of mass
of the particles implies conservation of the total mass of the system:

dmi

dt
= 0 =⇒ dm

dt
= 0 . (3.1)

The same will apply for example to electric charge. Thus microscopic conservation
laws re-emerge as macroscopic conservation laws.

Classic Example: Centre of Mass Motion. The classical example of emergence
of higher level linear behaviour out of lower level linear behaviour is the case of
centre-of-mass motion (see [56] for a clear description). Consider a system of N
point particles of mass mi at position ri . Newton’s law of motion for the i th particle
is

mi r̈i = F∗
i = Fi +

∑

j

Fi j , (3.2)

where F∗
i is the total force on the i th particle, Fi is the external force, and Fi j is the

internal force due to the j th particle (there is no self-force, i.e., Fi i = 0). Newton’s
third law states that action and reaction are equal and opposite, i.e.,

http://dx.doi.org/10.1007/978-3-662-49809-5_4
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Fi j = −F j i . (3.3)

Consequently, adding the Eq. (3.2) together for i = 1 to N , we find

∑

i

mi r̈i =
∑

i

F∗
i =

∑

i

Fi . (3.4)

Defining the total mass m, centre of mass position r, and total external force F by

m :=
∑

i

mi , mṙ :=
∑

i

Mi ṙi , F :=
∑

i

Fi , (3.5)

we find
mr̈ = F , (3.6)

so the linear law for the individual particles [the first equality in (3.2)] is replicated
by the coarse-grained variables in (3.5), and this irrespective of the nature of the
internal forces.

Bottom-up action is often expressed in differential equations for the relevant
variables, e.g., the evolution of quantities �i (t), (i = 1, . . . , N ), may be determined
by

dn�i

dt

∣∣∣
t
= fi

(
dn−1� j/dt (t), . . . , d� j/dt (t),� j (t)

)
, i, j = 1, . . . , N . (3.7)

The solution is determined uniquely on some interval by the initial data at an arbitrary
time t0, that is, by

{
dn−1�i/dt (t0), . . . , d�i/dt (t0),�i (t0)

}
. The equation may be

chaotic or unstable in some domain, inwhich case the solution is exquisitely sensitive
to the initial data. Nevertheless, the equations are determinate in principle. Equation
(3.6) is a special case, with the simple harmonic oscillator being a key example. In
many other cases the relevant equations will be partial differential equations such as
the wave equation or diffusion equation.

3.2.5 Strong Reductionism

The core of the reductionist view is that everything can be explained by such bottom-
up mechanisms based on the laws of physics, with no remainder. This project is very
successful in many cases. This is the profound basis for physicalist world views, as
stated by Dirac [35]:

The underlying physical laws necessary for themathematical theory of a large part of physics
and the whole of chemistry are thus completely known, and the difficulty is only that the
exact application of these laws leads to equations much too complicated to be soluble.
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The essential claim is that in the above characterization of bottom-up causation, one
should delete the word ‘sometimes’ in the phrase ‘sometimes uniquely determining
what happens at the higher levels’. However, I will argue that the phrasing above
is more accurate; that in fact, there is always a contextual dependence of specific
outcomes. We often do not realize this feature because we take the environmental
context for granted.

3.3 Emergence and Higher-Level Variables

The phenomenon of emergent order is when higher levels display new properties not
evident at the lower levels. More is different, as famously stated by Anderson [4].
Emergence of complexity takes place where quite different laws of behaviour hold
at the higher levels than at the lower levels [53, 74, 80, 113]. These properties are
characterized by named higher level variables, and it is the symbolic naming of these
variables that enables us to contemplate their nature. Here I consider in turn:

• Emergence of higher level structure and behavior (Sect. 3.3.1).
• Coherent higher level dynamics (Sect. 3.3.2).
• Emergent Higher level variables (Sect. 3.3.3).
• Intrinsically higher level variables (Sect. 3.3.4).

3.3.1 Emergence of Higher Level Structure and Behavior

Effective theories such as the Fermi theory of weak interactions, the gas laws, and
Ohm’s lawgive a phenomenological understanding of behaviour at higher levels [44].
The higher levels are generally more complex and less predictable than the lower
levels: we have reliable phenomenological laws describing behaviour at the levels of
physics and chemistry, but not at the levels of psychology and sociology. Thus this
is a hierarchy of complexity. As emphasized above, one cannot even describe the
higher level components or behaviour in terms of lower level language. Examples of
emergence of higher level behaviour are:

• E1 Statistical Physics. The underlying atomic theory leads to themacroscopic gas
laws, thermodynamics, and thermal properties of gases [3, pp. 434–518]. There is
no similarity between the underlying theory and the emergent theory, except that
concepts of mass, energy, and momentum conservation apply at both levels.

• E2 Electrodynamics. The process of coarse-graining leads to the polarization
density of a polarized medium [123, pp. 343–349], where the electric field E is a
coarse-grained version of the microscopic electric field e, and the displacement
vector D = E + 4πP includes a polarization term P representing coarse-grained
dipole terms [68, pp. 103–108]. The fields D and E are related by a polarization
tensor εi j such that Di = εi j E j . The tensor εi j depends on the micro structure
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of the medium. In an isotropic medium, εi j = εδi j (using Cartesian tensors),
while in an anisotropic medium this is not the case. The coarse-grained version of
Maxwell’s equations gives the divergence ofD and curl ofE, so a modified version
of the microscopic equations emerges. The emergent theory is largely similar to
the underlying theory.

• E3 Physics to Chemistry. The interactions of fermions lead through the Pauli
exclusion principle to the nature of the hydrogen atom [3, pp. 109–148] and the
electronic structure of atoms [3, pp. 158–176], and from there to the periodic table
[5, 94]. The nature of the chemical bond emerges from physics [5, 94]. There is
no similarity between the underlying theory and the emergent laws.

• E4 Chemistry to Microbiology and Life. The complex modular hierarchical
structure of life emerges from the underlying physical and chemical laws [20].
There is no similarity between the underlying theory and the emergent behaviour,
except that concepts of mass and energy balance apply at both levels.

• E5 Interacting Species to Multilayered Ecological Systems. Species interact
with one another in different ways and those interactions vary spatiotemporally,
leading to ecological multilayer networks [103].

Inmost cases, the underlying theory leads to a higher level theory characterizing quite
different behaviour (after all, that is the essential content of Table3.1). How does
how higher level structure and behavior relate to lower level structure and behavior
in two adjacent levels in the hierarchy of complexity?

Emergence of Structure. This occurs when higher level structure is based on lower
level entities (the modules out of which the higher level entity is constructed, which
may each have their own internal structure). This is represented in Table3.3.

Examples are a crystal lattice, a star, a galaxy, a house, a computer, or a mouse.
The emergence may take place spontaneously through bottom-up processes such
as growth or crystallization, or it may be imposed by top-down processes such as
manufacture. Either way, higher level structures are created out of lower level entities
and then exist as entities in their own right. They are described by suitable higher
level variables (Table3.4).

Table 3.3 The emergence of
higher level structure from
lower level structure. Growth
or manufacture creates a
higher level entity from its
parts

Level N + 1 Structure I Higher level entity Whole

⇑ Growth/manufacture ⇑ Emerge

Level N Parts i Lower level entities Components

Table 3.4 The emergence of
higher level variables from
lower level variables

Level N + 1 Variables VI Higher level description Aggregated state S

⇑ Coarse-grain ⇑
Level N Variables vi Lower level description Detailed states si
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Table 3.5 The emergence of
higher level behaviour from
lower level dynamics

Level N + 1 Initial state I Higher level theory T : ⇒ Final state F

⇑ Coarse-grain ⇑
Level N Initial state i Lower level theory t : ⇒ Final state f

Examples are the pressure, density, and temperature of a gas, a macroscopic
magnetic field, the velocity of the centre of mass of a particle. The variables are
structural if they are basically of a static nature—theygive the higher level its identity;
and they are dynamic if they are essential to its behaviour—they are time dependent
in crucial ways. Structural variables would, for example, be those describing the
shape, hardness, colour, and so on of a cricket ball; dynamic variables would be its
centre-of-mass position and motion and its momentum.

Coarse-graining extracts properties of the system that characterize its higher level
nature and behaviour, while throwing away large amounts of information about lower
level entities. This information-hiding is a key feature of modularity (see Sect. 3.1.6)
which justifies the term ‘coarse-graining’. An example of coarse-graining is the
averaging sums in (3.5), but it can be muchmore sophisticated than this, as discussed
below.

Emergence of Higher Level Behaviour via Bottom-Up Causation. This occurs
when higher level behavior, described in terms of higher level variables, emerges
from lower level dynamics, described in terms of lower level variables (Table3.5).
The dynamics of the lower level theorymaps an initial state i to a final state f . Coarse-
graining the lower level variables, state i corresponds to the higher level state I and
state f to the higher level state F . Hence, the lower level action t : i → f induces
a higher level action T : I → F . This leads to emergence t → T of higher level
behaviour from the lower level. An example of this process is the steps from (3.2)
to (3.6). Examples of the outcome are the perfect gas laws, black body radiation
properties, and so on. One can reliably coarse-grain to get higher level variables and
laws in these cases. Higher level behaviour emerges unaffected by container size or
shape.

However, coarse-graining the lower level dynamics will not always result in reli-
able higher level dynamics: chaotic systems are a case in point. We need to consider
when coherent higher level dynamics will emerge.

3.3.2 Coherent Higher Level Dynamics

Multiple Representation. In general, many lower level states correspond to a single
higher level state (Fig. 3.2 left), because a higher level description H1 is arrived at
by ignoring the micro-differences between many lower level states Li , and throw-
ing away a vast amount of lower level information (coarse-graining). For example,



3.3 Emergence and Higher-Level Variables 103

Fig. 3.2 Left: A set of lower level states all corresponding to the same higher level state upon
coarse-graining. Right: Specifying a higher level state specifies an arbitrary single member of a
whole family of lower level states. That specific member instantiates the higher level state

numerous microstates of particle positions and velocities correspond to a single
macrostate of nitrogen gas with a pressure of one bar and a temperature of 20K in a
volume of 1L.

The number of lower level states corresponding to a single higher level state
determines the entropy of that state. This is lower level information that is hidden in
that higher level view. The consequence is that specification of a higher level state H1

determines a family of lower level states Li , any one of which may be implemented
to obtain the higher level state (Fig. 3.2 right).

Dynamics. The system dynamics (causal interactions due to physical interactions
between the components) acts on each lower level state Li to produce a new lower
level state L ′

i . Two major cases arise.

Incoherent Dynamics. Different lower level realisations Li of the same higher level
initial state H1 result, throughmicrophysical action taking each state Li to a new state
L ′
i , in different higher level final states H ′

i (see Fig. 3.3). Here there is no coherent
higher level action generated by the lower level actions and the higher level result is
unpredictable. This is the case for chaotic systems with highly sensitive dependence
on initial conditions, so that an arbitrarily small perturbation of the initial data may
lead to vastly different future behaviour [34]. Examples are three-body systems in
Newtonian mechanics and Lorenz attractors in the equations for weather.

Coherent Dynamics. Coherent higher level dynamics T emerges from the lower
level action t if the same final higher level state H ′

1 results for all lower level states
Li that correspond to an initial higher level state H1 [42] (see Fig. 3.4), thereby

Fig. 3.3 First case: chaotic
dynamics
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Fig. 3.4 Second case:
coherent dynamics

defining an equivalence class of lower level states that give the same higher level
action (see [6] and [8, pp. 403–407]). Different lower level realisations of the same
higher level initial state result, throughmicrophysical action, in the same higher level
final state (up to the accuracy of the higher level description utilised).

It is possible that H1 = H ′
1, in which case we have an equilibrium state of the

system. In the case of the gas, this will be so if the initial state is one of uniform
temperature and density. This is also the case for structural variables in a solid: even
though lower level thermal vibrations are taking place all the time, the higher level
structure is a stable entity.

Effective Higher Level Dynamics. In this case, the lower level action results in
a unique emergent higher level dynamics: the effective theory at the higher level.
Consistent behaviour occurs at the higher level, regarded as a causal system in its own
right. There is now effective higher level autonomy of action, enabled by coordinated
lower level action (see Fig. 3.5):

Emergent Dynamics. When coherent dynamics emerges, the resultant higher level action
can be regarded as existing in its own right. It can be analysed without knowledge of the
underlying lower-level interactions.

This is what enables one to talk of the existence of higher level entities in their own
right. It is where the power of information-hiding arises: a coherent higher level
action results from the lower level action (perhaps in a statistical sense), independent
of which lower level states instantiate the higher level states.

Fig. 3.5 A value of a higher level variable (such as the volume V of a gas in a cylinder) instantiates
one instance of the lower level variables in an equivalence class such that the lower level dynamics
leads to emergence of a coherent higher level dynamics, e.g., the perfect gas laws. Thus, for example,{
H1 → L2 → L ′

2 → H ′
1

} ⇒ {
H1 → H ′

1

}
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An example is gas in a container that is initially hot in one region and cooler else-
where.Molecular diffusionwill result in a final state of uniform temperature. Both the
initial and final states can be realised through numerous microstates, and the higher
level behaviour does not depend on which of them occurs. It is reliable behaviour at
its own level, based on an equivalence class of lower level states (Sect. 3.5).

A different kind of example is pressing a key on a computer (H1 is the computer
with the key pressed), resulting in a letter being displayed on the screen (H ′

1 is the
computer with the key pressed and the letter displayed on the screen). The higher
level action is the same whatever detailed (lower level) electron motions result in the
computer circuits. The lower level action and resultant final higher level state would
be different if the higher level state were different (for example, if a different key
were pressed).

Would the resulting higher level action be identical if the two lower level states
instantiating them were identical? Not necessarily, because of quantum physics:

Non-Unique Development. Different outcomes can arise from the same lower level state
because of irreducible quantum uncertainty [51], which can be amplified to create macro-
scopic effects.

This has actually happened in two significant cases (Sect. 8.1):

• In the context of biology, cosmic rays can cause genetic variations [101], and this
has made a significant difference to evolution of life on Earth

• In the case of cosmology, quantum fluctuations in the inflationary era were ampli-
fied via gravitational processes in the early universe [36], determining what astro-
nomical structures came into existence.

In practice, there are always fluctuations at the lower level N , and these may cause
significant differences in events at the next higher level N+1. Indeed, this randomness
plays a crucial role in biology [65] and particularly in the brain [57], by allowing the
existence of an ensemble of variants fromwhich a preferred outcome can be selected
by adaptive processes (see the discussion in Sect. 4.3).

3.3.3 Emergent Higher Level Variables

The essential key to understanding emergent properties is correct choice of higher-
level concepts and associated variables. This enables us to identify and name the
relevant causal factors at that level. Higher level variables may be emergent from the
lower level variables, as in the examples discussed above. However, there are some
kinds of higher level variables that are not emergent: they are intrinsically higher
level variables.

http://dx.doi.org/10.1007/978-3-662-49809-5_8
http://dx.doi.org/10.1007/978-3-662-49809-5_4
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3.3.3.1 Emergent Properties and Variables

Many higher level variables are functions of aggregated lower level variables,
abstracting important properties of the system such as macroscopic momenta and
energies, thermal conductivity, heat capacity. These higher-level variables are thus
coarse-grained versions of the lower-level variables: in the sense that they represent
some aspects of the system as seen from the higher-level viewpoint, with fine-grained
lower-level details omitted.

Averaging. Gas pressure and density are macro-variables produced by averaging
over the relevant micro-variables: numbers, masses, and momenta of constituent
molecules in a given volume. A current flowing in a wire is represented at a macro-
level by a number of ampere, representing the aggregate amount of charge flowing in
thewire, but at themicro-level, it is described by a distribution of electrons in thewire.
Stating the number of amperes flowing provides a useful coarse-grained description
of the micro-situation. Together with the related resistance and energy variables, this
choice gives phenomenological understanding of the higher-level behaviour (the
flow of current in a wire is related to the voltage and resistance). Thus higher level
variables can be considered as active agents in determining the causal outcome (a
higher voltage produces a higher current, giving more heat, etc.).

The loss of lower level information associated with this coarse-graining (if we
only know the current is 10 amperes,we don’t know the detailed electron distribution)
is the source of entropy: many lower level states correspond to the same higher-level
state [100]. Consequently, the higher level states are relatively insensitive to many
details of the lower level state of the system.

Effective Potentials. These are a key form of emergent property in physical systems,
representing the coarse-grained effects of many interacting entities. Gemmer et al.
[54, pp. 74–77] give an illuminating example of an ideal gas in a container. Other
examples are the potential wells used in nuclear shell models [37, pp. 140–144], and
the Slater treatment of complex atoms, explained by Pauling and Wilson thus [95,
p. 230]:

All of the methods we shall consider are based on the approximation in which the interaction
of the electrons with each other has either been omitted or been replaced by a centrally
symmetric force field approximately representing the average effect of all the other electrons
on the one under consideration.

A similarmethod in astronomy is theway a coarse-grained potential energy is derived
for a galaxy, and then used to find the motions of stars (see [11, pp. 67–90,103–186]
and [112, pp. 3–6]).

Note, however, that coarse-graining is not limited to simple addition or averaging,
but can takemany different forms. In particular there are various ways of recognizing
and labeling patterns of higher level structure that are important features of the
system.
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Fourier Transform. This maps the detailed variables into a series of components
representing coarse-graining at different wavelengths (see Bracewell [15]). Then
patterns such as repetitive structures can be recognized as peaks in the Fourier trans-
form. In a linear system, the variables at one scale interact only with other variables
at the same scale, and the dynamics decouples into independent modes representing
same-level dynamics at each scale corresponding to an eigenfrequency. The lower
level dynamics (interactions between electrons and protons that comprise a spring,
for example) then have no effect on this same-level dynamics. In nonlinear systems,
the different scales interact with each other, representing bottom-up and top-down
effects.

Filtering. This is a key form of coarse-graining, selecting components at some scales
and ignoring others. It is of course a form of information-hiding, selecting what is
relevant for some application and discarding the rest as unimportant, so it is a form
of adaptive selection (see Sect. 4.3).

Crystal Structures. These are characterized by discrete symmetries represented by
periodic functions, leading to coarse-grained concepts andvariables such as unit cells,
lattice planes, and reciprocal lattice vectors and lengths [132]. These lead to crucial
concepts such as Bloch states and Fermi surfaces, and to results such as Bloch’s
theorem. These are all higher level properties because they depend on the crystal
structure. Core electrons determine the structural variables, and valence electrons
the dynamic variables such as current flows.

Molecular Structures. These are crucial in chemistry and microbiology. In sim-
ple cases they are characterised by molecular parameters and symmetries [17]. Key
emergent variables are molecular potentials and binding energies, shell structures,
and chemical bonds enabling emergence of complex molecules. Biomolecules have
primary, secondary, tertiary structures including α helices and β sheets, and quater-
nary structures (the three-dimensional structure of a complex of protein molecules),
leading to folded structures such as proteins [102], RNA, and DNA [20]. These in
turn create structures such as vesicle walls and ion channels, leading to key variables
such as action potentials. Emergent structures go all the way up through physiol-
ogy [90] to the entire organism, with new emergent variables at each level that are
characterized by the complex organization of their components [109].

Interaction Networks. Many kinds of these emerge [7], characterized by graphs or
connection matrices [97, 98]. Examples are protein networks [70, 126], metabolic
networks [107], neural nets [12], computer structures [121], and the connectome of
the brain [118], characterized by the relevant wiring diagrams and by the emergence
of network motifs [2]. Relevant higher level variables are currents in the case of a
computer, and spiking patterns of action potentials [110] and patterns of synchronized
oscillations [18] in the case of the brain connectome.

http://dx.doi.org/10.1007/978-3-662-49809-5_4
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In each case one can indeed derive physical arguments for the nature and source
of the higher-level properties, but only by introducing suitable higher-level concepts
not implied by the underlying lower level physics [4, 78, 115].

3.3.4 Intrinsically Higher Level Variables

However, there are some higher level variables that are not emergent. Though they
are realised in various lower level physical substrates, they are determined by higher
level logic, and so are intrinsically of a higher level nature:

1. Algorithms. Examples are quicksort [75] or the Google search algorithm [81]
(see the discussion of programs and algorithms in Chap.2).

2. Codified Laws of Physics. Our mental representation of physical interactions,
such as Newton’s equations [49] or Maxwell’s equations [50], the foundations of
mechanical and electrical engineering, respectively.

3. Social Agreements. Examples are the rules of football, the rules of chess, legal
contracts, the constitution of an organization, or exchange rates for money [117].

4. Conceptual Plans. Examples are the plans for a building, a town, an aircraft, or
for a musical concert, a company, or a physics experiment [86].

They do not emerge from the underlying physics, but rather express (1) the logic
of abstract domains, (2) the logic underlying physical behaviour, (3) the nature of
social agreements reached by processes of negotiation, and (4) the plans we have
individually or communally for what should happen.

Intrinsically Higher Level Variables. These are not physical variables, and there is no way
to obtain them by any kind of coarse-graining process. Rather they are of a mental or abstract
nature. However, they are certainly causally effective.

Each of them will have a hierarchical logical structure (which I labeled a hori-
zontal hierarchy in Chap. 2), expressing the nature of relationships in the relevant
domain.Higher level logical structures emerge from lower level ones through suitable
processes of combination and naming (Sect. 3.1.4).

Biological Information. A significant question is whether biological information
such as that embodied in the base sequences in DNA should be regarded as an
intrinsically higher level variable or not. My provisional response is affirmative.
There are two reasons. Firstly, there is no way the sequence of nucleotides in DNA
can be predicted on the basis of either physics or microbiology. Rather it reflects
historical effects of the environment over long periods of time [20]. Secondly, this
sequence is coded in terms of the genetic code, i.e., the unique way base pair triplets
are translated into amino acid sequences that generate proteins [129], which is in
effect a biological agreement reached a long time ago as to howgeneswould function.
It is analogous to translation rules from one language to another.

http://dx.doi.org/10.1007/978-3-662-49809-5_2
http://dx.doi.org/10.1007/978-3-662-49809-5_2
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3.4 Top-Down Effects

This section considers top-down effects by looking in turn at the following:

• Limits to bottom-up emergence (Sect. 3.4.1).
• Top-down causation via constraints (Sect. 3.4.2).
• Top-down action via control parameters (Sect. 3.4.3).
• Top-down effects in logical hierarchies (Sect. 3.4.4).
• Top-down effects in the mind (Sect. 3.4.5).
• Top-down effects and supervenience (Sect. 3.4.6).

3.4.1 Limits to Bottom-Up Emergence

Bottom-up emergence of structure allows a certain degree of complexity to be built
up spontaneously in non-equilibrium situations, often demonstrating symmetries
and broken symmetries, without higher level guidance. Self-assembly and self-
structuring can lead to emergence of simple structures such as those associated
with energy minimization, entropy optimization, and dynamical system attractors,
for example crystals and stars and galaxies. More complex patterns can occur in a
bottom-up way through the reaction–diffusion equation, cellular automata, and self-
organised criticality, such as sandpiles, Bénard cells, Conway’s Game of Life, and
biological examples such as flocks of birds. But there are limits as to how far this
bottom-up process of explanation can be carried out. Even cellular automata and
swarms of uncoordinated intelligent agents are limited in what they can do (unless
given highly structured initial data that effectively contains coordinating informa-
tion). As expressed by Campbell [19]:

With each upward step in the hierarchy of biological order, novel properties emerge that
were not present at the simpler levels of organisation. These emergent properties arise from
interactions between the components […] Unique properties of organized matter arise from
how the parts are arranged and interact […consequently] we cannot fully explain a higher
level of organisation by breaking it down to its parts.

The linearity of lower level laws gets replaced by the complexity of nonlinear inter-
actions at emergent higher levels with their own causal effectiveness, such as the
networks of interacting molecules through which living cells are regulated [129]. It
is the coordination of these incredibly complex interactions within their higher level
contexts that enables epigenetic processes to take place [55] and so enables life to
come into existence.

Not All Emergence Can Be Explained in a Bottom-Up Way. It is not possible to
understand or explain the emergent properties in terms of the lower level concepts
and variables alone. Superfluidity, for example, cannot be deduced from the lower
level properties of electrons and atoms alone [78], and the same is true of the quantum
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Hall effect [76]. The Hodgkin–Huxley equations governing membrane current prop-
agation in neurons in the brain similarly do not follow from lower level properties
alone [115, pp. 52–53]:

The equations are not ‘ordinary laws of physics’ (as Schrödinger pointed out) but ‘new laws’
that emerge at the hierarchical level of the axon to govern the dynamics of nerve impulses.
One cannot derive these new laws from physics and chemistry because they depend on the
detailed organisation of the intrinsic proteins that mediate sodium and potassium current
across the membrane and upon the geometric structures of the nerve fibers.

This is because in addition to bottom-up causation, contextual effects occur whereby
the upper levels exercise crucial influences on lower level events by setting the
context and boundary conditions for the lower level actions. Emergent effective laws
of behaviour at higher levels play an effective role not only at their own levels, but
also influence the lower levels by setting the context for their action [42, 43, 45]. To
get reliable high level behaviour, one needs some kind of coordinating mechanism
for lower level processes. The reliable behaviour of artificial complex systems arises
from carefully designed complex structuring, where the details matter because they
change themacro behaviour. A transparent example is a digital computer. One cannot
coarse-grain to determine macro laws of behaviour because they are based on their
own logic and act down to shape microlevel interactions (Chap. 2).

3.4.2 Top-Down Causation via Constraints

This is possible because both bottom-up (Fig. 3.1 left) and top-down causation
(Fig. 3.1 right) occur in the hierarchy of structure and causation:

Top-DownCausation [19, 124]. This is the ability of higher levels of reality to have a causal
power over lower levels. Dynamic effects take place at some time, and the outcome would
be different if the higher level context were different. Altering the high-level context alters
lower level actions, which is what identifies the effect as top-down causation, where the high
level context variables are not describable in lower level terms, which is what identifies them
as context variables.

Top-down causation is ubiquitous in physics, chemistry, and biology, because the
outcome of lower level interactions is always determined by context. For example,
the motion of the Moon round the Earth causes tides locally on Earth, a top-down
influence from a scale of 384,000km to a scale of meters, and this then influences
the lives of crabs. Likewise, fluctuations in the interior of the Sun cause radiation
changes that alter conditions in ecosystems on Earth, influencing the distribution of
micro-organisms. And so on.

This idea of top-downaction in physics goes back at least toErnstMach in hiswork
onMach’s principle and the origin of inertia [39, 46, 119], which strongly influenced
Albert Einstein in developing general relativity theory and his static universe model.
It is crucial in ideas about the origin of the arrow of time [21, 29, 39, 46, 99, 130].
Nice popular discussions of how top-down effects may take place from the universe
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to local physics are given in [24, 114]. Their very nature depends on the higher
level structure. Top-down influences occur in convective fluid dynamics [13] and
in astrophysics where, for example, star formation is suppressed by active galactic
nuclei [93], and they play a key role in quantum theory as regards both decoherence
and state preparation [44]. They are crucial in biology, both as regards the coding
of genetic information in DNA through adaptive selection [19, 83] and as regards
the reading of information through epigenetic effects [55]. And they are essential to
physiology [90] and the way the mind works [52, 72].

3.4.2.1 Constraining Lower Levels

The higher level action is effective by coordinating actions at the lower levels.
Whether this reliably happens may depend on the particular coarse-graining (i.e.,
higher level description) chosen. Describing the higher level change at the lower
level is not desirable because it is not illuminating (the statement ‘1024 nuclei and
associated electronsmoved simultaneously in a coordinatedmanner so as to decrease
the volume available to 1023 gas molecules’, requiring about 1036 bits of information
for a full description, is actually ‘the piston moved and compressed the gas’) and
may not even be possible. Indeed this is the reason that we develop and use higher
level language and mathematical descriptions. These may be employed whether or
not we understand the lower level causation (see [71, p. 145] and [16, p. 89]):

Constraining Lower Level Interactions. Top-down causation takes place, due to the cru-
cial role of context in determining the outcomes of lower level causation. Higher levels of
organization constrain and channel lower level interactions, paradoxically thereby increasing
higher level possibilities.

These top-down effects result firstly from the fact that theoretical physics is based
on partial differential equations whose solutions depend on the boundary conditions,
which can be equally expressed as integral equations, whence the environment (the
boundary conditions) constrains what happens locally.

Secondly, these effects exist because there are geometrical and structural relations
in complex systems that dictate which components can interact with which others
through which physical effects. For example the wiring in a computer channels elec-
trons from one specific component to another and thus enables logical computations
to be performed. The kind of computation performed and resultant output, and hence
the detailed switching of transistors at the micro level, depends on the kind of pro-
gramme loaded into the computer (word processor, music, or graphics for example),
and this is a high level concept. These are constraints on the lower level dynamics
and so have causal power [71]. They are causally effective only when such formal
constraints from above are combined with efficient or circular causes at the same
ontological level. Note that we can consider such same-level causation at each level
as ontologically real: if thiswere not sowe could not knowwhat the ontologically real
causation was, as we do not know what the fundamental bottom level of physics is.
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One should note here, following Auletta’s terminology [6], that there is a sig-
nificant difference between having causal power (to concur in producing a certain
effect) and having causal effectiveness (which, in ideal situations, would suffice
to bring about an effect, given the other conditions). Formal causes, for example
constraints, only have causal power but not causal effectiveness. For example, the
structure of a forest (the way the trees are disposed together with other environmental
items (rocks, plants, rivers, and so on) will affect (have causal power on) the way
natural agents (like wind or fire) will propagate. For instance, wind may be more
canalized in some parts and blocked in other ones. However, what is here causally
effective is the wind (or the fire), not the structure of the forest, which would remain
completely ineffective (not operative) and unable to concur in any causal process
without an effective causal agent. All formal constraints have this character. Top-
down causation as considered here means having causal power over lower levels,
channeling causal effectiveness at those levels.

3.4.2.2 Interlevel Effects

But here’s the problem: lower level (rocks, plants, wind, fire, etc.) are each made
up of lower level elements, so they are not the bottom level. If we take a strict
reductionist view they cannot do work either. In fact nothing does, except vibrations
of superstrings, if they exist, whichmay or may not be the case. Lower level causality
vanishes into unknown and untestable regions.

The only sensible way to handle this is to take an interlevel view, i.e., forget the
bottommost level and assign real causal power to the lower level with respect to its
immediate upper level, and to do this for every pair of levels [124]:

Interlevel Causation. For every pair of levels (N , N + 1), the lower level ‘does the work’,
but the higher level is able to influence what work is to be done by setting constraints on the
lower level operations.

This is the basis for regarding every level as real: each is able to do real work. If
we don’t take this view, then genes and neurons are not able to do real work, as
they are not the lowest level: the program of reducing brain action to that level [27]
disintegrates. Every level can do work, and the implication is that the higher levels
such as thoughts and imagination are also real, for they do work in changing even
higher levels, such as society.

3.4.3 Top-Down Action via Control Parameters

This is the special case of top-down causation where higher level variables are pur-
posefully manipulated so as to cause changes in lower level variables. An example
is turning a light switch on. This causes electrons to flow in the wire so that the bulb
lights up. The switch is a higher level entity: it cannot be described in lower level
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terms even though it is constructed from lower level parts. There is a same-level
explanation in terms of phenomenological variables at the level of the switch and
wiring. This is always what happens when reliable behaviour occurs at any level: it
is described by an effective theory [62] at that level. This same-level theory is, how-
ever, enabled by the lower-level action of electrons flowing or not flowing. Whether
they flow or not depends on higher level variables (in this case, the switch state)
which simply cannot be meaningfully described in terms of lower level variables
per se (actually because it is equal to an equivalence class of lower level variables).
There is indeed a bottom-up explanation, when we are given the higher level context
described by the higher level variables. Without that higher level context, there is no
lower level explanation. How does one demonstrate this top-down causation in this
case? By turning on the light switch and measure the resulting change in current.

But what is it that enables all this to happen? The wiring links the switch to
the light, and this constrains the flow of electrons from the power grid to the light
bulb. The structure of the wire and its insulating sheath channels the way they move,
preventing them from moving sideways out of the wire. This constraint enables us
to channel their movement to get the higher level effect we want. The bottom level
physics allows this: we shape the context of the physical interactions so that they do
our bidding. In mathematical terms, this happens because these physical constraints
reduce partial differential equation (PDEs) to ordinary differential equations (ODEs).
More generally:

Top-Down Action. This is when a global variable is purposefully changed and alters local
dynamics by changing the context in which the units operate, or a message is sent to the
module’s interface to convey a chosen new operating context.

Examples are:

• In Organizations. The central Government passes a law that affects all munici-
palities, a general sends a command to all battalions that causes them to get ready
to invade France, a central office tells all the branches that from now on they will
be selling at a higher price, or all stores will from now on be open from 8 am on
weekdays.

• In Engineering Systems. A control parameter is altered that changes the rate of
rotation of a turbine or the flow of a reactant, or a message is sent to a substation
that turns on a generator in a power grid.

• In Computer Systems. A global parameter is passed to a subroutine that alters
branching in the local flow of command, or a change in a class definition alters
the behaviour of all objects that are members of the class.

• In Physiology. The brain sends action potentials to motor neurons that activate
muscles, or an animal senses a threat that causes adrenaline to flow through the
veins and alter the heart rate and blood vessel diameters.

In all cases the underlying physics and chemistry do not control what happens: rather
they enable the desired top-down action to take place, because the control signal
constrains the dynamics at the lower level so as to produce the desired outcome. The
system is structured in a very precise way so that this will be the case.
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3.4.4 Top-Down Effects in Logical Hierarchies

Similar effects occur in logical hierarchies (Sect. 3.1.4), based on their function of
representing relationships between abstract entities and sensory experiences:

ContextualDependence ofMeaning. Every logical statement depends on the contextwithin
which it is interpreted. In particular this applies to language.

Sometimes this dependence is formally prescribed in a set of rules, but more often
it is implied and understood as a set of effective patterns of relationships. It is based
on the fact that all logical hierarchies are ‘is a’ hierarchies, with a class structure
and inheritance [14]. This is what enables us to understand them. We don’t have to
characterize all properties of entities or actions or modifiers anew in every case: we
relate them in this hierarchical way to elements that are already known. Then:

• each subclass inherits most of the properties of the class,
• each instance of a class inherits the properties of the class it belongs to,

so if the class is altered, properties of both instances and subclasses change, that is,
there is a top-down effect from the class definition to subclasses, and from subclasses
to instances.

This is then reflected in language, because we use language to represent these
logical relations, as codified in dictionaries and encyclopedias. It is also embodied in
any informal or formalmodelswemayhave of these relations, such as representations
in terms of computer codes or mathematical models.

Computer Languages. These are essentially hierarchically structured, as discussed
in depth in Chap.2. This is particularly clear in the case of the class structure of
object-oriented languages [14] such as Java [75].

Mathematics (the Language of Patterns). This has a class structure. Category the-
ory studies the relationships between classes of mathematical structures. A category
consists of mathematical objects and ‘morphisms’, processes that are transforma-
tions between them, that can be composed with each other to give new morphisms.
More specific structures inherit many properties from the higher level categories they
belong to, so one can prove properties of specific structures by giving a proof in the
higher level category of which they are a member. The logic chains down from the
higher to the lower levels.

Natural Language: Listening and Reading. In the case of language, there is of
course a hierarchical class structure in the classification of words, reflecting the
logical hierarchical structuring of the concepts referred to. The mind is adapted to
understanding that structure. However, given that hierarchical structuring of concepts
and words, there are also further key top-down effects in the way we understand
sentences and words. There is often an ambiguity of meaning if one considers only
the level of words. This ambiguity is resolved where one of the possible lower level
choices follows uniquely from the higher level context, viz., the phrase, sentence, or
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paragraph in which the word is imbedded. This is top-down effect from the context
to the word meaning, and sometimes even pronunciation. An example is

Her wound hurt her as she wound the clock.

Actually, one is always predicting what will come next on the basis of context. This
is what enables understanding from a subset of the full text (you only hear a few
words but still understand), or from garbled text:

You can understand this even though words missing or spelt wrong.

Much more sophisticated contextual understanding drives language comprehension
in conversation and in reading, for example when enjoying a novel: meanings are
hinted at and understood on the basis of the overall social and psychological context,
which is set by the text as a whole. For example:

I attach an outline of the programme for the event. I am making arrangements for accom-
modation.

We effortlessly understand this in terms of previous messages (what is the event?
where and when is it?) and the assumed need for someone attending the event to
have accommodation (it’s a multi-day event, they live out of town, everyone needs
somewhere to stay at night). None of this is explicitly stated in this quote. Language
is contextual through and through.

3.4.5 Top-Down Effects in the Mind

This is similar to what happens in vision, as documented for example by Chris Frith
[52], Dale Purves [104], and Eric Kandel [72]. We always subconsciously interpret
what we see in terms of past experience and resulting expectations [52, 72, 104].
This is evidenced by numerous visual illusions, and in particular by the way we
do not normally notice the blind spot that in fact occurs in our eyes because of its
physical structuring. There is a context dependence not of visual interpretation, but
of vision: what we actually see.

This kind of contextual dependence applies to all the senses:

Contextual Dependence of Experience. Every sensory input is experienced in a way that
depends on the context within which it is located.

The brain is a quintessential machine for prediction on the basis of past experience
[64]. All our senses interpret what they find in terms of past and present contexts
which shape present expectations. This contextual dependence applies also to activ-
ities such as tasting food, watching sport, and listening to music [67, 79]. Crucially,
it applies to reading [58]:

Contextual Dependence of Reading. Reading is not done by reading phonemes one by
one and assembling them into words that then create meaning. Rather it is carried out in a
holistic way that depends on context and expectations as well as the read text, which often
only hints at the intended meaning.



116 3 The Basis of Complexity

This is particularly important for education. It will be discussed further in Sect. 8.6.
Part of this occurs through the top-down activation of symbols [87]. A key aspect of
this contextual interpretation of text is:

Multiple Realizations. The same meaning can be conveyed in many different forms of the
written text.

Our mind automatically regards them as equal. For example:

• It can be in large or small font size, in any number of fonts.
• It can be in English or German or Italian.
• It can use the active or the passive tense.
• It can use different word orders.
• It can state things explicitly or implicitly.
• It can use different metaphors to convey the same meaning.

It is thismultiple realisability thatmakes language so flexible as a vehicle for express-
ing meaning. There is an equivalence class of sentences that convey the same mean-
ing, namely, all the different sentences that in fact do so. This feature is a consequence
of the top-down nature of language use and understanding.

3.4.6 Top-Down Effects and Supervenience

A counter to the proposal of top-down causation is sometimes claimed to arise from
the idea of supervenience ([85]; see Fig. 3.6): because the higher level properties
emerge from the lower level properties, the same lower level state must necessarily
result in the same higher level state (see [16] and [8, pp. 81, 411]). This is expressed
by Rickles [108] as follows:

Supervenience Relation. For two sets of properties, A (the supervenient set) and B (the
subvenient set or supervenience base), A supervenes on B just in case there can be no
difference in A without a difference in B.

Fig. 3.6 Supervenience. Left: Each lower level state leads to a unique higher level state which then
supervenes on the lower level state (and there can be many lower level states leading to the same
higher level state, so supervenience is compatible with multiple realisation). Right: A lower level
state leads to a number of different higher level states. There is no higher level state supervenient
on the lower level state
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Determination. Turning this principle on its head gives us the converse concept of deter-
mination: B determines A just in case sameness with respect to B implies sameness with
respect to A. Supervenience and determination are simply two sides of the same coin.

Now this can be claimed to be the case for straightforward physical systems and
biological systems, at any moment in time, that is, as a synchronic relation, and
might possibly even be true for the way the micro happenings in the brain relate to
the mind. However, two related issues arise:

Feedback Loops Occur from Global to Local. Higher level contextual effects act down
to influence dynamics at the lower level synchronically, that is, on functional timescales.
An example is epigenetic effects that decide what gene will get read next on the basis of
environmental variables.

As stated by Rickles [108]:

If the supervenient properties are understood as emergent, then it is possible that some
‘global’ properties, to do with a whole system, can causally effect other things, and its
parts (the supervenience base). For example, a group of agents can interact to generate an
economy, but the economy has properties of its own (prices, interest rates, and such like);
these will be able to influence how the agents behave. In other words, there is the possibility
of a ‘feedback loop’ from global to local.

This is of course the argument of this book. Secondly, suppose the supervenience
argument is correct even in cases of complex emergence, such as digital computers
(where it certainly is true) and the brain–mind relation (where it could possibly be
true). That is, in these cases, the higher level outcome will be precisely the same
if all lower level structures and excitations are the same. The key point as regards
top-down causation is as follows:

The Origin of the State. In living systems and in digital computers, those lower level
structures and states that lead to complex higher level behaviour cannot have come into being
in a purely bottom-up way, because they depend on a precise conjunction of structures and
energisations that reflect higher order needs and functions in a coordinated way (as reflected,
for example, in non-emergent variables discussed above in Sect. 3.3.4). This requires either
purposeful organisation or adaptive selection, which are both top-down processes.

That is, the supervenience argument cannot apply to diachronic emergence, because
the required ongoing set of highly structured lower level states will not, in the real
world, occur without the aid of top-down organisation. To put it another way, syn-
chronic emergence of real complexity (life, the brain, digital computers) cannot occur
without prior diachronic emergence.

3.4.7 Top-Down Effects and Emergence

There is a large literature on emergence and reductionism, e.g., [8, 23, 47, 106,
111, 116]. A comprehensive discussion is given in [8], which reprints many key
papers surveying the field. Broadly, emergence is when phenomena arise from and
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depends on more basic phenomena yet are simultaneously autonomous from that
base [8, pp. 1, 155–156]. It occurs as regards both entities and properties [8, p. 140].
A phenomenon is emergent if it cannot be reduced to, explained, or predicted from
its constituent parts [47, p. 1].

Although there is no commonly agreed formal definition of emergence, neverthe-
less a series of interrelated ideas are commonly associated with it [8, pp. 9–17]:

• Irreducibility. The emergent phenomena are autonomous from the more basic
elements that give rise to them, even though they depend on them to some extent.

• Unpredictability. A state or feature is emergent if it is impossible either in princi-
ple or in practice to predict on the basis of a complete theory of basic phenomena
of the system.

• NewVariables Are Needed. One needs a new conceptual or descriptive apparatus
at higher levels than what is used for more basic phenomena.

• Holism. Some properties only arise out of wholes formed from assemblies ofmore
basic parts. It is conceptually incoherent to conceive of them in relation to the parts
alone.

• The Whole Is More Than the Sum of the Parts. The macro level properties
cannot be obtained by simple addition of lower level properties.

It is clear that in many cases “the whole becomes not only more than, but very
different from the sum of its parts” (Anderson [8, p. 226]). The key question in the
end is whether the higher levels have emergent causal powers in their own right,
which is strong emergence [8, pp. 141, 158–159], or the apparent higher level causal
powers are in fact epiphenomena [116], which is nominal or weak emergence [8,
pp. 157–160].

Reductionism. Emergence is often contrasted with reductionism. This can relate
to epistemic reduction, ontological reduction, or inter-theoretic reduction [8, 23].
However, I will just refer to the discussion by Rae [106, p. 180], where reductionism
is described as follows:

First, the properties and behaviour of physical systems are controlled by the fundamental
laws that apply to its components, and second, […] genuinely new phenomena often emerge
that would have been very difficult or impossible to predict from our knowledge of the
components alone.

The thesis of this book is essentially that the word ‘controlled’ here is wrong. This is
demonstrated for example by the discussion in Chap. 2 of how computers are in fact
controlled by algorithms, not by physics. Furthermore, the existence of higher order
causal variables such as the value of money or the rules of football demonstrates that
the correct wording in the second part is ‘impossible in principle’. Rae’s thesis is
correct insofar as it is implied by supervenience as discussed in the previous section.
And as shown there, truly complex behaviour can only emerge through the top-down
effects of either adaptive selection (life) [20] or deliberate design (artefacts) [14,
120]. His view denies strong emergence because it does not take top-down effects
into account (interestingly, he gives superconductivity as an example of reductionism,
and this is precisely the case that Laughlin uses to counter reductionism [78]).
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Strong Emergence and Top-Down Causation. It is clear that strong emergence
can only take place if top-down causation also takes place [8, pp. 21, 112, 139–149,
175–177, 340]. This book argues that both take place.

3.5 The Key Concept: Equivalence Classes

As in the case of computers (Sect. 2.5) and language (Sect. 3.4.5), a key feature of
all top-down causation is multiple realisability of higher level functions, and the
consequent existence of equivalence classes of lower level variables that correspond
to the same higher level state. An equivalence class identifies all lower level states
where the corresponding higher level variables are equivalent as far as the higher level
behaviour is concerned, that is, they form good predictors of higher level behaviour
[6]. Here, I shall look in turn at:

• Equivalence classes (Sect. 3.5.1).
• Equivalence classes and top-down causation (Sect. 3.5.2).
• Multiple realisability and supervenience (Sect. 3.5.3).

3.5.1 Equivalence Classes

The formal expression of an equivalence relation is as follows:
An equivalence relation is a binary relation ∼ satisfying three properties:

1. For every element a in X , a ∼ a (reflexivity).
2. For every two elements a and b in X , if a ∼ b, then b ∼ a (symmetry).
3. For every three elements a, b, and c in X , if a ∼ b and b ∼ c, then a ∼ c

(transitivity).

The equivalence class of an element a is denoted [a] and may be defined as the set
of elements that are related to a by ∼.

The set of all equivalence classes in X given an equivalence relation∼ is denoted as
X/∼ and called the quotient set of X by∼. Each equivalence relation has a canonical
projection map, the surjective function π from X to X/∼ given by π(x) = [x].

In an emergent system (see Fig. 3.2), an equivalence relation∼ is defined by lower
level states Li corresponding to a high level state Hj . It satisfies the three properties
above. The equivalence class [Li ] is the set of all lower level states Li that correspond
to the same higher level state Hj . They are the set of all its realizations. Conceptually,
Hj at the higher level is the same thing as [Li ] at the lower level: the low level states
are operationally equivalent as far as the high level description is concerned and we
say that Hj emerges out of [Li ]. Thus the quotient set X/∼ is just the set of higher
level states, and the canonical projection map is the map from lower level states to
the higher level state they instantiate (Fig. 3.2 left).

http://dx.doi.org/10.1007/978-3-662-49809-5_2
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Equivalence Class. An equivalence class identifies all lower level states where the corre-
sponding higher level variables are equivalent as far as the higher level behavior is concerned,
i.e., they form good predictors of higher level behavior. In general, the higher level state can
be realised in many different lower level states. What matters is not the specific state, but
the equivalence class it belongs to.

Here are some examples.

Gas States. An equivalence class of molecular states can give the same pressure,
density, and temperature of a gas [49]. It is these higher level variables that are
relevant for understanding and predicting gas behavior, as for example in the ideal
gas law PV = nRT . Entropy is a measure of the amount of variation at the lower
levels that gives the same state at the higher level [100]. It characterizes how many
values of hidden variables can underlie the same higher level description (they are
integrated out or averaged over to attain the high level description).

System Models. Structural equation models can be observationally equivalent (see
[97, Sect. 2.3] and [98]). Observations therefore determine an equivalence class of
models.

Digital Computer Systems. These have numerous equivalence classes, as discussed
in Sect. 2.5: higher level languages and operations can be implemented inmany lower
level ways.

Neural Networks. These can have different sets of link weights that give essentially
the same pattern recognition properties [12]. It is the pattern recognition that matters,
not the specific weights whereby they are realised.

Mathematical Relations. These can often be expressed in several different ways
[99]. For example, one can use components relative to different coordinate systems
to represent the same geometric structure, one can used complex variables or twice
as many real variables, one can use tensors to express spinorial relations, one can
use Fourier transforms to represent a function f (x) in terms of frequency amplitudes
F(s) [15], and so on.

Physics Theories. These can be expressed in various ways: Newtonian dynamics in
terms of forces, Lagrangians, or Hamiltonians, quantum physics in the Schrödinger,
Heisenberg, or Dirac formalism, Maxwell’s equations in 3D or 4D forms, and so on
[99].

Sentences. In natural spoken or written language, these determine an equivalence
class of other sentences that have the same meaning, as explained in Sect. 3.4.5.
There are multiple words that label the same phenomena.

3.5.2 Equivalence Classes and Top-Down Causation

The existence of equivalence classes underlies the possibility of coherent higher level
dynamics emerging from lower level dynamics (see Sect. 3.3.2). Effective same-level
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action occurs when top-down causation combined with bottom-up causation leads
to a resulting high-level outcome that depends only on the initial high-level state. In
that case, the low level dynamics commutes with coarse-graining for all low level
states that correspond to each of the high level states (Fig. 3.4), and a coherent high
level dynamics emerges from the lower level dynamics [42, 43]. The switching on of
a light switch is an example. In this case each set of lower level states corresponding
to a single higher level state forms an equivalence class as far as the higher level
dynamics is concerned. The resulting same-level action allows a phenomenological
description of the higher level action that is independent of the particular lower
level states that realize this action. This is the basis of the independence of higher level
descriptions from lower level details and the reason that we can consider same level
causation at each level as ontologically real, expressed in terms of viable effective
theories for the dynamics at that level [62].

If different outcomes result from different lower level realizations of top level
states, we do not have reliable same level action resulting from top-down influences
of the higher levels, and so do not have coherent top-down causation. Thus the
possibility of coherent higher level action emerging from the lower level dynamics
is based on the principle of equivalence of classes:

Principle of Equivalence Classes. The same top level state must lead to the same top level
outcome, independent of which lower level states instantiates the high level state.

The high level outcome is then the same for the whole equivalence class of lower
level variable values, no matter which particular one instantiates the high level state.
Thus the existence of equivalence classes as discussed here is necessary for top-down
causation to take place.

However, one may also ask whether the existence of such equivalence classes is
sufficient to characterize top-down causation?The higher level variables are normally
the only handles by which we can affect lower level states. For example, we can
compress a gas in a cylinder by exerting a force on a piston, so changing the volume
V and temperature T of the gas, and this will result in a change in the momenta pi

and positions xi of the myriads of particle comprising the gas. But we cannot change
those positions and momenta individually: apart from anything else, there are too
many of them, viz., 6× 1023 particles for 2g of hydrogen gas. But if the principle of
equivalence classes is satisfied, setting a macro variable like V and T produces some
member of the equivalence class [pi , x j ] of lower level states that realizes this higher
level state {P, T } obeying its high level equation of state (the perfect gas law) in a
coherent way. Thus top-down causation takes place, changing boundary conditions
for the lower level states producing a coherent high level effect (Fig. 3.4).

Top-Down Causation and Equivalence Classes. Top-down causation leading to coherent
higher level behavior takes place if and only if any change in the relevant higher level
variables instantiate an instance of an equivalence class of lower level states that realizes
the higher level dynamics. The existence of such equivalence classes is the crucial feature
characterizing effects as being due to top-down causation [6].
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The higher level variables drive the dynamics, while the lower level variables respond
in a non-uniqueway, but a coherent higher level dynamics nevertheless emerges from
their bottom-up action (Fig. 3.4).

3.5.3 Multiple Realisability and Supervenience

From the viewpoint of supervenience, it is multiple realisability that allows genuine
emergence to occur. Rickles [108] expresses this as follows:

Multiple realizability lies at the core of supervenience’s job, namely, to describe a depen-
dency weaker than identity and reduction. The idea is that fixing the physical properties of
the work of music (the tones, durations, intensities, and so on) suffices to fix any and all
aesthetic properties the piece might have. But then the idea of emergence amounts to the
claim that these aesthetic properties (and similar higher-level properties) are not reducible
to the physical ones, they are something ‘novel’ arising from the physical organization. (The
distinction between physical and non-physical properties here amounts to both the fact that
the latter type can be had by many objects with different natures and constitutions, and the
fact that the former type obey the laws of, possibly complete, physics. However, nothing said
here hinges on this distinction, one might as well say that aesthetic properties are physical
too, since they occupy the world. Thus, this is just a way of speaking to label a curious fact,
namely that some properties seem not to be reducible to what are standardly taken to be
unproblematic ‘physical’ properties, such as mass, charge, spin, and so on.) Dualism and
epiphenomenalism are avoided (1) because the physical facts are needed to fix the emergent
facts and (2) because the emergent properties are supposed to be causally efficacious: the
beauty of the Adagio from Mahler’s Fifth Symphony can cause a person to cry; it isn’t the
durations, intensities, and pitch of sounds that is causally responsible.

He carries on to consider arguments suggesting that supervenience implies reduc-
tionism, and then counterarguments. The essence is that that properties associated
with a ‘special science’ (for example, psychology) can be realized by a multitude of
heterogeneous lower-level properties or states. Hence the lower level properties are
not the essential causal factors (see [105] and [8, pp. 403–407]). This is discussed
further in Sect. 7.7.2.

3.6 Demonstrating Top-Down Causation

How do you demonstrate that top-down causation is taking place? Apart from devel-
oping more formally the arguments made in Sect. 1.7 as regards the necessity of the
conclusion, there are basically four options, which may overlap in practice:

• Alter context (Sect. 3.6.1).
• Identify equivalence classes (Sect. 3.6.2).
• Identify dynamics (Sect. 3.6.3).
• Computer modelling (Sect. 3.6.4).

http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_1
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3.6.1 Altering Context

The idea is to show that a change in high level variables results in a demonstrable
change in lower level variables in a reliable way, after one has altered the high level
variable. It is the reliable nature of the change that characterises it as causation and
not just a random change, and this is also what leads to predictability (the result is
repeatable and thus testable)

Change Context. One just has to show that altering the high-level context alters the out-
come in a way that depends only on the top level state, where the context variables are not
describable at the lower level.

To characterise some specific causal effect as a top-down effect, wemust demonstrate
that a change of higher level conditions alters the way lower level actions take place.
We do this by changing top level conditions and seeing what happens at the lower
levels, e.g., we decrease the volume of a gas and see that it makes molecules move
faster. Examples are:

• In a control situation, alter the parameters or the goal.
• In a digital computer, change the program.
• In a manufacturing context, change the plans.
• In an adaptive selection context, alter the environment.
• In social neuroscience, alter the social context.
• In the brain–body relation, study the placebo effect [10].
• In a simulation, alter the high level variables.

In each case one can observationally show that the higher level outcome is different,
through alteration of operation of lower level mechanisms or dynamics (enabled by
the underlying physics and chemistry).

3.6.2 Identifying Equivalence Classes

We should if possible demonstrate the existence of equivalence classes of lower level
effects that give the same higher level outcome, as discussed in Sect. 3.5:

Identify Equivalence Classes. One identifies an equivalence relation by showing that some
lower level entities of mechanisms can be substituted for others and still give the same higher
level outcomes.

There are various ways to do this:

• One can explicitly look for such equivalences in microbiological reactions [6, 69].
• One can identify a key role played by equivalence classes in some theory or
mechanism. Crutchfield’s computation mechanics [28] is an example, andWegner
proposes that a key to understanding evolution is the idea of a genotype network,
defined as a set of genotypes that have the same phenotype [89, 128].
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• One can regard it as evidenced by convergent evolution [25, 84], where various
different mechanisms (e.g., different kinds of eyes) have evolved to solve the same
higher level need (in the case of eyes, vision), showing that it is indeed the higher
level need that is driving the dynamics.

Ideally, these are tested experimentally in new cases that have not yet occurred.

3.6.3 Identifying Dynamics

While all top-down causation can be characterized as due to higher level variables
setting the context for lower level action, five essentially different classes of top-down
causation can be identified and their existence demonstrated by many real-world
examples [42, 43]. This enables one to identify mechanisms of each of these types
that clearly embody top-down causation:

Specific Mechanisms. One identifies a mechanism of one of the types TD1–TD5 described
in Chap.4, each of which intrinsically embodies top-down causation in its nature.

Thus one can identify:

• Specific mechanisms aimed at top-down control of lower levels, as in engineering
systems or bureaucratic contexts (Sect. 4.1).

• Feedback control systems driven by goals (Sect. 4.2).
• Processes involving adaptive selection [66] according to some kind of selection
criterion (Sects. 4.3–4.5).

As discussed in Chap. 4, each of these involves top-down causation: identification of
the mechanism confirms the operation of top-down causation.

3.6.4 Computer Modelling

One can use computermodelling of the dynamics in order to demonstrate that altering
higher level variables alters lower level outcomes. One must of course be using a
multi-level model in order to do this.

An example is the way Noble has modelled the physiology of the heart in a
multilevel way [90, 91], and so shown the effect in that case. Another example is the
standard calculation of nucleosynthesis in the early universe in cosmology, where
global cosmological parameters determine the outcome (Sect. 6.7.1). Other examples
are given in Sect. 6.7.

http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_6
http://dx.doi.org/10.1007/978-3-662-49809-5_6
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3.7 Constraints on Emergence

All this is subject to the nature of physical processes at the bottom levels. There
are various constraints from lower levels on what upper levels can accomplish. For
example, one requires certain macro structures in order to walk, see, or fly. The most
important such constraints are essentially because of integrated micro constraints,
specifically energy and momentum conservation. Even more important, matter con-
servation underlies the continued existence of macro objects. Physical constraints
restrict the nature of what can emerge in both living and artificial systems [127].

Constraints occur as regards:

• Matter, energy, and entropy (Sect. 3.7.1).
• Constraints on higher level possibilities (Sect. 3.7.2).
• Constraints on higher level logic (Sect. 3.7.3).

3.7.1 Matter, Energy, and Entropy

Which kinds of properties of lower levels re-emerge at higher levels in general?
The basic properties of this kind are matter and energy conservation, and Newton’s
laws of motion [49]. These apply at the lower levels of the hierarchy of structure.
On coarse-graining, they reappear at the higher levels, provided we use appropriate
definitions of matter, energy, and force.

Firstly, it is these conservation laws that underlie the ongoing identity of higher
level objects: the continuity of existence of macroscopic objects that we take for
granted is a result of matter conservation at the lower levels [see (3.1)], together with
the stability of emergent structures.

Secondly, the way macroscopic bodies can move is a result of the integration of
Newton’s laws ofmotion over all the particles in the body, with the same form of laws
emerging at the higher level as effective laws [as shown in the way (3.6) emerges
from (3.2)]. In particular, momentum conservation results if no external forces are
applied.

Thirdly, we must distinguish energy and usable energy, matter and usable matter,
the unusable energy and matter being present at the lower levels but in a disordered
state that is not accessible to control or extraction by higher level variables. The
second law of thermodynamics implies that the usable energy inexorably degrades
to unusable energy: orderedmatter states tend to becomedisordered.Hence, unusable
energy and matter accumulates: a complex system must get rid of it. Ultimately, all
this is an effect of the second law: energy is not lost, it is degraded, and the same is
true of minerals and materials. New energy and materials are required on an ongoing
basis to keep the system going.

Thus a consequence of lower level physics is that all complex systems need the
following:

• Energy and matter input, sorting, transformation, and distribution systems.
• Heat disposal systems and waste collection and disposal systems.
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These involve spreading resources to the periphery aswell as the centre, and removing
wastes from the periphery as well as the centre. It applies to living beings, such
as cells, limbs, organisms, and communities, and to physical entities in a social
environment such as automobiles, buildings, and cities as a whole.

These are profound restrictions on what is possible at the macro level. They are
upwards constraints on complex systems in general and on daily life in particular.

3.7.2 Constraints on Higher Level Possibilities

Aswell as these constraints, other factors ensure that only certain things are attainable
macroscopically in physical terms. These limitations are based on the features just
mentioned (matter and energy conservation, Newton’s laws of motion) together with
the nature of the gravitational force [49] and electromagnetic interaction [50]. At
the foundations, quantum physics and the strong force are important in enabling
and constraining macroscopic possibilities [51], for instance underlying the stability
of matter and the nature of the periodic table of the elements. Similarly there are
possibility spaces for life [128].

A possibility space �s for emergent structure characterizes these emergent pos-
sibilities. It is based on lower level properties such as:

• speed and energy of interactions,
• strength and distance of interactions and resulting bonds,
• strength and pliability of materials,
• solubility and stability of materials,
• electrical and thermal conductivity of materials,
• energy capture, storage, and transformation possibilities,
• information collection, storage, and manipulation possibilities.

These arewhat designers need to take into accountwhen they design artificial systems
[120], and evolution discovered as it explored the possibility space of living systems
[20, 128]. As mentioned above, this leads to convergence in biology [25, 84], and
even between life and engineered systems [127], because there are only a certain
number of ways to sense light, to extract energy, to move, or to process information.

3.7.3 Constraints on Higher Level Logic

Intelligent systems (animals, humans, social institutions, computers) need:

• Information input, sorting, distribution systems.
• Processes to clear memory of unwanted information.

These are required so that the implementation hierarchies can support logical hier-
archies, as in the case of digital computers. They are constrained by the nature of the
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logic operational at that level, be it mathematical, engineering, social, psychological,
or whatever. For example, symbolic systems are limited by semiotic constraints on
what can be done with iconic systems [32, 33].

However, there are no constraints from below on the actual logical operations
that higher levels can perform. This is the essential understanding Turing gave us
when he discovered the nature of universal symbolic computation [26]. This is the
remarkable feature of emergence:

Logical Independence. The underlying physics does not restrict what logical operations are
possible in emergent structures.

There are constraints on what is possible as regards logical operations from the
nature of logic itself: that is indeed the very nature of the logical possibility spaces
(Sect. 2.7.5). These limitations do not derive from lower level properties: they are
independent of physics. They are immutably built into the logical structure of reality
(Sects. 2.7.5, 7.6, and 8.5.4). However, those logical operations can act downwards
to control physical systems, as in the case of digital computers (Chap.2).
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Chapter 4
Kinds of Top-Down Causation

Top-down causation is a generic concept. The previous chapters have given many
examples. The overall proposal (Chap. 3) is that top-down causation takes place by
higher level boundary or structural relations constraining what happens at lower
levels, and thereby creating possibilities for new kinds of behaviour at the lower
levels and complex emergence of higher levels. But there are various ways this can
happen.

The issue that this chapter addresses is whether there are essentially different
kinds of top-down causation that can be identified, with discernibly different kinds
of dynamics in operation. The proposal made here (developing from [62, 64]) is that
there are five different kinds of top-down causation, which I have called TD1–TD5,
as indicated in Table4.1 (with the most complex one shown at the top). To some
degree the higher ones build on the lower ones.

Cases TD3–TD5 enable more complex behaviours than TD1 and TD2, as they
are instances of complex adaptive systems, which allow information to be collected
and learning to occur. The following sections discuss in turn,

• Section4.1. TD1 Deterministic top-down causation.
• Section4.2. TD2 Non-adaptive feedback control.
• Section4.3. TD3 Adaptive selection of outcomes.
• Section4.4. TD4 Adaptive selection of goals.
• Section4.5. TD5 Adaptive selection of selection criteria.
• Section4.6. Complex adaptive systems.
• Section4.7. Intelligent top-down causation.

It will be shown that each of the five classes TD1–TD5 of top-down causation occurs
in the real world, and each is essentially different from the others. Globally speaking,
this chapter is an examination of causation in complex emergent systems.

© Springer-Verlag Berlin Heidelberg 2016
G. Ellis, How Can Physics Underlie the Mind?, The Frontiers Collection,
DOI 10.1007/978-3-662-49809-5_4

133

http://dx.doi.org/10.1007/978-3-662-49809-5_3


134 4 Kinds of Top-Down Causation

Table 4.1 The five different
kinds of top-down behaviour
characterized in this chapter.
Cases TD3–TD5 are all based
on adaptive selection

Name Type of top-down causation

TD5 Adaptive selection of
selection criteria

TD4 Adaptive selection of goals

TD3 Adaptive selection

TD2 Non-adaptive information
control

TD1 Deterministic top-down
causation

4.1 Deterministic Top-Down Causation TD1

Deterministic top-down causation occurs when high-level variables have causal
power over lower level dynamics through context or system structuring in such a
way that the initial data uniquely determines the outcome. That is to say:

• Determinism. Given the higher level structural and boundary conditions, the out-
come depends uniquely on the initial conditions.

• Contextual Constraints. If the higher level structural relations or boundary con-
ditions are altered, the mapping from initial conditions to outcomes changes.

I discuss in turn:

• The nature of the process (Sect. 4.1.1).
• Machines (Sect. 4.1.2).
• Physical systems (Sect. 4.1.3).
• Living systems (Sect. 4.1.4).
• Logical systems (Sect. 4.1.5).
• Mathematical models: boundary conditions and constraints (Sect. 4.1.6).
• Randomness and noise (Sect. 4.1.7).

4.1.1 The Nature of the Process

This is the basic idea of a machine: it uses energy to do what you tell it to do in a
reliable way. It will do so if it is a closed system, that is, if nothing outside interferes
with its operation. But deterministic causation happens in many other contexts than
just machines. It happens in both unstructured and structured systems (Table4.2).
The basic causal relation is that there are variables such that
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Table 4.2 Deterministic
determination of outcomes
from initial data. Given the
context (structural conditions
and boundary conditions), the
initial data leads to a unique
final state

Context Unstructured system Structured system

Constraints Boundary conditions Structural conditions

⇓ ⇓
Data =⇒ Constrained initial data Control parameters

Closed system ⇓ ⇓
Outcome Final state (deterministic)

(time development laws, constraints, initial conditions) ====⇒︸ ︷︷ ︸
unique

(outcomes) .

(4.1)

Variables. The variables here must be effective variables, that is they must actually
affect the outcome. If they have no effect, they should be deleted from the list of vari-
ables. A challenge in any specific context is to determine a minimal set of effective
variables, that is, to delete redundant variables.This can be done by using the con-
straint equations. Even when this is done, the variables will in general not be unique:
one can take combinations of the variables to get a new minimal set. However, in
many cases, there will be a ‘best’ set, in that they form a best representation of the
underlying dynamics.

Time Development Laws. These determine how the relevant variables change with
time. They may for example be:

• Laws of physics, such as Newton’s laws of motion, the diffusion equation, the
wave equation, Schrödinger’s equation, and the Dirac equation.

• Laws of physical chemistry, such as the law of mass action and Fick’s law of
diffusion.

• Computer algorithms, such as quicksort, payroll procedures, and finite-element
algorithms.

• Bureaucratic processes, such as rules as to when payments should be made, in
what sequence procedures must take place to get a driver’s licence, and when
annual general meetings and elections must take place.

• Rules of a game, such as the rules of chess, contract bridge, football, tennis, and
cricket.

Constraints. These are sets of time-independent relations between the variables that
constrain how they relate to each other, and thereby structure what happens. They
may be of many forms:

• Boundary conditions. A set of conditions that are the same for all members of the
set of systems considered, e.g., asymptotic flatness or global topological conditions
in physics.

• Environmental conditions. For example, the existence of a surrounding heat bath
or the presence of incoming radiation from the Sun.

• Structural relations. For example, as the wiring in a computer system or the set of
connections in a neural network.
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• Logical constraints. For example, a constitution for an organisation, rules as to
what payments are and are not allowed, rules as to what is and what is not allowed
in a game.

Initial Conditions. These are the starting values of variables at some chosen time
that vary over members of the system (molecules have different initial positions
and velocities, concentrations of reactants vary in different cells, each player has a
different set of cards), or vary for the same member of the system during different
runs (we fire a canon with varying elevations, we shuffle a pack of cards for the next
game, we roll a die, we choose random initial data in a Monte Carlo simulation).
This is where randomness often enters: we cannot control the elevation of the gun
precisely or we purposefully introduce a random element into a game or simulation.

The initial conditions for all runs must satisfy the constraints, otherwise they are
not valid: either they are not possible in physical terms (you cannot have an initial
speed greater then the speed of light), or are disallowed because of context (you
cannot have five players in contract bridge).

Preserving the Constraints. A key feature is that the constraints must remain true
at all times, therefore the dynamical evolution is required to preserve the constraints.
Thus they channel the way the dynamics operates: different constraints lead to dif-
ferent outcomes, even though they are not operators that change the system state over
time.

Causal Variables. In a given context we take for granted the items we cannot change
or choose to keep fixed, and assign as causal variables those that vary due to outside
causes, or that we choose to change. The outcome is then determined by the initial
data, and (4.1) reduces to

(initial conditions) ====⇒︸ ︷︷ ︸
constraints

(outcomes) . (4.2)

The initial data is the ‘cause’, taking all the rest of the context for granted: the exis-
tence of the Universe, the existence and nature of the laws of physics, the existence
of planet Earth, the existence of the experimenter, etc. These contextual features are
taken as the unchanging larger context in which we consider all systems. But for any
specific system, we also usually just assume the constraints specific to that system,
for they are in many ways the essence of the nature of the system (a machine is
characterized by its structural relations, and in biology, function is enabled by struc-
ture). They are taken to be true because it is an entity of such and such type (“It’s
an Apple MacBook Air”, “It’s a giraffe”). When we know the identity, we take the
structural relations, and consequent emergent functional relations, for granted. This
is an example of the power of the logical act of naming things (Sect. 2.2.1), which
underlies logical hierarchies.

Deterministic Top-Down Causation (TD1). The lower level variables uniquely determine
the outcome from the initial and boundary conditions, as a consequence of the system
constitution and structuring. Changing these conditions leads to different lower level events
and dynamical outcomes.

http://dx.doi.org/10.1007/978-3-662-49809-5_2
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Provided the lower level interactionsmesh together in a coherentway, the constrained
operation of lower level forces, operating in a law-like/algorithmic way, leads to reli-
able higher level behaviour whose outcome depends on the nature of the constraints
and initial conditions (Sect. 3.3.1). These constraints are often in the form of net-
works of interactions [10], usually including recurring network motifs [5]. These are
higher level features because they cannot be described in terms of lower level con-
cepts (the specific connections between transistors in a computer cannot be described
in terms of properties of electrons) and the system ceases to function if the higher
level relationships are disrupted, even though the individual lower level elements are
unchanged.

This kind of deterministic causation occurs in all physical and natural systems,
as well as in machines. Here are some examples.

4.1.2 Machines

Machines are the archetypal examples of deterministic causation. They are pur-
posefully structured to attain some high level outcome, and they reliably attain that
outcome by mechanistic processes at the lower levels.

4.1.2.1 Constrained Lower Level Causation

Machines achieve this by constraining lower level causation by means of specific
structures such as gears and levers, hydraulic pipes and valves, electrical wires and
switches, and waveguides and optical fibres. These channel the way lower level enti-
ties (water molecules, electrons, waves) flow. Such devices can be reliably controlled
by setting high level variables (e.g., turning a washingmachine on), which then cause
lower level systems to respond appropriately (water flows into the washing machine,
and the tumbler starts to rotate, because water molecules flow along pipes and elec-
trons flow in a wire to an electric motor). The low level physics does the bidding of
the person who controls the machine. Examples are:

• Mechanical and Hydraulic Machines. Clocks and watches (the idea of machines
started with clockwork mechanisms), mechanical toys, windmills, and water tur-
bines. We control things with levers, wires, pipes, valves, and taps.

• Thermodynamic Machines. Steam engines, internal combustion engines, refrig-
erators, and heat pumps. For example, in the case of diesel engines, compressing
a gas mixture in a cylinder can result in ignition of the gas in a predictable way.
A cylinder is a high level concept, as are the pressure and temperature of the gas.
Low level concepts aremolecules of C12H23 andO2, and the chemical and physical
reactions between them.

• Electric Machines. Electrical engines, electrical generators, relays, telephones.
You can control things at a distance by electrical wiring and switches and relays.

http://dx.doi.org/10.1007/978-3-662-49809-5_3
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• Electronic machines Radios, television sets, and radar. We can control things at
a distance without wiring, by using radio signals.

• Digital Computers. An excellent example—indeed the canonical example
today—is digital computers: the low level gates and transistors act in accord with
the data and program loaded (word processor, music programme, image process-
ing programme, etc.). We control things by choosing the program and the data (see
Chap.2).

Machines are carefully constructed so that any fluctuations at the lower levels, what-
ever their origin, will not affect higher level operational reliability.

4.1.3 Physical Systems

Top-down action occurs in natural and manufactured physical systems by:

• Setting boundary conditions for differential equations [141].
• Setting values of higher level variables having a key effect on lower level dynamics.
• Shaping effective potentials [65].

4.1.3.1 Boundary Conditions for Partial Differential Equations

The outcomes of many natural or manufactured physical systems is determined
by partial differential equations or sets of ordinary differential equations, where
the outcome depends on the context through boundary conditions as well as initial
conditions [41]. Examples are:

Fluid Convection. This has been examined in detail as a model for downward causa-
tion in classical mechanics because of the nature of the relevant differential equations
[20]. This occurs for example in Bénard convection cells, where the pattern of con-
vection cells depends on the shape of the boundary.

Musical Instruments. Hearing the shape of a drum is a very old topic. The tone
emitted results from the frequencies of its surface vibrations, which are determined
by the shape of the boundary [110]. The Helmholtz equation gives the frequencies as
eigenvalues of a Laplacian and the shape determines which ones occur. Essentially
similar effects occur in all musical instruments, e.g., violins and pianos.

Biological Pattern Formation. Similar effects occur in biological pattern formation,
for example leopard, giraffe, and zebra markings and patterns on butterfly wings
([139]:435480). The reaction–diffusion equation gives outcomes dependent on the
shape of the body, and in particular its topology (closed surfaces lead to periodic
boundary conditions).

http://dx.doi.org/10.1007/978-3-662-49809-5_2
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4.1.3.2 Setting Contextual Variables

Lower level dynamics may also be affected by contextual variables representing
the top-down effects of higher level conditions (this is similar to the way global
parameters are passed to subroutines in computer programs). Examples are:

Nucleosynthesis in the Early Universe. Light elements (D, 3H, 3He, 4He, 7Li) are
synthesized from hydrogen through nuclear reactions that take place in the early
universe [52, 172, 188]. During the radiation-dominated early era, the Friedmann
equation for the scale factor a(t) is dominated by the cosmological radiation density,
determining the scale factor a(t) as a function of time:

ρrad(t) ∝ 1/a4(t) ===⇒︸ ︷︷ ︸
Friedmann

a(t) ∝ t1/2 . (4.3)

Because ρrad = aT 4
rad, this leads to the temperature–time relation

Trad(t) = 1.5 × 1010

t1/2sec

K , (4.4)

which then determines nuclear reaction rates that depend very sensitively on the
temperature [188], and hence the way nucleosynthesis proceeds at the micro-level.
The outcome thus derives from the time dependence of the macroscopic cosmolog-
ical variable a(t), determined by the cosmological context of the expanding early
universe. Different expanding universe scenarios, for example a very anisotropic or
inhomogeneous early universe, would lead to other outcomes [129, 181]. The large
scale metric and density evolution set the environment (4.4) for the nuclear reactions,
which determine the resulting nuclear fractions in a bottom-up manner. Hence these
abundances can be used to constrain key cosmological parameters.

Phase Transitions. Changes in higher level variables cause a phase transition, rep-
resenting a discontinuous alteration in the mode by which lower level interactions
lead to higher level behaviour and consequent high-level equation of state [198]. The
variables that cause the phase transitions are higher level (coarse-grained) variables.
One cannot describe phase transitions without them. In a laboratory situation, they
are manipulated by the experimenter to cause the phase transition.

4.1.3.3 Shaping Effective Potentials

In many physical systems, the lower level dynamics is governed by effective poten-
tials that represent the summed effects of all other interacting particles [62]. The
nature of these potentials will often depend on the specific higher level configuration
of the other particles, for example, whether atoms are structured as a specific kind of
crystal [198], or stars arranged as a particular type of galaxy [17]. They determine the
lower level dynamical relations. They emerge from the lower level entities, but their



140 4 Kinds of Top-Down Causation

nature is independent of the detailed lower level positions and velocities of particles:
it depends on the patterns in which they are arranged, and associated size and energy
scales.

Other examples of top-down causation in physical systems, such as the origin of
the arrow of time and the use of effective potentials, are given in Chap.5.

4.1.4 Living Systems

The molecular biology revolution led to the understanding that biology is based
on molecular machines at the lower level [162], which behave in a deterministic
manner and affect higher levels in a bottom-upmanner. This happens through physics
processes at the lower levels in the context of systems structured so as to have specific
functions. The outcomes depend crucially on context. Again it happens by:

• Setting boundary conditions for differential equations.
• Setting values for contextual variables.
• Passing signals via messenger molecules.
• Constraining lower level causation through structural conditions.

4.1.4.1 Boundary Conditions for Differential Equations

Many models of biological systems consist of differential equations for the kinetics
of each component [148]. These equations cannot give a solutionwithout setting both
the initial conditions (the state of the components at the time at which the simulation
begins) and boundary conditions expressing what constraints are imposed on the
system by its environment [141]. These lead to the kinds of patterns explored by
Alan Turing, which play a role in early morphogenesis and control aspects like
markings on a butterfly’s wings and patterns of zebra stripings [139].

Such structured interactions occur in the form of networks of interactions [10],
usually including recurring network motifs [5]. The contextual issue is that all the
required reagents must occur together in a confined space, which is why cells walls
and other biological membranes are so important, for example, inmuscles and axons,
where they control ion mobility. They provide the context enabling these networks
to exist and function, leading to partitions between different functional parts of the
system, for example, between shoots and roots in a plant [182, pp. 173–195]. As
stated by Thornley [182, pp. 23–24]:

A constraint may be regarded as a loss or limitation of freedom, and the general concept is
crucial to all forms of modeling […] the plant modeler seeks to construct a useful description
at a particular level, and the sensitive choice of constraints (which often define the language
used) is at the heart of the matter.

http://dx.doi.org/10.1007/978-3-662-49809-5_5
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4.1.4.2 Setting Values for Contextual Variables

Contextual variables set by the environmentmust lie in a suitable range. For example,
the following are crucial to life as we know it:

• The environmental temperature must lie in a very narrow band.
• Oxygen and water must be available.
• Asuitable energy sourcemust be available (sunlight for a plant, food for an animal).

Without these contextual conditions being right, much life on Earth (animals, plants,
and insects) would be in trouble. Other forms of life might have different sources of
energy (e.g., thermal vents), but without some energy source, they will not survive.

4.1.4.3 Contextual information

The lower level molecular machines [162] are based on physics and chemistry [190],
but their outcomes depend on context communicated by ‘passing parameters’ from
higher to lower levels via messenger molecules.

Reading Genes. This is the core of epigenetics. Thus gene expression is altered
by transcriptional regulation via methylation, via the neuroendocrine system, or by
microbial induction as in the vertebrate immune response [84].

Brain Function. It is a key feature of brain function. Neuronal activation is affected
by neuromodulators such as dopamine, serotonin, acetylcholine, and histamine, dif-
fused through large areas of the nervous system to affect multiple neurons [113].

Body Systems. It is also a core feature of physiology. For example, the physiology
of the heart can be expressed in terms of a hierarchy of differential equations where
higher level variables set the context for lower level outcomes [140].

Global Resource Cycles. At a higher level, global resource cycles such as the carbon
dioxide cycle govern availability of crucial materials for plants and animals, which
in turn affect global variables such as gas densities in the atmosphere [125, pp. 218–
228]. This represents an interlevel feedback loop between local ecosystems and the
global biogeosphere. Similar effects occur in the nitrogen and phosphorus cycles
[125, pp. 229–258].

4.1.4.4 Constrained Lower Level Causation

Structured physiological systems are constructed so as to channel causation in a very
precise way [156]. I give just two examples:

The Nervous System. Action potentials in an axon or dendrite in the brain travel in
a mechanistic manner, based on diffusion of ions through the cell membrane [113,
166]. However, the outcome of neural network activity depends on the pattern of
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neuronal connections, viz., the connectome [169]. This is like the way the structured
wiring of a computer determines its logical functioning (Chap. 2). At a larger scale,
the entire nervous system is specifically wired to give functional outcomes. For
example, the eyes are connected to specific visual areas of the cortex, and motor
neurons are connected to specific muscles in our limbs.

The Cardiovascular System. This is structured so as to provide oxygen and nutrients
to all the cells in the body. It routes them to each cell through a fractal-like structure,
with the flow powered by the heart [156]. Because of the first and second laws of
thermodynamics, we die if it fails to function.

This kind of structural determination of function occurs in each of the physiolog-
ical systems in the human body [156].

4.1.5 Logical Systems

Logical systems have analogous contextual constraints to those that occur in physical
systems. This involves the following:

• Constraints that restrict what may be done.
• Contextual dependence of logical flow and constraints.
• Contextual dependence of symbolic functioning, including dependence of the
meaning of variables on context.

4.1.5.1 Constraints that Restrict What May Be Done

These are the rules of play for a game, or rules of logic for some enterprise, e.g., only
people over 65 may live in this housing scheme, or only people with an approved
educational certificate can apply for the job, and so on.

Constrained Lower Level Implementation. These are rules setting constraints on
implementation of the logical system. They relate to the physical basis of emergence
of the logical system, or physical aspects of how it operates:

• Games. The game takes place on a specific playing board or playing field, or a set
of cards displays a specific set of symbols (heart and club symbols are printed on
the cards).

• Bureaucratic Rules. This office only handles pensions, illness grants are handled
in Washington. Applications must be filled in on form F101-346-1957.

• Computer Systems. This software is only licensed to run on brand x machines.

These are all chosen restrictions on how the logic is implemented.

http://dx.doi.org/10.1007/978-3-662-49809-5_2
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4.1.5.2 Contextual Dependence of Logical Flow and Constraints

The higher level context can change the flow of the lower level dynamics. This
happens by passing global variables to local domains. It can change the rules of
play, or the constraints in operation. This can work by sending contextual parameters
(Sect. 3.4.3) from the center to themodules to change their mode of logical operation.
For example, if the age for a diver’s licence has been nationally established as 17
years old, then the number 17 is such a control parameter.

Context-Dependent Rules of Play. These rules determine what action will take
place when. They have the basic form:

IF X, THEN do Y to V ELSE do Z,

where X is a higher level condition andY, Z are operations on object V. The condition
X might, for example, be a date or time, but it might be occurrence of some logical
condition:

• Bureaucratic Rules. For example: If it is the 27th of the month, implement the
payroll system.

• Rules of Games. For example: The referee will toss a coin. The team that wins
the toss will kick the ball to start play (the coin toss sets a logical state that decides
what happens next).

• Computer Programs. Conditional branching controlled by a global variable. For
example: IF day < 2 OR day > 2 THEN return, IF day = 2 GOTO subroutine
PAY.

Contextual Constraints on Logic of Play. These are logical rules that hold all the
time, and depend on the context. They may be of the form: IF X, THEN NOT Y.
The context may be, for example, that one is playing a specific game (one is playing
American football, not soccer), or it may be that some specific condition hold in the
game (one side is on, the other side is not). The time development rules must respect
these constraints:

• Bureaucratic Rules. In the state of Maryland, children under the age of 16 may
not drive an automobile.

• Rules of a Game. When playing soccer, except for the goal keeper, the players
must not touch the ball with their hands.

• Computer Programs. Contextual constraints are set by typing and scoping of
variables.

4.1.5.3 Contextual Dependence of Symbolic Functioning

Top-down relationships are the key to howhierarchically structured symbolic systems
work (see Sects. 3.1.6 and 3.3.3).

http://dx.doi.org/10.1007/978-3-662-49809-5_3
http://dx.doi.org/10.1007/978-3-662-49809-5_3
http://dx.doi.org/10.1007/978-3-662-49809-5_3
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Class Hierarchies. The relations between classes and subclasses, and between
classes and individuals, is a logical relation explicitly embodying contextual deter-
mination of lower level properties by specialization and modification of higher level
properties: a form of logical top-down characterization embodied in the nature of
symbolic systems such as language.

Contextual Constraints. As pointed out in Sect. 3.4.4, the meaning of words,
phrases, and sentences depends on context, which is taken for grantedwhen one reads
text or listens to a story or logical argument. Just as in physical cases (Sect. 3.4.2),
the higher level context constrains the lower level meanings of words, as for example
when the context of an airport constrains the word ‘plane’ so that it primarily refers
to a flying vehicle rather than a woodworking tool.

Thus the higher level context can change the logical function of lower level words,
which then also alters its possible syntactical use (shewound the cloth around herself,
her wound hurt). In these cases the small fragment given (a phrase) is sufficient to
determine themeaning of a word, but often a larger context is needed, as in: the coach
arrived late for the game. Maybe it is because it had to stop to fill up with petrol, or
maybe he woke late because he was partying late the previous night.

Contextual References. All those familiar words like ‘it’, ‘then’, ‘they’, ‘here’ rely
on implicit passing of a higher level variable to the lower level context (‘it’ was the
house, ‘then’ was last year, ‘they’ were the neighbors, and so on. This is somewhat
like parameter passing to local modules: the global variables are inherited by them,
and they are thereby given contextual meaning. The text flows because we expect
certain kinds of things to follow others:

• contextually in terms of specific times and places and actors involved,
• syntactically in terms of word patterns where collocations we have learnt enable
us to read phrases as a whole [100],

• conceptually where we fit what we hear into larger patterns of meaning and expe-
rience, which actually shape the way we perceive things [14].

The context of decades of experience in specific cultural contexts feeds in to give
meaning to the words. Those contexts shape the way we think.

4.1.6 Mathematical Models: Boundary Conditions
and Constraints

The mathematics and theory underlying these effects is varied: it includes dynamical
systems theory [32], partial differential equations theory [41], numerical methods
such as finite elements [26], the analysis of computer algorithms [115], electronic
circuit design [106], and the analysis of network motifs [5].

http://dx.doi.org/10.1007/978-3-662-49809-5_3
http://dx.doi.org/10.1007/978-3-662-49809-5_3
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4.1.6.1 Partial Differential Equations (PDE)

In many cases, the relevant equations will be partial differential equations [41], such
as the wave equation for a variable �i (x, t):

∂2�i

∂t2
− 1

c2
∇2�i = gi (�k) , (4.5)

where c is the wave speed, or the diffusion equation

∂�i

∂t
= D∇2�i , (4.6)

where D is the diffusion coefficient [139]. The solution in each case is determined
by initial data �i (x, t0) given at a time t0.

Constraints. Generically, the constraints can be expressed in the form

gi
(
� j (x, t)

) = Ci = constant , i, j = 1, . . . , N . (4.7)

These constraints may represent structural conditions, as discussed below, or they
may represent boundary conditions that must be satisfied by all valid initial data. For
example, models of morphogen diffusion in embryology have a source at one end
and a barrier at the far end that cannot be crossed as a boundary condition [175].

Consistency with the time evolution equations gives

dCi

dt
= 0 =⇒ dgi

(
� j (x, t)

)

dt
=

N∑

k=1

∂gi

∂�k

d�k

dt
= 0 , i, j = 1, . . . , N , (4.8)

which are new constraints required in order that the constraints (4.7) be conserved
by the dynamics. These may be automatically satisfied in virtue of (4.7). Then the
equations are consistent. If this is not the case, onemust keep checking the consistency
of the further constraints like (4.8) until one attains a set of equations where all such
constraints are satisfied.

Where does the top-down causation come in? Basically in two ways:

• Through boundary conditions on the system, e.g., asymptotic conditions such as

�i (x, t) → 0 as |x| → ∞ ,

or periodic boundary conditions such as �i (x, t) = �i (x + L , t) that must be
satisfied by all initial data.

• Through structural constraints gi
(
� j (t, x)

) = Ci = constant that channel the
flowof causation (as in the case of electricalwiring systems and digital computers).

I will illustrate in the case of Maxwell’s equations.



146 4 Kinds of Top-Down Causation

4.1.6.2 Maxwell’s Equations

Maxwell’s equations [70, 73] describe the interrelation between the electric field E
and magnetic field B, with sources the charge ρ and current J. In differential form
they consist of [70, Sect. 18-2] the time development equations

∇ × E = −∂B
∂t

, ∇ × B = 1

c2
∂E
∂t

+ j
c2

, (4.9)

where c is the speed of light, subject to the boundary conditions

∇ · E = ρ

ε0
, ∇ · B = 0 , (4.10)

where ε0 is a constant. Consistency of the time development and constraint equations
gives the charge conservation equation

∇ · j = −∂ρ

∂t
. (4.11)

The equations can also be expressed in integral forms [73, p. 130]. Combining the
time derivative equations gives wave equations for E and B. The causal effectiveness
of the fields derives from Maxwell’s force law

F = q(E + v × B) , (4.12)

which gives the force F experienced by a charge q moving with velocity v, together
with Newton’s force law (3.2).

4.1.6.3 Boundary Conditions

Solutions of these equations will depend on boundary conditions which may be of
various kinds:

Asymptotic Conditions. If a charge is in empty space far from other charges and
there is no incoming radiation, the field will die away at infinity, i.e., E → 0, B → 0
at infinity. Wiggling the charge emits radiation that dies away at infinity. The deriva-
tion of the radiation formula (see [70, Sect. 28-4] or [107]) assumes this condition
of asymptotic decay.

Periodic Conditions. If a charge is near a plane conducting surface, the electric field
due to the charge will be constrained to be normal to the surface [70, Sect. 6-9]. This
constrains electrical fields in capacitors. Consequently, if the field is constrained
in a container such as a resonant cavity, the wall will put conditions on the field
at the boundaries leading to existence of eigenfunctions and resonant modes [70,
Sect. 24-1].
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Thus the local behaviour of the field is determined by non-local boundary condi-
tions, an environmental effect acting from larger to smaller scales.

Boundary Conditions. On solutions of PDEs, these express the effect of top-down causation
from global conditions to local values of the field.

4.1.6.4 Structural Constraints

When fields are constrained to flow only in one dimension, one gets guided waves,
leading to the properties of transmission lines, wave guides, and optical fibres [70,
Sect. 24-1]. The 3-dimensional Maxwell’s equations reduce to 1-dimensional equa-
tions (see (24.1) and (24.2) in [70]), that is, PDEs get reduced to ODEs.

Similarly, when a current flows in awire, themotion of the electrons is constrained
by the non-conducting sheath of the wire: they can only move along the wire, but
they cannot move out through the sheath. The potential difference V along a length
of wire is then related to the current I‖ flowing along the wire by Ohm’s law

V = I‖R , I⊥ = 0 , (4.13)

where R is the resistance [69, Sect. 25-7]. These are all macroscopic variables, with
their existence and values depending on the constraint that the current flows in the
wire. Crucially, the perpendicular current I⊥ vanishes due to the anisotropy of the
resistance (it is effectively infinite for currents perpendicular to the length of the
wire). This is what enables circuits made of wires to direct the flow of electrons.
When Maxwell’s equations are applied under these constrained circumstances, one
obtains effective laws such as the Biot-Savart law for the magnetic field of a current
in a wire [70, Sect. 14-10]. If the wire is formed onto a coil (a higher level structure),
we get the formula for the magnetic field generated by a solenoid [70, Sect. 13-5].

At the next level up one gets effective laws for circuits built up out of the basic
elements of a capacitor with capacitance C , resistor with resistance R, and coil with
inductance L . The resulting equation for the charge q in a resonant circuit is the
ordinary differential equation

L
d2q

dt2
+ R

dq

dt
+ q

C
= V (t) , (4.14)

where V (t) is the potential across the circuit [69, Sect. 23-6]. This equation represents
the dynamics of many kinds of constrained physical systems [170].

Equations (4.13) and (4.14) are emergent laws resulting from the constraints:

Constraints. These restrict the independent variables and initial data for solutions. Top-
down causation via constraints often leads to reduction of PDEs to algebraic equations, e.g.,
(4.13), or effective ODEs, e.g., (4.14).
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The constrained operation of lower level forces in a law-like/algorithmicway leads to
higher level behaviour, whose nature depends on the nature of the constraints. These
are often in the form of networks of interactions [10], including recurring network
motifs [5]. These are higher level features because they cannot be described in terms
of lower level concepts. The high-level variables concerned are coarse-grained low
level variables or their representations. It is the physical structuring and equations
of state that determine the outcome resulting from particular boundary and initial
conditions [170].

4.1.6.5 Ordinary Differential Equations and Dynamical Systems

The behaviour of physical systems is often described by ODEs, where evolution of
quantities �i (t), i = 1, . . . , N , is determined by1

d�i

dt

∣∣∣
∣
t

= fi
(
� j (t), Pk(t)

)
, i, j = 1, . . . , N , (4.15)

where Pk(t) are a set of parameters determined exogenously, that is, they are unaf-
fected by the values of the system variables � j (t). They may be constants, e.g., the
fundamental constants of physics, or they may be variables determined by higher
level dynamics, e.g., the expansion of the universe.

These equations generically represent dynamical systems [48, 82],with the simple
harmonic oscillator being a key exemplar. Typical are the equations for enzyme
kinetics [139, pp. 108–118]. The solution is determined uniquely on some interval
by the initial data at an arbitrary time t0, that is, by {�i (t0)}. The equation may
be chaotic or unstable in some domain, in which case the solution is exquisitely
sensitive to the initial data. Nevertheless, the equations are determinate in principle.
The resulting dynamical systemmay have attractors, sources, sinks, and saddle points
that characterize its solutions, and it may be stable or unstable, perhaps exhibiting
chaotic behaviour.

The action of the system can be characterised by a mapping �(t0, t1) from initial
data � j (t0) to any later state � j (t1):

�(t0, t1) : � j (t0) → � j (t1) . (4.16)

If the system settles down to a final state, then � j (t1) → C j as t1 → ∞. In linear
cases this is characterised by a transfer function.

Effective Variables. The outcome must change if the values of the variables change:

∀ j, ∃ i such that {∂ fi (t)/∂� j } �= 0 . (4.17)

1The higher derivative form (3.7) can be reduced to this form of a system of first order equations
by defining variables �

(n)
j (t) := dn� j/dt (t).
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If this is not the case, they should be deleted from the list of variables. Given a set of
effective variables� j , one can choose instead another non-degenerate set of variables
�′

j = � j (�i )where |∂� j/∂�i | �= 0. In general there will be a restricted set of such
variables (called canonical variables) that will be simpler than other choices because
they most effectively mirror the system dynamics.

Discrete Equations. Alternatively the dynamic equations may be discrete equations,
where initial data plus an algorithm determines the outcome at each time step ti+1 =
ti + �t . for a system of variables y j (t):

y j (ti+1) = f j
(
y1(ti ), . . . , yN (ti ),�t

)
. (4.18)

There is no uncertainty in the model, but it may still exhibit chaotic behavior [48].
These may be simulations of the differential equations.

Where does top-down causation come in?

Dynamical Systems Result from Constraints. The very existence of ODEs (4.15) or dis-
crete equations (4.18)may represent contextual effects, because they often result from break-
ing symmetries and channeling lower level causation through structural constraints, thereby
replacing fields governed by PDEs by effective variables governed by ODEs.

Shearer,Murphy, andRichardson [170] showclearly how structure governs dynamics
in mechanical, hydraulic, thermodynamic, and electrical contexts (see also [111]).

In particular, what is crucial in biology is that structures such as cell walls create
biological compartments that structure the kinetics of substances by controlling their
flow between compartments, leading to ordinary differential equations for concen-
trations [158, pp. 168–220]. In plant physiology, partitioning the model produces
a set of ODEs for the resulting variables [182, pp. 176–178]. A key example from
neuroscience is the Hodgkin–Huxley equation for action potentials in excitable cells,
resulting from the existence of ion channels in cell membranes [139, pp. 161–166].
This equation cannot be understood in a purely bottom-up way [141, 166].

4.1.7 Randomness and Noise

Randomness occurs at the bottom due to quantum fluctuations [55, 71]: in reality,
the lower levels are not deterministic! Additionally, there is interlevel randomness
because fluctuations in variables at level N lead to noise at the next higher level
N +1 (Sect. 3.4.2). This is ubiquitous in physics and biology. Both effects can result
in randomness at higher levels, but do not necessarily do so.

4.1.7.1 Unreliable Emergence Due to Randomness at the Bottom

Lower level randomness can get amplified tomacro scales, for example, in the case of
chaotic systems [48], or when catastrophes occur, leading to bifurcation of dynamical
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systems [180]. Such effects occur for example as regards the weather, as represented
by the Lorenz equations [124], but also occur in the dynamics of the Solar System,
indeed even for the gravitational 3-body problem. These are chaotic deterministic
systems.

Unreliable Emergence. Deterministic lower level dynamics do not necessarily imply reli-
able higher level emergent behavior.

Thus these are cases where the conditions for reliable higher level emergence
(Sect. 3.3.2) do not hold. Amplification of low level fluctuations can have major
causal effects, as in the case of cosmology: because of the exponential nature of
the inflationary era expansion, indeterministic quantum fluctuations in the very early
inflationary era lead to later classical perturbations that result in large scale structures
such as clusters of galaxies [52].

4.1.7.2 Reliable Emergence Despite Randomness at the Bottom

Lower level fluctuations often get washed out. This can happen in several ways.

Statistical Natural Systems. Micro-randomness gets washed out when the effects of
micro-level physics are averaged to get macroscopic behavior such as the perfect gas
laws. However, the randomness is apparent on closer inspection, where fluctuations
occur and lead for example to the fluctuation–dissipation theorem. Their relative
importance is partly just an issue of size: statistically random fluctuations in a system
of N elements scale as

√
N , so their relative size decreases as

√
N/N = 1/

√
N ,

which is very small for everyday objects where N � 1020. But whether this is
important or not depends on the system structure. In everyday engineering systems
such as steam engines, this is unimportant. When one pushes the system size towards
nanoscales, it cannot be ignored.

Machines. These are systems where there is effectively no randomness at the macro-
levels: they are designed so that this is will be the case and they function reliably
(steam engines, locks, computers, etc.) This is achieved partly by having sufficient
size to damp out the relative importance of micro-fluctuations, in particular wash-
ing out quantum effects, and also by error-tolerant design features that prevent the
fluctuations that do occur from having a higher level effect. These include allowing
for delays in arrival times of signals and materials so that variations in these times
won’t matter, including springs and dampers that allow for absorbtion of energy and
momentum, having reservoirs of energy and essential materials that dampen fluctua-
tions in their supply, and having activation thresholds so that lesser fluctuations have
no effect. Furthermore, feedback control mechanisms (TD2) can correct for errors
due to fluctuations.

Living Systems. These develop reliably most of the time. They are designed to
operate in the conditions of the molecular storm at the micro-level [101], exploiting
noise-tolerant design features similar to those used in machines, e.g., energy stores
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and activation thresholds. Stabilization also occurs via homeostatic feedback control
mechanisms (TD2) that are designed to damp out fluctuations at the lower level.
Paradoxically, reliability can also be the result of randomness at lower levels, utilised
by adaptive selection processes (TD3) to attain desired classes of outcomes, making
the higher levels effectively deterministic [101].

Reliable Emergence. Indeterministic lower level dynamics do not necessarily prevent emer-
gence of deterministic dynamics at higher levels.

It is through the specific structuring of living entities and machines that reliable
higher level behavior emerges, despite lower level randomness. Indeed this is why
these structures have the form they do: they have either evolved to be reliable, or
have been planned to be that way. The reliability is then the result of higher level
constraints on lower level functioning.

4.1.7.3 Unreliable Emergence

When one has deterministic equations but with noise such that the lower level dynam-
ics has a random element and higher level outcomes are not unique despite being
influenced by boundary or structural conditions, we should perhaps speak of top-
down effects rather than top-down causation. The higher level variables are still
influencing the lower levels but not giving deterministic outcomes. Here is where
chaotic dynamical systems play an important role, as in the case of weather patterns.

4.2 Non-Adaptive Feedback Control (TD2)

In non-adaptive feedback control:

• Goals direct what happens: higher level entities influence lower level entities so
as to attain specific fixed goals through the existence of feedback control loops.

• Information flows enable this to happen: information on the difference between
the actual and desired states of the system is used to lessen this discrepancy.

An example is a thermostat controlling the temperature of water in a boiler. The goal
is set by setting a desired temperature on an input panel. A sensor determines the
actual temperature and a controller compares this with the goal and alters the heat
input so as to attain the desired temperature. A different setting results in a different
temperature.

In this section I discuss in turn:

• The nature of the process (Sect. 4.2.1).
• Engineering systems (Sect. 4.2.2).
• Organisations (Sect. 4.2.3).
• Biology (Sect. 4.2.4).
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Table 4.3 Basic features of a
feedback control system. The
goals lead to a specific final
state via feedback of an error
signal to an actuator. The
initial state of the system is
irrelevant to its final outcome,
provided the system
parameters are not exceeded

Controller ⇐ Correction signal

Noise ⇒ Action ⇓ Feedback ⇑
State ⇔ Comparator ⇔ Goal

• Mathematical models: control theory (Sect. 4.2.5).
• The nature of goals (Sect. 4.2.6).

4.2.1 The Nature of the Process

Non-adaptive control systems (see [11] and [173, Chap.1]) compare the actual state
of the system with a desired goal, then feed information on this difference back to a
controller which alters conditions so as to reduce the difference between the actual
system state and the desired state represented by the goal (Table4.3).

This is the essence of cybernetics: feedback control corrects any error in the system
state, i.e., any deviation from the desired goal, by observation and measurement,
continually using new data to keep it on track. In contrast to the case just discussed
(TD1), in this case the initial data is irrelevant. It is the full set of goals that determine
the outcome, through the differences between the goals and the actual values. This
involves the following features, discussed below:

• Goal-directed outcomes.
• Information flows.
• Emergent properties.
• Top-down causation.
• Ubiquitous existence in living beings.

4.2.1.1 Goal Directed Outcomes

Goals are the essence of feedback control systems. They are desired levels of signif-
icant variables. Examples are the revolutions per minute of an engine, the direction
of a vehicle, the level of water in a reservoir, the temperature of a reactor, the voltage
across a membrane, the amount of ATP in a cell, body temperature, blood pressure,
cholesterol levels, the amount of stock in a warehouse, the number of troops ready
for action, the amount of money in an account, the employment rate in a country,
the pass rate at a university, customer satisfaction with a service, and so on. They
embody information about a system’s desired behaviour or responses. They are usu-
ally only expressible in higher level terms. The rare exception is where the goal is to
specifically control lower level states, as in quantum optics. This is very difficult to
achieve, and only rarely occurs.
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Unlike the previous case (TD1) just considered, where the initial state plus bound-
ary conditions determine the outcome, that outcome is not determined by the bound-
ary or initial conditions. Rather it is determined by the goals. Indeed the whole
purpose of such systems is to make initial conditions irrelevant. Thus the nature of
causality is quite different when feedback control systems are guided by goals, which
are higher level entities.

They are effective through specific structuring of physical systems in an imple-
mentation hierarchy. The result is

(physics, physical structure, goals) =⇒ (outcomes) . (4.19)

Physics is fixed. When we consider a specific system, the physical structure is held
constant and we have:

(goals) ====⇒︸ ︷︷ ︸
structure

(outcomes) , (4.20)

emphasizing that it is the specific structure that enables the goals to direct the out-
comes. The series of goals in a feedback control system are causally effective. Infor-
mation flows enable this, and are in general separate from the matter or energy flows
that are the implementation vehicles of the system.

Non-Adaptive Feedback Control (TD2). The outcome of a feedback control system is
determined by the goals rather than the initial data. The goals are causally effective through
information flows from a sensor to a control element.

A different outcome will occur if the goals are changed. In general there may be
multiple goals, that are themselves structured as a logical hierarchy with higher level
goals constraining and directing lower level logic in a top-down fashion.

In this non-adaptive case (in contrast to the adaptive case considered in Sect. 4.4),
the goals are either embodied in the system structure and so do not change with time,
or are fixed by setting a control parameter, and are unchanged by the system’s internal
dynamics. They only change if the control parameter is externally reset. There may,
however, be some associated form of information storage and retrieval, and perhaps
even implicit or explicit information processing allowing the system dynamics to
be based on predictive goals: predictions of where the system will be in the future,
continually updated on the basis of incoming data in the current state of the system.
Thus although the goals are fixed, complex information processing and modeling
may take place in the attempt to attain those goals (Sect. 4.7).

These goals are not the same as material states, for they are desired rather than
actual states, although theywill be represented bymaterial states and systems thatwill
make them causally effective through such representations (Sect. 4.2.6). A complete
causal description must necessarily take them into account. They exist as emergent
properties of the system, as they are not embodied in any component on its own.
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Fig. 4.1 The basic feedback control process. The goals tend to lead to a specific final state via
a comparator and activator. The initial state of the system is then irrelevant to its final outcome,
provided the system parameters are not exceeded. Solid lines are matter/energy flows. Dotted lines
are information flows

4.2.1.2 Information Flows

Feedback control systems depend essentially on information flows from system sen-
sors to the controller. Ensuring the goal is attained through feedback control functions
by comparison of the system state and the goal by a controller. Information on the
difference is fed back to the activator. These information flows are physically realised
and need energy to function, but the essence of what they are is not in that energy
per se: it is in whatever coding is used to represent the system state, for that is what
is compared with a coded representation of the system goals. Information flows are
distinct from the energy and material flows that make the system work. Indeed, they
are represented differently from such flows in systems diagrams (see Fig. 4.1 and
[132, 159]).

There is a sender and receiver, with a communication channel between them.
There may be a process of encoding into a coded form—perhaps a digital code (such
as in digital electronic controllers or a polypeptide sequence) or frequency format
(such as spike rates in neurons)—and then decoding to an effective form (a digital
code gets translated into analogue form, or a polypeptide folds into its functional
three-dimensional structure). The information may be just in terms of the amplitude
of a quantity, e.g., a voltage representing an engine rotation rate, or a temperature),
but then that amplitude must be interrogated in a way that is not simply the transfer
of energy to an object (which always in a sense conveys information, but has nothing
to do with a feedback loop).

In general, it will have both syntactic and semantic aspects: it has to be coded in a
specific way to be valid, e.g., DNA sequences must have start and stop codons, and
has a meaning that depends on context (it is part of an engine speed controller, or
part of a thermostat system, or determines amino acid sequences).
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Information Flows in a Control System. These may be analog or digital, and they may
be mechanical, hydraulic, electrical, chemical, or optical. They may be coded or not. In the
analogue case it is the value that matters, but it is not just because it has a specific value that
it is information: it is because it is deployed in a feedback control circuit with the specific
purpose of controlling a particular outcome.

It can be inmany forms andmay be transformed between the different possible forms,
for example between analog and digital (in an electronic circuit) or between electric
and chemical (at a synapse). This multiple realisability is a key sign that information
is a higher level entity: its specific realization does not matter (Sect. 3.5).

There are two ways information flows are directed from the source to the receiver:

• Structured channels that specifically link them, such as electricalwires in a thermo-
stat or pipes in a chemical plant or axons in a brain. They physically link particular
entities in order to channel information flows in specific ways. These channels
may be addressable, as in landline telephone systems.

• Broadcast messages that are spread indiscriminately to everyone, but have some
kind of addressing system that is recognized by the receiver to say this message
is for me. This is the case of cellphone systems for example. It is what happens
in computer bus systems and it is prevalent in biology, where the ‘lock and key’
mechanism implemented via molecular shapes identifies which message is meant
for which receiver. Examples are hormones and neuromodulators, which activate
specific receptors [190].

4.2.1.3 Emergent Properties

Feedback control is an emergent property of cybernetic systems that enables goal-
seeking behaviour. Ross Ashby states this as follows [7]:

Stability and the Whole. An important feature of a system’s stability (or instability) is that
it is a property of the whole system and can be assigned to no part of it. The stability belongs
only to the combination; it cannot be related to the parts considered separately. The fact that
the stability of the system is a property of the system as a whole is related to the fact that the
presence of stability always implies some co-ordination of the actions between the parts.

These control circuits are higher level entities, as they are based on higher level
concepts (the high level system state and the goal). The goals are intrinsic higher
level properties of the system considered and determine the outcome.

4.2.1.4 Top-Down Causation

Feedback control is a form of top-down causation for two reasons:

Effectiveness of Goals. First, because the goals determine the outcome, and hence
can be regarded as being at a causally higher level than the controlled system. A
goal is realised by an equivalence class of lower level states: it does not matter which
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particular lower level state occurs, as long as the corresponding higher level variables
are in the desired range. It is this equivalence class (an irreducible high level variable)
that is causally effective and determines the outcome in these systems. This underlies
all homeostatic systems, and characterizes this as top-down causation (Sect. 3.5).

System Acts as a Whole. Second, the goals are implemented by higher level net-
works. These cannot be reduced to lower level entities, precisely because it is the
relations between the parts that make the network into a feedback control system.
Taking the system apart destroys those relations. The system as a whole acts down
on its parts to attain the desired outcome. The way electrons flow or molecules move
is a result of the system structuring—a higher level entity.

4.2.1.5 Existence and Limitations

Mechanical, chemical, and electrical engineering abound in feedback control systems
[51]. The whole of biology embodies numerous genetically determined homeostatic
systems based on the principle of feedback control [134]. In particular, this is true of
the human body, where homeostasis is the key to physiological research [156]. And
goal directed dynamics is crucial to organizations and to individuals [12].

However, such systems do not occur naturally in the physical world of materials,
rocks, rivers, continents, planets, stars, galaxies. Even though feedback processes
may occur in such systems, they do not occur because of information flows, but
rather because of energy and matter flows per se. These flows are not coded to
convey information about the system state to a control element. Note that I use the
term ‘goal’ only when there is an identifiable feedback control system that leads to
its reliable realization. Attractors in a dynamical system are therefore not goals, in
the sense I use the term, as they do not involve control information, which is central
to feedback control. Non-adaptive information control does not arise spontaneously
in the natural world (in astronomy, geology, oceanography, or atmospheric physics),
but it occurs in manufactured objects and is crucial to life, where it is a key aspect
of complex emergence.

But this process cannot innovate: the outcome is predictable from the outset, as
it is determined by the explicit or implicit goals of the system. In the biological
case, the goals of physiological systems are genetically determined and are the same
across a species and constant in the lifetime of an individual. Like predictive algo-
rithmic processes, non-adaptive feedback control systems cannot learn. That requires
adaptive selection (see Sect. 4.3).2

2I am aware that some present day feedback control systems use principles of adaptive control.
I believe they should be labeled as such, to distinguish them from the basic cybernetic processes
identified by Wiener, in which the goal is fixed.
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4.2.2 Engineering Systems

Feedback control in the engineering context [51] occurs in toilet tank filling systems,
automatic toasters, an elevator taking one to the desired floor in a building, voltage
controllers, fully automated electric trains. In many engineering applications there
will be computer control systems that will implement this logic of deciding what to
do next on the basis of the current system state, which is embodied at the microscale
in WHILE and IF THEN loops ([25]: 29). Examples are:

• Steam Engine Governor. The classic case is the control of the speed of a steam
engine through a centrifugal governor. The controller is a high level device (if
you disassemble it into molecules, it will no longer function). The outcome is a
desired range of molecular densities and speeds in steam in a pipe (at the lower
level) resulting in a desired rate of rotation of awheel (a high level control variable).

• Thermostat. A commonplace example is control of water temperature in a hot
water cylinder by thermostatic control of the water heater. How dowe demonstrate
that this is top-down causation? Change the temperature setting of the thermostat
and thenmeasure the resulting temperature changes in thewater and reduced speed
of motion of the water molecules. This effective action has been verified in daily
life many millions of times.

• Automatic Pilots. In an aircraft, these control height, speed, attitude, and direction
of the aircraft through engine and control surface settings. They utilize information
from GPS systems, air speed indicators, compasses, altimeters, RPM indicators,
etc. The ultimate goal is to arrive at a specific destination. Intermediate goals are
specific heights, ground speeds, and ground paths.

• Chemical Engineering Control Systems. These control interface levels between
two phases, the pressure of a vapor or gas, flows from storage tanks, tempera-
tures of reactants, the composition of distillation column products, and product
composition from reactors [174, pp. 268–279].

Predictive Control. In advanced systems (aircraft automatic pilots, control systems
in chemical plants), the controller will act not on the basis of the present physical
state of the system but on the basis of predicted future states as determined by the
latest updates of the current system state. It is the continual updating of system data
through incoming information that gives feedback control its power.

Adaptive Control. This occurs when a controller adapts to changes in the con-
trolled system as its parameters vary, or has to determine parameters that are initially
unknown. For example, when an aircraft proceeds on its path, its mass will decrease
as fuel is burnt, and the controller must adapt to such changing conditions. However,
the goals are still fixed as this happens.
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4.2.3 Organisations

The very reason organisations exist is in order to attain some goal or other, otherwise
they would not be there. Organisational structures and methods together form a
feedback control system designed to ensure that these goals are attained. The goals
structure what happens and are key to organisational effectiveness [91, pp. 554–558].
In order to attain theirmain goal, they have to attain awhole series of subsidiary goals,
so organizational goals are hierarchically structured [91, pp. 107–135]. Tools like
GANT charts help structure the attainment of successive subgoals in a coordinated
way so as to achieve some main goal.

Monitoring of output and quality control relative to a desired outcome is essen-
tial to success. The essential planning cycle is to make a plan, implement it, check
whether the output is as desired, and if necessary, alter conditions so that the desired
effect is attained, i.e., a classic feedback process [91, pp. 522–533]. Indeed, feed-
back processes have become part of organizational culture: feedback forms are now
commonplace at meetings, hotels, and training sessions. Feedback control is cen-
tral to both management and industry: it is the core of organizational control [91,
pp. 521–609] and systems approaches to industrial management [159].

• This all takes place via an implementation hierarchy,
• whose nature is based on a logical hierarchy,
• and in which there are both bottom-up and top-down processes.

4.2.3.1 Implementation Hierarchy

The goals are hierarchical because one splits up a complex task into simpler subtasks
in a modular way, in accordance with the general principles of modular hierarchical
design (Sect. 3.1.6). This leads to hierarchical organizational design (see [12] and
[91, pp. 263–291]).

Work Breakdown Structure (WBS). In project management and systems engi-
neering, this is a decomposition of a project into smaller components [23]. It groups
together a project’s discrete work elements which are defined in terms of outcomes
or results rather than methods. It thus represents a goal structure for the organiza-
tion. This ensures that the WBS is not overly prescriptive of methods, allowing for
creative thinking and initiative on the part of the project participants, and so allows
for multiple realisability in terms of attaining the goals. These goals usually have to
be attained in a certain order. Tools such as GANT charts [136] set out the order in
which these goals should be implemented. They give a project schedule, showing
the start and finish dates of each part of a project. Software to create such charts are
available for example through Microsoft Project, a task-planning program. The time
element incorporated here is an important part of setting goals: it is often crucial that
they are done on time.

http://dx.doi.org/10.1007/978-3-662-49809-5_3
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Table 4.4 The hierarchy of
goals in an organisation. Each
level of plans is supposed to
implement the next higher
one, so the higher levels
direct and constrain the lower
ones. The lowest level is the
implementation level. All the
other levels are planning
levels

Intention Plan

Overall purpose Mission statement

⇓ ⇓
General approach Strategic plan

⇓ ⇓
Specific issues Tactical plan

⇓ ⇓
Specific tasks Task goals

⇓ ⇓
Subtasks Detailed goals

Roles and Job Descriptions. Organisational roles characterise who will handle
which goals [91, pp. 278–286]. You split up the task and assign the bits to dif-
ferent groups who assign them to specific people. This relationship is formalized in
organisational charts, and the goals associated with each role are specified in job
descriptions. These characterize the implementation hierarchy.

Bureaucratic and Business Procedures. In principle, these ensure that the proce-
dures used by the organisation attain the desired goals. They specify how the logic
of the goals constrains the implementation procedures that attempt to attain those
goals. A crucial part of those procedures is the use of feedback processes, such as
quality control procedures, to ensure that the goals are actually met as contingent
events occur and upset prepared plans. As eloquently stated by Robert Burns: “The
best-laid schemes o’mice an’men Gang aft agley” [31]. Feedback systems aim to
correct this problem.

Resource Use Goals. These are explored using spreadsheets such as Excel, which
organize information in tabular form, carrying out mathematical operations on data
represented by cells in an array. They are particularly useful as regards accounting
and budgeting systems,where they used for setting resource use goals. These can then
be compared with the actual figures to give error messages (the difference between
the two); which are the key information needed in the control of financial resources.

4.2.3.2 Logical Hierarchy

Similarly to the case of computers (Sect. 2.3), at each level of the implementation
hierarchy, there is a logical hierarchy of goals. A generic structure for this hierar-
chy is shown in Table4.4. In a well-functioning organization, the bottom level (the
implementation level) tasks attain the detailed goals, which then combine to result
in attaining the high level purpose. If this succeeds, it is because those lower level
goals were specifically structured through a top-down process of planning so as to
produce that desired higher level result.

http://dx.doi.org/10.1007/978-3-662-49809-5_2
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4.2.3.3 Bottom-Up and Top-Down Processes

Feedback processes can occur at each level in the implementation hierarchy, as
well as in terms of interlevel loops, with the higher levels acting as controllers for
the lower levels. Consequently, information flows will go both up and down, while
control flows go down. One must take seriously the limitations of information flows
(Ross Ashby’s Principle of Sufficient Variety [7]) as well as the issue of individual
motivation and initiative: hence one should decentralise as much decision-making
as possible [12], while putting in place structures and methods that ensure that lower
level goals are aligned with the higher level goals.

This is of course where things tend to go wrong: there is a tension between
the goals of the parts and the goals of the whole. That is why great leadership is
to do with purpose-setting and communication, fixing the direction for the whole
in an inspirational way [151, pp. 81–86]. Ultimately, organisations are to do with
meaning-making and purpose (whether that purpose is to make a profit, to serve the
community, to explore Mars, or to understand the mind).

Where do goals come from? Goals are adaptively formed in response to experi-
ence: learning takes place in particular contexts as the mind responds to the meaning
of symbols in the relevant social context. This is explored in Sects. 4.4 and 4.7.

4.2.4 Biology

Living systems are goal-seeking (teleonomic) at both the physiological and behav-
ioural levels. Homeostasis in the human body is an integrative concept that is the
key to physiological research [156, pp. 22–26]. This is a core feature of physiology.
Homeostatic systems maintain constant conditions in the internal environment in
the human body, for example, controlling blood pressure and temperature, through
integrative processes that maintain stability as external conditions vary. As stated
in [92]:

Homeostasis. The term homeostasis is used by physiologists to mean maintenance of static
or constant conditions in the internal environment. Essentially all the organs and tissues of the
body perform functions that help tomaintain these constant conditions. For instance the lungs
provide oxygen as required by the cells, the kidneys maintain constant ion concentrations,
and the gut provides nutrients.

These systems have been built in through the adaptive process of evolution: they
are constant across individuals, time, and place in specific species. They embody
a hierarchy of goals at the different physical levels, from the organismal level to
underlying cellular and molecular mechanisms in an integrated way. At the bottom
level, themolecular basis for homeostasis is themaintenance of protein conformation
[156, p. 23]. A key feature is transport across cell membranes.

Enzyme Regulation. A regulatorymechanism in cell physiology controls production
of an enzyme, where the enzyme combines with the substrate to produce a product
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that represses the transcription of DNA to mRNA, which is the template for making
the enzyme [139, p. 143–148].

Ribonuclease Action. Causal effectiveness of equivalence classes in information
control in microbiology has been demonstrated in the case of structural type A and
B bacterial ribonuclease P (Rnase P) RNAs [192]. These RNAs can fully replace
each other in vivo despite many reported differences in their biogenesis, biochem-
ical/biophysical properties, and enzyme function in vitro. This suggests top-down
causation from these equivalence classes of RNA in vivo under standard growth
conditions [9].

Axon Potential. Sodium and potassium levels in neurons are controlled by voltage-
gated ion channels deployed in feedback control loops that return the membrane
potential of an axon to its resting state, the resting potential [113, 166]. This is an
essentially top-down affair, as Denis Noble makes clear [141]:

The trail was blazed by Hodgkin and Huxley [99] in their Nobel prizewinning work on
the nerve impulse. The ion channel proteins that sit across the cell membrane control its
electrical potential by determining the quantity of charge that flows across the cell membrane
to make the cell potential become negative or positive. The gating of these channels is itself
in turn controlled by the cell potential. This is a multi-level loop. The potential is a cell-
level parameter; the ion channel openings and closings are protein-level parameters. The
loop, originally called the Hodgkin cycle, is absolutely essential to the rhythm of the heart.
Breaking the feedback (downward causation) between the cell potential and the gating of the
ion channels and cellular rhythm are abolished. A simple experiment on one of the cardiac
cell models will demonstrate this computationally.

Organism Level. Many bodily organs exist precisely in order to enable feedback
control of body conditions [156, pp. 23–26]. Each is governed by implicit goals,
embodied in the physical structure of the body.
Nervous System. This includes regulatory systems for:

• Body temperature. Thermosensors located in the hypothalamus help maintain a
goal of 37 ◦C [156, pp. 806–821].

• Blood pressure. Baroreceptors help maintain the goal of 90 mmHg [156, pp. 343–
344,598–604].

• Hydrogen ion concentration in the extracellular fluid. Chemoreceptors help main-
tain the goal of a pH of 7.4 [156, pp. 761–781].

Endocrine System. This utilizes endocrine cells and hormones in regulatory systems
for [156, pp. 372–399]:

• Glucose concentration. Controlled by insulin and glucagon produced by the pan-
creas [156, p. 447].

• Metabolic regulation. Inter alia via glucocorticoids such as cortisol secreted by
the adrenal glands [156, pp. 427–429].

• Electrolytes. Calcium ion concentration in the extracellular fluid, together with
phosphorus controlled by the kidneys and parathyroid glands [156, pp. 787–799],
sodium [156, pp. 745–751], and potassium [156, pp. 753–755] ion concentrations,
controlled by the kidneys.
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Overall “the human body has literally thousands of control systems in it” [92] and
the goals embodied in them are essential to life.

4.2.5 Mathematical Models: Control Theory

Themathematics involved in feedback control is linear and nonlinear control systems
theory [51], including its applications to the biological context [134].

In contrast to the case TD1 where initial data determine the outcome, in this case
the initial data is irrelevant to the final state. Consider for example the temperature
in a boiler controlled by a thermostat. If you set it up as a dynamical system (4.15)
and consider it as producing a transfer function from initial data to final outcome,
the initial data is not relevant once the system dynamics has run its course.

It is the full set of goals gn that determine the outcome, through the differences
�yn(ti ) between the goals and the actual values. Instead of (4.15), we have

dy j (t)

dt
= f j

(
�y1(t), . . . ,�yN (t)

)
, �yn(t) := yn(t) − gn . (4.21)

Their dynamics can be described by block diagrams, Laplace transforms, and transfer
functions [51, 134].

A specific case is the Goodwin’s model in cell physiology representing a reg-
ulatory mechanism related to production of an enzyme E . The enzyme combines
with the substrate to produce a product P that represses the transcription of DNA
to mRNA M , which is the template for making the enzyme [139, pp. 143–148]. A
generalised form of such equations is

du1
dt

= f (un) − k1u1 ,
dur
dt

= ur−1 − krur , (4.22)

where kr > 0 and f (u) > 0 is the nonlinear feedback function [139, p. 144]. If
f (u) is a monotonic decreasing function of u: f ′(u) < 0, this is a negative feedback
loop with steady state solutions f (un) = k1u1, ur−1 = krur . The goal of the system
is to produce this state. Similar equations relate to regulation of protein synthesis
[131, pp. 107–115], and the general equations governing homeostasis are analysed
by Riggs [158, pp. 95–119].

It is true that, on the surface, dynamical systems with attractors appear to work
in ways similarly to feedback control systems (with associated goals), but the mech-
anisms involved are completely different, and so are their outcomes in many cases.
Thus for example dynamical systems include strange attractors and chaotic behav-
iour. Control systems will prevent this kind of behaviour. In particular they are
designed to handle noise successfully, and unlike dynamical systems, their dynamics
is not time reversible (we cannot tell from a later state what the initial state was).
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4.2.6 The Nature of Goals

The series of goals in a feedback control system embody information about the
system’s desired behaviour or response. They are causally effective in the following
ways:

• through structures designed to implement them (wiring of a thermostat system,
computer systems programmed to attain goals on the basis of the current state), or

• through boundary conditions that create them (the structure of a cell with mem-
branes and specific proteins and enzymes contained within a compartment so that
the components needed for the feedback system to exist are there), or

• through incorporation in abstract goal systems that individuals or organisations
consciously implement.

They are not material entities because they are not things as they are. Rather, they
are images of how things ought to be. Thus they are abstract entities (as discussed in
Sect. 7.5).

This is particularly clear in the case of plans in one’s mind, but is also the case in
the other examples discussed: goals are a preferred subset in the possibility space of
the system. As that space is abstract, so too are goals, even when they are realised
through specificphysical structures or patterns. Those structures or patterns aremeans
of attaining the goals, they are not the goals themselves.

Goals in Feedback Control Systems. Goals are not the same as material states, for they
are desired rather than actual states, although they will be represented by material states
and systems that will make them causally effective through such representations. They are
abstract entities that are causally effective through information flows enabled by system
structuring and energy states.

They exist as emergent properties of the system—they are not embodied in any
component on its own. A complete causal description must necessarily take them
into account.

4.3 Adaptive Selection of Outcomes (TD3)

Adaptive processes, for example, those central to the Darwinian process of evolution
by natural selection, take place when there is:

• Variation of Interacting Entities. Many entities interact, for example, the cells in
a body or the individuals in a population, and variation takes place in the properties
of these entities.

• Selection of Preferred Entities. This is followed by selection of preferred entities
that are better suited to their environment or context.

However, they are not restricted to the context of Darwinian evolution: their ambit
is much wider than that. They are the central way whereby order is generated from

http://dx.doi.org/10.1007/978-3-662-49809-5_7
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Table 4.5 The basic features
of adaptive selection.
Selection takes place from an
ensemble of states, the
selection being based on the
outcome of some selection
criteria in the context of the
specific current environment.
The unwanted states are
discarded

System states ⇐ Selection agent: Meta-goals

selects state

Variation ⇓ ⇑ ⇓
Ensemble of ⇒ Preferred ⇐ Selection

system states states criteria

⇑
Environment

chaos and complexity is built up [104]. In particular they are central to all learning
processes. In what follows I discuss in turn:

• The nature of the process (Sect. 4.3.1).
• Physics and chemistry (Sect. 4.3.2).
• Life (Sect. 4.3.3).
• The mind: learning and perception (Sect. 4.3.4).
• Mathematical models: adaptive selection (Sect. 4.3.5).
• Multi-level selection (Sect. 4.3.6).
• The nature of selection criteria (Sect. 4.3.7).

I omit a discussion of adaptive selection and digital computers, because this was
covered in Sect. 2.4.4.

4.3.1 The Nature of the Process

Adaptive processes take place when many entities interact, for example, the cells in
a body or the individuals in a population, and variation takes place in the properties
of these entities, followed by selection of preferred entities that are better suited to
their environment or context (Table4.5).

Higher level environments provide niches that are either favorable or unfavorable
to particular kinds of lower level entities. Those variations that are better suited to
the niche are preserved and the others decay away. Criteria of suitability in terms of
fitting the niche can be thought of as a value system guiding adaptive selection. On
this basis a selection agent or selector (the active element of the system) accepts some
of the variations and rejects the rest. These selected entities then form the current
system state that is the starting point for the next round of selection.

Adaptive Selection (TD3). This takes place when many entities interact, for example, the
cells in a body or the individuals in a population, and variation takes place in the properties
of these entities, followed by selection of preferred entities that are better suited to their
environment or context.

http://dx.doi.org/10.1007/978-3-662-49809-5_2
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This is the way that ever more complex structures, adaptively suited to the environ-
ment, come into existence. I discuss in turn the following features:

• The nature of the resultant causality.
• It is a form of top-down causation.
• It involves equivalence classes.
• It generates new information.
• It has predictable and unpredictable outcomes.
• It occurs widely.

4.3.1.1 The Nature of the Resultant Causality

The basic feature of adaptive selection [103] is that a process of variation generates
an ensemble of states, from which a best outcome is selected according to some
selection criterion, with the outcome dependent on context (see Table4.5):

(physics, ensemble of states, environment, selection criterion) ==⇒ (outcome) .

(4.23)

In a given context we take for granted the underlying physics and accept as given
some variational process that generates sufficient variety for selection to act on. The
outcome is then some kind of preferred fit to the environmental niches, determined
so as to adequately satisfy the selection criteria:

(environment) ====⇒︸ ︷︷ ︸
selection criteria

(outcome) . (4.24)

This is an adaptive process rather than a control process. It is the way new infor-
mation is generated that was not present before [117], and enables emergence of
complexity without dynamical attractors or specific goals guiding the process, but
with an increase in complexity and embodied information, for the process searches
the possible solution space in a way that is not pre-ordained and adapts to the context.
Unlike feedback control, this process does not attain pre-selected goals by a specific
set of mechanisms or systems. The selection criteria are meta-goals for the process:
they don’t prescribe specific outcomes, but rather the general direction the process
should go. The system creates entities preferred by the meta-goals embodied in the
fitness criteria. A classic example is weeding in a garden. This depends on one’s
concept of what a weed is.
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Its great power in evolutionary biology is due to the continued repetition of the
adaption process, with the best variant being passed on from one generation to the
next by a hereditary mechanism. But that repetition is not essential to the basic
process.

4.3.1.2 It Is a Form of Top-Down Causation

The reason this is classed as a form of top-down action is twofold [see (4.24)]:

Environmental Context. First, the nature of the higher level environment is cru-
cial to using selection criteria. The lower level outcome would be different if the
environment were different, resulting in different niches being available.

Selection Context. Second, the choice of selection criteria is also crucial: the out-
come would be different if the criteria were changed. Thus they are at a higher
level of causation than the system affected. Thus this is top-down causation from
this two-fold context to the system. If the top level conditions change, the outcome
will change. Pross states it thus [155, p. 146]: “In addressing the concept of fitness,
context is everything.”

This process usually takes place in the context of a network of interactions. A
pressure of selection applied to a higher order network can constrain the evolution
and adaptation of lower level constitutive networks. The idea is that the pressure of
selection applied to the higher order network would lead to outcomes in the lower
level constitutive networks that would be different from those observed by having the
same pressure of selection applied to the lower level constitutive networks outside
the context of the higher order network. In other words, the higher order network
affects the way the lower level networks adapt through evolution—a form of top-
down causation. Natural selection should be thought of as multilevel causation [128].

4.3.1.3 It Involves Equivalence Classes

An equivalence class of lower level variables will be favoxred by a particular niche
structure in association with a specific value system (Sect. 3.5). This feature charac-
terises adaptive selection as a form of top-down causation [9]. The essential point is
that for the viewpoint of the higher level purpose embodied in the selection criteria, it
does not matter which particular member of the equivalence class is realised: any one
of them will do. Selection is in terms of attaining higher level function (for example,
sight) rather than for the specific mechanism by which it is attained. Any mechanism
which attains the goal sufficiently efficiently will suffice.

http://dx.doi.org/10.1007/978-3-662-49809-5_3
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Table 4.6 Adaptive selection
processes as positively
construed: they select what is
best suited to the environment
(‘survival of the fittest’)
according to some selection
criteria

Final data set Meaningful information ⇒ Rejected set: noise

Selection ⇑ ⇐ Selection principle

Varied set

Variation ⇑ ⇐ Variation principle

Initial data set Ensemble of states Random

Table 4.7 The basic function
of adaptive selection
processes: they select what is
useful or meaningful from an
ensemble of mainly irrelevant
stuff and reject the rest, thus
creating order out of disorder
by selecting states conveying
meaningful information

Order ↑ ↑ Chosen

↑ ↑
xxxxxx xxxxxx ↑ ↑ xxxxxx Selective gate

↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑
Disorder ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ Ensemble

4.3.1.4 The Generation of New Information

The key process is deletion of what is not wanted, leaving what is meaningful. It is
also for this reason that it can innovate. The process generates new information that
was not there before, or rather, finds information that was hidden in noise (Table4.6).

That is the general process whereby adaptive selection generates useful infor-
mation: it seeks out what is relevant and works from an ensemble of stuff that is
mainly irrelevant or does not work, hence allowing a local flow against the general
tide of increasing disorder. Inter alia, this is the process underlying learning. This is
illustrated in Table4.7.

Through this process, the entity that is selected has incorporated into itself some
kind of implicit or explicit image of the environment and available niches (specific
kinds of teeth or beaks relate to specific kinds of food available in the ecosystem,
and specific kinds of learnt behaviour adapt one to a specific social environment).

The information is lost once it has been erased, so erasing information is an
irreversible dissipative process. It therefore increases overall entropy, as pointed out
by Landauer [119] (see Bennett [13]):

Any logically irreversible manipulation of information, such as the erasure of a bit or the
mergingof twocomputationpaths,must be accompaniedby a corresponding entropy increase
in non-information bearing degrees of freedom of the information processing apparatus or
its environment.

Thus overall entropy is increasing even as order and information in the system
increases.

Selective Amplification. Paradoxically, essentially the same effect can be
obtained by:
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• Selection of preferred elements by some kind of filtering process.
• Selective amplification of those preferred elements by a very large amount, while
the others remain unchanged.

With large enough amplification, this amounts to the same thing as deletion of rejected
elements: the amplified elements win.

Kinetic Selection. This iswhat happens for example in autocatalytic feedback cycles,
where chemical compounds can produce catalysts for their own production. This
leads to what Pross characterizes as kinetic selection [155]:

Kinetic selection just means ‘the faster one wins’. Since the faster replicator is capable of
assembling building blocks into new replicatingmoleculesmore effectively […], the number
of those faster replicators grows quickly while the number of slower replicators drops until
those slower replicators die away entirely.

This is the process underlying the importance of hypercycles, as characterised by
Eigen and Schuster [60].

Information Amplification. It also happens when, in a social context, some spe-
cific information or viewpoint is amplified a large amount and comes to dominate
completely over whatever is not amplified. The latter is eventually forgotten and dies
away. This is what the public relations and advertising industries are about.

4.3.1.5 Predictable and Unpredictable Outcomes

The outcome is usually not predictable either from the initial conditions or from the
meta-goals, because of the random element involved, although both clearly influence
the outcome. In principle, it is a non-deterministic process: the outcomes are not
predicted by the initial data because of randomization that occurs before selection.

However, this depends on how specific the selection criterion is. It can produce
predetermined outcomes if the selection gate is narrow enough. This is the case in
nanotechnology and chemical engineering production processes and in specific state
vector preparation contexts, as well as in the microbiology context of ‘lock and key’
mechanisms, where random lower level processes can produce reliable higher level
output [101].

4.3.1.6 Occurrence

Adaptive selection underlies all life, including cells, plants, and animals. It occurs
extensively in biological processes at both the micro-level and in physiology, as well
as in the mind and in society. It can also occur in ‘intelligent’ manufactured artefacts
such as computers [173, Chap.1]. What about the natural sciences? It does not seem
to occur spontaneously in the natural world at the macro-level, but does occur in
physics at the micro-level and in nanotechnology. It is the key to chemistry, because
purification of substances is the foundation of chemical investigation and chemical
engineering. The following sections look at these various domains in turn.
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4.3.2 Physics and Chemistry

In physics, the classic example is Maxwell’s demon, selecting molecules with spe-
cific velocities from an incoming stream with random velocities [120]. It occurs in
selection of specific electromagnetic frequencies from the incoming flux of radiation
by specific frequency-dependent designs:

• Photodetectors. Photographic plates,CCDs,X-ray detectors, radio receiver anten-
nas and dishes of specific sizes, each receiving a specific frequency range.

• Eyes and Plant Leaves. These select via frequency-sensitive rhodopsin and
chlorophyll molecules.

• Tuneable Frequency Filters. As in radio circuits.

The essential process in all these cases is

(incoming information flow) ====⇒︸ ︷︷ ︸
filter

(selected flow) , (4.25)

where the selected flow is then used for some purpose. In quantum physics, it occurs
in:

• State Vector Preparation. Achieved using electromagnetic radiation polarisers or
spin angular momentum selection apparatus, such as in the Stern–Gerlach exper-
iment [also an example of (4.25)] [65, 105].

• Environmental Selection of Pointer States (einselection). Associatedwith quan-
tum decoherence [199].

It is key to

• Nanotechnology. Here specific desired structures are selected from an ensemble
of generated entities by filtration procedures.

• Purification Processes. In chemistry and chemical engineering [66], achieved
using physical structures such as centrifuges and distillation columns.

In all cases, since this is an irreversible process, it is intimately connected with the
issue of the arrow of time [38, 150]: an unstructured set of states gets transformed to
a structured set in the forward direction of time, not the reverse. The apparatus used
to implement selection acts as an arrow of time detector [66].

These examples are considered in Chap.6, but see also [65].

4.3.3 Life

Adaptive selection underlies all life, from cells to plants and animals and ecosystems,
and is the basis for building up biological information—the foundational difference
between physics and biology [95, 161]. The historical evolutionary process is a
specific example. The standard story of the evolution of life is that increasingly

http://dx.doi.org/10.1007/978-3-662-49809-5_6
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complex structures have evolutionary advantages precisely because they constrain
the lower level interactions that they are subject to [35]. Cell walls are the most
striking case, but the principle applies frombiopolymers to societies. It results inDNA
structuring via adaptive selection over geological timescales, with the meta-goal—
the higher level ‘purpose’ that guides the dynamics—being survival of populations
of the organism (both higher level concepts).

A key feature of the biological world is that similar processes of adaptive selection
take place not only on evolutionary time scales, but also on developmental and func-
tional timescales [84]. It is central to biological functioning as well as to Darwinian
evolution. Thus it occurs in both phylogeny and ontogeny. Specific cases are:

• Darwinian evolution.
• The reading of DNA codings.
• Biological mechanisms.
• The adaptive immune system.

4.3.3.1 Darwinian Evolution

Darwinian evolution results in DNA structuring through adaptive selection over geo-
logical timescales [36, 194, 196]),with themeta-goal being survival of the population
of organisms (which is a higher level concept).

The Development of DNA Codings. The DNA code, or particular sequence of base
pairs in the DNA, occurs through an evolutionary process of variation of phenotypes
due to random gene variation, passing on to the next generation the genes that are
a major factor in determining the nature of the organism, and selection of the genes
of adults that are best fitted to the environmental niches. When carried out over
geological timescales, the repetition of this selection process over many generations
results in adaptation of organisms to ecological niches. The selector is mechanisms
of death and the implicit fitness criterion is survival in that specific context.

Top-Down Causation. This is a classic case of top-down causation from the envi-
ronment to detailed biological microstructure: natural selection is necessarily a form
of multilevel causation [128]. Through the process of evolutionary adaptation, the
environment (along with other causal factors) selects the specific DNA coding. A
different niche structure results in a different set of genes. As a specific example,
a polar bear Ursus maritimus has genes for white fur in order to adapt to the polar
environment, whereas a black bearUrsus americanus has genes for black fur in order
to be adapted to the North American forest. The detailed DNA coding differs in the
two cases because of the different environments in which the respective animals live.
There is no way you could predict or explain this coding on the basis of biochemistry
or microphysics alone. Another example is the role of natural selection in producing
the remarkable jaw structures of ants and termites, as discussed by Donald Campbell
as an example of top-down causation (see [34] and [28, pp. 57–58]).

How do we demonstrate that this is top-down causation? Change the niche struc-
ture (e.g., by changing the global climate), and a different population will adapt to
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it. This happened in the past when bacteria changed the Earth’s atmosphere to oxy-
gen and nitrogen, and new species adapted to this change. The fact that lower level
equivalence classes are selected by higher level conditions is also demonstrated by
many examples of convergent evolution [40, 130], showing that it is higher level
functionality that is the driving requirement.

Note that the claim is not that the environment is the only relevant factor. Rather
it is that it is an important causally effective factor. Another major factor is the
nature of the possibility space for animals that constrains structural, functional, and
developmental possibilities [155, 186]. There will always be multiple causal factors,
some bottom-up and some top-down. The final result comes from the confluence of
these effects.

Gene Level Selection: Equivalence Classes. It is not the case that evolution selects
for specific genes. Rather, at the gene level, evolutionary processes select for any
combinatorial set of genes that is a member of an equivalence class that attains some
higher level goal, such as existence of eyes (Sect. 3.5). The pressure of selection will
be first on the organism as a whole rather than on the individual constitutive parts. In
other words, it is for the benefit of the whole that some constitutive parts will adapt,
and not for their own benefit alone [155].

This is testable, for example, by looking at the way RNA sequences evolve in
vivo or in a test tube. Using RNA molecules as model systems, the type of under-
lying evolutionary mechanisms take advantage of ‘walks’ within neutral sequence
networks, that is, equivalence classes that have the same higher level effect. At the
level of the RNA biopolymer sequences, that will be indicative of top-down causa-
tion by adaptive selection [9, 187]. It has also been demonstrated in Drosophila that
there can be functional genomic elements which, despite having undergone many
random mutational events, have not changed in function [18]. This means that these
variations form an equivalence class as regards genetic function, which is why any
one of the class can be selected equally.

4.3.3.2 The Reading of DNA Codings

Developmental Biology. The reading of DNA codings in cells is not just a mechan-
ical process, but rather is adaptive at all stages, responding to the environment as
development takes place [77] and so allowing developmental plasticity [194]. For
example [193]: “Light is a major environmental factor that impacts many aspects of
plant development, including germination and seedling growth.” This environmen-
tally dependent plasticity is based on underlying molecular mechanisms.

4.3.3.3 Biological Mechanisms

The Lock and Key Mechanism. Molecular machines are based on a lock and key
mechanism whereby the 3-dimensional shapes of molecules acts as a recognition
mechanism: two molecules bind to each other if and only if they have folds and
receptacles that are inverse images of each other [101]. This is a selectionmechanism

http://dx.doi.org/10.1007/978-3-662-49809-5_3
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whereby broadcast messages are recognised as being intended for specific receptors.
Thus for example, enzymes catalyze chemical reactions in a very specific way by
binding with a substrate. This action is very specific, because the enzyme and the
substrate possess specific complementary geometric shapes that fit exactly into one
another. The substrate selects those specific enzymes that are needed for a particular
purpose from all those that are available, and rejects the rest [190]. Similarly, specific
neurotransmitters are recognised by specific receptors on neurons [113].

Folding of Single-Stranded DNA Sequences Following Reverse Mutations. The
selection of native nucleic acid folding (an irreducible higher level variable) is an
epigenetic effect, with broad implications for the evolution of plants and their viruses.
The folding structure (a higher level variable) corresponds to an equivalence class
of lower level sequences, and is the biologically relevant variable determining the
selection that occurs. How do we demonstrate this top-down causation? This has
been shown in detail experimentally by Shepherd et al. [171].

4.3.3.4 The Adaptive Immune System

Through clonal selection, the adaptive immune system functions as an adaptive sys-
tem able to deal with infections never before encountered [30]. An animal randomly
generates a vast diversity of lymphocytes before the body ever encounters antigens,
and this enables the immune system to respond to almost any antigens it encounters.
The specific lymphocytes that can react against the antigens actually encountered
will be selected for and deployed against anything that expresses that antigen.

4.3.4 The Mind: Learning and Perception

Adaptive processes are key to both learning and perception. The mind works by
adaptive prediction of what is likely to happen, updated on an ongoing basis [97].
This underlies most of our mental ability. It includes prediction of others’ intentions,
which is the basis of theories of other minds. Adaptive processes in the brain include:

• Learning.
• Perception.
• The mind in relation to society.

4.3.4.1 Learning as an Adaptive Process

Trial and error processes are the core of both learning and adaptation of the mind to
its context. This basic learning procedure is crucial in personal life and business [86,
94], as well as in brain development when an infant interacts with the world around
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[88]. A particular case is habituation, that is, learning to ignore a stimulus that lacks
meaning [89].

Brain Plasticity. This is the underlying mechanism allowing learning and under-
standing [163, pp. 643–646]. Neuromodulation allows patterns of neural activity to
adapt to new conditions [90]. A form of adaptive selection that has been called neural
Darwinism by Gerald Edelman [56] takes place in the brain, refining neuronal con-
nections on the basis of a higher-level ‘value system’ (selection criteria) that guides
brain plasticity in response to environmental interactions, made effective by neuro-
transmitters diffused to the cortex from the limbic system. This and other processes
of brain plasticity underlie learning on a minute by minute basis and enable us to
adapt to whatever environment we find ourselves in, which is key to our survival
[163, p. 643]: “Plasticity is the defining feature of the brain.”

Neural Plasticity and Learning. We are able to learn because of neural plasticity, enabling
adaptive selection of specific sets of neural connections embodying best representations of
the physical, social, and logical environment, determined through a process of trial and error.

It is the means by which we discover the underlying regularities in the world, finding
out what works and what does not (see Chap.7).

Competition Between Ideas. This has led to the proposal of a competition for
survival betweenmental ideas dubbed ‘memes’. This is a new twist on the old concept
of cultural evolution and the adaptive nature of culture [157]. The same mechanism
was labelled evolutionary epistemology by Donald Campbell [35]. However, the
idea of a meme is a loose analogy rather than a scientific proposal: it makes no
specific predictions and has no testable outcomes, inter alia because there is no good
definition of what a meme is. In fact, it is at its core a tautological statement: the ideas
that survive are ideas that survive, because there is no criterion for ‘fitness of ideas’
other than that they survive. Nevertheless, the broad idea is important: variation,
selection, and retention is key to understanding [16].

4.3.4.2 Perception

The process of perception is a predictive adaptive process using Bayesian statistics
to update the current perception on the basis of prediction errors. We are immersed
in a sea of incoming data, and have to select what we need to pay attention to from
all that is irrelevant. Boulding explains this thus [24, p. 2]:

It is a very fundamental principle that knowledge is always gained by the orderly loss of
information, that is, by condensing and abstracting and indexing the great buzzing confusion
of information that comes to us from the world around into a form which we can appreciate
and comprehend.

Thus this works by rejecting what is irrelevant and keeping what is relevant, as
illustrated in Table4.6. This is partly through conscious processes of discarding
unwanted papers, books, files, emails, etc., and storing needed information in indexed

http://dx.doi.org/10.1007/978-3-662-49809-5_7
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filing systems. But additionally, this process happens unconsciously all the time.
Indeed it is deeply imbedded in the very nature of perception, where we literally
only see what is relevant ([79], see particularly pp. 42–43). It shapes the way we
perceive the world (Sect. 7.3.3).

4.3.4.3 Organizations and Society

The mind underlies organizations and society. In order to survive, organizations
must adapt to the changing social and economic environment in which they are
situated. If they do not do so, they will be supplanted by other organizations. Thus
learning to adapt to changing environments is a key need in organizational strategy,
otherwise they will become ‘dinosaur organizations’. This leads to the idea of a
learning organisation: one that can adapt to changes in the environment and so survive
and flourish [168].

This applies also to societies as a whole, and indeed to the whole human race.
A specific issue here is global warming effects: we have to predict and adapt to
changing weather patterns, whatever their cause. If it is indeed anthropogenic, it
requires a global effort on the part of all humanity to avert its negative effects.

4.3.5 Mathematical Models: Adaptive Selection

One can model the selection process itself, or the statistics of the process being
carried out many times over (as in Darwinian evolution).

4.3.5.1 The Process

The basic dynamics is first a randomisation process, and then a selection process

y j (ti+1) = � j
(
y1(ti ), . . . , yN (ti ), c j , E

)
, (4.26)

where� j is a projection operator selecting one of the yn(ti ) and rejecting the rest, on
the basis of the selection criterion c j evaluated in the environmental context E . It is a
non-deterministic process: because of the randomelement in generating the ensemble
selected from, one cannot predict the outcome before the process of selection takes
place. However, one may have probabilistic rules for the likelihood of the various
possible outcomes being chosen.

http://dx.doi.org/10.1007/978-3-662-49809-5_7
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In terms of decision-making, the probability of a particular outcome being chosen
is based onBayesian reasoning (see [59] and [19, pp. 18, 384–439]). The best updated
estimate P(H |D) of the probability of hypothesis H on the basis of new data D (the
posterior probability) is given by

P(H |D) = P(D|H)P(H)

P(D)
, (4.27)

where the assumed prior probability for H before the data is observed is P(H),
P(D|H) is the probability the datum D will be observed if H is true, and P(D) is
the unconditional probability of datum D. One can modify this to take into account
probability P(−H) that the hypothesis is not true to get [86, pp. 60, 98]

P(H |D) = P(D|H)P(H)

P(D|H)P(D) + P(D| − H)P(−H)
. (4.28)

Indeed there is evidence that the brain functions as a Bayesian predictor
[45, pp. 87, 102].

The underlying neural process is sometimes characterised as supervised learning.
The relevant equations for altering neural net connection strengths are given in
[45, pp. 323–326]3 and [19]. Rejection thresholds characterise the selection func-
tion [19, p. 28].

4.3.5.2 The Statistics of the Process

While one cannot predict the specific outcome of the projection process (4.26), one
can predict the statistical effects of the likely results of such choicesmademany times
over in a population. This is the basis of population genetics studies. Maynard Smith
developed the genetics of populations based on the idea of gene frequency, with
random variation of genes followed by selection based on ‘fitness’, leading to gene
ratios that could be expressed in ordinary differential equations [131, pp. 71–86].

The mathematics in general cases is the mathematics of adaptive selection exam-
ined in full generality by Holland [103], but in specific cases it results in the standard
equations of population genetics [85] and molecular evolution [116]. The Price
equation [80, 152] relates the mean and covariance of variables. It describes how
the average value of any character—body mass, antler size, tendency to altruism—
changes in a biological population from one generation to the next. It models the
effects of gene transmission and natural selection on the proportion of genes within
each new generation of a population, and is regarded as important in social evolution
theory.

3From the viewpoint of this book, the characterisation ‘supervised Hebbian learning’ is a misnomer.
The essence of Hebbian learning (‘wire together, fire together’) is that it is a local bottom-up
habituation process, taking place irrespective of high level outcome. It is not a learning process, in
the sense intended here, as the outcome is independent of context.
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4.3.6 Multilevel Selection

A key question is whether or not selection is a multilevel affair: does it generally take
place betweenmultiple levels of the hierarchy? This is controversial territory, bitterly
disputed by evolutionary theorists,4 but an examination of the causal processes in
action during evolutionary selection in biology, seen in the light of the hierarchical
structure of living beings [36], makes a strong case that selection must indeed in
general be a multilevel process. This is basically because there are very few cases
where a key structure or function in higher animals corresponds to a single gene.
Indeed in general there are a huge number of phenotypes corresponding to any
specific genotype [187]. Selection takes place for any one of the members of this
equivalence class, not for any specific individual gene (see Sect. 3.5). I discuss in
turn:

• The issue of levels of selection.
• Lower level selection and aggregation.
• Higher level selection and lower level outcomes.
• Multilevel selection and the issue of group formation.
• The underlying social and biological mechanisms.
• The minimum set of levels.

4.3.6.1 The Issue of Levels of Selection

Samir Okasha’s book Evolution and the Levels of Selection [143] gives a compre-
hensive discussion of the ongoing debate about levels of selection in evolutionary
biology. An important feature of the book is the distinction made therein between:

• Multilevel Selection 1 (MLS1). This is concernedwith the evolution of individual-
level traits (level 1), e.g., being able to run fast.

• Multilevel Selection 2 (MLS2). This is concernedwith the evolution of collectives
and their properties (level 2), e.g., development of language.

This distinction helps considerably in clarifying some of the disputes that have arisen
as regards multilevel selection processes. It is, however, useful to refine Okasha’s
proposal by defining individual selection properties as:

• MLS1E, selection of individuals due to the environmental context E independent
of the existence of the group, leading to group fitness fitness2E.

• MLS1G, selection of individuals that is essentially due to the existence of the
group as an emergent entity in the environmental conext E, leading to group fitness
fitness2G.

4See [122] and the discussions at http://musicoflife.co.uk/ for examples.

http://dx.doi.org/10.1007/978-3-662-49809-5_3
http://musicoflife.co.uk/


4.3 Adaptive Selection of Outcomes (TD3) 177

These definitions at the individual level will be reflected by corresponding definitions
at the group level:

• MLS2E is the group level selection effect due to aggregationof individual advantage
characterised by MLS1E. Then fitness2E is an outcome.

• MLS2G is group level selection that occurs specifically because of the existence
of the group as an emergent entity. Then fitness2G is a cause.

4.3.6.2 Lower Level Selection and Aggregation

The combination of MLS1E and MLS2E is a form of selection that is multilevel in
character, but not essentially so: properties at the individual level are selected for by
MLS1E and simply lead by aggregation to group properties, i.e.,

MLS1E =⇒ MLS2E . (4.29)

This is a bottom-up process. The individual level trai t1E is an individual trait that
gives an advantage to the individual in the context of the environment, and this
advantage has nothing to dowith the existence of the group. Examples are individuals
being able to run very fast, being very strong, and so on. Selection for such traits
is thus the case of selection based on individual traits alone, and can operate in an
unstructured population in which there are no groups at all, but it will also operate
when groups exist. This trait confers individual fitness1E in regard to the overall
environment, and is selected for by MLS1E. It is not multilevel selection as regards
the individuals, in that it is just selection based on properties of the individual.
However, aggregation of the individual trai t1E over all the members of the group
improves group survival capacity, and so underlies the group level trai t1G (the group
is more likely to survive if it is made of stronger and faster members). Even though
this is ‘nothing but’ the sum of the parts, it enhances group survival.

4.3.6.3 Higher Level Selection and Lower Level Outcomes

By contrast, the combination of MLS2G leading to MLS1G is a form of selection
of individuals that is essentially multilevel in character: properties at the individ-
ual level are selected for by MLS1G because they enable desirable emergent group
properties, i.e.,

MLS2G =⇒ MLS1G . (4.30)

This is a top-down process: trai t2G is a group trait that gives a selective advantage to
the group as a whole because the group is an emergent entity, acting as a collective.
To make the situation specific, consider two examples.

First, consider the case of why animals such as buffalo in the Kruger National Park
find it important to group together in herds or tribes. The key point is that a collection
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of buffalo wandering around on their own is not a herd: it is an aggregation (the whole
is just the sum of its parts). If the same buffalo band together as a herd interacting
in a social way, they can collectively protect each other, sensing danger earlier than
when alone and acting together to protect each other, and so are far more likely to
survive. A herd can act together as a unit with the common purpose of warding off
danger of attack by lions,5 move together to seek water in places remembered by
older animals, form a defensive ring against predators, and so on. These obviously
cannot be a trait of the individuals on their own. They confer fitness2G due to group
existence in the overall environment (which includes lions in the surroundings), and
are selected for by MLS2G, which in turn selects those individuals who cooperate
well in the group.

Second, consider the case of bushmen in the Kalahari. Traits leading to advanced
survival prospects include the use of language to communicate with each other, and
group hunting of giraffe. These are, of course, impossible if the group does not exist.

Living isolated lives on their own, they are vulnerable to many dangers and will
find it difficult to get food. If they band together, they can act collectively to protect
young, detect dangers, ward off predators, and hunt together, and can share food,
skills, resources, and information. The whole is much more than the sum of its parts
and the young are much more likely to survive. As a specific example, the skills
of animal tracking [121] are passed down from generation to generation through a
group educational process. This collective process, impossible unless the group acts
as a collective, greatly enhances the survival prospects of the group, and selects for
those individuals who facilitate group processes, e.g., because they can communicate
via language.

It is crucial that culture and technology can only evolve in this kind of context.
Banding together into social groups probably played a key role in the evolution of
language and intelligence [54, 153], which enabled human domination over all other
species.

In each case, at the individual level, trai t1G is an individual trait that gives an
advantage relative to the environment because of the existence of the group. It is a
capacity underlying the way the individual takes advantage of the existence of the
group, which could not occur if the group did not exist. Thus cooperative individuals
who are willing to learn will benefit more through the group’s existence. Those who
ignore group wisdom are likely to perish sooner.

4.3.6.4 Multilevel Selection and the Issue of Group Formation

The key group level trait underlying all these possibilities is the mere fact of group
existence, that is, the tendency to live together as a cooperative group. It is the buffalo
being together as a herd that allows crucial social traits to develop. The same is true
for the bushmen, who through the existence of the group develop far greater survival

5For a graphic demonstration of the protection provided in this context by the common purpose of
a collective of buffalo, see http://www.youtube.com/watch?v=xHIkUzRw2jw.

http://www.youtube.com/watch?v=xHIkUzRw2jw
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capacity, particularly through development of technology and tactics that can be
taught to their children.

The key individual level trait underlying the individual benefit accruing from the
group is the individual having a propensity to join a group. They can then benefit
by learning from the group, getting its protection, and so on. It is because of this
propensity for sociability at the individual level that the group emerges from the
individuals that comprise it: this is the glue that holds the group together. Individuals
who do not have this propensity to join a group (they like to keep away from the
group and go off on their own, are uncooperative and unwilling to learn, and so on)
are not so likely to survive, because they do not benefit from the group’s existence.
The mechanism that underlies this tendency to form groups is emotional pressure in
the individual minds.

4.3.6.5 The Underlying Social and Biological Mechanisms

The key issue now is the behavioural and biological mechanisms at the individual
level that underlie formation and stability of social groups, thereby leading to the
group selection advantages fitness2G.

Behavioural Systems. There are two basic behavioural needs relating the group
level to the individual level in order to ensure group formation and stabilisation.

1. Group Formation: Group Level. Firstly, in order that meaningful social groups
exist, cooperative behaviour between the units thatmake up the group is crucial [133]:
“cooperation amongst lower level units is central to the emergence of new higher
levels, because only cooperation can trade fitness from lower to higher levels”. There
are all sorts of mechanisms at the group level intended to make this happen (roles,
uniforms, teaching, myths, and so on) [123, p. 39]: “each element making up a social
system serves a function that assures the maintenance of the system”. But that is
not enough: in the case of animals and humans, the individual must be responsive to
them, that is, they must want to belong to the group. There needs to be an internal
mechanism to produce this response.

2. Group Stabilisation: Group Level. Generically, whenever individuals cooperate
together to form groups, there must be mechanisms for regulation of conflict [143,
p. 205], requiring adaptations that suppress within-group competition in order that
the group emerge as a genuine whole with adaptations of its own [143, p. 221–
222,227–228]. Again there will be group level mechanisms and processes with this
purpose (sanctions, teaching, a legal system, and so on), but by themselves they
will not suffice: there must be internal mechanisms to help produce this outcome.
How are these realised at the individual level? In the case of all mammals (including
humans), there are plausible biologicalmechanisms at the individual level underlying
both the formation and conflict regulation of such emergent groups. Social groups
form because of innate tendencies of individuals to form such groups. The source
for this tendency lies in innate primordial emotional systems shared by humans and
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all higher animals [93, 144], which are our evolutionary heritage, given to us to help
guide decisions we make [67] and thereby shape intellect [43, 44]. These innate
emotional systems function by giving us feelings that tend to produce specific kinds
of actions that have promoted survival in our evolutionary ancestors, both human and
mammalian [93, 144, 146]. In particular there are two such systems that have evolved
to create and protect emergent social groups as discussed above. These are [184]:

1. Group Formation: Individual Level. An affiliation/attachment system, needed
to create such groups, producing feelings of wanting to belong and loneliness when
excluded, and starting with mother-child bonding [177, pp. 44–45].

2. Group Stabilisation: Individual Level. A social ranking system, needed to pro-
tect groups by regulating conflict (see [177, pp. 47–48] and [153]). This generates a
dominance hierarchy which is a social ranking system (the pecking order, the alpha
male, etc.). Conflict takes place to attain a place in this system, but then acceptance
of one’s place, and associated territorial rights, regularizes resource allocation in a
largely peaceful manner.

These two systems dominate much of social life, and provide the emotional power
that enables groups to function. As stated by Stephens and Price [177, p. 50]:

In short, the evidence points to the existence of two great archetypal systems: that concerned
with attachment, affiliation, care-giving, care-receiving, and altruism; and that concerned
with rank, status, discipline, law and order, territory and possessions. These may well be the
basic archetypal patterns on which social adjustment and maladjustment, psychiatric health
and sickness depend.

These primary emotional systems have evolved over evolutionary times precisely
in order to ensure that social groups will come into existence and then be stable
(there can be no other reason for their existence as genetically determined systems).
We know that they are selected for, because they are innate, and are shared with
our ancestral relatives, human and animal [144, 146]. Thus they are key examples of
individual level traits z1G that have been selected for via individual selectionMLS1G,
in order to promote group benefits Z1G, as indicated by (4.21).

These systems enable the group to come into being, and would not exist as innate
systems if there were no major benefit provided by existence of social groups. They
have been genetically determined because they are crucial to survival.

4.3.6.6 The Minimum Set of Levels

This section has used the specific example of existence of social groups to support
the usefulness of the distinction between MLS1G and MLS1E. Such a distinction is
needed to give an evolutionary explanation both for the existence of the emotional
systems that are crucial to intellectual functioning [43, 44], and also for the ascending
systems and associated nuclei in the brain that are the neural bases for these emotional
systems [164]. Together with the case of meiotic drive quoted by Okasha [143], this
example serves as an existence proof of causal effectiveness of multilevel selection.
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If correct, this analysis implies that discussion of evolutionary processes leading to
innate behaviour and brain modules should take into account the key role played by
emotional systems in the development of these behaviours and modules [67].

The analysis above also confirms the idea of top-down causation in the adaptive
selection process [34, 128]. Indeed it supports the view that emergence of complex-
ity such as life requires a reverse of flow of information, from bottom-up only to
also including a flow from the environment down [189], where ‘the environment’
includes the group. This reverse flow is needed because adaptive selection causes
adaptations of the organism to the environment: but this cannot happen unless infor-
mation flows down from the environment into the organism, where it alters both
structure and behaviour. This is what has happened in the past in the case of the
coming into being of the innate primary emotional systems, which can be claimed
to have played a key role in evolutionary development (if this was not the case, they
would not occur as biological modules in the brain). However, in contrast to Camp-
bell’s compelling example of the jaw of a worker or termite ant [34],6 the top-down
mechanism considered here is essentially multilevel (see Table4.8). This proposal
accounts for existence both of these behavioural characteristics, and the neural sys-
tems [114, pp. 132–133] that lead to their existence. It has an essentially multilevel
nature. The proposal made here suggests further useful developments:

• Seeing how this view extends to the level of cells, where the selection pressures that
lead to existence of chemical synapses between neurons, rather than much faster
electrical synapses, can plausibly be related to the evolutionary need to develop
synaptic plasticity which can be affected by the diffusely projected neuromodula-
tors that form Edelman’s ‘value system’ [57].

• Seeing how this view extends even further to the underlying level of genes, where
the key feature of multiple realizability, which underlies all top-down causation
[64], leads to selection based on equivalence classes of sets of genes, rather than
selection of individual genes [187]. Selection is not for specific genes, but for any
gene in an equivalence class that produces the same higher level outcome that is
selected for. It is this feature that characterizes this as top-down action.

In both these cases (selection at the neuronal level and selection at the genetic level),
it is clear that the selection mechanisms in operation can only be of a multilevel
kind, because there simply is no direct link from the adaptive environment to either
neurons or genes. The adaptive causal link in both cases is necessarily via the survival
prospects of individual animals on the one hand, and the social groups to which the
individuals belong on the other, as discussed above. Multilevel selection involves
more than two levels: indeed to discuss it properly, one needs to contemplate seven
levels, as shown in Table4.8. Realistic discussion and notation should refer to this
full multilevel context, not just to two levels.

As a specific example, proteins such as haemoglobin, kinesin, and dynein have
come about through selection pressures [187] which at the very minimum must

6This example is considered in depth in Brown and Murphy [28, pp. 57–58] and in Martinez and
Moya [128, pp. 7/16–8/16].
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Table 4.8 The levels involved in multilevel selection: direct selection effects between the envi-
ronment, the collective, and the individual, and indirect effects on individuals, cells, DNA, and
genes

Level Environmental effect Group induced effect Individual induced effect

7 Ecosystem ⇓
6 Group ⇓ ⇓
5 Individual/animal ⇓ ⇓
4 Organ/systems ⇓ ⇓ ⇓
3 Cell ⇓
2 Genotype/DNA ⇓
1 Individual gene ⇓

involve the cellular and genotype levels, but at least in the case of haemoglobin
certainly involve higher physiological levels. There is no biological mechanism that
can reach down directly from the level of oxygen transport in the cardiovascular
system to the level of individual genes. It has to be via the effect of oxygen in cells
to the need for haemoglobin. And that oxygen is needed in muscular cells so that
animals can respond to the world around them. At least all the levels 5 to 1 are
involved. It is of course possible to extend the usual correlation analyses [143] to
such multilevel cases.

Conclusion. Many examples occur where higher levels are selected for and then
carry the lower levels along with them. In particular, once multicellular entities
exist, selection cannot act directly on the gene level: there simply is no causal handle
available for this to take place. It has to take place via higher levels, this selection
process then acting down to the level of the genes. The point is that each cell then
depends on the organism for its existence. It affects the organism’s viability, but
selection is via that higher level. Multilevel selection has to be the core of what is
going on. A minimum for a realistic discussion of biology is the set of levels shown
in Table4.8. Any discussion based solely on correlations, rather than considering the
nature of the relevant biological mechanisms, is likely to miss this point. It will not
get at the essence of what is going on.

4.3.7 The Nature of Selection Criteria

Adaptive selection can be thought of as a generalised feedback loop with a meta-
purpose provided by a value system, or set of selection criteria, classifying which
outcomes are desirable and which are not (a higher level purpose that is not directly
attained as the goals in a feedback control system are, but still effectively guides what
happens by selecting preferable outcomes). The selection criteria guiding adaptive
selection are not physical things. In some cases the value system may be implicit
rather than explicit, being built into the way the selection agent functions rather than
being a separate function. This depends on context:
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Implicit. The selection criteria may be implicit, as in Darwinian evolution, where it
is implied by the dynamics of the situation (death of poorly adapted animals, with
their gene structure not passed on, and survival of better adapted ones, with their
gene structure passed on to future generations). They may be implied by physical or
biological functioning, as in electrical filters or the lock and key selectionmechanism.
But in each case these are the mechanisms, not the selection criteria themselves,
which are abstract concepts characterising how the selection process works. It is
a description of patterns of interactions that are embodied in the system dynamics
through its structuring.

Explicit. The selection criteria may be explicit, as when intelligent systems select
one option over another, or in intelligent machines that carry out such selection on
the basis of their design and operating parameters. They are then choices we make,
perhaps embedded in the logic of machines we create. In all cases they are abstract
rather than physical entities.

Selection Criteria. These are not physical things, they are related to processes and patterns.
They may or may not be the result of conscious choice (this depends on context). However,
they are indeed effective in that, given the context, they are what crucially determine the
outcomes.

This is what is expressed in (4.24).

4.4 Adaptive Selection of Goals (TD4)

A key issue is where the goals in a feedback control system come from. Adaptive
information control takes place when there is adaptive selection of goals:

• Feedback control takes place. There is a feedback control system directing dynam-
ics according to the goals of the system.

• Feedback control is guided by adaptive selection. There is adaptive selection of
the goals of the feedback control system.

This therefore combines both feedback control and adaptive selection. I discuss in
turn:

• The nature of the process (Sect. 4.4.1).
• Evolution (Sect. 4.4.2).
• Microbiology (Sect. 4.4.3).
• Behaviour (Sect. 4.4.4).
• Engineering systems (Sect. 4.4.5).
• Mathematical models (Sect. 4.4.6).
• The nature of causality (Sect. 4.4.7).
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Table 4.9 Adaptive
selection of goals

Level 3 Selection criterion Meta-goal

⇓
Level 2 Goal Adaptively selected

⇓
Level 1 Feedback control ⇒ Output

4.4.1 The Nature of the Process

Higher level innovation becomes possible when one combines TD2 and TD3 to
obtain TD4: feedback control systems with adaptive learning determining the goals.
Unlike TD2 where goals are fixed, and TD3 where there are no specific goals, these
are systems that select their goals by a process of adaptive selection. This is a higher
level formof top-down action, as it involves both goals in a homeostatic system (TD2)
and adaptive selection criteria (TD3). As expressed by MacKay [28, pp. 128–131]:

Action loops aremodulated by supervisory systems that function to set the goals of the action
loops.

The goals of the feedback control system are irreducible higher level variables deter-
mining the outcome, but they are not fixed as in the case of non-adaptive feedback
control. They can be adaptively changed in response to experience and informa-
tion received. The overall process is guided by fitness criteria for selection of goals
(Table4.9).

This allows great flexibility of response to different environments. Indeed in con-
junction with memory it enables learning and anticipation [173, Chap.4] and under-
lies effective purposeful action as it enables the organism to adapt its behaviour in
response to the environment in the light of past experience, and hence to build up
complex levels of behaviour.

Adaptive Selection of Goals (TD4). This occurs when there is adaptive selection of goals
in a feedback control system, thus combining both feedback control (Sect. 4.2) and adaptive
selection (Sect. 4.3).

The classical example is associative learning in animals, such as Pavlovian condi-
tioning: animal response to a stimulus such as a sound, which is taken as a sign of
something else and causes physical reactions implemented by motor neurons. The
training is causally effective by top-down action from the brain to cells in muscles.
The fitness criterion is avoidance of negative stimuli.

This is of course a form of top-down causation. Indeed it has two levels of top-
down causation imbedded in its structure. Thus it is a second order form of top-down
action, with higher levels constraining lower level actions. However, now, because
the goals can be adapted through a learning process, the constraints are contextually
sensitive (see [89, 109] and [28, p. 88]).
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4.4.2 Evolution

Adaptive selection of feedback control system goals is fundamental to evolution: it
is the process in the evolutionary history of life whereby the goals of all homeosta-
tic systems in physiology and cell biology were determined [36] (Sect. 4.2.4). The
basic Darwinian process of selection of specific successful physiological structures
determines their goals [28, p. 70]. Thus they would not exist and have the values they
have without this adaptive selection process.

4.4.3 Microbiology

The feedback control loops in microbiology can have an adaptive element. Indeed
this will be very likely to happen wherever randomness is key to what is going on
[101]. The goals of cellular feedback loops, such as those that control levels of ATP
in order to provide cellular energy, alter in response to higher level conditions such
as stress. The neuroendocrine system can change gene expression by transducing
sensory information from the environment into the body [84, p. 46]. These are mul-
tilevel adaptive responses, altering goals of lower level feedback loops in response
to environmental conditions.

Adrenalin Levels. These change if a condition of stress exists. They regulate blood
vessel and air passage diameters, heart rate, and metabolic shifts in response to a
‘fight or flight’ situation [92, 156].

Epigenetic Processes. These determine a cell’s development fate, which depends
both on positional information and environmental conditions. Thus cold environ-
mental temperatures repress gene transcription in wheat and wildmustard [84, p. 47].

4.4.4 Behaviour

This process is fundamental to animal behavior at the macro-level, based on its
occurrence at the micro-level.

4.4.4.1 Animal Conditioning

Operant conditioning [89, pp.108–112] in a particular reward context is when a
conditioning stimulus elicits a predictable conditioned response with some specific
goal. By altering the context, one can change the goal of the conditioned response.
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Associative Learning. The classic example is associative learning in animals, such
as Pavlovian conditioning: animal response to a stimulus such as a sound, which
is taken as a sign of something else and causes physical reactions implemented by
motor neurons. It is a form of reinforcement learning [45, 89, pp. 231–358]. The
training is causally effective by top-down action from the brain to cells in muscles.
The fitness criterion is avoidance of negative stimuli.

Bee Responses. Bees respond to abstract classes of patterns that signify specific
actions they must perform, e.g., the dances of other bees, and they can respond to
symmetric and asymmetric patterns of marks in a maze [197]. The latter is learned
behaviour in a particular artificial environment, reflecting top-down causation from
an irreducible higher level abstract variable (a class of symmetries) to their action
goals.

4.4.5 Engineering Systems

Computer-based feedback control systems can be engineered to include adaptive
selection of goals. For example as an aircraft burns its fuel and loses weight, the
optimum speed and height for flight may change. These new goals can be fed back
to the autopilot to generate new flight patterns. The adaptive part is the optimization
process that selects the new optimum height and speed. The feedback part is how
they then control the aircraft movements. Implementation is via suitable software in
digital computers in the aircraft control system. Similar processes will take place in
chemical plant control systems and electrical grid control systems.

4.4.6 Mathematical Models

Equation (4.26) is applied to a set of goals gn in (4.21) to get

g j (ti+1) = �
g
j

(
g1(ti ), . . . , gN (ti ), c

g
j , E

)
, (4.31)

where cgj are criteria for feedback control goals (see Table4.9).
In engineering systems, adaptive control is based on parameter estimation by

methods including recursive least squares and gradient descent. These update goals
in real time [8].

The evolution of eusociality has been modelled by inclusive fitness theory and
Hamilton’s equation:

R > c/b , (4.32)
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which says that cooperation is favoured by natural selection if relatedness R is greater
than the cost to benefit ratio c/b. This is essentially an equation for adaptive selection
of goals. It has been heavily criticised by Nowak et al., who propose alternative
equations [142], leading to much controversy. While this kind of equations may
describe some simple animal behaviourwell, one should be very cautious in assuming
that such a simple relation as (4.32) encompasses all that goes on in social contexts
where memory and perception play key roles. Perhaps the point is that the cost c
and benefits b, if they are indeed well defined, are extremely nonlinear functions of
many other variables, so the linearity of the inequality is illusory.

It is claimed by some that themathematics of evolutionary game theory [4]will act
as an adequate basis for understanding these processes in social contexts. Personally,
I have serious doubts as to how far this can succeed.

4.4.7 The Nature of Causality

The goals of the feedback control system are irreducible higher level variables deter-
mining the outcome, but they are not fixed as in the case of non-adaptive feedback
control. They can be adaptively changed in response to experience and information
received. The overall process is guided by fitness criteria for selection of goals, which
are higher level abstract entities. This is a form of adaptive selection in which goal
selection relates to future rather then present functioning of the feedback system.
This allows great flexibility of response to different environments. It will by its very
nature be indeterministic.

In conjunction with memory, it enables learning and anticipation and under-
lies effective purposeful action as it enables the organism to adapt its behaviour
in response to the environment in the light of past experience, and hence to build up
complex levels of behaviour.

4.5 Adaptive Selection of Selection Criteria (TD5)

Crucial to the last two forms of top-down causation(TD3 and TD4) is the question:
where do the criteria of adaptive selection come from? Themay just be given through
the physical or biological context, but in many cases they themselves are adaptively
developed:

• Adaptive selection is taking place. There is an adaptive selection system guided
by a set of selection criteria.

• This process of adaptive selection is guided by higher level adaptive selection. The
selection criteria are themselves adaptively selected, the outcome being shaped by
higher level selection criteria.
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Table 4.10 Adaptive
selection of selection criteria

Level 3 Selection criterion 2 Meta-goal

⇓
Level 2 Selection criterion 1 Adaptively selected

⇓
Level 1 Adaptive selection ⇒ Output

In this section, I shall look in turn at the following:

• The nature of the process (Sect. 4.5.1).
• Evolutionary biology and animal behavior (Sect. 4.5.2).
• The mind (Sect. 4.5.3).
• Mathematical models (Sect. 4.5.4).
• Meta-causation: closing the hierarchy (Sect. 4.5.5).
• The hierarchy of goals: ethics and meaning (Sect. 4.5.6).
• Occurrence of meta-reflection (Sect. 4.5.7).

4.5.1 The Nature of the Process

The selection criteria in adaptive selection systems may prove to be unsatisfactory,
and may need amendment. Thus they too may be adaptively selected on the basis
of a higher set of selection criteria (see Table4.10 and [28, p. 130]). This is a higher
form of top-down causation, because adaptive selection itself is such. It is of impor-
tance in determining strategy in every area of personal and communal life: business,
education, politics, and social policy, for example.

Adaptive Selection of Selection Criteria (TD5). This is the case where there is an adaptive
selection system,where the adaptive selection criteria are themselves determined by adaptive
selection.

The outcome is not predictable from initial data: it has a double layer of random influ-
ences, modulated by selection effects. This is where the real logical depth of complex
systems comes in to effect: higher level selection principles guide the creative nature
of adaptive selection, searching for ways to realize their goals.

4.5.2 Evolutionary Biology and Animal Behavior

Instinctive animal behavior includes genetically determined adaptive behavior pat-
terns, which belong in this category. As a specific example, evidence for such genetic
determination of behavior has been obtained recently in the case of the burrowing
behavior of Peromyscus mice [33, 191]. This is adaptive behavior developed as a
defense mechanism against snakes invading the burrows. Because it is genetically
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determined, it was inbuilt through the adaptive selection process of Darwinian evo-
lution.

4.5.3 The Mind

Adaptive selection of selection criteria is a key feature of how the mind works. We
learn by experience that some forms of enquiry and learning are effective and others
are not. Some kinds of selection criteria get us where we want, and others do not.
This is a core part, not only of scientific enquiry and philosophical investigation, but
also of commerce and industry, and indeed of daily life. It marks the transition from
just learning, to learning how to learn. Thus it is central to all education and to all
learning organisations [168]. Here are some examples:

• A strategy research project to see what kinds of objectives for an airline company
(fastest flight times, cheapest fares, most comfortable seats, better entertainment
systems) will generate the best passenger levels. This choice informs programs to
develop those features.

• A research project to see what educational objectives work best in helping pupils
become self-reliant (teach the fundamentals first and then explain the broader
picture, or explain the broader picture first and then develop the fundamentals).
Whichever one chooses, one then has to determine how best to achieve that objec-
tive.

• Selecting a page-ranking algorithm for internet search systems, such as that used
by Google. One is then using a selection criterion for selection criteria [126].

4.5.4 Mathematical Models

When selection criteria area adaptively selected, (4.26) is applied to the criteria cn
[which guide selection in (4.26)] in the form

c j (ti+1) = �c
j

(
c1(ti ), . . . , cN (ti ), c

c
j , E

)
, (4.33)

where ccj are criteria for selective criteria (see Table4.10).
Attempts to model the statistics of such processes—the selection of criteria for

selection of behavioural patterns—led to mathematical models of financial mar-
kets such as the Black–Scholes formula [21]. However, these are based on specific
assumptions about behavioural patterns that may or may not be true in reality. Use
of such equations was a major factor leading to the global financial crisis [147].
Mathematical modelling of higher adaptive processes is a very risky enterprise.
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Table 4.11 The hierarchy of
selection criteria

Level N + 1 Selection criterion N Non-algorithmic choice

⇓
Level N Selection criterion N − 1 Adaptively selected

⇓
.
.
.

.

.

.

⇓
Level 3 Selection criterion 2 Adaptively selected

⇓
Level 2 Selection criterion 1 Adaptively selected

⇓
Level 1 Adaptive selection ⇒ Output

4.5.5 Meta-Causation: Closing the Hierarchy

This is a higher form of top-down causation, as it is second order adaptive selection. It
has the character of meta-causation. It relates to the cause of a cause. But in principle
this issue recurs: what are the criteria to use in this process of adaptive selection?
Are these higher level selection criteria also learnt?

4.5.5.1 Closing the Hierarchy

Adaptive selection of adaptive criteria involves choosing a set of criteria ccj for
suitability of adaptive criteria c j . This appears to be the start of an infinite recursion:
where do these next higher level selection criteria ccj come from?Are they too selected
adaptively? How do we close the logic (see Table4.11)?

Evolution. In the case of evolutionary biology, Darwinian processes are the topmost
level. Now the key feature here is that these evolutionary processes have led not
just to instinctive behaviour (Sect. 4.5.2), but also to evolution of the human mind
which can indulge in meta-analysis (Sect. 4.5.3). Genes have developed to enable
this, assuming intelligence has indeed been selected for, and is not just a byproduct
of some other brain function.

Thus two such higher levels of selection have occurred in evolutionary history.
This is probably as high as it goes: there can be just two such higher levels of selection
in the standard Darwinian case.

The Mind. In the case of rational reflection and the mind, this can in principle keep
on going: each higher set of criteria is chosen on some basis, that is, it is selected.
At some point we have to stop and accept a set of highest level selection criteria as
an a priori choice, otherwise we cannot close the system (if we consider the criteria
for this choice and evaluate it, then through that act it is shown not to be the topmost
level). Any attempt to determine these criteria algorithmically, heuristically, or by
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adaptive selection will implicitly introduce a further set of selection values, for one
will at some point need to test whether this procedure is the best option (one could
have used other algorithms or heuristics). It will just postpone the final decision level
and choice by adding in a further level to Table2.8.

The Topmost Level. This has to be just taken as given: it is either (i) determined by physical
or biological processes through the nature of the interactions taking place, or (ii) a choice
made on philosophical, ethical, or aesthetic grounds, expressing some viewpoint on values
and meaning.

The highest level selection criteria cascades down to all lower levels. It represents a
mechanism or world view that guides all lower level choices.

The same issue arises, of course, in relation to adaptive selection of goals (TD4).
Here too there has to be a topmost level which is just taken as given, and sets the
overall direction and purpose of the dynamics. The meta-questions in both cases are:

Meta-analysis. How many levels up do you go?

Choice. How do you decide which criteria to use at the top?

These are philosophical issues, with choices made according to one’s philosophical
position. This is where values and purpose come in: this highest level is the level of
meaning (‘telos’), perhaps involving ethics or aesthetics. This choice gives shape to
all the rest, for it chains down to affect choices made and outcomes at all the lower
levels (Sect. 4.5.6).

4.5.6 The Hierarchy of Goals: Ethics and Meaning

Closing the hierarchy (Sect. 4.5.5) inevitably leads to the issue of values andmeaning.
Thinking about these issues is an aspect of metacognition: the process of thinking
reflectively about the meaning of things and the choice of goals. It involves the
following inter-related trio:

• Ethics. What is right and wrong.
• Aesthetics. What is beautiful and what is ugly.
• Meaning. Philosophical views on ultimate purpose and what it all means.

These are the guiding principles for social and individual life.

The Topmost Level. Between them, ethics, aesthetics, and meaning form the topmost level
of the hierarchy of adaptive selection criteria (Table4.11). They are the highest level abstract
principles that are causally effective in the real physical world, crucially guiding what hap-
pens in choosing goals at all levels.

4.5.6.1 Ethics: Criteria for Choice of Goals

Behavioural values, related to ethical views on what is right and what is wrong,
are causally effective in a top-down way by determining the set of desirable and

http://dx.doi.org/10.1007/978-3-662-49809-5_2
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undesirable lower level goals. Ethics shapes goals at the highest level of the causal
hierarchy, and thereby constrains the appropriate choice of lower level goals [138].
Ethical values are non-reducible higher level variables (while their choice may be
affected by lower level goals, they themselves are essentially higher level entities). By
determining the nature of lower level goals chosen, and hence the nature of resulting
actions, ethics is a set of abstract principles that are causally effective in the real
physical world. Indeed, they crucially determine what happens. This applies equally
to a society and to individuals, and is a key aspect of social science when properly
understood [76].

Society. Wars will be waged or not depending on the ethical stance of a society.
Large-scale physical devastation of the Earth will result if thermonuclear war takes
place. This ethical stance has crucial physical outcomes.

Individuals. One’s goal may be to amass as much money for oneself as one can,
or it may be to do what one can to help others. All the subsidiary goals in one’s
life—what one studies, where one goes, what jobs one does—depend on this higher
level choice. Individuals such as Mahatma Gandhi and Martin Luther King spent
their entire lives in the search for the right way to live.

4.5.6.2 Aesthetics and Beauty

Views on what is beautiful and what is ugly also chain down to determine many
lower level decisions, establishing what is desirable and what is not in many ways.

Individuals. The individual determines a choice of design for houses and clothes,
furniture and pictures, and indeed for a style of living. Exploring what is beautiful or
aesthetically meaningful will be the life work of a great artist, whatever the art form
(painting, sculpture, ballet, and so on). Van Gogh and Rembrandt come to mind.

Society. Society plays a great role in urban design and public architecture. In Ger-
many, new housing estates have a percentage of the cost put aside by law to create
artworks on the estate. Hence the higher level desire for art leads to specific lower
level goals and expenditures.

4.5.6.3 Meaning and Purpose

Our understandings of meaning and purpose are abstract entities that constitute a
high level in the hierarchy of causation in the mind. The imperative to search for
meaning is a key aspect of human nature, as pointed out by Viktor Frankl [78]. Roles
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embody social values, which, together with individual values relating to life purpose,
guide the individual and communal choice of goals and the methods used to attain
these goals [76].

Society. It is embodied in rituals of social life thatmarkmeaningful changes of status,
such as initiation rites and marriage ceremonies [108]. It is also marked by public
expenditure patterns, such as whether money is given to the arts and museums or to
pure science for its own sake, and more generally by societal goals such as creating
a great society or putting a man on the Moon.

Individual. The search formeaning and understanding can be a key feature of human
life, indeed without it neither philosophy nor the entire edifice of science would exist.
Literature, art, philosophy, and religion explore individual meaning and shape lives
and actions by supporting understanding of the highest levels of adaptive choice
criteria.

4.5.7 Occurrence of Meta-Reflection

Meta-reflection by intelligent agents is made possible through symbolic reasoning.
I characterize this as intelligent top-down causation, which I discuss in Sect. 4.7.
The main issue here is whether conscious selection of selection criteria occurs only
in humans, or can occur in other animal species. The consensus seems to be that
only humans (or other intelligent species elsewhere in the universe) can engage in
such reflection. But perhaps one should be open-minded: maybe bonobos or parrots
or dolphins can think in this way? This seems rather unlikely. This may be a key
fork between Homo sapiens and other life forms on Earth. However, it may possibly
occur in the context of computer systems that have been programmed appropriately.
To what degree this is possible is a key topic of debate in the context of the study of
artificial intelligence. The outcome is undecided.

4.6 Complex Adaptive Systems

Because they all have an adaptive element, the last three classes of top-downcausation
(TD3, TD4, and TD5) are all examples of complex adaptive systems [81]. This is the
only way that biological information can be generated and incorporated into living
systems, and it is also the basis of learning. In this section, I look in turn at:

• The process (Sect. 4.6.1).
• Evolutionary and developmental outcomes (Sect. 4.6.2).
• Adaptive processes and learning (Sect. 4.6.3).
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4.6.1 The Process

Adaptive processes [103, 104] take place when many entities interact, for example,
the cells in a body or the individuals in a population, and variation takes place in
the properties of these entities, followed by selection of preferred entities that are
better suited to their environment or context (Sect. 4.3.1). Higher level environments
provide niches that are either favorable or unfavorable to particular kinds of lower
level entities. Those variations that are better suited to the niche are preserved and the
others decay away. Criteria of suitability in terms of fitting the niche can be thought
of as fitness criteria guiding adaptive selection. On this basis a selection agent or
selector (the active element of the system) accepts one of the states and rejects the
rest. This selected state is then the current system state that forms the starting basis
for the next round of selection (Table4.6).

Thus this is top-down causation from the context to the system. An equivalence
class of lower level variables will be favored by a particular niche structure in asso-
ciation with specific fitness criteria. Unlike feedback control, this process does not
attain preselected internal goals by a specific set of mechanisms or systems. Rather
it creates systems that favor the meta-goals embodied in the fitness criteria. This is
an adaptive process rather than a control process.

4.6.2 Evolutionary and Developmental Outcomes

It is the way new information is generated that was not present before [116], by
discarding information that is irrelevant (Table4.7). It enables emergence of com-
plexity without dynamical attractors or specific goals guiding the process, but with
an increase in complexity and embodied information, for the process searches the
possible solution space in a way that is not pre-ordained and adapts to the context.
The outcome is usually not predictable either from the initial conditions or the meta-
goals, because of the random element involved, although both clearly influence the
outcome. This underlies all life, including cells, plants, and animals, and is the basis
for building up biological information—the foundational difference between physics
and biology [95, 161].

It seems that developing very complex systems such as those occurring in biology
requires top-down causation, needed in order to build up the necessary biological
information [116, 189]: this information cannot be derived in a bottom-up way,
because it necessarily implicitly embodies information about the relevant environ-
mental niche for the organism. It would be different in a different environment.

Adaptive Selection and Environmental Context. The importance of adaptive selection is
that it can let a system adapt to ongoing changes in the environment. Indeed it is the only
way of doing so [94]. Thus it is the key to genuine complexity in a biological context, not
only on evolutionary timescales, but also on developmental and functional timescales.
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It is also the key to the way life can apparently violate the second law of thermody-
namics. Adaptive selection can accumulate structure and information by selecting
a subset of entities from a vast set of many variants that explores the space of pos-
sibilities, selecting only those lower level states that correspond to a higher level
selection principle, thus embodying a form of top-down action. This is an analogue
of Maxwell’s demon: a micro-entity that chooses, from a vast ensemble, those mole-
cules with high energy and lets them enter a reservoir, thus violating the second
law of thermodynamics locally, as negligible energy is used in the selection [120].
Maxwell’s demon is envisaged as a micro-being: Darwin’s demon in effect envis-
ages a macro-demon which acts down to the molecular level to select from a vast
ensemble of nucleic acids a sequence encoding specific genetic information. This
again enables a local violation of the second law (although it remains globally valid
because of the entropy increase in the environment).

4.6.3 Adaptive Processes and Learning

More generally, the mind works by adaptive prediction of what is likely to happen,
updated on an ongoing basis [97]. This underlies most of our mental ability. For
example, the process of perception is a predictive adaptive process using Bayesian
statistics to update the current perception on the basis of prediction errors. This
includes prediction of the intention of others, which is the basis of theories of other
minds.

Learning and Adaptive Selection. Learning, and associated collection of new information,
is not possible via bottom-up action alone, or via dynamical systems (TD1) or non-adaptive
feedback control (TD2). In order for new information to be acquired, and hence in order that
learning can occur, one needs adaptive selection to take place, that is, one needs TD3, TD4,
or TD5.

Dynamical systems cannot achieve this. TD1 proceeds simply on the basis of infor-
mation that is available at the beginning, as in (2.1), while TD2 uses comparison of
updated information with goals as in (2.2). Neither generates any new information
that was not there to start with. For that one needs adaptive selection TD3 as in
(2.3), TD4 as in (2.4), or TD5 as in (2.5). Hence, adaptation is the key to complex
behaviour.

4.7 Intelligent Top-Down Causation

Systemsmay be driven by the interaction of forces and particles envisaged in physics
and chemistry, or the logic of structure and function that drives biology. But some,
such as computers, are driven by abstract logical structures expressed in a symbolic
way. Intelligent top-down causation is the case where:

http://dx.doi.org/10.1007/978-3-662-49809-5_2
http://dx.doi.org/10.1007/978-3-662-49809-5_2
http://dx.doi.org/10.1007/978-3-662-49809-5_2
http://dx.doi.org/10.1007/978-3-662-49809-5_2
http://dx.doi.org/10.1007/978-3-662-49809-5_2
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• Top-down causation takes place. Any of the forms of top down causation TD1–
TD5 occurs.

• Symbolic representation guides what happens. Symbolic systems play a key role
in the dynamics, based on using some entity to represent something else and so
allowing abstract representation of physical, biological, and mental effects and
relationships.

In this section, I look in turn at:

• The nature of the process (Sect. 4.7.1).
• Language (Sect. 4.7.2).
• Other symbolic systems (Sect. 4.7.3).
• The power of symbolic thinking (Sect. 4.7.4).
• The effectiveness of abstract variables (Sect. 4.7.5).
• The mind, intention, and goals (Sect. 4.7.6).

4.7.1 The Nature of the Process

A symbolic system is set of structured patterns, realised in time or space, that is
arbitrarily chosen by an individual or group to represent objects, states, and relation-
ships. It will involve combinatorial principles and hierarchical structuring, and has
the potential to enable quantitative as well as qualitative investigation of outcomes.
Such systems include:

• Language (Written or Spoken). Here metaphors are key models underlying lan-
guage usage.

• Drawings and Diagrams. Including causal diagrams and maps.
• Analogue Computers. Based on electric or hydraulic circuits, with relevant vari-
ables represented by currents or flows.

• Logic and Mathematics. Leading to logical, geometrical, and quantitative math-
ematical models of systems.

• Digital Representation. Leading to digital computer simulations.
• Complex Mental Models and Theories. Built up from combinations of the above.
They may be supported by physical models, such as architectural models or wind
tunnel models of aircraft.

They are all representational systems for abstract information (the same informa-
tion can be represented in a variety of these ways). Use of such systems enables
understanding of structures, processes, and their interactions, and so enables much
more complex behaviour to emerge than can be attained purely by the interactions
of particles and forces.

This is what characterizes intelligent thought: systems and situations are modeled
in a symbolic way through use of such representation.
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Intelligent Top-Down Causation. This occurs when use of symbolic systems is an essential
part of any of the forms TD1–TD5 of top-down causation, based on symbolic representation
and naming of entities, actions, qualities, patterns, and combinations of symbols, allowing
recursion and enabling representation and logical analysis of arbitrary relations.

In particular, higher level goals and selection criteria are analysed through use of
symbolic systems and then adapted to get optimal results. This use of symbols is
an abstract technology that enables us to transcend the boundaries of what actually
exists and consider what might be, what it might mean, and what methods to use in
investigating these issues. The use of symbolic systems, particularly language, is a
key characteristic of being human [46].

The fundamental point then is this:

Abstract Causally Effective Variables. Symbolic representations are abstract entities that
can be causally effective in their own right, largely independent of the physical substratum
whereby they are realised.

Thus maps can guide on where to go, or the same information can be given in verbal
form, a printed or spoken timetable can tell us what to do next, a mathematical model
can be used in aircraft design, and computers used to create visual representations
of the aircraft, and a computerised architectural model is coded in digital form and
can guide construction of a building through working drawings.

Symbolic representation extends to arts such as painting and sculpture, and per-
forming arts such as drama and mime, but these are not systems as intended here,
which have a systemic character. They will not be considered in what follows.

4.7.2 Language

Language is a symbolic system [46] with a semiotic function [185]: its purpose is
to convey meaning, facts, and concepts in a social context through systematic use
of symbols [53]. It represents the world of objects, actions, and qualities, as well as
relationships, ideas, and theories. This representational function involves naming,
indexing, and use of metaphor [118, 185]. Facts represented are both contingent
(historical, geographical, and other specific features of the world and of narratives)
and generic (universal patterns characterising the way it all works in general). The
relation between these two features (concrete/specific and abstract/generic) is a key
aspect of thought and of language, involving development of classes of entities and
classification of specific instances.

4.7.2.1 Naming and Reference

The function of language is its labeling of specific and generic objects and instances,
aswell as abstract entities, through systematic use ofwords (spoken orwritten) [2, 3].
Via recursion (see [47] and [185, p. 244]), this referential and representational nature
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can allow reference to itself, and hence disjunction from physical referents. Key
design features of language are [185, p. 70]:

• Alphabetic principle [185, pp. 52–53].
• Arbitrariness [15]. This allows equivalence classes of representations to exist: the
same meaning can be expressed in different symbolic forms and systems.

• Duality of patterning. Here a small number of meaningless units are combined to
produce a large number of meaningful (semantic) units. This structure is bound by
strict semiotic requirements that underlie the set of possible syntactic structures
[47].

• Stimulus-freedom. Our ability to say anything at all in any situation, so enabling
discourse that is freed from the immediate situation and stimuli. This enables us
to think offline, i.e., without having to act immediately on what is thought about
[15].

• Displacement. The ability to speak about things other than here and now, enabling
us to reflect on the past and consider the future [15].

• Open-endedness. The ability of language to say new things never said before,
virtually without limit.

• Redundancy. The full message is entailed by part of the given text.

A key feature of the way language functions is the use of metaphor [118, 179] in the
context of conceptual schemas and cultural frames [68, pp. 135–148].

4.7.2.2 Modular Hierarchical Structures

Language needs to represent complex relations, so it has a modular hierarchical
structure that enables its completely flexible representational function of similarly
structured features of the world: it must represent symbolized systems in an adequate
way [47].

Its implementation hierarchy (syntax) is enabled by the structuring of language
in terms of letters, words, phrases, sentences, paragraphs, chapters, and so on, which
provides rules for how the elements (nouns, verbs, adjectives, adverbs, conjunctions)
may be combined. It is intimately linked to recursion [185, p. 288]: “The recognition
of a suitable set of syntactic categories allows us to analyse all the sentences of a
language as being built up, by means of a fairly small set of rules allowing recursion,
from just these few categories.”

Its logical hierarchy (semantics) is enabled by a class structure with inheritance,
whereby members of a class inherit properties of the class, and subclasses inherit
properties of superclasses [22]. Thus Mitzi is a poodle, a kind of dog, which is a
type of mammal, a kind of animal, and so on. Each more specific category inherits
properties of the more general category: we do not have to repeat and remember
separately all those specific details of the higher level class when we consider a more
specific class. We take the higher level properties for granted (all animals need to eat
and drink, so Mitzi needs to eat and drink).
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4.7.2.3 Recursion and Naming

Crucial aspects of language are recursion, building up patterns of patterns by imbed-
ding, and naming: identifying compound concepts as a single unit and naming them,
allowing logical structures and patterns to be recognised as effective entities in their
own right.

Recursion. This is the imbedding within a syntactic category in a sentence of a
smaller version of the same category. For example, a noun phrase (NP) can be
imbedded as if it were a noun. Similarly, one can include verb phrases (VP) and
prepositional phrases (PP). This means we can repeatedly use the same construc-
tion in a sentence to build up arbitrary complexity by imbedding with sub-sentences
imbedded within sentences [2, p. 82], as indicated by tree diagrams. Thus we can
say:

(A) The theory of the interaction of electric and magnetic fields led to the development of
many technological devices such as television and cell phones.

Here, the first ten words and the last nine words are noun phrases. Recursion occurs
in natural languages [185] and computer languages [160, p. 546–558].

The emergence of recursion in symbolic systems [47] enables abstract thought
patterns to emerge [185, p. 244]:

Recursion is pervasive in the grammars of the languages of the world, and its presence is
the chief reason we are able to produce a limitless variety of sentences of unbounded length
just by combining the same few building blocks.

Its development was a key aspect in the evolution of language (see [72, 96] and [29,
p. 35, 172]).

Naming. The further key development is naming of such subunits: chunking smaller
units together and labelling the resulting combined entity, which can then be treated
as a single entity and referred to by name. Patterns of symbols are referred to by
a single signifier, which then stands for that pattern. This enables us to collapse
complex sentences into simpler ones. Thus we can make the definition:

Maxwell’s theory is the theory of the interaction of electric and magnetic fields.

This enables us to replace (A) by the simpler sentence (B):

(B)Maxwell’s theory led to the development ofmany technological devices such as television
and cell phones.

This chunking and naming is the key to abstract thinking: it builds up a hierarchy
of concepts that can be referred to and studied as entities in their own right, e.g., a
triangle is a three-sided polygon, the sum of the interior angles of a triangle is 180◦,
and so on.

Recursion and Naming Is Possible. A symbol can represent collections of symbols. This
enables the power of meta-analysis and associated higher level kinds of causation.
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It must be based on specific aspects of local neural connections, involving specific
kinds of connections enabling naming procedures to be applied to names themselves.
This type of neural connectivity, presumably involving links from higher levels of
structure to lower levels, should be characterisable in the same kind of way that
Hawkins [97] and Churchland [39] identify the neural bases of naming.

4.7.2.4 Multiple Realisability

At the core of language is the arbitrary nature of symbolic choice. This occurs in
both the implementation and the logical hierarchies. This multiple realisability is a
key feature of top-down causation: the higher logical levels are driving the lower
physical and logical levels (Sect. 3.5).

Equivalence Class of Representations and Embodiment. Language is embodied
via an equivalence class of physical representations. In particular it has spoken and
written forms. Physical realisation of language can be neural (in an individual’s
brain), spoken (sound), written (visual), electronic (digital), or occur in the form of
visually transmitted sign patterns (sign languages). The same logical patterns are
embodied in these different representations. Meaning is embodied in an equivalence
class of such surface representations: it is independent ofwhether language is spoken,
written or signed, and independent of dialect/pronunciation and font.

They are all enabled by the physical structure of the brain, which is hierarchically
structured so as to enable an interplay of sensory interpretation and prediction, based
on pattern recognition, classification, memory, and extrapolation [97]. A profound
ability of the mind, underlying the flexibility of language usage and representation,
is to recognize them all as functionally equivalent.

Equivalence Class of Logical Structures. The same entity or action can be rep-
resented by different words in the same language, or in different languages (‘dog’,
‘hound’, ‘chien’, ‘hund’, etc.). The same concepts can be represented by different
phrases (“Albert drove the car”, “Albert was the car’s driver”, and so on). The essen-
tial concept being communicated is an abstract entity: the equivalence class of all
such representations. Again the mind has the extraordinary capacity to recognise
these equivalences and respond to the concepts rather than the specific represen-
tation. Features represented are recognized as entities that exist in their own right,
which can be labelled and represented in many different ways.

4.7.2.5 Contextual Dependence

When used for communication purposes (the raison d’être of language), everything
is context dependent. The parts obtain their meaning by being imbedded in thewhole,
which sets the overall context and reference frame for the parts, and determines what

http://dx.doi.org/10.1007/978-3-662-49809-5_3
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is meant by words such as ‘it’ and ‘there’ and ‘then’ (a restaurant in Paris in 1930).
Often the meaning and even the pronunciation of words depends on context (e.g.,
the various meanings of the words ‘plane’ and ‘wound’).

Thus reading and language understanding are contextual processes, involving a
psycholinguistic guessing game [87] that works when we share a common culture
[14]. Reading and listening cannot be successfully undertaken in a purely bottom-up
way. Rather (as in the case of vision [79]) expectations of what we are likely to read
or hear shape to a considerable extent what we actually do read or hear. This can be
shown by miscue experiments [75]. Inter alia, this is the reason why it is so difficult
to proofread an article that one has written oneself. These matters are all pursued in
further depth in Chap.7.

4.7.3 Other Symbolic Systems

The same kinds of principles occur in all the other forms of symbolic systems we
use to understand and control the world. As to the last, some symbol systems are
indeed rule-based, while others are not. The mind adapts more easily to the more
flexible pattern-based systems (think of the frustration of dealing with ‘syntax error
147’ when interacting with a computer, where replacing a comma by a full stop or
misspelling a word can cause everything to grind to a halt). Other symbolic systems
include:

• Diagrams and maps.
• Mathematics.
• Formal logical systems.
• Computer programs.

All these use a common set of symbolic principles.

4.7.3.1 Diagrams and Maps

Diagrams and maps can indicate various kinds of relationships:

• Spatial relationships by geometric drawings, construction diagrams, maps.
• Temporal relationships by calendars, diaries, and timelines.
• Numerical relationships by graphs, pie charts, bar charts.
• Structural relationships by structural diagrams showing networks of connections.
• Causal relationships by causal diagrams characterising networks of interactions.

Each has a hierarchical modular structure and can be represented inmultiple physical
ways and by multiple symbolic choices. Because visual thinking is a powerful form
of thought [6], these are all effective ways of presenting information to the user.

http://dx.doi.org/10.1007/978-3-662-49809-5_7
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4.7.3.2 Mathematics

Mathematics is a key symbolic system for developing science and technology. It has
been characterised as the ‘science of patterns’ [49, 176], representing quantitative
relations by equations and inequalities. Thus it involves the following:

• Quantities. Numbers (magnitude), vectors (directions), tensors, dimensions.
• Variables. Quantities that can have arbitrary values and vary in space and time.
• Functions of variables. Relations between them.
• Operations on variables and functions. Addition, multiplication, division, differ-
entiation, integration, determining new variables and functions from old.

• Equations and inequalities. Specifying relations between variables and functions.
• Spaces of variables and functions with specified properties.

This creates hierarchical modular structures and enables mathematical models using
equations to represent the dynamics of physical entities. Numerical analysis can be
used to determine outcomes of equations by repeated numerical operations.

4.7.3.3 Formal Logical Systems

Abstract logical notation and argumentation gives a formal kind of reasoning that is
strictly logical. It is based on the use of logical variables (A, B, etc.), combinatorial
operations (AND, OR, NOT) and demarkers (brackets of various kinds), equality
and implication symbols (=,⇒), truth values (TRUE, FALSE), and existential qual-
ifications (∃, ∀). In combination, they lead to new identities and truth tables, with
the brackets playing a crucial role in terms of denoting operator range and chunking
things together.

Logic can be used to represent and examine causal relations in general. For exam-
ple, Boolean logic is used in the design of computer logic circuits [127, pp. 53–166].

4.7.3.4 Computer Programs

Computer programs are formal symbolic systems powering digital computers. The
procedures described in the program will run algorithmically on the basis of the
initial data (entered as initial values of the variables) to produce output data (the final
values of the variables) by repeated application of logical operations on variables
(Chap. 2).

The fundamentals of a computer language are [1, p. 4]:

• Primitive expressions which represent the simplest entities with which the lan-
guage is concerned.

• Means of combination by which compound expressions are built from simpler
ones.

http://dx.doi.org/10.1007/978-3-662-49809-5_2
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• Means of abstraction by which compound expressions can be named and treated
as a unit.

• Rules for procedures by which data are manipulated.

The programs will have a hierarchical modular structure, as will the data, and will
be realisable in multiple ways. This is discussed in depth in Chap.2.

4.7.3.5 The Common Principles

In addition to the basic features of symbolic systems of representing one entity via an
arbitrarily assigned other entity (Sect. 4.7.1), which implies the multiple realisability
of symbolic systems (as in the case of language, see Sect. 4.7.2), twomajor principles
apply to all these examples:

• Combination and Naming. Rules of combination enable one to build up new
logical entities labelled by some name, say E , out of logical components labelled
by their names, say ei . Because the new entity can be identified as such by its
name, it can be referred to by that name and treated as a logical entity in its own
right, with its own structure and rules of behaviour that result from the lower level
structures and rules of behaviour.

This is the basic principle by which complex logic can be built up, leading tomodular
hierarchical structures (as in the case of language, see Sect. 4.7.2). It occurs in all the
examples above.

• Top-Down Effects. Contextual dependence of behaviour of lower level entities
takes place either via explicit or implicit parameter or variable passing from a
higher logical level to a lower level, thus affecting the lower level referential
meaning and dynamics, or by ‘IF …THEN …ELSE’ and ‘WHILE …THEN …’
logic which controls the branching of lower level dynamics.

These are ways that contextual effects occur in logical systems. In particular, they
allow adaptive selection to occur, for that comes about via logical branching taking
place in the context of causally effective contextual variables.

4.7.4 The Power of Symbolic Thinking

Symbolic top-down causation from the mind to the world underlies all human plan-
ning and action (Sect. 4.7.6). It is indeed the way the human mind alters the world,
and has led to all the achievements of technology and engineering that underlie the
rise of civilisation [27].

The key feature of this higher level of causation is its use of language and abstract
symbolism [46]. These are irreducible higher level variables (of an abstract nature,
since they form equivalence classes of representations), but are causally effective by

http://dx.doi.org/10.1007/978-3-662-49809-5_2
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top-down action from the brain to cells in our muscles [137]. This enables infor-
mation to be stored and retrieved, classified and selected as relevant or discarded,
processed in the light of other information, and used to make qualitative and quan-
titative projections of outcomes and plan future actions in a rational way (see [98]
and [173, Chap.4]), altering goals according to an intelligent understanding of past
experiences and future expectations. Intentional action [109] then enables one to
implement the resulting plans, and so change the physical world.

Symbolic thinking enables offline planning, symbolic representation of concrete
situations allowing analysis of underlying patterns and structures, and rule-based
procedures such as algorithms. But particularly it allows us to unpick the causal
features of physics and chemistry that underlie the way things work. This is what
has led to the power of technology, which has transformed the world.

But where does all this success derive from? It comes from the effectiveness of
such symbolic systems, with the properties outlined above, in capturing the essence
of causal processes that shape what happens. This has been much discussed in the
context of mathematics, in the context of Wigner’s famous question [195] as to why
mathematics is so effective for understanding physical processes. But this power
of symbolic systems extends much more widely to symbolic systems in general, as
indicated in this chapter, through the interaction between mind, matter, and mathe-
matics [149], extended to generic symbolic systems, enabling human organisation
and attainment of desired goals.

The Causal Power of Symbolic Systems. Images and formal and informal causal models of
the natural and social worlds, ranging frommental images of what might happen to elaborate
quantitative models of physical entities and societies, derive from their success as models
of what happens. Through their structure they enable us to understand and predict with
success because these abstract structures mirror key aspects of the world around us with
great precision.

These abstract entities (which are shared among many minds) play a large part
in formulating our understanding and consequent actions, and hence are causally
effective in the real world as they help us to attain our goals.

4.7.5 The Effectiveness of Abstract Variables

There are various kinds of abstract entities that are causally effective in top-down
causation, both in the case of mental causation and more generally. They include
goals in feedback control systems and selection criteria in adaptive systems. In the
case of the mind, they include conscious goals and plans, abstract theories, social
constructions, and ethical values.

Intrinsically Higher Level Variables. The key element here is that these high level
variables cannot even in principle be determined by coarse-graining of lower level
variables. As a simple example, Maxwell’s theory of electromagnetism is a human
construction that is causally effective because it accurately models the nature of
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reality. Historically, it has led to the existence of radio, TV, cellphones, and so on,
an undeniable demonstration of causal efficacy. It is inconceivable that somehow
coarse-graining or partitioning of any lower level variables whatever will lead to this
theory, or indeed that any bottom-up process can account for its existence or nature.
It cannot emerge spontaneously from atoms and molecules, inter alia because its
ultimate source is an abstract Platonic space of possibilities, apprehended by the
brain [39].

4.7.6 The Mind, Intention, and Goals

Similarly to an organization, goals guide action in an individual, and hence in society.
A great deal of individual and social activity is to act so as to attain those goals. They
are the core of intentional activity, for they are what lead to specific actions (“I’m
going to make a cup of tea”, “I’m going to take a holiday in China”, “We are going
to sending an American safely to the Moon before the end of the decade”).

Conscious Goals in Human Activity. Our actions are governed by hierarchically structured
goals. They occur at all structural levels in society (individuals, families, groups, a society
as a whole). They may be explicit or implicit, qualitative or quantitative.

These goals are structured as a logical hierarchy, effective through the mind and
brain, which form the implementation hierarchy. This dual system is similar to the
case of computers (Sect. 2.3). They are not physical quantities (see Sect. 4.2.6), but
can be represented in many ways, so they effectively constitute an equivalence class
of representations, reflecting the fact that they enable top-down causation (Sect. 3.5).
What happens is based on the following:

• The causal efficacy of mental goals.
• A logical hierarchy.
• An implementation hierarchy.

4.7.6.1 Causal Efficacy of Mental Goals

Our goals cause real physical change in the world. I will give just one example:

Aircraft Design. Plans for a Jumbo Jet aircraft result in billions of atoms being
deployed to create the aircraft in accordance with those plans. This is a non-trivial
example: it costs a great deal ofmoney to employ experts in aerodynamics, structures,
materials, fuels, lubrication, controls, etc., to design and then to manufacture the
aircraft in accordance with those plans, which comprise a set of goals for what will
be made.

The plan itself is not equivalent to any single person’s brain state. It is an
abstract hierarchically structured equivalence class of representations which can be
represented in many ways, viz., spoken, drawn, or given in abstract specifications,
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digitally in computers, in brains, etc. It is the equivalence class of all such represen-
tations together that comprise the design.

This logical structure is hierarchically organised. The plane consists of a fuselage,
engines, control systems, etc. Each of those consists of parts: rotors, fuel systems,
lubrication systems, etc. Each of those consists of parts: electric engines, wiring,
computers, hydraulic links, etc. And so it goes. The logical plan specifies what each
of them should be. The implementation plan specifies how, where, and when each
of them will be made and by whom.

The entire plan is a set of intricately linked logic and implementation goals. It
is clearly causally effective: the aircraft would not exist without it. It in effect acts
top-down from the mind to the level of atoms and particles via all the intermediate
levels of engines and wings, compressor blades and electrical motors, materials and
screws, and all the other elements that make up an aircraft. There is no way they can
spontaneously assemble to make an aircraft by any bottom-up process. I return to
this in Sect. 7.5.3.

4.7.6.2 The Logical Hierarchy

The logical hierarchy sets out the lower level goals that must be met to attain each
higher level goal: to make a cake I need a recipe with a list of ingredients, to get the
missing ingredients I need to go to the shop, to go to the shop I need to catch the
bus, to catch the bus I need to go to the bus stop, and so on. Similar to the case of
organisations, at the highest level is a purpose that drives the rest: (“I want to lift up
the poor”, “I want to make lots of money”). This higher level purpose cascades down
to shape and constrain all lower level goals.

Their Origin. They are adaptively formed by choice in response to experience: learn-
ing takes place in particular physical and social contexts where the mind responds
to events and to the meaning of symbols. This is discussed in Sects. 4.4–4.7.

4.7.6.3 Implementation Hierarchy

The brain is the physical system that implements the decisions of the mind, making
intentional action possible. The goalswe have result in decisions being taken that lead
to action potentials in motor neurons flowing from the motor cortex to muscles [89,
p. 139]. Regulatory drives help preserve homeostasis [89, p. 187], while purposive
activity seeks to attain conscious goals through a feedback process of comparing
goals with images of the expected future based on current actuality, and adjusting
our actions to increase the chances of attaining our goals. It is these abstract images
that are causally effective [24, pp. 3, 61]:

It is images of the future which determine present behaviour through the process of decision
[…] what all decision-makers are deciding about are alternative images of the future in their
own minds.

http://dx.doi.org/10.1007/978-3-662-49809-5_7
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So the situation is:
(goals) ====⇒︸ ︷︷ ︸

images of future

(outcomes) . (4.34)

Thus both the goals and the images are causally effective. The way this happens is
the topic of Chap. 8.

Tools we use to help organize our actions via a structured system of goals are less
formal versions of those used in organisations, as discussed above: diaries, calendars,
to-do lists, organizers, household budgets, etc. These are physical extensions of our
minds that increase our effectiveness in attaining chosen goals.

4.7.6.4 Conscious Goals and Plans

Through themind, abstract entities have causal effects by its goal choices (Sect. 4.7.6).
The symbolic representation and choice of goals entails the causal efficacy of abstract
entities such as action plans, the theory of the laser, social agreements such as the
value of money, and ethical value systems. They are implemented through social
institutions, which play a key role in society [167].

Plans of What to Do. Ideas in the mind that lead to action plans and associated goals
are causally effective. For example, recipes for a cake, plans for a fete, or plans for an
aircraft (see Sect. 4.7.6).When a human being has a plan inmind (say a proposal for a
bridge being built) and this is implemented, then enormous numbers ofmicroparticles
(comprising the protons, neutrons, and electrons in the sand, concrete, bricks, etc.
that become the bridge) are moved around as a consequence of this plan and in
conformity with it. Thus in the real world, the detailed micro-configurations of many
objects (which electrons and protons go where) is determined by the plans humans
have for what will happen, and the way they implement them. Human choices based
on self-reflective intelligence and imagination are thus causally effective, allowing
anticipation and intelligent planning and design based on abstract models of reality
[173, Chaps. 5and6].

Example: Timetables. A timetable for an airline determines when the aircraft fly,
in a more or less reliable way. It results in the aircraft flying on a particular path at a
particular time, resulting in particular passengers arriving at particular destinations
st specified times, courtesy of the many billions of atoms that comprise the structure
of the aircraft. How do we demonstrate top-down causation? Change the timetable
and different patterns of travel will result. The timetable is not a physical thing:
it is an abstract structure that can be represented in many forms. It can be spoken
about, printed on paper, displayed on an airport screen, or stored in digital form in a
computer.

Physics can describe the material out of which the printed representation of the
timetable is made and the ink markings on the paper, but it cannot comprehend the
causal chain by which this leads to particular aircraft flying at particular times. The
relevant variables (the entries in the timetable) belong to an irreducible equivalence
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class of abstract entities coding information that controls what happens in the real
world. When you choose a flight, you adaptively select the one that works best
for you.

Example: Physics Experiments. Every physics experiment is an example of intel-
ligent top-down causation. The experimenter manipulates the world so as to create
a repeatable experiment, e.g., collisions between subatomic particles that are then
measured with precision. These collisions would not take place without the active
intervention of the experimenter in accordance with his mental plans, so this is top-
down action from the human brain to sub-microscopic scales.

4.7.6.5 Social Agreements and Understandings

Social agreements are abstract entities that govern social life. They come into being
by a complex process of negotiation, and thereafter structure what happens. They
include regulations and laws, the constitution of a voluntary society, an employment
contract, and so on.

Example: The Value of Money. Physically, money is just coins or pieces of paper
with patterned marks on them. This does not explain its causal significance. The
effectiveness of money, which can cause physical change in the world such as the
construction of buildings, roads, bridges, and so on, by top-down action of the mind
on material objects, is based on social agreements that lead to the value of money
(pricing systems) and exchange rates. These are abstract entities arising from social
interaction over an extended period of time, and are neither the same as individual
brain states, nor equivalent to an aggregate of current values of any lower level
variables (although they are causally effective through such states and variables).

Roles, Frames, and Expectations. Social roles are socially determined abstract
entities that are causally effective in structuring society. They are a key aspect of the
causal power of social structures [61]. Roles are developed by an adaptive process
which is a combination of bottom-up and top-down interaction between society
and the individuals who make up the society. They are then inculcated into the
individual by top-down social processes [14], whereafter they become a core feature
of individual psychology in relation to society, together with expectations guiding
the choice of goals and actions and hence being causally effective in a top-down way
from the mind to the body.

Expectations arise both from the nature of roles and from social frameswhere a set
pattern of interactions is expected. For example, entering a restaurant as a customer,
one expects the waiter to produce a menu, take an order, bring the food, and so
on. These are informal patterns of behaviour that guide our actions and make life
predictable.
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4.7.6.6 Abstract Theories

Abstract theories are non-physical entities that can have enormous causal power.

Physics Theories. Maxwell’s theory of electromagnetism (an abstract entity,
described by Maxwell’s equations) led to the development of radio, cell phones,
TV, and so on. It can be represented in many different ways: as 3D vector equations,
4D tensor equations, via variational principles, and so on. These are all causally effi-
cient: they affect the nature of physical objects in the world. It is shown to be true by
experiment and by its technological outcomes. Maxwell’s theory is not the same as
any single person’s brain state: individuals can die but the theory lives on in books,
in other peoples’ brains, and in computer programs. It is an irreducible higher level
causal factor (it cannot be derived by coarse-graining any lower level variables). The
abstract theory has altered physical configurations in the real world, and hence is
causally effective, through being realised in neuronal structures. The origin of such
theories will be considered in Chap. 8.

4.7.6.7 Values

Values are abstract entities that are causally effective by shaping all the other goals
of an individual, selecting those that are desirable from those that are not. They are
what ultimately shape our lives, as discussed in Sect. 4.5.6.

In society, roles and practices embody social values, which, together with indi-
vidual values relating to life purpose, guide the individual and communal choice
of goals and the methods used to attain these goals. They are the ultimate adaptive
selection criteria that form the framework for all the rest (Sect. 4.5.5).

4.7.6.8 Physicalism and Causation

These examples show that it is not the case that the only entities with causal powers
are physical things such as particles, forces, and physical fields. A variety of non-
physical entities shape what happens in complex systems. They have a causal effect
on outcomes, as can be demonstrated by changing their nature and hence altering
outcomes:

• Change the exchange rate of money and different things will happen in the econ-
omy.

• Change the building byelaws and shopping centres will arise next to ecologically
important wetlands.

• Change the airline timetable and aircraft will fly at different times.

Physics enables all this to happen, but does not determine the outcome. That is shaped
by the various forms of top-down causation discussed in this chapter, each of which
acts in a rather different way to the others.

http://dx.doi.org/10.1007/978-3-662-49809-5_8
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Chapter 5
Room at the Bottom?

The previous chapters have given numerous examples of top-down causation. They
appear to make the case for existence of top-down causation unshakeable.

However, lower level causation seems to give a complete account of what happens
[4].Where does the causal slack lie, enabling top-down action to take place?Massimo
Pigliucci reports a discussion on the issue as follows [66]:

Steven Weinberg played what he thought was a trump card in favor of reductionism ‘all the
way down’: he mentioned the causal completeness of the laws of physics. I asked him to
elaborate on the point, and he said that the laws of Newtonian mechanics, for instance, are
causally complete in the sense that there is no roomwithin the equations for any unaccounted
parameters. It follows, according toWeinberg, that those equations are a complete description
of the causality of the system, leaving no room for emergent properties.

This is the ‘exclusion’ argument [4, pp. 111–120, 159, 177]. How is there freedom
for higher level causation to be efficacious? In this chapter, I consider in turn:

• Section5.1. Room at the bottom: over-determination?
• Section5.2. Contextual constraints.
• Section5.3. Structure and constraints.
• Section5.4. Changing the nature of constituent entities.
• Section5.5. Leading to existence of the elements.
• Section5.6. Deleting lower level elements.
• Section5.7. Queries.

I do not revisit here the supervenience perspective, which was covered in Sect. 3.5.3,
nor the argument for the necessity of the conclusion, given in Sect. 1.7.

5.1 Room at the Bottom: Over-Determination?

The key problem is how, if physics is causally closed as proposed by Putnam, Pap-
ineau, Weinberg, Rosenberg, and others [62, 66, 75], physics can allow top-down
causation in the structure/function hierarchy characterised in Sect. 3.1.3.
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Overdeterminism. How can top-down causation be possible in the case of the implementa-
tion hierarchy, if the physics at the bottom is a causally closed system, determining all that
happens through interactions of particles and fields mediated by forces and potentials? Isn’t
the system already fully determined, so there is no room for any kind of top-down causation?

Similar issues arise in the case of the logical hierarchy, characterised in Sect. 3.1.4:

Logical Space. Higher level structures in the logical hierarchy emerge from combinations of
lower level logical elements. How can the higher levels affect what logical behavior occurs
at a lower level, when the behaviour of elements at that level is fully specified?

In either case, the issue does not necessarily concern the topmost and bottommost
levels (if we can identify them). It arises between any two adjacent levels. Each lower
level may appear to fully determine what happens at each next higher level. How is
there any space for contextual effects and top-down causation?

In particular, the issue arises in relation to conscious activity. Themind is based on
brain operations (electrons flowing in dendrites and axons, for example), and these
are based on the underlying physics (the forces and fields described by Maxwell’s
equations, for example) [71]. Therefore the claim can be made that physics does not
just constrainwhat happens, it uniquely determineswhat happens in the brain. If basic
physics determines all, the situation is causally closed and there is no room for higher
level influences. Despite appearances, the operations of themind are epi-phenomena.

This chapter will make the case that there is no problem here. In essence, physical
causes are not the only one that affect lower level dynamics and outcomes. Rather,
they form a vehicle for other kinds of causality to operate. In the case of the imple-
mentation hierarchy, the underlying physics establishes the set of possibilities that
can happen, but not the specific events that actually happen. It does thework, but does
not choose what work will be done [10, 74]. The higher levels constrain the lower
level interactions, thereby creating possibilities of complex behaviour, and selecting
from all the possibilities the behaviours that actually happen in specific contexts.
Similar effects happen in the logical hierarchy.

There are five different ways these top-down effects can be efficacious. Firstly,
higher levels channel and constrain lower level dynamics:

• Contextual Constraints. Higher level boundary conditions or variables can con-
strain lower level outcomes (Sect. 5.2).

• Constraining Structures. Higher level structures can constrain lower level out-
comes (Sect. 5.3).

Second, in many cases there is not just a fixed given set of lower level elements that
interact with each other. Rather higher level processes modify and select the lower
level elements:

• Changing the Nature of Lower Level Elements. Higher level effects can change
the nature of lower level elements (Sect. 5.4).

• Existence of Lower Level Elements. Higher level structures or dynamics can
lead to the existence of lower level elements (Sect. 5.5).

http://dx.doi.org/10.1007/978-3-662-49809-5_3
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• Deleting Lower Level Elements. Adaptive selection selectively deletes lower
level entities in accordance with higher level selection criteria, thereby creating
order out of chaos (Sect. 5.6), and the outcome is not uniquely determined from
initial data because of lower level random processes (Sect. 5.6.6).

These are not mutually exclusive options: some of them can occur simultaneously.
Together these possibilities resolve the puzzle of overdetermination of the lower
levels.

In all these cases it is equivalence classes of lower level variables, corresponding
to specific higher level contexts and structures, that are the real causal variables when
top-down influences occur (Sect. 3.5). The specific lower level states that instantiate
an equivalence class are inconsequential. Higher levels act down, not by constraining
specific lower level states, but by constraining an equivalence class of states.

5.2 Contextual Constraints

The first way top-down effects are efficacious is through contextual constraints on
lower level dynamics, where:

• higher levels set boundary conditions (Sect. 5.2.1), or
• pass higher level variables to local systems (Sect. 5.2.2).

Multiple realisability at the lower levels enables the same higher level function to be
realized in many different ways at the lower levels. Together these features set the
environment in which the lower level components operate, and so determine their
outcomes [59].

5.2.1 Boundary Conditions

When considering specific physical and biological systems, contextual effects can
occur via the boundary conditions, which affect local outcomes. This was discussed
in Sect. 4.1.3. Here I will just give a few examples from physics.

5.2.1.1 Global Topology

Global topology of spaces affects families of solutions of differential equations,
which can have physical outcomes.

Particle Properties. In the M-Theory approach to a unified theory of fundamental
physics,1 the topology of Calabi–Yau spaces constrains low-energy string vibrational

1An approach to understanding the most fundamental level of physics. For an introduction, see
http://superstringtheory.com/.

http://dx.doi.org/10.1007/978-3-662-49809-5_3
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patterns and hence determines the families of elementary particles that can occur [15]:
different topologies give different classes of particles.

CMB Anisotropies. In cosmology, the patterns of microwave background radiation
anisotropies that can occur in universes with closed space sections is determined by
the spatial topology [51, 69].

5.2.1.2 Asymptotic Boundary Conditions

By contrast, one can have unbounded spaces and conditions at infinity such as asymp-
totic flatness of spacetime and associated outgoing radiation conditions. These are
the usual boundary conditions for isolated systems, such as a binary pulsar. They
are a family of conditions, specified flexibly enough to allow variation in terms of
time-dependent multipoles of the central object and associated emission of gravita-
tional radiation [17]. This contrasts with exact spherical symmetry, where this is not
possible.

5.2.1.3 Shape and Geometry of the Boundary

The size and shape of a boundary selects specific physical outcomes from all the
possibilities.

Eigenfunctions. The shape and nature of a boundary affects eigenfunctions and
eigenvalues of vibrating systems. The boundary may be open (an organ) or closed
(a guitar). It determines the possible motions of air molecules in a tube and of the
atoms making up strings, so affecting the tone and quality of musical instruments
such as horns, organs, saxophones, guitars, violins, pianos, and drums [30].

The Reaction–Diffusion Equation. Patterning of animal coats, like leopard spots
and zebra stripes, is determined as a result of instabilities in the diffusion of morpho-
genetic chemicals during the embryonic stage of animal development. Body shape
(the morphogen concentration must take the same value at the same point on going
once round a closed curve) and boundary conditions (there is no flow across the
boundary) determine the outcome, resulting in specific patterns of skin stripings in
zebras and spots on a leopard, and the specific wing patterns of butterflies [57].

5.2.1.4 Determination of the Arrow of Time

Which is the future direction of time in which entropy should increase? Fundamental
microphysics cannot tell, as it is time symmetric, so time’s arrow must come from
global boundary conditions: the universe must have been very smooth on large scales
at early times [16, 63]. This is discussed further in Chap.6.

http://dx.doi.org/10.1007/978-3-662-49809-5_6
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5.2.2 Passing Higher Level Variables or Parameters

Lower level systems function in ways that depend on contextual variables, passed
from the global to the local context.

5.2.2.1 Physical Systems

Thiswas discussed in Sect. 4.1.3, considering for example the case of nucleosynthesis
in stars and in the early universe. Here I will just give two further examples.

Thermodynamics. A core idea in thermodynamics is a heat bath that surrounds a
system and provides its environment (the heat bath is so large that it is unaffected
by the system). The temperature of the heat bath is a key variable in determining the
system state and so the motions of its constituent molecules. This is the basis of the
analysis of thermodynamic machines such as characterised by a Carnot cycle [45].
The contextual variable is the temperature of the heat bath.

The Solar System. The key elements in the Earth’s environment are the Sun (which
provides the Earth with high grade thermal radiation) and the dark sky (which pro-
vides a heat sink for low grade radiation emitted from the Earth). Together these
determine the Earth’s heat budget [56], which controls the temperature and so in par-
ticular influences agriculture. Alteration in solar radiation can cause climate change
on Earth. This is top-down causation from the local context (the Solar System) to the
system (the Earth). The contextual variable is the temperature of the Sun’s radiation.

5.2.2.2 Structured Systems

Control parameters and variables determine outcomes of behaviour in structured
systems [73]. They are passed down from the higher levels to the modules.

Feedback Control. The setting of goals in a feedback control system alters lower
level behaviour, as discussed in Sect. 3.4.3. For example, setting the desired temper-
ature in a thermostat controls the lower level dynamics in such a way as to reliably
attain the desired temperature. The contextual variable is the desired temperature.
Changing the desired destination in an aircraft automatic pilot results in different
control surface movements that lead the aircraft to the new destination.

Computational Systems. As discussed in Sect. 2.7.3, the choice of control parame-
ters determines the mode of operation of logical systems and hence determines their
outcome through branching logic of the form IF X = X0 THEN Y ELSE Z, where
X is a contextual variable. For example, a computerised payroll system may have a
variable PAYCLASS with values PC = 1 corresponding to STATUS = CEO and PC =
5 corresponding to STATUS = MACHINE OPERATOR. Setting PC = 1 rather than
PC = 5 results in different flows of electrons in computer gates, and hence different

http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_3
http://dx.doi.org/10.1007/978-3-662-49809-5_2
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outcomes in terms of payments made to a bank account. The variable PAYCLASS
is a contextual variable that is set by a data base to control the subroutine function,
and changes the detailed logical flow and output of the program.

Organisations. These have equivalent parameter passing mechanisms. For example,
the HR section passes a message to Payroll: “JosephWing has been appointed Direc-
tor of Communications”. This causes Payroll to alter settings in their employee data-
base, whereuponWing occupies a different payclass and receives different payments.

5.3 Structure and Constraints

The second way top-down effects are efficacious is when emergent structures
(Sect. 3.1.1) act as constraints on lower level dynamics (Sect. 3.4.2), thus channeling
the way they function [42]. The constraints change the dynamics by breaking sym-
metries [2] and so create more general possibilities than are available to unstructured
systems. This happens in:

• Physical systems (Sect. 5.3.1).
• Artefacts (Sect. 5.3.2).
• Biology (Sect. 5.3.3).
• The Brain (Sect. 5.3.4).
• Organisations (Sect. 5.3.5).

5.3.1 Physical Systems

Crystal Structures. These are characterised by symmetry groups, and they govern
material properties and behaviour [77]. The periodic crystal structure in a metal
breaks symmetry [2] and leads to lattice waves and an electronic band structure
depending on the particular solid involved [77], and this in turn results in the physical
behaviour of the material. Crystal structures set up the conditions for electron flows
that lead to properties such as heat conductivity and electrical conductivity, with a
key feature being the introduction of impurities, leading to the existence of different
types of transistors [47, pp. 123–136]. A crystal doped with boron results in a p-type
semiconductor, whereas doping with phosphorus creates an n-type semiconductor.
The very concept of doping (introducing an impurity) onlymakes sense in the context
of the background silicon crystal. It is a contextual concept.

Thus the properties at the crystal level, only describable at that level, act down
to the level of electrons. It is the higher level patterns that are the essential causal
variable in solid state physics, by creating specific band structures in solids (hence,
for example, the search for materials that will permit high temperature superconduc-
tivity). Which specific lower level entities create them is irrelevant: you can move
around specific protons and electrons while leaving the band structure unchanged.

http://dx.doi.org/10.1007/978-3-662-49809-5_3
http://dx.doi.org/10.1007/978-3-662-49809-5_3
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Effective Potentials. This multiple realisability is always the case where effective
potentials occur due to local matter distribution. Top-down causation takes place, for
example, through the way the effective potential representing the combined effects
of many stars in a galaxy controls the motions of stars in the galaxy [7]. The specific
detailed distribution of stars leading to the effective potential is irrelevant: it is the
large scale pattern that determines the lower scale motions. For instance, the outcome
is quite different if it is a spiral or elliptical galaxy.

Gemmer et al. give an illuminating example [32, pp. 74–77] of an ideal gas in
a container, where the way the container wall (a higher level construct) constrains
lower level entities (the gasmolecules) can be described by a coarse-graining process.
But this property of containment would not occur if the higher level structure (the
wall) did not exist, with the specific size and shape it has. This is discussed in detail,
with many other examples, in [26].

5.3.2 Artefacts

Artefacts such as cameras and computers have been structured precisely in order to
attain desired high level outcomes by constraining lower level physics in an appro-
priate way [73]. This is achieved by channeling the operational logic of the system.

Physical Constraints. The specific connections in an electric motor or a digital
computer act as constraints on lower level dynamics, thus channeling the way they
function. This functioning is enabled by structure: the constraints imposed by the
existence of wires channels electron flows (Sect. 4.1.6). For example the specific
connections in a computer (which could have been different) create logic gates which
are combined to give a CPU and memory banks, structured to realise specific logical
functions [52] (as discussed in Chap.2).

Logical Constraints. A digital computer is a vehicle for logical operations. It can be
operated as music system or word processor, or in many other ways. Which occurs
depends on the high level software loaded, which logically constrains lower level
logical and physical operations by imposing a higher level logical structure on them
(Sect. 2.4.1).

5.3.3 Biology

Plant and animal physiology describes a set of higher level biological structures
that constrain and shape lower level dynamics (Sect. 4.2.4). For example, in all the
physiological systems in the human body [68], the specific functioning (according to
the laws of physics) of the component parts, given their nature, is determined by their
physiological context [59]. In particular there are numerous physiological feedback
systems (Sect. 4.2) that channel lower level actions so as to attain higher level goals,
such as a constant body temperature.

http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_2
http://dx.doi.org/10.1007/978-3-662-49809-5_2
http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_4
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5.3.4 The Brain

Structure. The specific wiring of the brain [72] shapes the way action potentials
flow between neurons, thereby enabling the logical functioning of the mind [58].
Different neural network connections will lead to different detailed functioning and
outputs. This logical functioning is based on the way that the structure of dendrites
and axons channels signals between neurons, this channeling being caused by their
physical membrane structure which underlies the propagation of action potentials in
the brain. This in turn is based on the properties of voltage-gated ion channels in the
membrane [71].

Function. The samemuscle cells canbeused in football or in playingmusic.Different
action programs set different logical structures in action (scoring a goal, playing
Mozart) that use the same physical components to attain different outcomes. In
effect, different software changes the detailed dynamics of the hardware. In general,
goals and choices shape lower level function in a top-down way by structuring the
logic of mental processes [31].

5.3.5 Organisations

The structure of an organisation is laid down in a constitution and an organisation
chart. Its functioning is spelt out in a mission statement, organisational goals, operat-
ing procedures, ethical guidelines, and so on. The two are linked by job descriptions
and directives that specify who will do what and when. Taken together, this is an
abstract structure that guides and often determines what happens in a top-down way.
Organisational departments respond by structuring more detailed section activities
in the department. Sectional goals and deadlines structure individual activities. The
trick in management is to get these lower level processes and goals aligned with the
overall organisational purpose [5].

5.4 Changing the Nature of Constituent Entities

The thirdway top-down effects are efficacious is by changing the nature of lower level
entities. The standard bottom-up view is based on a billiard ball model of unchanging
lower level entities underlying higher level structure. The key point is the implicit
assumption that lower level entities are independent of higher level context. But that
is often wrong. Hydrogen in a water molecule has completely different properties
than when free, for electrons bound in atom interact with radiation quite differently
than when free. The higher level context has changed the nature of the underlying
components, because the nature of an entity is characterised by the way it interacts
with other entities, which is how we recognize it for what it is.
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Mutable Elements. There need not be a situation of invariant lower level elements obeying
fixed physical laws. Higher level context can change the nature of the lower level elements
[50]. Thus the nature of micro-causation is changed by top-down processes, profoundly
altering the mechanistic view of how things work.

This often ensures that the lower level elements function in such a way as to fulfil
higher level purposes: this is a commonplace aspect of adaptive selection in biology.
The entire discussion is different when this crucial feature is taken into account.
Top-down causation is then seen as not just the shaper of bottom level activity, but
also the shaper of bottom level properties. This happens in:

• Physics and chemistry (Sect. 5.4.1).
• Biology (Sect. 5.4.2).
• The Brain (Sect. 5.4.3).
• Society (Sect. 5.4.4).
• Logic (Sect. 5.4.5).

5.4.1 Physics and Chemistry

5.4.1.1 Molecules

Water. Water has an essentially different nature in the form of liquid water, steam,
and crystalline ice, with quite different properties in each case. Which state occurs
depends on environmental variables (temperature and pressure) according to the
phase diagram. Isolated water molecules do not occur in practice.

Hydrogen Atoms. Hydrogen has an essentially different nature in different contexts.
Buchanan expresses this as follows [11]:

We tend to think that the character of the hydrogen atom follows from the laws of particle
physics (quantum electrodynamics). But a hydrogen atom in relative isolation in the inter-
stellar medium has very different properties from one trapped in a dense liquid of hydrogen
under high pressure; the ‘normal’ radiative spectrum of hydrogen alters radically. Which
is the ‘true’ hydrogen? There’s obviously no answer. The nature of hydrogen depends on
context.

5.4.1.2 Particle Properties

Neutrons. The neutron has a half life of 11min in isolation, decaying to form a
proton, an electron, and a neutrino. It is stable with a half-life of billions of years
when bound in a nucleus. Its properties are therefore dramatically different in these
different contexts.

Chameleon Particles in Cosmology. This is a postulated scalar particle in cosmol-
ogy with an effective mass that depends on its environment because of a non-linear
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self-interaction. It is a possible candidate for both dark energy and dark matter in
cosmology because of this environmental dependence [44].

Particle Properties. In the string theory approach to quantum gravity, particles are
realised as low-energy string vibrational patterns. The topology ofCalabi–Yau spaces
constrains low-energy string vibrational patterns and hence determines the families
of elementary particles that can occur [15]: different topologies give different classes
of particles. Then particle properties are determined not by the laws of physics but
by the contingent nature of which specific string theory false vacuum occurs. The
specific kinds of particles that occur in the universe are environmentally determined.

5.4.1.3 Chemical Bonding

Chemical bonding radically changes the nature of elements. Sodium and chlorine
have completely different properties from sodium chloride (common salt). When
bound, the atoms no longer have the properties they had when free. A hydrogen
atom in isolation is quite different from one covalently bonded with oxygen to form
water [37]. The orbital structure is quite different and the hydrogen atom thus has
different properties than in isolation. Indeed it is really to some degree a misuse of
language to call it hydrogen when bonded.

5.4.2 Biology

Cell Differentiation. Cells in a living body start off identical and then are each fitted
to their specific role in the body by a developmental process of specialization guided
in a top-downway bymorphogens. Through the processes of developmental biology,
cells get differentiated to perform specific functions. This changes their nature in an
adaptive way [34]. Cells differentiate into neurons that get adapted to their location
in the brain, into muscle cells adapted to their role in the heart, and so on. They each
develop so as to fit into their allotted role in the body, and are then fine-tuned for
their function.

5.4.3 The Brain

This top-down adaptive influence shapes lower level entities at all scales in the brain.

Neurons. A particular case of the specialisation of cells to fit their future functions
(just discussed) is the specialisation of cells to become motor neurons, sensory neu-
rons, or interneurons in the nervous system [36, pp. 138–140].

Neuronal Connections. Memory is stored by changes in connections between nerve
cells. The patterns of neural connections and weights in a neural net get adapted to
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the patterns it has learned to recognise, resulting in long-term memory encoding in
a neural net fitted to that specific purpose. For example, particular facial features are
learnt and hence patterns of synaptic connections are structured, through experience,
to recognise specific individuals. The neural net is shaped by that particular social
context.

Humans in Society. Individual minds develop in the context of their interactions
with other minds, and brain development cannot be understood outside this context
[22]. Individuals are shaped by society so that they fit into that society, for example,
learning a specific language and a variety of societal roles and expectations [6]. This
is top-down causation from the society to the individual, and indeed to their synaptic
connections: their brain is adapted to fit into the society in which they live [1]. Thus
the detailed nature of micro causation in the brain is changed by these top-down
processes, profoundly altering the mechanistic view of how things work. This is a
key feature of the adaptive selection processes TD3, TD4, and TD5 discussed in
Chap.4.

5.4.4 Society

Social Organisations. These usually have mechanisms to ensure that their members
are suited to the needs of the organisation. This leads to the ‘the basketball team
model’ of downward causation described by Vicente [75]:

In a basketball team, the players are effective causes of what the team is able to do. However,
the behaviour of the players cannot be understood if we forget that they are playing for and
in the team. Teams ‘selectively activate’ the causal powers of the players, and it can even be
said that teams ‘recruit’ players, i.e., that the players are there because they have the powers
that the team requires from them. Teams, then, are self-preserving self-organized entities
which constrain and partly explain the behaviour of their players.

This applies to most organisations: you only belong to an organisation if you satisfy
its membership criteria or are selected as suitable by a selection committee. Thus you
are a ‘member’ only because the organisation makes you one. Once you belong, the
organisation fits you to your role by training programmes, and has rules of procedure
and codes of conduct that constrain the way you behave.

5.4.5 Logic

Essentially the same thing happens in the case of logical hierarchies, with the nature
of lower level elements often being adapted to their higher level contexts (Sects. 3.4.4
and 4.1.5).

Language. The majority of words in a dictionary have multiple meanings [61]. An
example is the word ‘plane’, which may be a noun (an aircraft or flat piece of land or

http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_3
http://dx.doi.org/10.1007/978-3-662-49809-5_4


228 5 Room at the Bottom?

woodworking tool), a verb (in carpentry or in the case of the motion of a boat), or an
adjective (in geometry or geography). The context determines what part of speech it
is and what it means, i.e., context changes its logical properties.

5.5 Leading to Existence of the Elements

The fourth way top-down effects are efficacious is by creating the possibility of
existence of lower level entities. This is the case whenever the parts cannot survive
on their own: the higher level context is essential to the existence of the constituent
entities.

Contextually Dependent Existence. In many cases the lower level entities would not exist
without the higher level structure.

In these situations, context is a creator as well as a modifier. This occurs in:

• Physics (Sect. 5.5.1).
• Biology (Sect. 5.5.2).
• Society (Sect. 5.5.3).
• Logical hierarchies (Sect. 5.5.4).

5.5.1 Physics

Emergence of higher level entities has clearly occurred when lower level entities
cannot exist outside their higher level context.

Phonons. Phonons are quasi-particles that play an important role in the physical
properties of solids, such as thermal and electrical conductivity. The very possibility
of the existence of phonons is a result of the physical structure of specific materials
[48]. The periodic crystal structure in a metal leads (via Bloch’s theorem) to lattice
waves, and the existence of quasiparticles such as phonons results from vibrations of
the lattice structure [77]. The entire machinery for describing the lattice periodicity
refers to a scale much larger than that of the electron, and hence is not describable in
terms appropriate to that scale. This structure is at a higher level of description than
that of electrons.

Cooper Pairs. Quantum cooperative effects occur in superconductivity, superfluid-
ity, and the quantum Hall effect. In superconductivity, the electrons, despite their
repulsion for each other, form pairs called Cooper pairs which are the basic entities
of the superconducting state. This happens by a cooperative process: the negatively
charged electrons cause distortions of the lattice of positive ions in which they move,
and the real attraction occurs between these distortions. Thus these effects all exist
because of themacro-level properties of the solid, i.e., the crystal structure depending
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on the particular solid involved, and hence represent top-down causation from that
structure to the electron states.

Because these are all based on top-down action, they are emergent phenomena in
the sense that they simply would not exist if the macro-structure did not exist, and
hence cannot be understood by a purely bottom-up analysis, as emphasized strongly
by Laughlin in his Nobel lecture [48]:

One of my favourite times in the academic year occurs in early spring when I give my
class of extremely bright graduate students, who have mastered quantum mechanics but are
otherwise unsuspecting and innocent, a take-home exam in which they are asked to deduce
superfluidity fromfirst principles. There is no doubt a very special place in hell being reserved
for me at this very moment for this mean trick, for the task is impossible. Superfluidity, like
the fractional Hall effect, is an emergent phenomenon, a low-energy collective effect of huge
numbers of particles that cannot be deduced from the microscopic equations of motion in a
rigorous way, and that disappears completely when the system is taken apart [2].

This collective dynamics is only possible because of top-down causation; and that
is why it cannot be derived in a bottom-up way. The relevant physics is discussed
in more detail in Sect. 6.2.3. It is key that quasi-particles should be regarded as real
[28, pp. 227–250].

Topological effects. Another key example is topological effects in physics [76].

5.5.2 Biology

Cells in Multicellular Animals. These can only exist in the context of a live animal
body, once they have differentiated. The body provides them with nutrition and
energy via the blood stream, and removes waste [68]. They die if that context fails,
for example if the heart stops beating. Their existence is dependent on their context.

Excitable Cells. Action potentials in excitable cells such as neurons and muscle
cells are generated by voltage-gated ion channels embedded in a cell membrane.
The spiking patterns of signals conveyed by action potentials would not exist if the
membrane structure did not exist [71].

Symbiotic Pairs. Symbiosis is rife in biology, where animals depend on each other
for life, or animals and plants need each other for their survival. An example is
mycorrhiza, which is a fungus living in symbiosis with the roots of a vascular plant
[33]. The higher level entity is the symbiotic pair, and it is its existence that makes
the existence of each of the symbiotic partners possible.

Ecosystems. The animals in an ecosystem cannot exist unless the ecosystem itself
exists. We are all interrelated [14] and if the system fails, we die, for we depend on
it for our supply of food: we are all part of the food chain.

http://dx.doi.org/10.1007/978-3-662-49809-5_6
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5.5.3 Society

Membership of social organisations only has meaning because the organisation
exists. The membership categories derive from the structure of the organisation,
as set out in its constitution. Thus the categories ‘Member’, ‘Chairman’, ‘Secretary’,
etc., derive their existence from the existence of the organisation. Once in existence,
they derive bottom-up causal powers from the powers assigned to that membership
category by the constitution.

5.5.4 Logical Hierarchies

Essentially the same effect occurs in the logical hierarchies of language and com-
putation. Some lower level elements do not exist in a logical sense independently of
their context.

5.5.4.1 Contextual Variables

Referential Meaning. In natural language, the referential meaning of some lower
level entities depends on the current higher level context. Thus the words ‘then’,
‘there’, ‘he’, ‘she’, ‘it’, and so on, have no meaning by themselves. Their reference
is set in some higher level context than the sentence in which they occur. The same
applies to phrases such as ‘at that time’ or ‘in that place’. Hence they do not exist in
a logical sense independently of this context, which continually changes.

5.5.4.2 Semantic Meaning

Class Structures in Computer Programs. In object-oriented computer languages,
objects that are members of a class derive their nature from the class they belong
to [9]. They only have meaning within the context of that class, which determines
their methods and hence their logical nature. This is not just a case of the meaning
varying according to context, as in Sect. 5.4. It is the base meaning that is provided
by the higher level context. If the class is not defined, members of the class do not
have known properties; if one compiles a Java program where an object is assigned
to a class that does not exist, the compiler will give an error message and grind to a
halt.

Natural Language. The same applies to members of the classification hierarchies
in ordinary language. The word ‘dog’ does not derive its meaning from a sentence
where it occurs (‘the dog ate its meal’). It brings that meaning to the sentence from
its taken-for-granted semantic context, a socially determined relatively fixed logical
environment with a class structure that brings with it expectations of how the word
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will function in a semantic sense (we don’t expect ‘the dog drove the car’ because
that syntactically valid sentence does not correspond to events that occur on the real
world).

5.6 Deleting Lower Level Elements

The fifth way top-down effects are efficacious is through selective deletion of lower
level elements, thereby shaping the nature of the population of constituent entities.

Selection of Elements. Generically, there is no fixed set of lower level entities. The core
of adaptive selection is when selection processes create order out of disorder by deleting
unwanted lower level entities or states according to some higher level selection criteria,
which selects what lower elements will survive.

This is the process whereby useful information is garnered and order is created out
of disorder (Sect. 4.3). The selection criteria are regarded as being at a higher causal
level, because they shape the outcomes: if you alter the criteria, you get different
outcomes. This is a key effect in:

• Biology (Sect. 5.6.1).
• Computing (Sect. 5.6.2).
• The mind (Sect. 5.6.3).
• Organisations (Sect. 5.6.4).
• Physics and chemistry (Sect. 5.6.5).

Together with the way top-down processes alter lower level elements (Sect. 5.4), and
even create them (Sect. 5.5), this shows how higher causal levels can adapt lower
level entities so as to shape lower level dynamics in accord with desired higher
level outcomes. The required freedom from bottom-up determinism lies in micro-
indeterminism (Sect. 5.6.6):

Indeterminate Outcomes. Micro indeterminism provides the space for adaptive selection
processes to generate new outcomes that were not implied by the initial state. Statistical
variation or quantum indeterminacy at themicro-level provide a repertoire of variant systems
that are then subject to processes of adaptive selection. The outcome cannot be uniquely
predicted from the initial state.

5.6.1 Biology

5.6.1.1 Darwinian Evolution

Selective deletion is crucial in evolutionary biology, as is made clear in the slogan
‘survival of the fittest’, resulting in selection of genes of individuals best adapted to
specific niches [14]. This is a top-down process, selecting which species survive and
which do not [13].

http://dx.doi.org/10.1007/978-3-662-49809-5_4
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5.6.1.2 Developmental Biology

Selection occurs in developmental biology, where plants and animals adapt to local
conditions via many epigenetic mechanisms that select one developmental path from
all those that are possible [34]. This dynamic is based on the underlying molecular
machinery.

5.6.1.3 Molecular Machines

This flexibility at the macro-level is enabled by a corresponding flexibility at the
micro-level. Molecular machines work in a noisy environment because of the con-
fluence of thermal, chemical, mechanical, and electrostatic energies at the scale of
biological macromolecules [65]. There is a molecular storm at the cellular level [40,
p. 72]: in a cellular context, the averagemolecule undergoes ten billion collisionswith
water molecules every millisecond [40, p. 150]. Selection of the relevant molecules
in this turbulent environment is provided by the lock and key mechanism, which
recognizes some enzymes and ignores others. This variability is crucial to molecular
machinery, which extracts order from chaos [40].

5.6.1.4 Protein Folding

One of the key events in molecular biology processes is protein folding. Hoffmann
explains how this works in a very clear way [40, p. 115]:

Protein folding is possibly the best example of how physical laws, randomness, and
information—provided by evolution—work together to create life’s complexities. The amino
acid sequence of a protein is determined by the cell’s DNA, according to the genetic code.
This information evolved over billions of years. But the amino acid sequence in our DNA
only encodes the amino acid sequence: it does not encode the final 3D shape of the protein.
The 3D shape is the result of the energy landscape, which is determined by physical forces
(hydrophobic forces, electrostatic forces, binding energies, etc.) acting on the particular
sequence of amino acids. This shape also depends on external conditions (pH, temperature,
ion concentration). Thus a large part of the necessary information to form a protein is not
contained in DNA, but rather in physical laws governing charges, thermodynamics, and
mechanics. And finally, randomness is needed to allow the amino acid chain to search the
space of possible shapes and to find its optimal shape.

Thus global parameters are passed down and affect the local dynamics, while ran-
domness provides a repertoire of alternatives from which a best one is selected. The
physics enables this, but the information in the DNA is the ultimate cause of the 3D
shape, which is the biologically effective feature. Physics opens up the opportunity
space, and provides the means for change to take place, but biological variables are
the causally effective agents determining what happens both at lower and higher
levels, according to the logic of biological processes.
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5.6.1.5 Adaptive Immune System

Through clonal selection, the adaptive immune system functions as an adaptive sys-
tem able to deal with infections never before encountered [12].

5.6.1.6 Genetic Circuits

Variable components and random lower level processes occur in genetic circuits.
According to Eldar and Elowitz [24]:

The genetic circuits that regulate cellular functions are subject to stochastic fluctuations, or
‘noise’, in the levels of their components. Noise, far from just a nuisance, has begun to be
appreciated for its essential role in key cellular activities. Noise functions in both microbial
and eukaryotic cells, in multicellular development, and in evolution. It enables coordination
of gene expression across large regions, as well as probabilistic differentiation strategies that
function across cell populations. At the longest timescales, noise may facilitate evolutionary
transitions […] Emerging principles connect noise, the architecture of the gene circuits in
which it is present, and the biological functions it enables.

The function of noise is to create space within which selection processes can choose
the outcome.

5.6.1.7 Randomness

Chance (statistics associatedwith coarse-graining, and random boundary conditions)
means that physical outcomes in biological systems are not uniquely determined by
physics alone (Sect. 4.3.3). This provides the openness needed for Darwinian selec-
tion processes to choose outcomes that satisfy higher level goals and values. This
occurs in developmental and functional contexts as well as the Darwinian evolution-
ary context.

5.6.2 Computers

Computer memory is finite, so if unwanted items are not deleted, memory banks will
eventually fill up and the system will slow down and then grind to a halt (Sect. 2.6).
Hence, to keep the systemworking, garbage collection is needed inworkingmemory,
and deletion of records (old data files, draft texts, unwanted emails, poor quality
photographs, unused programs, etc.) in long term memory (Sect. 2.6.2). The key
issue is the criteria used to decide what to remove and what to leave behind. These
criteria are the factors that create order and adapt the remaining files to suit our
purpose (Sect. 2.4.4).

Deletion is a two stage process: removing data files from an index of files in use,
and overwriting them with new data. The first step is reversible, the second is not.

http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_2
http://dx.doi.org/10.1007/978-3-662-49809-5_2
http://dx.doi.org/10.1007/978-3-662-49809-5_2
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The first step orders data according to our needs, but does not save memory space.
The irreversible second step is needed to keep the system working.

5.6.3 The Mind

Adaptive processes are crucial in the mind [43], allowing humans to continuously
adapt to local conditions. This takes place at multiple levels (Chap. 7).

5.6.3.1 Effective Level

Adaptive processes take place all the time as the mind senses the environment,
interprets it, and learns from it (Sect. 4.3.4). In particular, consider the following.

Perception. This is based on paying attention to the incoming data that reallymatters,
and ignoring the rest [31]. We could not function if we had to pay detailed attention
to all incoming sensory data.

Learning. This is based on formulating hypotheses, testing them, and keeping the
ones that work while discarding the rest. This may take place subconsciously as
well as consciously, as our mind sorts through the world for meaningful predictive
patterns [36, pp. 93–135]. The inability to discard failed hypotheses is the recipe for
failure. So the theoretician’s most powerful tool is her wastepaper basket, or, in the
present day context, the delete key.

Remembering. This is based on forgetting, because the mind subconsciously selects
what to remember and what to forget, transferring only some items to long-term
memory and clearing out the rest [36, pp. 310–345]. As in the case of computers,
this has to be the case: if we did not subconsciously select what to store in long-term
memory, our minds would be jammed full of irrelevant memories that would crowd
out what is important. The same is true of short term memory: we must continually
clear it of old data that has become irrelevant (e.g., Where did I leave my keys?),
because of the famous limit of seven plus or minus two items that can be stored in
this fast-access memory [54].

Learning and remembering is based on the underlying feature of synaptic plasticity
[58, pp. 227–242], which allows the brain to adapt to the world around.

5.6.3.2 Network and Neuron Level

These behaviors are based on the adaptive properties of neuronal nets, which change
link weights as the network learns from the environment [19]. According to the
famous aphorism, “Wire together, fire together”, unused connections wither away,
the selection criterion being disuse. At the neuron level, synapse properties are

http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_4
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altered by processes of neuronal group selection characterized by Edelman as neural
Darwinism [23].

5.6.4 Society

Social organisations have selectionmechanisms to get rid ofmembers not suited to the
organisation’s function or needs (see Sect. 5.4.4). Complex disciplinary procedures
lead to firing of employees in a company or ejection ofmembers froman organisation.
This is a process of adaptively selecting the membership to suit the organisation’s
explicit or implicit goals (which may be in conflict with each other).

5.6.5 Physics and Chemistry

Adaptive selection effects in physics and chemistry are discussed in Sect. 4.3.2. I
briefly mention them here.

5.6.5.1 Purification Processes

Purification processes isolating specific elements and compounds are the foundation
of the possibility of doing chemistry and chemical engineering. These are adaptive
selection processes of various kinds, as described in [38]. Nanotechnology is a case
in point: self-assembly processes create a variety of nanostructures. One needs to
select the ones one wants, and discard the rest. This is discussed in Sect. 6.5.

5.6.5.2 State Vector Preparation

State vector preparation is key to experimental setups in quantum physics, and is a
non-unitary process because it can produce particles in a specific eigenstate from a
stream of particles that are not in such a state. Isham [41] points out that the outcome
states are drawn from some collection Ei of initial states by being selected by some
suitable apparatus, for example, being chosen to have some specific spin state in
the Stern–Gerlach experiment. The other states are discarded. Selection takes place
from a (statistical) ensemble of initial states according to some higher level selection
criterion, which is a form of top-down causation from the apparatus to the particles
[26]. The apparatus is specifically designed to have this non-unitary effect on the
lower level (Sect. 6.6.5).

http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_6
http://dx.doi.org/10.1007/978-3-662-49809-5_6
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5.6.6 Micro Indeterminism and Adaptive Selection

Because of the existence of random processes at the bottom, there is sufficient causal
slack to allow this kind of top-down effect to occur without violation of physical cau-
sation. In general, the outcome is not uniquely determined from initial data because
of lower level random processes. Physical processes do not determine a unique out-
come.

A reductionist responsemight be that, in principle, the lower levels are determined:
we call it random just becausewedon’t have enough information, i.e., the randomness
is not real, it’s just ignorance! There is a double reply to this. First, this is an interlevel
effect. This happens because of effective interlevel randomness between adjacent
levels. As such it is indeed a real effect in the relations between any two levels. But
what about a possible bottom level, where the real causal work is done and there is
no underlying level, so the interlevel argument cannot apply? Well any such level is
not deterministic! Quantum uncertainty applies at the bottom. Here I look at:

• Interlevel randomness.
• Quantum randomness.

5.6.6.1 Interlevel Randomness

Random outcomes at the next lower level N−1 allow variation at any level N , which
then leads to selection at the micro-level N − 1, but based on macro-level properties
and meaning. Statistical variation provides a repertoire of variant systems that are
then subject to processes of Darwinian section, based on higher level qualities of the
overall system.

The randomness is real because the higher level does not have access to the
relevant lower level variables. It only has access to the equivalence class of lower
level variables that can be controlled by altering higher level variables (Sect. 3.5), so
from a higher level viewpoint these lower level fluctuations are indeed random.

Internal Random Variables. There can exist lower level fluctuations which cannot be
manipulated via higher level variables, but have higher level causal effects. They give a
random input to the dynamics.

This is the feature of information-hiding that is a key aspect of modular hierarchi-
cal structures (Sect. 3.1.6). The effectiveness of this randomness in causal terms is
recognized inMonod’s classic book Chance and Necessity [55]. Whatever the philo-
sophical issues may be, it is an effect that must be taken into account in studies of
causation.

In biological cases, developmental biology processes [34] amplifymolecular level
variation to system level changes. That these random processes do indeed occur in
biology is indicated by many kinds of evidence [18, 24, 35, 40]. This mechanism
can only work because of the huge number of micro-components involved: atoms in
a cell, cells in a human body, etc. [40]. Emergence of genuine complexity requires
the vast numbers of micro components entailed in biological reality.

http://dx.doi.org/10.1007/978-3-662-49809-5_3
http://dx.doi.org/10.1007/978-3-662-49809-5_3
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5.6.6.2 Quantum Randomness

Because of the existence of quantum processes at the bottom, physics is not deter-
ministic, despite the way many writers represent the situation as if it is. It seems
that the profound nature of the quantum revolution has still not permeated the con-
sciousness of many physicists and biologists, who present the situation as if physics
were deterministic all the way down. This is not the case: the bottom level is not
deterministic [26, 29]!

At its base level, the universe is indeterministic, allowing the needed causal slack
freeing higher levels from lower level causal determinism. And this quantum inde-
terminism can affect biological processes [3, 46, 49]. Some processes of molecular
biology, e.g., involving replication of mutated molecules, act as amplifiers, even
allowing quantum effects to change evolutionary outcomes [64, 70]. By itself, that
randomness does not lead to emergence of higher level order, but it can provide a
basis for this to occur through the process of adaptive selection (Sect. 8.1.2).

If those levels cannot be reduced to lower levels (interactions of electrons and
quarks for example), as assumed by Crick in his book The Astonishing Hypothesis
[20], then the principle of irreducible intermediate levels is established. If this was
not the case we’d be in deep trouble as we don’t in fact knowwhat the bottom level is.
We’d have to suspend neuroscience and genetics research until the theory of quantum
gravity has been sorted out. In reality, no particular level is privileged in causal terms:
they all have causal power [60].

5.7 Queries

Finally, I turn to some comments opposing or querying the view presented here, and
suggest some answers.

Question. Howcan top-down action take placewithout violating the causal closure of
physics: if everything is physically determined from a micro-level, how can genuine
top-down action be possible?

Answer. Physics creates a possibility space of a variety of physical states and lays
down constraints on how changes between them may take place. Top-down action
chooses which actually occur.

Question. Vicent says [75] there are two influential reductive views as to what
causation is: one is, causation is nothing but the action of forces; the other is, causation
is the transference, transmission, or exchange of conserved quantities. Are these the
only forms of causality?
Answer. No, they are not the only form of causation in town. Information is causally
effective, as in the case of DNA. Abstract algorithms are causally effective, as in
the case of digital computers. Human theories and concepts have causal effects as
in the design and manufacture of a jumbo jet aircraft, through an understanding of

http://dx.doi.org/10.1007/978-3-662-49809-5_8
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Newton’s laws of motion, the theory of control systems, aerodynamics, and so on.
Such abstract theories in the engineer’s minds are causally effective. Physics per
se has no explanation of how the plane came into existence: there is no Jumbo jet
potential, no minimum action principle, no conjunction of forces, and no conserved
quantity that can account for its coming into being or the specific nature of its
existence (i.e., all its design features).

What leads to an aircraft flying at a particular time from London to Berlin? The
bottom-up explanation is in terms of Bernoulli’s law in relation to molecules imping-
ing on its wings. The top-down explanation is that it was, at great expense, designed
to fly. The same level explanation is that the pilot is operating the controls to make
it do so. And the topmost explanation is that someone believes it will make money
for them if it does so. All these explanations are simultaneously necessary in order
that it fly on schedule. Only the bottom-up explanation relates to physical forces and
conserved quantities. The plane cannot exist without the causal efficacy of mental
states [53].

5.7.1 Criticism and Response

In response to my argument above about the multiple causes leading to an aircraft
flying, Tim O’Connor (private communication) has commented as follows2:

Note that the higher-level explanations appeal to (intentional) states long prior to the plane’s
flying. That is, the explanation works by setting the event to be explained in a larger spa-
tiotemporal context. The reductionist might retort: if those prior intentional states are them-
selves wholly fixed by more fundamental physical facts that compose them, we could have
in principle a completely physical (bottom-up) explanation spanning each step of the larger
context to which you point. This would be an explanation wholly independent of high-level
intentional explanations—and appeal to facts that are themselves collectively responsible
for their being a co-existing intentional level of explanation. Taking the widest scope pos-
sible (the universe as a whole), the fundamental physical facts and the laws that directly
govern them asymmetrically determine the existence of higher-level systems and the forms
of explanation they make possible. Or, at any rate, it is not clear that anything to which you
appeal conflicts with this assertion. And if that is correct, then why is there not a perfectly
good sense in which all action takes place down below?

My response is as follows. As I understand it, this proposes that the larger spa-
tiotemporal context of cosmology sets initial data that completely determines the
present day situation and so explains all current lower and higher levels. The answer
is twofold.

Firstly, because of quantum uncertainty, such a proposal to explain present day
details in terms of cosmological initial data cannot work even in principle, as
explained in Sect. 8.1. Quantum fluctuations can change the genetic inheritance,
and hence existence of animals. If our own existence cannot uniquely follow from
that initial data, neither can any specific thoughts or intentions.

2This is in effect also the burden of a paper by Purves, Wojtach, and Lotto [67].

http://dx.doi.org/10.1007/978-3-662-49809-5_8
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Secondly, ifwedisregard this impossibility,we are in effect facedwith the proposal
that the future specific events and outcomes, suchDarwin’s development of the theory
of evolution, or Witten’s development of M-Theory, are specifically written into the
fluctuations on the last scattering surface in the early universe that we now observe
through the WMAP satellite [39]. This would require firstly, a unique dynamical
mapping from the data on that surface to these present day outcomes. There would
have to be some kind of coding for this mapping from then to the present day (what
configurations of atoms would uniquely imply that Einstein would say the words
“God does not play dice”?). Given such a coding, there would also have to be some
process that could have fine-tuned that initial data to give this specific result. But
the standard view is that what is present on this surface is not some form of subtle
structure that codes the fact these specific unique apparently intelligent outcomes
will occur, but rather that they are random Gaussian fluctuations [21], which contain
no such intelligent statements. There is nomechanism in sight that could havewritten
such coding in to the data on the last scattering surface.

Consequently, the only plausible way these outcomes could have happened is for
that initial data to be such as to lead to the development of complex entities such as
ourselves capable of the kind of logical thought that causally leads to these outcomes.
That is, genuine higher level causal powers have to come into being with their own
inherent logic, these then leading to these extraordinary outcomes, inter alia causing
billions of electrons to move in brains in ways essentially determined by higher level
causal factors such as the logic of general relativity theory. There is no way that they
could be implied by physics per se.

Finally,O’Connor suggests that, although it has to be conceded that biological top-
down causation in cell differentiation does show that some non-fundamental levels
of causes and explanations are not independent of those above them, the reductionist
will claim that whatever the fundamental physical facts and laws turn out to be will
be independent of higher-level entities that they make possible.

Perhaps this is so, but their specific outcomes will not. Physics per se will never
be able to predict that either a teapot or a Jumbo jet aircraft or a giraffe will exist
[25]. And it may be that the supposition itself is incorrect. The quantum process
that determines specific outcomes from an initial quantum state is at least partially
environmentally dependent, because decoherence is a selection process determined
by the environment [78, 79]. We cannot pronounce on the measurement process
itself, because quantum physics is still unable to explain how this happens. This,
too, may be contextually dependent. What is clear is that the local context (such
as what type of experimental apparatus is used) influences quantum measurement
outcomes [26]. For example, if we measure spin, the resulting final state is different
than if we measure momentum. The lower level physics is not immune to higher
level influences.
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5.7.1.1 The Outcome

Putting this all together: the big picture is as follows:

Interlevel Causation. Bottom-up effects do indeed determine the higher level outcomes,
given the specific initial dispositions of particles, fields, and energetic states on the lower
level. But those dispositions would not be what they are if it were not for top-down effects.
Furthermore, the outcome is not uniquely determined by the lower level initial states because
of both interlevel statistical fluctuations and quantum uncertainty at the bottom. This opens
the space for higher level selection criteria to crucially shape the outcome.

The final point is that top-down causation also occurs in physics itself. That is the
topic of the next chapter. So even if we could reduce everything to physical causation
(which we cannot, see Sect. 5.6.1 for specific examples), that would not eliminate
top-down causation.
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Chapter 6
The Foundations: Physics and Top-Down
Causation

At the bottom level, what happens is based on physics: it enables the emergence
of higher level entities, which then in turn act down on the lower level components.
Hence top-down causation takes place also in the context of physics. That is the topic
of this chapter, which is more technical than the others, and may be skipped by those
wishing to move on to the next chapter (on the brain). This chapter discusses:

• Section6.1. The bottom level: quantum physics.
• Section6.2. Emergence of higher level behaviour from the lower levels.
• Section6.3. Top-down action in physics in general.
• Section6.4. Deterministic top-down effects in physics.
• Section6.5. Adaptive selection in physics and chemistry.
• Section6.6. Top-down effects in micro physics.
• Section6.7. Top-down effects in cosmology.

The basic assumption that will be made here as to how physics underlies complexity
is as follows [37]:

The Nature of Physical Reality

1. Combinatorial Structure. Physical reality is made of linearly behaving compo-
nents combined in linear and non-linear ways.

2. Emergence. Higher level structure and behaviour emerges from these combina-
tions of lower level elements, leading to a hierarchy of causality and complexity.
The nature of this emergent behaviour depends on the way the lower level ele-
ments are combined.

3. Contextuality. The way the lower level elements behave, and the specific out-
comes of their interactions, depend on the context in which they are imbedded,
including the nature of relevant emergent structures.

4. Quantum Foundations. Quantum theory is the universal foundation of what
happens, applying locally to the lower level (very small scale) entities at all times
and places. It may or may not apply at higher levels.

© Springer-Verlag Berlin Heidelberg 2016
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Item (3) is where top-down constraints come in, determining what specific outcomes
occur in specific physical contexts. There is no overriding of the lower level physics.
Rather, there is a channelling of its effects by structural conditions, or determination
of effects through boundary conditions.

6.1 The Bottom Level: Quantum Dynamics

The micro-level dynamics is governed by quantum physics. I look in turn at:

• The basic dynamics (Sect. 6.1.1).
• Alternative possibilities (Sect. 6.1.2).
• The outcome (Sect. 6.1.3).
• Particle–wave duality (Sect. 6.1.4).

6.1.1 The Basic Dynamics

The basic expansion postulate of quantum mechanics [55, 62, 84, 97] is that, before
a measurement is made, the state vector |ψ〉, which lives in a Hilbert space H , can
be written as a linear combination of unit orthogonal basis vectors, viz.,

|ψ1〉 =
∑

n

cn|un(x)〉 , (6.1)

where un is an eigenstate of some observable Â [62, pp. 5–7]. The evolution of the
system can be completely described by a unitary operator Û (t2, t1), and so evolves
as

|ψ2〉 = Û (t2, t1)|ψ1〉 . (6.2)

Here Û (t2, t1) is the standard evolution operator, determined by the evolution equa-
tion

i�
d

dt
|ψt 〉 = Ĥ |ψt 〉 . (6.3)

When the Hamiltonian Ĥ is time-independent, Û has the form [62, pp. 102–103]

Û (t2, t1) = e−iĤ(t2−t1)/� , (6.4)
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which is unitary [62, pp. 109–113], i.e., it has the property

ÛÛ † = 1 . (6.5)

Applying this to (6.1) with Û (t2, t1)|un(x)〉 = |un(x)〉 (an invariant basis) gives

|ψ2〉 =
∑

n

Cn|un(x)〉 , Cn := Û (t2, t1)cn . (6.6)

Immediately after a measurement is made at a time t = t∗, however, the relevant
part of the wavefunction is found to be in one of the eigenstates:

|ψ2〉 = cN |uN (x)〉 , (6.7)

for some specific index N .
This is where the quantization of entities and energy comes from (the discreteness

principle): only eigenstates can result from a measurement. The eigenvalue cN is
determined by the operator representing the relevant physical variables, and hence
is unrelated to the initial wave function (6.1). The data for t < t∗ do not determine
either N or cN . They merely determine a probability for each possible outcome (6.7),
labelled by N , through the fundamental equation

pN = c2N = |〈eN |ψ1〉|2 , (6.8)

which is known as the Born rule. One can think of this projection process as due to
the probabilistic time-irreversible reduction of the wave function

|ψ1〉 = ∑
n cn|un(x)〉 −→ |ψ2〉 = cNuN (x)

indeterminate transition determinate
(6.9)

This is the event where the uncertainties of quantum theory become manifest (up to
this time the evolution is determinate and time reversible). It will not be a unitary
transformation (6.6) unless the initial state was already an eigenstate of Â, in which
case we have the identity projection

|ψ1〉 = cNuN (x) −→ |ψ2〉 = cNuN (x) . (6.10)

6.1.1.1 Unpredictability

Thus there is a deterministic prescription for evolution of the quantum state deter-
mining probabilities of outcomes of measurements, but indeterminacy of the specific
outcomes of thosemeasurements, even if the quantum state is fully known. Examples
are:
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Fig. 6.1 Quantumuncertainty.Double-slit-experiment performedbyTonomura, showing the build-
up of an interference pattern of single electrons. The numbers of electrons are a 200, b 6000, c
40000, d 140000. Credit: Wikimedia Commons (Belsazar)

Radioactive Decay. We cannot predict when an excited nucleus will decay, or what
the velocities of the resultant particles will be.

The Foundational Two-Slit Experiments. We cannot predict precisely where a
photon, electron, neutron, or atom will end up on a screen after passing through
close parallel slits in a barrier between the source and the screen. The quantum
mechanical interference pattern is built up photon by photon as individual photons
arrive at a detector in an indeterministic way. Each individual photon arrives at an
unpredictable place, but the predicted overall interference pattern gradually builds
up over time (see Fig. 6.1).

This discussion presents the simplest idealized case of a measurement [89, pp.
542–549]. More generally, one has projection into a subspace of eigenvectors (see
[62, p. 136] or [118, pp. 10–12] or a transformation of density matrices [62, p. 137],
or any other of a large set of possibilities [118, pp. 8–42], but the essential feature of
non-unitary evolution remains the core of the process.

Thus there is a deterministic prescription for the evolution of the quantum state
determining probabilities of outcomes of measurements [48], but indeterminacy of
the specific outcomes of those measurements, even if the quantum state is fully
known. The fact that such unpredictable measurement events happen at the quantum
level does not prevent them from having macro-level effects. Many systems can act
to amplify them to macro-levels, including photomultipliers (whose output can be
used in computers or electronic control systems). Quantum fluctuations can change
the genetic inheritance of animals [91] and so influence the course of evolutionary
history on Earth, and they have changed the course of structure formation in the
universe [35]. Thus quantum implications are not confined to the micro realm.
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6.1.1.2 Uncertainty of Outcomes

It is a fundamental aspect of quantum theory that the uncertainty of measurement
outcomes is unresolvable: it is not even in principle possible to obtain enough data to
determine a unique outcome of quantum events [50, 62, 88]. This unpredictability
is not a result of a lack of information: it is the very nature of the underlying physics.
This uncertainty is made manifest when a measurement takes place, and only then.
Without measurements, there is no uncertainty in quantum processes.

Here by a measurement, we mean a process whereby quantum uncertainty is
changed into a definite classical outcome that can be recorded and examined as
evidence of what has happened. It is not necessary for an observer to actually make
any measurements. For example, it happens when a photon falls on a physical object
such as a screen, a photographic plate, or the leaf of a plant, and deposits energy in a
particular spot on the object at a particular time and place. In more technical terms,
it occurs generically when some component of a general wavefunction collapses to
an eigenstate of an operator [see (6.9)].

This is not a side-effect in quantum theory: it is absolutely central to its real world
applications. As stated by Leggett [75, p. 87]:

[…] it is the act of measurement that is the bridge between the microworld, which does not
by itself possess definite properties, and the macroworld, which does. […] the concept of
measurement, prima facie at least, is absolutely central to the interpretation of the quantum
mechanical formalism.

In addition, the uncertainty principle tells uswe cannot simultaneouslymake accurate
measurements of two non-commuting variables, for example position and momen-
tum, so we cannot measure the initial data that would lead to unique results in the
first place. Thus irreducible randomness occurs in physics at the quantum level
[50, 55].

6.1.2 Alternative Possibilities

The above is the standard view: according to Heisenberg, Dirac, von Neumann,
Feynman and others: irreducible randomness occurs in quantum theory. Determinism
does not hold in the real world, at the micro-level. This was very worrying to many
people, in particular Albert Einstein, and all possible alternatives have been carefully
explored:

• Hidden Variables. Many investigations have tried to see if physicists have some-
how missed some hidden variables that underlie this randomness. This involved
the Bohr–Einstein debate [115], a famous paper by Einstein et al. [32], and a
set of inequalities by Bell [14, 15]. These have shown that hidden variables are
incompatible with the usual concepts of realism and locality. Locality means no
instantaneous (‘spooky’) action at a distance, while realism means objects are
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there even when not observed. Bell’s inequalities are violated due to quantum
entanglement, as has been demonstrated experimentally.

• Pilot Wave Theory. This is a realistic and deterministic hidden variable theory
which is manifestly nonlocal and gives exactly the same results as ordinary quan-
tum mechanics [17, 18]. However, there can exist wave functions propagating in
space and time carrying no energy or momentum, and not associated with a parti-
cle. As it makes no difference to the experienced outcome, it does not change the
experimentally determined phenomena outlined above.

• ManyWorlds. Everett [46] proposed that there is no collapse of thewave function.
Everything that is possible occurs, as possibilities multiply and the wave function
splits into innumerable branches, see [62, 101] for summaries of the various pro-
posals as to how this happens. But this has no cash value: it does not change the
experimental situation described above, which is what we experience in the real
world. Any number of hypothetical other worlds that are supposed to be realised
somewhere else make no difference to this well tested outcome. And this is not a
testable proposal.

• Decoherence. This effectively removes entanglement by diagonalising the density
matrix, and so some have suggested that the measurement problem is solved by
environmental decoherence [55, 62, 125, 126]. However, while this diagonalizes
the density matrix, it leaves a superposition of states, and so does not lead to a
specific classical outcome. It does not predict where the individual spots in Fig. 6.1
will occur, and neither does any other result from quantum physics.

All these options are discussed by Isham [62], and many of the original papers have
been presented with commentaries by Wheeler and Zurek [115].

6.1.3 The Outcome

There are various alternatives to the standard view, but in the end they amount to
proposing some kind ofmachinery hidden behind the scenes thatmakes no difference
to the practical outcomes described by (6.1)–(6.8). You have no ensemble to which
you can apply statistics unless you have the individual events that make up the
ensemble, and those are what quantum physics is unable to predict.

The irreducible uncertainty of specific events, as shown in the two-slit experiment
in Fig. 6.1, is what we have to deal with in all experienced quantumphenomena [107].
There is indeed genuine unpredictability in the real world, even thoughwe can predict
statistics of microevents with precision.

6.1.4 Particle–Wave Duality

This is a further key aspect of quantum physics. Whether an entity acts as a particle
or a wave is context dependent: this is the heart of particle–wave duality, where one
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can determine whether particles going through a slit should behave as particles or
waves by the way one carries out the experiment [50, Sects. 1–1 to 1–7]. This has now
been realised experimentally in the case of a version of Wheeler’s delayed choice
experiment [114], where the which-way choice is made after the particle has passed
the slits [64]: a case of top-down causation from the apparatus to the very nature of
the particle/wave at the time it passed through the slits.

6.2 The Emergence of Higher Level Behavior

Next, we consider how higher level behavior emerges from lower level behavior in
two adjacent levels in the hierarchy of complexity (Table6.1). As stated above, the
fundamental viewpoint will be that the higher level behavior emerges from that at
the lower levels.

The dynamics of the lower level theory maps an initial state i to a final state f .
Choose a set of higher level effective variables that arise from the lower level variables
in the context of the emergent structure. I will refer to this as a coarse-graining of
the lower level variables because it leaves out all the details of the micro-states that
underlie the macro states. Then on coarse-graining the lower level variables, state i
corresponds to the higher level state I and state f to the higher level state F . Hence,
the lower level action t : i → f induces a higher level action T : I → F . A coherent
higher level dynamics T emerges from the lower level action t if the same higher
level action T results for all lower level states i that correspond to the same higher
level state I [36], so defining an equivalence class of lower level states that give
the same higher level action [9]. (If this is not the case, the lower level dynamics
does not induce a coherent higher level dynamics, as for example in the case of a
chaotic system.) Then on coarse-graining, e.g., integrating out fine scale degrees of
freedom so as to give only macro degrees of freedom, the lower level action results
in an emergent higher level dynamics: the effective theory at the higher level. Two
key points follow:

EM1: Emergent Dynamics. The effective higher level dynamics will in general not be the
same as the lower level dynamics [5].

Among other things, this is because a great deal of information is hidden in the higher
level view. The second point is:

Table 6.1 The emergence of
higher level behaviour from
lower level theory.
Coarse-graining the action of
the lower level theory results
in an effective higher level
theory

Level N + 1 Initial state I Higher level theory T ⇒ Final state F

⇑ Coarse-grain ⇑
Level N Initial state i Lower level theory t ⇒ Final state f
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EM2: Essential Higher Level Variables. Not all effective higher level variables can be
derived by coarse-graining in the sense of just integrating out lower level degrees of freedom.
They may depend on detailed features of the emergent structures, and hence be essentially
higher level variables [36].

In this section, I shall look in turn at the following:

• Examples of emergence (Sect. 6.2.1).
• Statistical mechanics (Sect. 6.2.2).
• Condensed matter physics (Sect. 6.2.3).
• Chemistry and biology (Sect. 6.2.4).
• Bottom-up effects: cosmology (Sect. 6.2.5).

6.2.1 Examples of Emergence

Here are some examples:

• E1: Statistical Physics. The underlying atomic theory leads to the macroscopic
gas laws, thermodynamics, and thermal properties of gases [4, pp. 434–518]. The
underlying theory and the emergent theory are quite different. This is discussed
further below (Sect. 6.2.2).

• E2: Electrodynamics. The process of coarse-graining leads to the polarization
density of a polarized medium [109, pp. 343–349], where the electric field E is
a coarse-grained version of the microscopic electric field e, and the displacement
vector D = E + 4πP includes a polarization term P representing coarse-grained
dipole terms [63, pp. 103–108]. The fields D and E are related by a polarization
tensor εi j such that Di = εi j E j . The tensor εi j depends on the micro structure of
the medium. In an isotropic medium, εi j = εδi j (using Cartesian tensors). In an
anisotropic medium this is not the case. The coarse-grained version of Maxwell’s
equations gives the divergence of D and curl of E, so a modified version of the
microscopic equations emerges. The emergent theory is largely similar to the
underlying theory.

• E3: Physics to Chemistry. The interactions of fermions lead through the Fermi
exclusion principle to the nature of the hydrogen atom [4, pp. 109–148] and the
electronic structure of atoms [4, pp. 158–176], and hence also to the periodic table
[8, 86]. The nature of the chemical bond emerges from physics [8, 86]. There is
no similarity between the underlying theory and the emergent laws.

• E4: Chemistry to Microbiology and Life. The complex modular hierarchical
structure of life emerges from the underlying physical and chemical laws [23].
There is no similarity between the underlying theory and the emergent behaviour,
except that, with suitable definitions, concepts of mass and energy balance apply
at both levels.
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In most cases, the underlying theory leads to a higher level theory characterizing
quite different behaviour (after all, that is the essential content of Table6.1). However,
sometimes linear higher level behaviour will result from the locally linear lower level
behaviour.

Classical to Classical Example: Geometric Optics. In the high frequency limit,
Maxwell’s equations for the electromagnetic field lead to geometric optics [59,
63, 77], with light propagating in a way described by Hamiltonian dynamics. The
different wavelengths do not interfere with each other because the system is linear,
whence spectral decomposition makes sense.

Classical to Classical Example: Engineering and Natural Systems. As empha-
sized by Bracewell [20], many manufactured and engineering systems have a linear
dynamics that leads to periodic behaviour and the suitability of Fourier analysis. This
occurs particularly when the system is engineered to have linear modes, for example
organ pipes, guitars, linear electrical and electronic circuits, and so on. However,
there may be such modes in other cases, for example, wave modes in suspension
bridges and torsional oscillations of buildings. There are also similar instances in the
natural world, for example propagation of water waves and sound waves—indeed
anywherewhere FourierAnalysis applies, linearity of the relevant degrees of freedom
leading to the splitting of the system into normal modes with different frequencies
that do not interfere with each other.

But these examples, although ubiquitous, are also limited: the engineering exam-
ples are carefully tailored to behave in this way, often at considerable expense, and
they have frequency limits beyond which the linear behaviour ceases. Similarly, the
linear behaviour of natural systems is very limited in time and space. Non-linearities
intrude when we examine behaviour beyond these limits.

Quantum to Classical Example: Ehrenfest’s Theorem. As a consequence of the
Schrödinger equation (6.3), the time derivative of the expectation value for a quan-
tum mechanical operator is determined by the commutator of the operator with the
Hamiltonian of the system:

d

dt
〈A〉 = 1

i�
〈[A, H ]〉 +

〈
∂A

∂t

〉
. (6.11)

Applying this to the case of a particle of mass m and momentum p moving in a
potential V so that H = p2/2m + V , and defining 〈F〉 = −〈∇V 〉, one finds

�〈p〉
�t

= 〈F〉 ,
�2〈x〉
�t2

= 1

m
〈F〉 , (6.12)

in agreement with the classical equation. Hence, the linearity of (6.3) results in the
linearity of the relations (6.12), which are not however quantum relations (they have
a classical form).
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Quantum toQuantum: RenormalizationGroup. In some cases one can prove that
coarse-graining a Hamiltonian system leads to another Hamiltonian system with the
same Hamiltonian but different values of the constants. One example is the Wilson
approach to renormalization theory, where the high momentum degrees of freedom
in the generating functional Z [J ] are integrated out, leading to the renormalization
group relating parameters of the original Lagrangian to the new Lagrangian (see [93,
pp. 394–409] or [121, pp. 341–345]). However, this is possible only in restricted
circumstances [93, pp. 402–403].

Another example is the Kadanoff construction, explicitly coarse-graining an Ising
model, and thereby defining a coarse-grained lattice and block spin variables. The
coarse-grained dynamics are governed by a Hamiltonian that is a function of the
coarse-grained variables on the coarse-grained lattice [25, pp. 237–242]. Indeed,
the block spins interact via the same Hamiltonian as the original spins, leading to
a scaling of free energy and applicability of the Wilson renormalization group (see
[117] and [25, pp. 245–248]).

Quantum to Quantum: Effective Theories. In some cases, coarse-graining will
result in a Hamiltonian theory at the higher level, but with a Hamiltonian that has
a different form. This is the case of effective field theories that emerge at higher
level from the underlying physics (see [58] and [121, pp. 437–440]: an effective
Lagrangian or Hamiltonian governs the higher level dynamics, but it is different
from the original one. One cannot always derive this higher level effective action by
explicit coarse-graining, but one can often determine the form the effective action
should take by symmetry and conservation principles. The classic example [121,
p. 441] is Fermi’s β-decay theory [116], now embodied in Fermi’s Golden Rule
[100, p. 332], which is of wide application (see, e.g., [27, pp. 84–86] or [54, pp.
20, 165–166]).

Other examples are effective field theories of a Hall fluid [121, pp. 302–303] and
of proton decay [121, pp. 440–441]. Amore recent application relates to gravitational
theory and the early universe. When one treats cosmological inflation in the early
universe as being due to an effective theory, integrating out physics above some
energy scale 	 induces non-renormalizable operators in the effective theory. This
can also lead to corrections to the kinetic terms which contain higher powers of
derivatives. The effects on the early universe are different than in the standard theory
(see [51, 52] and references therein).

Quantum to Quantum: Long Range Order. The electron system in superconduc-
tors can exhibit long range order, with strong correlations in the wave functions of
pairs of particles over distances longer than the coherence length [124, pp. 402–403].
Hence, one can introduce a macroscopic wave function 
(r) (the Ginzburg–Landau
order parameter) for the superfluid component of the electron density, leading to
flux quantization [124, pp. 404–405] as a macroscopic manifestation of quantum
mechanics.
(r) obeys a time dependent Schrödinger equation [124, (11.87)], which
underlies the Josephson effect [124, pp. 405–410].

This is possible only in the context of metals with a periodic lattice structure, or
other materials that allow superconductivity [124, pp. 396, 410–414]. The restricted
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nature of the contexts that allow this emergence of higher level effective quantum
equations is shown by the great difficulty in identifying superconductors other than
metals. In the case of metals, it is only possible when the temperature is exceedingly
low, so that the non-linear interactions that would occur at higher temperatures are
suppressed.

6.2.2 Statistical Mechanics

Statistical mechanics characterises the way higher level variables emerge from
statistical disorder at the lower levels.

6.2.2.1 The Classical Case

In the classical case, coarse-graining the underlying atomic theory leads to themacro-
scopic gas laws, thermodynamics, and thermal properties of gases [4, pp. 434–518].
There is no similarity between the underlying theory and the emergent theory, except
for the constraints that suitablemass, energy, andmomentumconservation laws apply
at both levels.

In the kinetic theory of gases, on coarse-graining, the pressure P exerted by a
gas of molecules of mass m and number density n is determined by their average
velocity as follows:

P = nmv2

3
. (6.13)

Thus the macroscopic pressure P is an emergent property, given by the average
of the kinetic energy per molecule mv2/2, which is a microscopic property. The
temperature T is given by

T = mv2

3kB
, (6.14)

where kB is the Boltzmann constant. The macroscopic variables are related by the
ideal gas law

PV = NkBT , (6.15)

where N is the number of molecules, each of mass m, enclosed in a container of
volume V , and kB is the Boltzmann constant. Similarly all the effective high level
variables (P , T , etc.) are formed of equivalence classes of lower level variables:
huge numbers of lower level states correspond to the same coarse-grained higher
level state, with the entropy of the state being a measure of this multiplicity. As
explained by Penrose [90, pp. 25–34], Boltzmann’s entropy formula can be written

S = k log Vm , (6.16)
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where Vm is the volume of the coarse-graining region in phase space that has a macro
property p (it defines the equivalence class of micro-states giving that macro state).
The huge size of these volumes leads to the second law of thermodynamics [90]. It
is the very existence of these equivalence classes that characterizes the existence of
top-down causation: one only has a handle on the macro properties, not the micro
ones. Altering amacro variable, e.g., changing the volume from Vm(t1) to a new value
Vm(t2), results in any one of an equivalence class of micro-states corresponding to
the new macro state. This change of the macro state alters the micro-states so that
other macro variables vary according to the emergent macro relation (6.15), but it
does not determine the specific micro outcome.

6.2.2.2 The Quantum Case

In the quantum case, new features come in because of the indistinguishability of
particles, leading to new ways of counting states that result in Fermi–Dirac and
Bose–Einstein statistics.

Boson Gas. In the case of a boson gas, the wave function at the quantum level
is symmetric [29, pp. 205–211], resulting in the Bose–Einstein distribution law [4,
pp. 528–530] on coarse-graining. Non-linearmacroscopic laws of behaviour emerge,
describable in purely classical terms. For example, in the case of photons, one obtains
the blackbody spectrum for radiation [4, pp. 7–11, 531–532], and the associated
formula for energy density and pressure of a photon gas:

ρ(T ) = 8πh

c3

∫ ∞

0

ν3dν

ehν/kT − 1
, p(T ) = ρ(T )

3c2
. (6.17)

The key point is that these are relations for classical variables: there is nothing
in the behaviour at this higher level corresponding to superposition of states or
entanglement. The situation is shown in Table6.2.

Similarly, one obtains the macro formula for the pressure and density of a gas
of molecules with zero integral spin [4, (13.32)]. In a metal, a phonon gas leads to
a formula for the heat capacity CV of a solid [4, (13.28)]. These are all emergent
classical properties, as in the case of the energy density and pressure in (6.17).

Fermi–Dirac Gas. In the case of an electron gas, the wave function at the quantum
level is antisymmetric [29, pp. 205–211], resulting in Fermi–Dirac statistics [4, pp.
519–522]. This again results in higher level non-linear behaviour describable in

Table 6.2 The emergence of higher level effective classical variables from the underlying quantum
theory

Classical level Gas laws Temperature T , density ρ, pressure p

Coarse grain ⇑ ⇑ Bose–Einstein statistics

Quantum level Photon gas Symmetric wave function
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purely classical terms, e.g., the thermoelectric current density coming from a metal
surface in terms of the temperature of the metal [4, (13.11)].
Overall, the emergence of these classical levels from the underlying quantum theory
is in accord with the view put forward in the previous chapters:

Higher Level Emergence. Each of the higher levels of the hierarchy of complexity is real
in its own right, described by relevant variables for that level, and laws of behaviour that are
effective at that level. These variables and interactions emerge from the underlying quantum
variables, and in many if not most cases, are classical variables.

But the word ‘effective’ sounds pejorative: they are the laws of behaviour applicable
at that level. When equilibrium occurs, classical higher level thermodynamic behav-
iour emerges from the underlying quantum structure and reliably characterises what
happens at that level, as for example in (6.17). The way this happens is presented by
Gemmer et al. [54].

The essential point is that the statistical interactions between the components
that lead to equilibrium destroy any coherence among the higher level variables:
they do not display either constructive interference or destructive interference. An
example is that the transition to equilibrium in a crystal relies on the Umklapp
process [54, p. 223], which does not preserve momentum, and so is not a unitary
process. Presumably, this corresponds to frequent collapse of the wave function at
the micro-level: for if that does not take place, the necessary interactions between
the components for thermalisation will not have occurred, and they can be expected
to occur very frequently.

The key feature of such emergence is as follows:

Bottom-UpEmergence. Themacro laws (6.15) and (6.17) hold independently of the context.
For example, the size and shape of the container, what it is made of, and the history of the
gas are irrelevant. This is the hallmark of pure bottom-up effects.

Thus blackbody radiation is the same in the very early universe and in a laboratory
today. This great difference in context is irrelevant.

6.2.3 Condensed Matter Physics

Gases are disordered, so straightforward statistical physics determines what happens.
However, solids are a different matter: they are often comprised of highly ordered
emergent structures. Specifically, crystal structures are highly orderedbecause energy
minimisation leads to molecules forming symmetric patterns characterised by dis-
crete symmetry groups. Theymay occur naturally, as in the case of felspar and quartz.
However, often they can only occur through careful manufacturing processes, as in
the case of sheet glass, metals such as in copper wires, semiconductors (where a high
degree of chemical purity and crystalline perfection is required), superconductors,
and so on. These emergent physical structures, with their specific symmetries, lead
to particular electronic band structures and optical properties, which then act down
to determine electronic properties.
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6.2.3.1 Lattice Waves and Quasiparticles

The periodic crystal structure in a metal leads via Bloch’s theorem [124, pp. 16–20]
to lattice waves [124, pp. 27–75], and an electronic band structure depending on the
particular solid involved [124, pp. 93–94, 119–128], resulting in all the associated
phenomena deriving from the band structure. The entire machinery for describing
the lattice periodicity refers to a scale much larger than that of the electron, and hence
is not describable in terms appropriate to that scale. Thus these effects are all macro
properties of the solid, i.e., the crystal structure, which emerges from the lower level
interactions.

This can then lead to the existence of quasiparticles such as phonons [124, pp.
59–62] that result from vibrations of the lattice structure, and hence associated phe-
nomena such as the U-process, whereby momentum in electron scattering processes
is transferred to the system as a whole. It also leads to Cooper pairs, produced by
the exchange of phonons between electrons [124, pp. 382–386] and hence to super-
conductivity [124, pp. 386–394] and associated phenomena such as superfluidity in
metals [124, pp. 394–396]. Other examples are holes, conduction electrons with neg-
ative effective mass as determined by the energy surface E(k) [124, pp. 182–186],
which are central to the physics of semiconductors [124, pp. 59–62], and plasmons,
particles derived from plasma oscillations. The quantum Hall effect is a result of the
existence of composite fermions, realised in the interface between two semiconduc-
tors [65]. The basic dynamics in each case is as shown in Table6.3.

These are emergent phenomena arising from the coming into being of specific
higher level atomic structures, with those crystal structures arising either sponta-
neously, or through purposeful design.

Emergent Effects. Because the electronic band structures and the resultant lower level
entities such as phonons are based on the higher level crystal structure rather than simply
being based solely on properties of the lower level constituent, they are both emergent
phenomena. They simply would not exist if the macro-structure did not exist.

This implies, as discussed below, that they cannot be understood by a purely bottom-
up analysis, as emphasized strongly by Laughlin [73]. This is the key difference
relative to the cases that can be analysed purely by statistical mechanics. In addition,
the very existence of many of these materials cannot be explained in a bottom-up
way: they sometimes only occur in manufactured form. This applies for example to
transistors, most superconducting materials, and even electric wires, and of course
also to the laboratories and complex apparatus by which these properties are tested.

Table 6.3 Emergence leads
to a higher level context that
then results in the existence of
emergent lower level entities

Context Emergent structure Effect Contextual effect

Higher level Lattice structure ⇒ Band structure,

collective oscillations

Emergence ⇑ Context ⇓
Lower level Basic constituents New entities
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6.2.4 Chemistry and Biology

Simple molecules can emerge spontaneously through bottom-up processes, but there
are limits as to how far this can go.

6.2.4.1 Inorganic Chemistry

Basic inorganic chemical properties emerge in a bottom-up way through the various
forces that bind atoms together to form molecules, settling to a most probable state
by minimising energy [8, 72]. The shell structure of the atoms, governed by the
Pauli exclusion principle [29], determines the nature of the binding [86]. One can
understand such molecules by physical principles alone and they can in principle
come into existence spontaneously in a purely bottom-up way, although this depends
on the availability of sufficient supplies of the requisite chemical elements in pure
enough form at the right time and place, which may not easily occur naturally in
some cases.

6.2.4.2 Organic Chemistry and Biology

Much more complex properties occur in microbiology and macrobiology, based on
organic chemistry properties. These are again enabled by the various forces that bind
atoms together to form molecules, settling to a most probable state by minimising
energy. Various kinds of forces occur, as outlined by Watson in his classic book on
molecular biology [111], enabling simple organic molecules to form spontaneously.
Thus molecules such as formaldehyde, polycyclic aromatic hydrocarbons, amino
acids, glycolaldehyde, glycine, fullerenes, and many others have been detected in
interstellar space [68]. Also phospholipid structures can self-assemble.

However, the case will be made below that emergence of the genuinely complex
molecules needed for life, involving primary, secondary, tertiary, and quaternary
structures [6], is only possible when top-down causation is taken into account. This
is because while simple biomolecules can form spontaneously, complex biological
molecules such as haemoglobin, chlorophyll, rhodopsin, kinesin, and dynesin, and
many proteins needed for cellular functioning can only get to be what they are
throughnatural selection,which is a top-downprocess based on the local environment
provided by cells situated in living beings. This applies particularly to information
carrying molecules such as RNA and DNA. As stated by Lodish et al. [78, Sect. 1.2]:

Macromolecules, though, are the most interesting and characteristic molecules of living
systems; in a true sense the evolution of life as we know it is the evolution of macromolecular
structures.
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The same is true a fortiori for biological cells, and all living beings made out of
them: they too can only come into being through natural selection processes [23]. In
the real universe, with its finite lifespan, they cannot come into being by statistical
mechanical processes.

6.2.5 Bottom-Up Effects: Cosmology

Turning from the small to the very large, the major thrust of present day scientific
cosmology [30] is the way the structure of the universe emerges in a bottom-up way
from gravitational interactions between its constituent entities, following Einstein’s
application of the local law of gravitation to determine spacetime structure in the
large. This represents the effect of local physical laws on the large-scale structure of
the cosmos, determining the evolution of the cosmic scale factor S(t) according to
the Friedmann equation

3
Ṡ2

S2
− κρ − 	 = −3k

S2
, (6.18)

where ρ(t) is the total density of matter in the universe and 	 the cosmological
constant. The spatial curvature is k/S2, where k may be 0 (flat spatial sections),
+1 (spherical space sections), or −1 (hyperbolic space sections). The gravitational
equations, however, do not determine k or the spatial topology of universe. The
matter present determines the effective equation of state for ρ(t) and so determines
the evolution of the universe.During the radiation dominated era in the early universe,
the energy density is given by

ρ = ρνe + ρν̄e + ρνμ + ρν̄μ + ργ = aT 4
γ + 7

4
aT 4

ν = 1.45aT 4
γ , (6.19)

so that we have a hot state evolving as

S(t) ∝ t2/3 , t =
(

c2

15.5πGaT 4

)1/2

=⇒ T

1010 K
=

(
t

1.92 sec

)2

. (6.20)

This is the context in which nucleosynthesis takes place, as discussed below. At later
times,

ρ = ρbar + ρCDM + ρDE = ρbar(t0)

S3
+ ρCDM(t0)

S3
+ ρDE , (6.21)

and that is the background for structure formation.
Overall, in a magnificent extension of our understanding of the way apples fall

to the surface of the Earth, the Moon circles the Earth, and the Earth circles the
Sun, we now understand the rate of expansion of the universe as being controlled in
a bottom-up way by the cumulative effect of the gravitational force exerted by all
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the particles in it on each other. And that extrapolation from laboratory scale to the
universe as a whole seems to work. The dynamics of the universe as a whole emerges
in a bottom-up way from the cumulative effect of the dynamics of the particles that
make it up.

6.3 Top-Down Causation

We now turn to the other half of the causal story: namely top-down effects. As
explained in the previous chapters, the higher levels of the hierarchy of complexity
and causation (Table6.1) provide the context within which the lower level actions
take place. By setting the context in terms of initial conditions, boundary conditions,
and structural relations, the higher levels determine the way the lower level actions
occur (Sect. 3.4). The general picture is shown in Table6.4.

The lower levels do the work, but the higher levels decide what is to be done.

This can be regarded as top-down causation in the hierarchy of complexity. Such
causation, in conjunction with bottom-up action, is the key to the emergence of
complexity from the underlying physics [36, 43]. The fundamental importance of
top-down causation is that it changes the causal relation between upper and lower
levels in the hierarchy, in particular enabling inter-level feedback loops.

Proving Top-Down Causation. How do we prove that top-down effects are occur-
ring? One has to show that changing some higher level condition changes lower level
dynamics or behaviour. For example, changing the length of an organ pipe changes
the wavelengths of possible standing waves, so the sound it emits depends on its size.
Similarly, changing the shape of a drum changes the sounds it emits. By contrast,
the blackbody spectrum (6.17) is independent of the size and shape of an oven that
emits blackbody radiation. It is determined by purely local effects.

In this section, I shall look in turn at the following:

• Equivalence classes (Sect. 6.3.1).
• Changing or creating the basic elements (Sect. 6.3.2).
• Types of top-down causation in physics (Sect. 6.3.3).

Table 6.4 The emergent
effective higher level theory
exerts contextual effects on
the operation of the
underlying quantum theory

Level N + 1 Higher level theory Effective Theory

Emergence ⇑ Top-down effects ⇓
Level N Lower level theory Contextual effects

http://dx.doi.org/10.1007/978-3-662-49809-5_3
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6.3.1 Equivalence Classes

Technically, the way this works is that equivalence classes of lower level states
correspond to a single higher level state [9]. For example, in the case of a gas in a
cylinder, a myriad of lower level molecular states si will correspond to a specific
higher level state S characterized by a temperature T , volume V , and pressure p,
which are the effective macroscopic variables. The number of such lower level states
that correspond to the higher level state determines the entropy of that state [90].
One can only access the equivalence class by manipulating higher level variables
rather than the detailed lower level variables, so one cannot determine by higher
level action which specific lower level state si realizes the higher level state S.
(But there is a proviso: one can design the kind of apparatus that occurs in a quantum
optics laboratory so that some higher level variables access specific lower level states.
However, these are exceptional situations.) Philosophers characterise this existence
of equivalence classes through the phrase ‘multiple realization’ of the higher level
state.

6.3.2 Changing or Creating the Basic Elements

One further point of importance is that it is not necessarily the case that one always
has unchanging lower level elements being combined in different ways to form
higher level complex structures. It may occur that the higher level context actually
changes the very nature of the lower level entities that are combined to make the
whole. An example from physics is that a free neutron has completely different
behaviour than one bound in a nucleus: the former decays with a half life of 11min,
the latter last billions of years. Therefore, its essential nature is changed by context.
An example from chemistry is that a free hydrogen is quite different than a hydrogen
atom incorporated in a water molecule. It is an essentially different entity. More than
that, top-down effects may even create the lower level elements (see Sect. 6.2.3.1) or
delete them (see Sect. 6.5.1 on adaptive selection below).

Thus the idea of higher level causation being due to interactions between invariant
lower level elements is crucially wrong. The existence of the lower level elements,
and the nature of the interactions between them, can be contextually dependent.

6.3.3 Types of Top-Down Causation in Physics

The different classes of top-down causation have been discussed in previous chapters,
but some of them (TD4 in Sect. 4.4 and TD5 in Sect. 4.5) only occur in the context
of biological systems. In the case of purely physical systems, we have:

http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_4
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• Deterministic Top-Down Causation (TD1). This is ubiquitous (Sect. 4.1). The
way boundary conditions affect outcomes is a standard part of physical under-
standing, leading to effects such as shaping the sound of a violin and hearing the
shape of a drum. Furthermore, contextual variables control lower level systems in
cases such as nucleosynthesis in the early universe and in stars.

• Adaptive Selection (TD3). Selection of a preferred outcome from an ensemble of
entities or states (Sect. 4.3), which also occurs in physical systems, for example,
in state vector preparation, nanotechnology selection procedures, and purification
procedures which are critical to the very existence of the study of chemistry and
solid state physics.

By contrast, feedback control (TD2) (Sect. 4.2) probably does not occur in natural
physical systems, but only in engineered systems and biology (feedback processes
occur in astrophysics and geophysics, but they are not control processes governed
by goals.)

6.4 Deterministic Top-Down Effects in Physics (TD1)

Examples of deterministic top-down causation (TD1) in physics include:

• The effects of contextual variables (Sect. 6.4.1).
• The effects of boundary conditions (Sect. 6.4.2).
• Effective potentials and structural conditions (Sect. 6.4.3).
• Binding energies (Sect. 6.4.4).
• Features of computational mechanics (Sect. 6.4.5).

6.4.1 Contextual Variables

Outcomes in physics depend on the values of macro variables which are the context
of the micro-state, hence they influence micro variables in a top-down way. This is
quite non-controversial, it is just not usually expressed in this way.

A simple example is provided by the ideal gas laws (6.15) with macro variables
(6.13), (6.14), and micro variables the particle positions and velocities. For gas con-
strained in a cylinder by a piston, we can change the micro-states by altering macro
variables, e.g., by compressing the gas, that is, by changing V , which then changes
lower level states (speeding up the molecules and so changing their positions). This
is the top-down effect of the higher level variables on lower level states. The univer-
sal constant R is the link between the micro and macro states, because it relates the
energy of micro-states to the values observed at the bulk level. The relation between
the macroscopic variables pressure P , volume V , amount of gas n, and temperature
T does not depend on detailed microscopic variables such as velocities, positions,

http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_4
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and masses of any specific molecules. Indeed, we don’t know those values. The gas
is simply constrained by the cylinder and piston.

Equivalence Classes of Lower Level States. The variables at the macro-level are
the only handle we have on lower level states: we cannot (except in unusual cir-
cumstances) manipulate the micro-level variables directly. The set of all lower states
corresponding to a single higher level state form an equivalence class as far as the
higher level variables and behaviour are concerned. They are characterised by corre-
sponding subspaces of the particle phase space [90], and are the effective variables
that matter in terms of controlling the gas behaviour, rather than the specific lower
level state that instantiates the higher level one. This is why lower level equivalence
classes, rather than individual lower level states, are the key to understanding the
dynamics: engineering design will specify the higher level state required, and the
engineer has no interest in which specific lower level states instantiate the specified
higher level variables as an engine or refrigerator performs its duty cycle.

6.4.2 Effect of Boundary Conditions

Solutions of partial differential equations (PDEs) depend on sources and boundary
conditions, either at infinity or on some finite boundary. This is standard fare in
theoretical physics [26] and examples abound:

• A standard example is boundary conditions at infinity (a macro state) governing
outgoing radiation from an antenna, and hence influencing local electron move-
ments and field configurations [63].

• More complex is the reaction–diffusion equation

∂t q = D∇2q + R(q) , (6.22)

which creates spatial patterns that depend on the boundaries set by context, with
results that are significant in biological pattern formation [85]. The local distribu-
tion of molecules is shaped by these larger scale conditions.

• A classic example is hearing the shape of a drum [66]. The frequencies at which
a drumhead can vibrate, and hence the positions of the atoms that make up the
drumhead, depend on its shape. The Helmholtz equation tells us the frequencies
if we know the shape. These frequencies are the eigenvalues of the Laplacian in
the region.

• The distinctive sound of a particular violin is the result of interactions between its
component parts when a bow is drawn across the strings, causing them to vibrate
and transmit the vibration to the body of the violin. The tension and type of strings,
the structure of the bow, and the shape and construction of the body will all affect
the tonal quality of the sound by selecting which atoms move where and when
[120].
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6.4.3 Structural Conditions and Effective Potentials

6.4.3.1 Structural Conditions

An important form of top-down causation in complex systems is through structural
conditions, such as the electrical wiring which channels currents in electric circuits.
These circuits are an emergent higher level entity arising out of the configurations
of the atoms that make up the wiring. One does not need to include a representation
of each individual interacting atom to characterise the wiring diagram or function.
It is the specific nature of the connections that matters: which relay, transistor, or
other component is connected to which through the specific wiring pattern used.
This connectivity pattern cannot be reduced to a description simply in terms of the
properties of atoms or electrons, even though it is made up of them. It is a higher
level of structure, described at a different scale.

The key feature here is not just that an electric wire allows currents to flow along
the wire; it is that it prevents them flowing orthogonally to the wire, because the
resistance of the insulation surrounding the wire is effectively infinite. This feature
can be represented by a square well potential. Thus electrical wiring systems can
be represented through an effective potential system which channels the flow of
electrons. Other examples range from integrated circuits to split-gate devices used in
nanotechnology [83, pp. 96, 104, 112], to telephone systems, chemical plants, and
neuronal connections via dendrites and axons in a brain.

Constraints Create Possibilities. In each case it is the constraints created by the structure
that channel lower level causation and so create possibilities that are not there when this
structure is not present, as in a gas.

6.4.3.2 Effective Potentials

One can use effective potentials to represent such higher level structures emerging
from the underlying physical levels, and then acting down on the lower level compo-
nents to channel the way they interact with each other. One does not need to include a
representation of each individual interacting atom in the structure. Rather one repre-
sents the interactions between many atoms in terms of an effective overall potential,
representing the contextual system, i.e., the network of interconnections, as a single
functional entity.

These are examples of the method of mean field theory [25, pp. 198–208], which
can be applied in many other contexts as well as representing structural conditions.
Gemmer et al. give an illuminating example [54, pp. 74–77] in there discussion of
an ideal gas in a container. The container provides the environment for the gas and
is made up of an interacting set of particles [54, Fig. 7.2]. Starting with a standard
interaction Hamiltonian, coarse-graining leads to an effective ‘box’ potential V̂ g for
each gas particle, comprising the mean effect of all the atoms in the container walls.
This mean potential is then the higher level context within which the gas particle
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moves. It can be represented [54, Fig. 7.3] by a smooth set of equipotential lines, the
transition from Figs. 7.2 and 7.3 being a classic illustration of the coarse-graining
process. One can regard the result as top-down action by the potential (regarded as
an entity in its own right) on the gas particles. The underlying equivalence classes
are all the different configurations of particles making up the container that lead to
the same effective potential. It is the equivalence class, equivalent to a macro state,
that is the significant causal entity, rather than any detailed particle configuration
that leads to the potential. It is precisely because this approach makes sense that it
is meaningful to refer to a cylinder containing the gas in an engine. The cylinder is
given functionally by the effective potential that contains the gas particles within a
specific volume. This is the higher level reality that engineers deal with.

Similar examples are the potential wells used in nuclear shell models [31, pp.
140–144], and the Slater treatment of complex atoms, explained by Pauling and
Wilson in the following terms [87, p. 230]:

All of the methods we shall consider are based on the approximation in which the interaction
of the electrons with each other has either been omitted or been replaced by a centrally
symmetric force field approximately representing the average effect of all the other electrons
on the one under consideration.

6.4.4 Binding Energies and Altered Properties

When there are such terms in the interaction representing the overall context, this
will result in changes in energies. An important example is nuclear binding energies,
the cost of putting emergent nuclear structures together, which can be reclaimed on
dismantling the structure [70]. These energies would not be there if the structure (a
nucleus) was not there, so it is a direct result of the existence of the higher level
structure. Nucleons on their own have no such energy term. These are of course of
crucial importance in nuclear physics, leading both to the stability of matter under
ordinary circumstances and the possibility of extracting nuclear energy is a suitably
hot environment. Similarly, there are atomic binding energies, key in atomic physics,
and molecular binding energies, of crucial importance in chemistry. Each is associ-
ated with a threshold above which entities are dissociated and release energy (e.g.,
burning of a material) and below which they are stable. In each case the energy is
associated with the emergent structure, not with the parts that make it up.

Associated with this is the fact that bound entities may interact in a different way
with external particles or fields than when they are free. Thus electrons bound in an
atom interact with light to give spectra characteristic of the atom, while free electrons
just scatter light. The nature of the photon–electron interaction is quite different in
these two contexts. As mentioned before, neutrons decay by β-decay when free,
with a half-life of about 10min, emitting an electron and an electron anti-neutrino,
but they last billions of years when bound in a stable nucleus because of the Pauli
exclusion principle. The same fundamental particle interactions give quite different

http://dx.doi.org/10.1007/978-3-662-49809-5_7
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outcomes in different settings. But it is the way an entity interacts with others that
characterises what it is. These entities have changed their nature due to their local
context (Sect. 6.3.2).

6.4.5 Computational Mechanics

This bookhas emphasized theway top-downeffects are characterisedby the existence
of equivalence classes of lower level entities as the key to a dynamic process. Shalizi
and Crutchfield [106] have developed computational mechanics, an approach to
structural complexity, that is based on causal states of a process being represented
in such a way. Hence it is in fact a representation of top-down effects. They call the
dynamics of this representation an ε-machine, and show that it is the minimal one
consistent with accurate prediction.

The core of this approach is to focus attention on patterns within a statistical
ensemble and their possible representations. Using ideas from information theory,
they define causal states that are equivalence classes of behaviors. The structure of
transitions between causal states is the ε-machine. They show that the causal states
are ideal from the point of view of Occam’s razor, being the simplest way of attaining
the maximum possible predictive power. And the causal states are uniquely optimal.
Computational mechanics is not characterised as such, but in fact seems an intriguing
way of developing aspects of top-down causation in physical systems.

6.5 Adaptive Selection in Physics and Chemistry (TD3)

The process of adaptive selection (see Sect. 4.3) [53, 67] is ubiquitous in biology
[23] and the way the brain functions (Chap. 7). It is perhaps something of a surprise
that it also occurs in the contexts of physics and chemistry. Here I consider in turn:

• Adaptive selection (Sect. 6.5.1).
• Maxwell’s demon (Sect. 6.5.2).
• Separation and purification processes (Sect. 6.5.3).

6.5.1 Adaptive Selection

The basic process in adaptive selection is that selection takes place from an ensemble
of initial states to produce a restricted set of final states that satisfy some given
selection criterion. The process is summarized in Table6.5.

http://dx.doi.org/10.1007/978-3-662-49809-5_4
http://dx.doi.org/10.1007/978-3-662-49809-5_7
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Table 6.5 The basic features of adaptive selection

System state ⇐ Selection agent: selects state

Variation ⇓ ⇑ Meta-goals

Ensemble of system states ⇒ Preferred state in ensemble ⇐ Selection criteria

⇑
Environment

Selection takes place from an ensemble of states, the selection being based on the action of some
selection criteria in the context of the specific current environment

In effect, in a selection event, the selection agent compares the entities available
in the initial ensemble to determine the best candidates on the basis of the preset
selection criteria, evaluated in the current environmental context. The best candidates
are selected and retained as the outcome of the event and the rest are discarded. The
meta-goals embodied in the selection criteria do not necessarily lead to a specific final
state (although theymay do in some restricted circumstances): rather they lead to any
one of a class of states that tends to promote the meta-goals. Thus the final state is not
uniquely determined by the initial data. Random variation influences the outcome by
leading to a suite of states from which an adaptive selection is made in the context of
both the selection criteria and the environment. Note that it can take place in a one-off
form: in biology it gains its enormous strength because it is repeated so many times,
but that repetition is not essential to the concept of selection. One could call it simply
selection, but I prefer adaptive selection, to emphasize that it always takes place as
a consequence of the existence of selection criteria, which are higher level entities
in the hierarchy of causation. Hence this is another form of top-down action [36].
Examples are Maxwell’s demon (Sect. 6.5.2), purification processes (Sect. 6.5.3),
decoherence (Sect. 6.6.2), and state vector preparation (Sect. 6.6.5).

6.5.2 Maxwell’s Demon

Selection is what enables an apparent local violation of the second law of thermody-
namics, as in the case ofMaxwell’s demon (see [2, pp. 4–6], [24, pp. 186–189,196–
199], [49, Sect. 46–5], [74]). This is indeed an example of an adaptive selection agent,
acting against the local stream of entropy growth by selecting high-energy molecules
from those with random velocities approaching a trap-door between two compart-
ments. The selection criterion is the threshold velocity vc, deciding whether a mole-
cule will be admitted into the other partition or not. It is significant that Maxwell’s
demon type devices can be created in the lab [95, 96, 99, 102], explicitly demon-
strating that adaptive selection can arise in a quantum physics context. It occurs also
in microbiology, where active transport systems are enabled by voltage-gated ion
channels [76, pp. 191–206].
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6.5.3 Separation and Purification Processes

Particularly important is the way separation and purification processes underlie our
technological capabilities by enabling us to obtain specific chemical elements and
compounds as needed. This is another case of adaptive selection, locally going against
the grain of the second law of thermodynamics at the expense of the environment.

The specific processes that enable these non-unitary effects are detailed in [7, 60].
Methods used include adsorption, centrifugation, chromatography, crystallization,
decantation, distillation, electrophoresis, evaporation, leaching, flotation, floccula-
tion, filtration, magnetic separation, precipitation, sedimentation, sieving, sublima-
tion, and winnowing. Indeed, one can use almost any physical or chemical difference
between components as the basis of separation and purification, for example, dif-
ferences in size, shape, mass, density, electric or magnetic properties, or chemical
affinity. Chemistry and chemical engineering would be impossible if it were not
for this capability, as well as most of civil, electrical, mechanical engineering, an
manufacturing, which all depend on using the right components made of the right
materials for specific purposes.

6.6 Top-Down Effects: Micro Physics

Quantum theory underlies all physics, so it is of interest to see where top-down
effects can occur in this domain. It happens in terms of the following:

• Open systems and their environment (Sect. 6.6.1).
• Decoherence (Sect. 6.6.2).
• Lattice waves and quasiparticles (Sect. 6.6.3).
• Topological effects (Sect. 6.6.4).
• State preparation (Sect. 6.6.5).
• Measurement (Sect. 6.6.6).

6.6.1 Open Systems and Their Environment

Effect of the Environment on the System. Following Breuer and Petruccione,
consider an open quantum system S (‘the system’) coupled to another quantum
system B (‘the environment’), with respective Hilbert spaces HS and HB [21, pp.
110–120]. TheHilbert spaceH of the combined system T = S+B isH = HS⊗HB.
The total Hamiltonian HT is taken to be of the form

HT = HS ⊗ IB + IS ⊗ HB + ĤI (t) , (6.23)
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where HS is the self-Hamiltonian of the open system, HB the free Hamiltonian of
the environment, and ĤI(t) the Hamiltonian describing the interaction between the
system and the environment. Now an ensemble E of pure ensembles Eα for the total
system S with weights wα has a density matrix

ρ =
∑

α

wα|ψα〉〈ψα| . (6.24)

The reduced density matrix for the system S, given by tracing out the environment,
is

ρS = trSρ . (6.25)

It follows from the unitary evolution of the total density matrix ρ that the reduced
density matrix evolves according to the Lindblad master equation

d

dt
ρS(t) = −i

[
H, ρS(t)

] + D
(
ρS(t)

)
, (6.26)

where the unitary part of the dynamics is generated by the new Hamiltonian H and
the dissipator D(ρS) is determined by the spectral decomposition of the density
matrix ρB of the environment [21, pp. 103–119]. The viewpoint here is that shown
in Table6.6.

The two key points then are that (i) in general H �= HS—this is what opens the
way to the renormalization group and higher level effective Hamiltonian theories—
and (ii) generically D(ρS) �= 0, i.e., the higher level system is not Hamiltonian, and
hence (6.26) is associated with the generation of entropy (see [21, pp. 123–125] and
[122]). This carries through to all the other versions of the master equation, e.g.,
the interaction picture master equation [21, p. 130] and the quantum optical master
equation [21, pp. 140–149].

6.6.1.1 The Caldeira–Leggett Model

This is a system plus heat reservoir model for the description of dissipation phenom-
ena in solid state physics (see [21, pp. 166–172] and [22]). Here the Lagrangian of
the composite system T consisting of the system S of interest and a heat reservoir R
takes the form

LT = LS + LR + L I + LCT , (6.27)

Table 6.6 The system plus
environment evolve in a
Hamiltonian way, and interact
with each other. When the
environment is traced over,
the system evolves in a
non-Hamiltonian way

(Hamiltonian) System plus environment T
⇓ ⇓ (Coarse-grained)

System S ⇐⇒ components ⇐⇒ Environment B
(Non-Hamiltonian)
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where

LS = 1

2
Mq̇2 − V (q) , (6.28)

L I = q
∑

k

Ckqk , (6.29)

LR =
∑

k

1

2
mk

(
dqk
dt

)2

−
∑

k

1

2
mkωk2q

2
k , (6.30)

LCT = −q2
∑

k

1

2
C2
k /mkω

2
k , (6.31)

are respectively the Lagrangians of the system of interest, interaction, reservoir, and
counterterm (see below). The reservoir consists of a set of non-interacting harmonic
oscillators with coordinates qk , masses mk , and natural frequencies ωk . Each one of
them is coupled to the system of interest by a coupling constant Ck . The counterterm
LCT is introduced to cancel an extra harmonic contribution that would come from
the coupling to the environmental oscillators. This term represents a top-down effect
from the environment to the system, because L I completely represents the lower
level interactions between the system and the environment. The effect of the heat
bath is more than the sum of its parts when LCT �= 0, because the summed effect of
those parts is given by L I. The term LCT is a contextual term, because it would not
be there if there was no heat bath.

6.6.2 Decoherence

Decoherence is the process whereby the environment (a macro context) decoheres
the wave function and selects preferred pointer states, thus crucially determining
the nature of micro outcomes (see [21, pp. 212–270], [62, p. 155], and [118, pp.
121–141]). Zurek argues that this can be seen as a Darwinian-like process he calls
environmental selection (Einselection) [125, 126]. This can therefore be seen as
a case of top-down causation by adaptive selection (Sect. 6.5.1): the lower level
dynamics does not by itself determine the outcome, which is shaped by the higher
level context of the environment.

6.6.3 Lattice Waves and Quasiparticles

The basic idea was discussed in Sect. 6.2.3.1. Higher level emergent structures lead
to the existence of lower level entities that then cause interesting physical effects.
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6.6.3.1 Band Structure and Quasiparticles

The periodic crystal structure in a metal leads via Bloch’s theorem [124, pp. 16–20]
to lattice waves [124, pp. 27–75] and an electronic band structure depending on the
particular solid involved [124, pp. 93–94,119–128], resulting in all the phenomena
associated with the band structure. The entire machinery for describing the lattice
periodicity refers to a scale much larger than that of the electron, and hence is not
describable in terms appropriate to that scale. Thus these effects all exist because
of the macro properties of the solid, i.e., the crystal structure, and hence represent
top-down causation from that structure to the electron states.

For example, this can lead to the existence of quasiparticles such as phonons
[124, pp. 59–62] that result from vibrations of the lattice structure, and hence asso-
ciated phenomena such as the U-process whereby momentum in electron scattering
processes is transferred to the system as a whole. Other examples are holes, con-
duction electrons with negative effective mass as determined by the energy surface
E(k) [124, pp. 182–186], which are central to the physics of semiconductors [124,
pp. 59–62], and plasmons (particles derived from plasma oscillations). The quantum
Hall effect is a result of the existence of composite fermions, realised in the interface
between two semiconductors [65]. In all cases, it is the higher level context that
leads to their existence, because it determines the form of E(k). This represents the
effective result of the existence of the macro structure, similarly to the way effective
potentials do (Sect. 6.4.3).

6.6.3.2 Superconductivity

In superconductivity, despite their repulsion for each other, the electrons form pairs
(called Cooper pairs), which are the basic entities of the superconducting state. This
happens by a cooperative process: the negatively charged electrons cause distortions
of the lattice of positive ions in which they move, and the real attraction occurs
between these distortions. TheCooper pairs are produced by the exchange of phonons
between electrons [124, pp. 382–386] and lead to superconductivity [124, pp. 386–
394] and associated phenomena such as superfluidity in metals [124, pp. 394–396].
The Nobel lecture by Laughlin [73] discusses the implications (see Sect. 5.5.1).

The claim made here is that this dynamics is possible because of top-down cau-
sation. They are emergent phenomena in the sense that they simply would not exist
if the macro-structure did not exist (Sect. 6.3), and hence cannot be understood by a
purely bottom-up analysis.

http://dx.doi.org/10.1007/978-3-662-49809-5_5
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6.6.4 Topological Effects

Some quantum effects, however, are topological effects [16, 119], and as such depen-
dent on non-local emergent properties.1 They are therefore top-down effects.

6.6.4.1 The Quantum Hall Effect

The fractional quantum Hall (FQH) effect is an emergent phenomenon which is not
based on symmetry-breaking, often seen as the basic means by which interesting
emergent structures arise in physics. Instead, FQH states are part of a distinct class
of ordered matter that is defined topologically [71]. Topologically ordered states
result from complex long-ranged correlations between their constituent parts, such
that the system displays strongly irreducible, qualitatively novel properties. This is
clearly a top-down effect from the collective level to the level of the 2D system of
electrons.

6.6.4.2 The Aharanov–Bohm Effect

The Aharanov–Bohm effect [1, 92] is a nonlocal effect in quantum physics when
described in terms of fields, in which an electrically charged particle is affected by
an electromagnetic field (E, H) despite moving in a domain in which both E and H
are zero. However, the paths of the relevant particles circle a domain where E and H
are nonzero. The effect has been observed experimentally [13, 108]. It implies that
holonomy is key to quantum physics.

6.6.5 State Preparation

State vector preparation is key to experimental setups in quantum physics, and is a
non-unitary process, because it can produce particles in a specific eigenstate. Indeed,
it acts just like state vector reduction (6.1), being a non-unitary transition that maps a
mixed state to a pure state. How can this happen in a way compatible with quantum
theoretical dynamics?

The crucial feature of quantum state preparation is pointed out by Isham [62, pp.
74, 134] as follows: selected states are drawn from some collection Ei of initial states
by some suitable apparatus, for example to have some specific spin state, as in the
Stern–Gerlach experiment, and the other states are discarded. This is another case of
adaptive selection (see Sect. 6.5.1): selection takes place from a (statistical) variety
of initial states according to some higher level selection criterion. As explained in
Sect. 6.5.1, this is the characteristic way one can generate order out of a disordered

1See https://physics.aps.org/articles/v1/6 for a brief discussion.

https://physics.aps.org/articles/v1/6
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set of states by a process of selection from an ensemble of systems, and so generate
useful information [98], just as in the case of Maxwell’s demon.

This top-down effect from the apparatus to the particles causes an effective non-
unitary dynamics at the lower levels, which cannot therefore be described by the
Schrödinger or Dirac equations. The apparatus is specifically designed to have this
non-unitary effect on the lower level. This happens in two basic ways:

• separation and selection, which is unitary up to the moment of selection, or
• selective absorption, which absorbs energy and so is non-unitary all the time.

Both are examples of emergence leading to top-down action.

6.6.5.1 Separation and Selection

This is a very general basis for state selection. In the case of the Stern-Gerlach
experiment [50, Sects. 5-1–5-9], collimation of an incoming stream of atoms by
some slits is followed by deflection in a non-uniformmagnetic field, which separates
the initial beam into final beams according to their spin. Each final beam is then a
polarized beam in a prepared spin state. Thuswhenwe choose to examine a particular
spin by selecting one of these beams, one set of incoming states is selected and the
other discarded. A mass spectrometer works on the same principle, separating out
particle masses, as does a spectrograph, where a prism or diffraction grating sorts
out light by wavelength (so one can select a specific pure colour by using a slit to
collimate the light after it has passed through the prism).

Another example is a Nicol prism, used to generate a beam of polarized light [77,
p. 132]. A crystal of Iceland spar is cut diagonally, the two parts being joined by
Canada balsam.When unpolarized light enters the crystal, it is split into two polarized
rays by birefringence (see [59, pp. 111–118] and [77, p. 131]), the decomposition
of a light ray into two rays by an anisotropic crystal. The crystal is shaped so that
one beam is totally internally reflected and lost, while the other emerges parallel to
the incidence direction. Birefringence is caused by electromagnetic polarization in
an anisotropic medium with dielectric tensor εi j resulting from the coarse-graining
of the dipole contributions to the electric field (Sect. 6.2) [63, pp. 116–122].

Polarization is also caused by reflection of light at less than the critical angle
at a surface separating two transparent media. Then partial reflection and partial
transmission take place (see [59, pp. 40–41,108–109] and [77, pp. 109–110]), again
separating the initial beam into two polarized beams. So this can also be used to
prepare polarized states. The anisotropy in this case is caused by the layer separating
the two media. The reflected light is polarized normal to the incidence plane.

6.6.5.2 Selective Absorption

Dichroism is the selective absorption of one polarization state due to a linear structure
in a polarizer, which therefore selects a specific spin state from a beam of incoming
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photons, thereby rejecting the other states. This may be realised by a wire grid
polarizer [59, pp. 105–106]: a set of closely spaced fine conducting wires. If a
wave interacts with these wires, the electric field component parallel to the wires
drives electrons along the wire, generating an alternating current which encounters
resistance.This absorbs energy from this component of the incomingfield, heating the
material. The electrons re-radiate awavewhich further tends to cancel this component
of the incident wave, while the transverse component is not so affected. Hence the
transmittedwave is linearly polarized. The same effect occurs in a polaroid polarizer,
consisting of many parallel microscopic crystals embedded in a transparent polymer
film (see [59, p. 105] and [77, pp. 132–133]). Similarly, a spin-polarized current in
a metal can be generated by passing the current through a ferromagnetic material.

A different example is a filter that absorbs somewavelengths of light and transmits
others, because of the molecular structure of the glass, hence selecting a particular
frequency range by adaptive absorption.

6.6.5.3 Emergence Leading to Top-Down Action

In each case, the underlying unitary quantum electrodynamics leads to emergence
of higher level classical structures (wires, crystals, and so on) that can then act down
to the particle level to cause non-unitary transformations which can change a mixed
incoming beam to a pure state (Table6.7).

As in the case of the band structures of metals, this top-down action depends on
the physical structure of the polarizing material or device as indicated in the above
examples, and so is a case of top-down causation by adaptive selection in the context
of the structure of the material. In the case of separation and selection, the lower level
evolution is unitary until selection takes place. In the case of selective absorption, the
ongoing non-unitary nature of the resulting higher level effective action is reflected
in an energy loss and heating associated with the process.

6.6.6 Measurement

Measurement is a process with significant parallels to the process of state prepara-
tion, in that both can change a wave function that is a superposition of states to an
eigenfunction. Hence they are non-unitary processes that are not equivalent to action
by the Schrödinger equation. The experimental viewpoint is that the macro observer
and apparatus have an existence as macro entities that can be taken for granted, and

Table 6.7 The postulated
contextual view of state
vector preparation

Classical apparatus Non-linear system Non-unitary

Emergence ⇑ Contextual effects ⇓ Adaptive selection

Quantum systems State vector selection Non-unitary
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that can influence quantum states both in terms of enabling state vector preparation,
and in terms of determining the context for outcomes of a measurement, for example,
by determining the axes along which spin will be measured. These are of course both
cases of top-down causation.

Some of the more advanced measurement techniques seem to directly involve
adaptive selection. For example, this occurs in weak measurements, which are based
on post-selection [2, pp. 225–227,230–235]. This way of selecting some outcomes
and discarding others is also central to the generalized theory of quantum measure-
ment characterized by Breuer and Petruccione [21, pp. 83–85]. It may well be worth
pursuing the idea that adaptive selection is the heart of the measurement process
[37].

6.7 Top-Down Effects: Cosmology

Themajor thrust of present day scientific cosmology is that of examining the effect of
local physical laws on the large-scale structure of the cosmos (Sect. 6.2.5). However,
from the earliest times there has also been a counter-theme: the study of the way that
global properties of the universe can influence its local properties. Writers such as
Sciama consistently emphasized the interconnectedness of the universe [104]: each
part interacting with each other part, and with very distant parts being as important
as local regions in these interactions, a prime example being Olbers’ paradox [19].
Because of this interconnection, in principle one can obtain some understanding of
the whole from any part. Indeed, if one were clever enough and understood enough
physics, one could in principle completely deduce the nature of the whole from a
sufficient study of its parts. An example of this line of argument is Bondi’s sugges-
tion that one could in principle deduce the expansion of the universe, and even the
approximate value of the Hubble constant, from the existence of bus tickets.

Cosmology provides the environment for local physics and acts top-down in two
ways. First, it determines contextual variables for local physics (Sect. 6.4.1). This
occurs in particular for the following:

• Element formation (Sect. 6.7.1).
• Structure formation (Sect. 6.7.2).

Second, it sets boundary conditions for isolated systems (Sect. 6.4.2), a form of top-
down constraint. This occurs in particular as regards the following:

• Mach’s principle (Sect. 6.7.4).
• Olbers’ paradox (Sect. 6.7.3).
• The arrow of time (Sect. 6.7.5).
• Existence of isolated systems (Sect. 6.7.6).

Together these show how local systems are indeed influenced by the universe at large
[34, 45].
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6.7.1 Element Formation

The way cosmology determines the rate of change of temperature with time in the
early universe is discussed in Sect. 6.2.5. In this hot big bang epoch in the early
universe, we can use standard physical laws to examine the processes going on in
the expanding mixture of matter and radiation [30, 94, 112]. At very early times and
high temperatures, only elementary particles can survive and even neutrinos had a
very small mean free path. But as the universe cooled down, neutrinos decoupled
from the matter and streamed freely through space. At these times the expansion
of the universe was radiation-dominated, and we can approximate the universe then
by models with k = 0, p = ρ/3, and 	 = 0, the resulting simple solution of the
Friedmann equation uniquely relating time to temperature, see (6.20) (there are no
free constants in this equation).

Nucleosynthesis refers to the formation of the light elements. Above about 109 K,
nuclei could not exist because the radiation was so energetic that as fast as they
formed, they were disrupted into their constituent parts (protons and neutrons).
However, below this temperature, if particles collided with each other with suffi-
cient energy for nuclear reactions to take place, the resultant nuclei remained intact
(the radiation being less energetic than their binding energy and hence unable to dis-
rupt them). Thus the nuclei of the light elements—deuterium, tritium, helium, and
lithium—were created by neutron capture. This process ceasedwhen the temperature
dropped below about 108 K (the nuclear reaction threshold). In this way, the propor-
tions of these light elements at the end of nucleosynthesis were determined and they
have remained virtually unchanged since. The rate of reaction was extremely high.
All this took place within the first three minutes of the expansion of the universe.
Theory and observations agree extremely well, and this is one of the major triumphs
of the big bang theory:

Nucleosynthesis. Theory and observation are in excellent agreement provided the density of
baryons is low, i.e., �bar 0 ≈ 0.044. Then the predicted abundances of these elements (25%
helium and 75% hydrogen by mass, the others being less than 1%) agrees very closely with
the observed abundances.

Thus the standard cosmological model explains the origin of the light elements
in terms of known nuclear reactions taking place in the early universe [103, 112].
However, heavier elements could not have formed in the time available (about 3min).

Because the global expansion rate and resulting temperature–time relation (6.20)
determines the outcome of the local physical interactions at the time of nucleosyn-
thesis, one can use measurements of element abundances to constrain the dynamics
of the early universe and hence to help fix cosmological parameters such as the
average density of baryons. This has an important outcome: it tells us dark matter is
non-baryonic [30, 94].
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6.7.2 Structure Formation

In a similar way, structure formation in the expanding universe is controlled initially
by contextual variables related to the expansion rate of the universe. This is true for

• the initiation of perturbations during inflation,
• their evolution as acoustic waves during the hot big bang era,
• the subsequent growth of perturbations due to gravitational attraction in the early
matter-dominated era.

(see [30, 94] for discussion). I will illustrate the point just by considering the latter
era, when in terms of the gauge invariant and covariant fractional density Da , the
linear perturbation growth equation is [40]

(Da)
.. + 2

3
�(Da)

. − 1

2
κρDa = 0 , (6.32)

where � is the background expansion rate and ρ the background energy density.
These are determined by the Friedmann equation and conservation equation, giving
the background dynamics at this time as:
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The second order perturbation equation (6.32) becomes
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Da = 0 . (6.34)

The solution is
Da = t2/3C1a + t−1C2a , (6.35)

showing how there are power law growing and decaying modes. Thus cosmological
contextual variables determine the rates of growth and decay of inhomogeneities due
to gravitational attraction. One can make the point forcefully by noting that, if the
inhomogeneitywere to occur in a static universe (whichwould require a cosmological
constant), then we would have� = 0, ρ = constant in (6.32) and the inhomogeneity
growth would be exponential rather than a power law.

Putting together the various points mentioned above and working out the effects
on the cosmic microwave background interacting with dark matter and baryons dur-
ing the hot big bang era [30], one can use observations of the angular power spectra of
the microwave background and its polarisation to put useful constraints on inflation-
ary universe models [80, 81]. This is illustrated in Fig. 6.2. The galaxy cluster and
WMAP limits are derived by studying the effect of the background model on struc-
ture formation in the expanding universe. They are much tighter than those derived
from direct measurement of the background geometry by using supernova data alone.
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Fig. 6.2 Cosmological observations determine the present day values of dark energy density �	

and matter density �m. The supernova data (green) is based on observing the background model
geometry directly. The galaxy cluster data (red) reflects how the background model has affected
structure formation. The WMAP data (blue) represents how this structure affects the observed
CBR temperature power spectrum. It is the latter two—top-down effects from the cosmological
background to smaller scales—that give us the best estimates of the cosmolgical parameters �	,
�m. Taken from [69]. Reproduced by permission of the AAS (color figure online)

The possibility of determining these limits arises precisely because global variables
have significant effects on local physical processes. This confirms the importance of
top-down effects in cosmology, and the way we can use these effects to determine
the structure of the universe.

Cosmological Tests. The most sensitive limits on inflationary cosmological models come,
not fromdirectmeasurement of spacetime curvature, for example by supernova observations,
but from observations of structures that have formed and their effects on CMB anisotropies
[80]: that is, the top-down effect of global cosmological conditions (which we want to
measure) on structure formation.

On a smaller scale, astrophysical structure formation at the local level is crucially
affected by environmental effects [56, 110]: the evolution of galaxies is a strong
function of environment, because galaxies entering high density regions like clusters
are prone to processes like ram pressure stripping, starvation, strangulation, and
tidal stripping. These physical processes are significant because they influence the
star formation rates and colours of galaxies as a function of environment.
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6.7.3 Olbers’ Paradox

Probably the oldest scientific investigation of top-down effects in the cosmological
context was Olbers’ paradox (why is the sky dark at night?) [19, 57, 104], actually
developed by Halley. It arises from integrating over all very distant radiation sources
in a static universe, supposing they extend to infinity and shine forever. In flat space-
time, the radiation from such sources diverges, because their number goes up as r2

and this compensates for the decrease in flux from each source, which goes down as
1/r2, where r is their radial distance from the observer. However, one can then take
into account the fact that more distant sources would be occluded by closer ones: as
each line of sight would intersect the surface of some star or other in the ‘forest of
stars’ [57], the night sky in this context (and the day sky, for that matter) should be
as bright as the surface of the Sun. Doing the calculation in static Robertson–Walker
universes with r chosen as the area distance gives the same outcome, because the
total intensity I of radiation received from a source (that is, flux per unit solid angle)
is independent of the source’s area distance.

However, in any evolving universe, the reciprocity theorem [33] shows that the
total intensity of radiation received from a source is

I = 1

(1 + z)4
IG , (6.36)

where IG its bolometric surface brightness and z its redshift, while the pointwise
specific intensity Iν of radiation received (the intensity per unit frequency range) in
direction θ, φ is

Iν(θ, φ) = I(ν(1 + z))

(1 + z)3
IG(θ, φ), (6.37)

where I(ν) is the source spectrum and IG(θ, φ) its surface brightness in the direction
of observation. Hence, in an expanding universe, very distant sources at high z appear
much fainter than nearby ones, and so the sky can appear dark even though every line
of sight eventually intersects a source of some kind. This in principle resolves the
paradox: we live in an expanding universe where intensity is diminished by redshift
as in (6.36) and (6.37).

However, as emphasized by Ted Harrison [57], that is not the whole story: in the
end, the dark night sky is the result of the fact that there is not enough radiation in
the universe to generate a bright night sky. Most of the lines of sight from the earth
effectively end up on the surface of last scattering of radiation after the hot big bang,
the effect of numerous intervening galaxies being small.

6.7.3.1 Discrete Sources and Background Radiation

Thus the present day astronomical version of theOlbers’ studies comprises two parts.
The first is the study of the integrated radiation from all individually unresolvable
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sources, resulting in a predicted spectrum of integrated background radiation at all
wavelengths coming from these sources, in particular, the optical, radio, and X-ray
backgrounds [61]. The detailed theory of this background then resides in detailed
astrophysical speculations about these sources and their evolution [79].

The second part is a dominant theme of present day theoretical and observational
cosmology: namely, prediction and observation of the cosmic blackbody background
radiation spectrum and anisotropies. This radiation is the relic radiation from the hot
big bang era in the early universe, when matter and radiation were tightly coupled
together. They decoupled, at the last scattering surface, when the temperature of this
plasma dropped below its ionisation temperature of about Te = 4 000K. It follows
from (6.37) that the blackbody radiation emitted at that temperature is received as
blackbody radiation at a temperature

To = Te(1 + z)−1 , (6.38)

where z is the redshift of the emission. The redshift factor is about 1100, sowe receive
cosmic relic blackbody radiation at about 3000K/1100 = 2.73K from that surface.
There are small variations in this temperature over the sky due to gravitational field
fluctuations and velocity effects, and study of these anisotropies is a major part of
present day cosmology via the COBE,WMAP, and Planck satellites, as well as many
ground-based experiments [30, 94].

Thus this can legitimately be regarded as the culmination of Olbers’ investigations
into the integrated radiation emitted by all sources in the universe, because this
radiation dominates over all the radiation from discrete sources. The source is the
uniformly distributed matter at the surface of last scattering, for we cannot receive
electromagnetic radiation from more distant matter by any kind of radiation because
the universe would have been opaque at earlier times. Hence, this matter comprises
the visual horizon [42], and is the proper endpoint of the integral in the Olbers’
calculation. Thus in the real universe, Olbers’ integral does not extend to infinity,
and 2.73K is the temperature of the night sky (and for the day sky as well, away
from the Sun). That temperature is not due to discrete sources, but rather is due to
the primeval radiation from the hot big bang.

6.7.3.2 The Anthropic Version of Olbers’ Paradox

This calculation is of considerable importance for daily life on Earth. It implies that
the Earth is in contact with a thermal reservoir at a temperature of 3K, which is the
sink into which we dispose of our excess entropy, generated by all the processes of
life. That sink is essential to the thermodynamic functioning of the biosphere, and
hence to the existence of life on earth, for the biosphere functions by receiving high
grade blackbody radiation from the Sun, using it to run biological and atmospheric
processes, and then radiating the low grade waste heat away to the sky [90]. If the
temperature of the sky were much higher, and certainly if it were above 300K, life
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like ours on Earth would not be possible. Thus from this viewpoint, the reason we
observe the night sky to be dark is that if that were not true, we would not be here to
see it!

This illustrates the kind of ‘anthropic’ argumentwhereby cosmological conditions
in the universe are important for local biology [10, 12].

6.7.4 Mach’s Principle

Largely motivated by his position in the philosophical debates about relative versus
absolute motion, Ernst Mach conjectured that the origin of inertia is interactions
of local matter with very distant matter [19, 105]. The question relates particularly
to what determines the nature of local inertial rest frames, and Newton’s ‘bucket
experiment’ suggest that it relates to the rest frame defined by very distant matter in
the universe [105]. To some degree this principle seems to be embodied in general
relativity, for example, through frame dragging (Lense–Thirring) and gravitoelectro-
magnetic effects [82], but the issue remains controversial [11]. However, it played a
key role in motivating Einstein’s thoughts as he developed general relativity theory.

6.7.5 The Arrow of Time

A fundamental problem in physics is the relation between reversible microphysics
and irreversible emergent macrophysics [3, 19, 24, 28, 45, 90, 104]. This is a major
gulf between the time-reversible microphysics that underlies all physical processes,
where neither direction of time is preferred, and time irreversible macrophysics
characterised by the second law of thermodynamics and the various arrows of time
(radiation, thermodynamical, quantum mechanical, chemical, biological, and psy-
chological) that are dominant in the macro world, all indicating the same future
direction, characterising the passage of time.

The relation of a phenomenological (macro) definition to microscopic properties
is often (Sect. 6.2) given via a process of coarse-graining [90], through which the
macro description (given only in terms of macroscopic variables) explicitly loses
information that is available in the detailed micro description (given in terms of
microscopic variables). Then the basic quantitative question is how many different
micro-states correspond to the same macro-state. A macro-state is more probable
if it corresponds to a greater number of different micro-states, and time evolution
will tend to go from a less probable to a more probable state, defined in this way
[90]. This appears at first sight to solve the issue of how irreversibility emerges from
underlying reversible dynamics.
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6.7.5.1 The Classical H-Theorem

Boltzmann’sH-theorem [123, pp. 43–48]makes this explicit. It shows that, in the case
of interactions between particles in Newtonian theory, coarse-graining from micro
to macro scales results in entropy increasing with time, because random motions in
phase space take one from less probable smaller to more probable larger regions of
phase space (see [24, pp. 172–174], [54, pp. 43–47], [89, pp. 686–696], and [90, pp.
9–56]). Indeed, statistical mechanics shows that the entropy

S = −k
∑

i

pi ln pi (6.39)

of an isolated system, where k is Boltzmann’s constant and pi is the probability of
the system being in a coarse-grained state i , increases in the future direction of time:

dS

dt
≥ 0 . (6.40)

Hence, one can show that entropy increases to the future. The second law of ther-
modynamics (6.40) at the macro-level emerges from the coarse-grained underlying
micro theory. This appears to show the origin of the arrow of time, as it shows that
entropy increases towards the future, in accordance with the second law.

But this appearance of an arrow of time arising from the underlying theory is an
illusion, as the underlying theory is time-symmetric, so there is no way an arrow
of time can emerge only by a local coarse-graining procedure. Indeed Boltzmann’s
derivation of the increase of entropy applies equally to both directions of time! Let
t → t ′ := −t . Then the same proof that leads to (6.40) shows, step by step, that

dS

dt ′
≥ 0 . (6.41)

This is Loschmidt’s paradox (see [88, Fig. 7.6], [89, pp. 696–699], and [90]):

Loschmidt’s Paradox. The classical H-theorem predicts that entropy will increase to both
the future and the past.

It has to do so: there is no direction of time in the microphysics. It does not therefore
lead to an arrow of time.

6.7.5.2 The Quantum H-Theorem

Does quantum physics change this? Weinberg’s derivation of the H-theorem on the
basis of quantum field theory [113, pp. 150–151] depends only on unitarity. How-
ever, unitary transformations are time reversible. There is therefore nothing in the
dynamics that can choose one time direction against the other. What works one way
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will work equally the other way. In more detail, entropy is once again defined by
(6.39). Differentiating with respect to time gives

dS

dt
= −k

∑

i

(
dpi
dt

ln pi + dpi
dt

)
= −k

∑

i

dpi
dt

ln pi , (6.42)

using the fact that
∑

dpi/dt = 0, since
∑

pi = 1. Now Fermi’s golden rule gives a
master equation for the average rate of quantum jumps from state α to β, and from
state β to α. For an isolated system, the jumps will make contributions

dpα

dt
=

∑

β

ναβ(pβ − pα) ,
dpβ

dt
=

∑

α

ναβ(pα − pβ) , (6.43)

where the reversibility of the dynamics ensures that the same transition constant ναβ

appears in both expressions. So

dS

dt
= 1

2
k

∑

αβ

ναβ(pβ − pα)(ln pβ − ln pα) . (6.44)

But the two brackets will have the same sign, so no contribution to dS/dt can be
negative. Therefore dS/dt ≥ 0 for an isolated system: the second law (6.40) holds
in the + direction of time given by the coordinate t .

But now choose the opposite direction of time. Define

t ′ = −t, (6.45)

and relabel the articles α → β and β → α in (6.43) (this is allowed as there
is no intrinsic difference between them). Then the proof goes through unchanged!
Therefore dS/dt ′ > 0 [see (6.41)] holds also for an isolated system, as in the classical
case:

Loschmidt’s Paradox Extended. The quantum H-theorem predicts entropy will increase
to both the future and the past.

Loschmidt’s paradox holds in this case too, and the H-theorem cannot provide the
direction of time. The same will apply to the quantum theoretical derivation of an
increase in entropy through evolution of the density matrix (see [21, pp. 123–125]
and [54, pp. 38–42,53–58]). It cannot resolve where the arrow of time comes from,
or indeed why it is the same everywhere.

6.7.5.3 The Past Hypothesis

Given that the arrow of time cannot be derived in a bottom-up way from the micro-
physics, the only viable option for explaining it and the associated increase in entropy
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seems to be in terms of cosmological conditions [90, 104], that is, through some kind
of past hypothesis (see [2, p. 176] and [3]):

The Past Hypothesis. The direction of time must be derived by a top-down process from
cosmological to local scales.

This is strongly supported by the fact that the entropy of the universe could have
started off in a maximal state if initial conditions were different (see [24, pp. 345–
346] and [88]), because black holes have much more entropy than standard homoge-
neous cosmologies (see [24, pp. 299–302] and [89, pp. 728–731]). Entropy is able to
increase because the universe started off in a very special initial state, characterized
by the Weyl curvature hypothesis: it was asymptotically conformally flat at the big
bang [89, pp. 765–769]. This is the reason why the second law holds: entropy can
increase to the future direction of time because it was small to start with. If it had
started off in a maximally entropic state, this would not have been possible.

Thus the solution to the arrow of time problem seems to be that special boundary
conditions existed on a cosmological scale at the beginning of spacetime: additional
conditions are needed to get the second law of thermodynamics [47, pp. 41–54]. This
then makes a fundamentally important difference to local physical behaviour, and
so is a crucial form of top-down causation from the whole universe to local systems
whose behaviour is not determined on the basis of local physical laws alone [3, 24,
88, 89]. It also depends in an essential way on these initial conditions.

6.7.5.4 The Direction of Time and Arrows of Time

However, this is not the whole story. We should distinguish two related concepts
[38, 39]:

• The Direction of Time. This derives non-locally from the passage of time as the
universe evolves. Thus it points from the start of the universe, which is a fixed
time in the past, to the present day, which is at a continually increasing proper
time from the start of the universe (it is currently 13.7 billion years form the start).
This probably makes best sense in the context of an evolving block universe [35,
41].

• Arrows of Time. These determine the future locally as characterised by different
physical and biological effects (thermodynamics, fluid dynamics, electrodynam-
ics, chemistry, biology, psychology, and so on): entropy increases, waves arrive
after they were sent, birth precedes death, and so on.

The direction of time is determined by cosmology, and the arrows of time are deter-
mined by the way local physics works out in the context given by cosmology. It is
then a key feature of physics that these arrows of time all point in the same direction
as the direction of time.
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Table 6.8 Contextual
determination of the arrow of
time cascades down from
cosmology to the underlying
micro processes, on the
natural sciences side, and then
up to the brain and society, on
the human sciences side

The arrow of time

Cosmology Brain, society

Top-down effects ⇓ ⇑ Bottom-up effects

Non-equilibrium environment ⇒ Molecular processes

Top-down effects ⇓ ⇑ Bottom-up effects

Quantum theory ⇒ Quantum theory

6.7.5.5 The Arrow of Time Cascade

The way this happens is by a top-down cascade from cosmological conditions to
fundamental physics, followed by a bottom-up cascade through emergent structures
[39]. The picture that emerges is shown in Table6.8. In summary, this view proposes
that:

• The fundamental direction of time from the start of the universe till today was
set at the start of the universe. This probably makes best sense if spacetime is an
evolving block universe, which grows as time evolves [35, 38, 44].

• The observable part of the universe started off in a special state which allowed
structure formation to take place and entropy to grow [2, 3, 24].

• The arrow of time cascades down from cosmology to the quantum level (top-down
effects) and then cascades up in biological systems (emergence effects) [39]. This
is enabled by the expanding universe context which leads to a dark night sky
allowing local non-equilibrium processes to occur [90].

• The arrow of time parameter t in the basic equations of physics (the Dirac and
Schrödinger equations, Maxwell’s equations and Einstein’s equations in the 1+3
covariant formulation [42]) determines the rate of physical processes and hence
the way time emerges in relation to physical objects.

• Each of these processes is enabled by top-down action taking place in suitable
emergent local structural contexts, provided by molecular or solid-state structures
[37]. These effects could not occur in a purely bottom-up way.

The detailed argument is in [38, 39, 41].

6.7.6 Existence of Isolated Systems

The final effect to be discussed here is the existence of isolated systems in the
expanding universe. Paradoxically, an isolated system is a special case of top-down
causation: it is the special case where there is no interference on the system by the
outside environment, enabling the system to evolve solely under the influence of its
own internal dynamics.
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6.7.6.1 Isolated Systems and Life

An isolated system is only possible in a subset of cosmologies where tidal gravi-
tational forces and gravitational waves are small, and likewise for incoming elec-
tromagnetic radiation. In most cosmologies, this will not be true, and the universe
will interfere with local systems [34]. In those cases laboratory determination of
the laws of physics will be difficult if not impossible. More than that, it is unlikely
that life (and hence an experimenter) will come into existence in a universe where
there are no stable environments in which evolutionary development of life can take
place over billions of years. Thus lack of such interference is a particularly fortuitous
form of top-down causation from the global context: it is an anthropic requirement
that the universe allows local systems to evolve on their own, without significant
interference.

This is not true in the early universe, where there are no isolated systems. The
evolution of the universe can be regarded as evolution from connected to more or less
isolated systems (inter alia, where the virial theorem holds). The initial conditions
set by the almost spatially homogeneous (almost Friedmann–Lemaïtre–Robertson–
Walker, or FLRW) universe are indeed such that locally independent systems can
evolve more or less freely, which is a key requirement for biological complexity and
life to exist. Hence, it would seem that the universe has to be almost FLRW for the
existence of life to occur. This is discussed further in [34].

6.7.6.2 Possibility of Newtonian Physics

A further interesting point is what kinds of conditions on a surface F surrounding a
local physical system will be required in order that system can validly be described
in terms of Newtonian physics? Too much interference from the outside will prevent
a good Newtonian limit existing, e.g., a local system imbedded in a universe with
high-intensity gravitational waves will not have a goodNewtonian description. There
will be limits on the particles and gravitational waves crossing any bounding surface
like F , in order that such a description be possible.

It seems likely that the existence of a surface F in an almost flat region at a finite
distance may be necessary for Newtonian-like behaviour [34]. It will not guarantee
it, since black holes may form inside such a surface.

6.7.6.3 Conclusion

As well as the major way that microphysics affects macrophysics in a bottom-up
way, there are many themes whereby there is a top-down action of the cosmos as a
whole on local physical systems. This plays a key role in local physics, particularly
as regards the question of the arrow of time. Many of the themes discussed here have
practical applications in terms of being related to tests of cosmological theories,
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precisely because, if the universe has an influence on local systems, then observing
local systems, e.g., determining the abundance of elements, tells us something about
the universe as a whole.
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Chapter 7
The Mind and the Brain

This chapter looks broadly at how the overall thesis of the book relates to the human
mind and brain, which develop to be what they are because they are located in a
specific society. The main claim will be that one cannot begin to understand the
brain properly without taking top-down causation into account. An example is that
you are able to read this book, written in English, because your neuronal connections
have been adapted to understanding that language as you interacted with members
of the society in which you grew up (your parents, siblings, and school mates if it is
your home language). This is top-down causation from the social milieu to detailed
aspects of brain structure. There is no way this can be understood purely on the basis
of the underlying physics.

It is obviously not possible to give a detailed study of the brain in the space
available, and nor do I have the competence to do so. Rather the point of this chapter,
the culmination of what has gone before, is to point out firstly that the combination of
bottom-up and top-down causation certainly occurs in the brain. And secondly that
it is a crucial aspect of the way physics can underlie the extraordinary nature of the
functioning of the mind. This viewpoint at least partly helps to see how the higher
levels can have genuine causal powers in their own right, not determined uniquely
by the underlying physics, but rather shaping the contexts of those physical events
so that they can enable higher level functioning to take place meaningfully as events
at their own level of causation.

While I will make the case for top-down causation in the brain, I do not claim this
solves the hard problem of consciousness or even the issue of free will, but rather that
this sets in place some understandings that provide a platform towards tackling those
issues adequately. Any approach which ignores the top-down aspect of causation in
the brain will be bound to go wrong (as will any approach that ignores the bottom-up
aspects). It is a key aspect of how our mental abilities can emerge on the basis of
the underlying physics. Thus what is presented here is a counter to any simplistic
reductionist view of how the brain works.

Some of these issues are very controversial. In the space available, I cannot pos-
sibly respond to all the counterviews to what I present, of which there are many,
and will not attempt to do so. Furthermore, the literature is vast and it would not be
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practical to survey it all. Rather I will aim to give sufficient references to literature
that I regard as forming a golden thread supporting my case. They have the feeling of
being right, and are supported by much data. Taken together, they fit into a coherent
view that takes seriously what seem tome to be deep approaches to the various topics
discussed, and are consonant with what has been presented in earlier chapters in this
book. This thread involves the ideas of the embodied mind [82, 100, 160, 161], the
realisation that much mental processing is unconscious [147, 224], the top-down
nature of the way senses such as vision work [99, 201], the importance of emotions
as well as rationality [50, 116], and the significance of the social mind [66, 71],
which have led to language being a key feature of humanity [54, 236]. For a single
book that gives a profound overview of brain structure and function that supports
what I propose here, see Erik Kandel’s magnificent book The Age of Insight: The
Quest to Understand the Unconscious in Art, Mind, and Brain, from Vienna 1900 to
the Present [147] (he is a Nobel prizewinner for his work on memory, and the first
author of one of the major standard works on neuroscience [148]), or his excellent
smaller book In Search of Memory: The Emergence of a New Science of Mind [146].

The sections in this chapter are as follows:

• Section7.1. Introduction.
• Section7.2. Basics of the brain.
• Section7.3. Top-down processes.
• Section7.4. Purpose and meaning as the key drivers.
• Section7.5. Symbolism and effectiveness of thought.
• Section7.6. The effects of Platonic entities.
• Section7.7. The complex whole.

Perhaps the most controversial theme I suggest is the relation of the mind to Platonic
possibility spaces, such as that formathematics, which it is able to comprehend via its
neural net structure (Sect. 7.7).My views in this regard are strongly supported by Paul
Churchland’s profound book Plato’s Camera: How the Physical Brain Captures a
Landscape of Abstract Universals [43]. Even if details of his argument are debatable
[39], something like thismust be the case, becausewedo indeed comprehend timeless
and eternal mathematical truths [40, 195].

7.1 Introduction

In this section, I concentrate on a few key threads that set the framework for the thesis
of the book.What I present is consonant withmainstream views of the brain as set out
in standard texts on neuroscience [15, 115, 148, 154], psychology [114], physiology
[203], and regarding the evolution of the mind [71, 100], as well as popular books
on these themes by major figures in these fields [99, 147]. I will briefly summarise
these threads in this introductory section, and then develop them further in the rest
of the chapter. They are as follows:
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• Dynamical systems vs plasticity, learning (Sect. 7.1.1).
• Modular hierarchical structure: neural nets (Sect. 7.1.2).
• Basic functioning: rationality, intuition, emotion in a social context (Sect. 7.1.3).
• Bottom-up and top-down effects (Sect. 7.1.4).
• The effectiveness of thoughts: symbolism and language (Sect. 7.1.5).
• The key role of purpose and meaning (Sect. 7.1.6).
• The role of Platonic spaces (Sect. 7.1.7).
• An integrational view: mental powers and free will (Sect. 7.1.8).

7.1.1 Dynamical Systems Versus Plasticity and Learning

It is crucial to the nature of the brain that it is able to learn: it is dynamically adapted
to the physical, ecological, and social environment in which an individual is situ-
ated. This adaptive nature is the source both of our common basic human abilities
through the way it affected evolution over geological timescales, as well as of our
individual abilities based on specific responses whereby learning takes place in our
personal lives as we grow to maturity, and then as we continue to learn on a day by
day basis. Thus adaptation occurs on evolutionary, developmental, and functional
timescales. This crucial adaptive behaviour at the macro-level is based on brain
plasticity at the micro-level. One might try to develop models characterising the way
brain mechanisms operate at a fundamental level, based on statistical physics, energy
principles, dynamical systems theory, or Hamiltonian dynamics. These certainly are
all an important part of the story. However, Hamiltonian systems (the fundamental
underlying physics) and dynamical systems as usually defined are not adaptive: that
is, any attractors, saddle points, etc., are fixed by the structure of the dynamical sys-
tem at the outset, and so they cannot learn. Such dynamics can characterise the way
neural circuits operate once they have a form that is adapted to the environment,
but they cannot explain how that adaptation takes place in the first place. One needs
something more.

It appears that the main underlying mechanism is adaptive selection of synaptic
connections [41, 72, 83]. The initial set of relatively non-specific connections are
refined to produce a precise pattern of connectivity, whose weights are then adjusted
through learning processes. Non-local neuronal systems diffuse neuromodulators
(noradrenaline, dopamine, serotonin, glutamate, etc.) from the limbic system to the
cortex via non-specific axonic projections, and these modulate neural connections
[72]. Experience produces sustained changes in the effectiveness of neural connec-
tions by altering gene expression (see [143, pp. 46–47] and [144, p. 93]). There may
also be shorter term coalitions of neurons that fire together in an oscillatory way
for some purpose, being able to adapt these temporary networks to the situation at
hand [35].
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Table 7.1 The basic hierarchy for the brain

Structure/entity Function/interaction

Level 9 Society: culture politics, economics, social interaction

Level 8 Individual: consciousness Thoughts, emotions, intentions

Level 7 Brain: cortex, limbic system Integration, control

Level 6 Assemblies of neurons: neural nets Pattern recognition, prediction

Level 5 Neurons Signal processing, computing

Level 4 Axons, dendrites Nerve impulses

Level 3 Biochemical structures Genetic and cell functions

Level 2 Molecules Bonding, energy interactions

Level 1 Atoms Quantum physics, electrical interactions

From Scott [214]

This theme of plasticity is developed in Sects. 7.2 and 7.3. Any brain model which
omits it is incomplete. Dynamical systems alone cannot comprehend brain function.

7.1.2 Modular Hierarchical Structure, Neural Nets

The brain is made of interconnected neurons that make up a modular hierarchical
structure (see [4, 154] and [95]) with emergent properties that depend on this
layered structure [136]. Each level has modules composed of items from the level
below, e.g., brain domains (brainstem, limbic system, cortex), neural nets, neurons,
axons and dendrites, voltage-gated ion channels and molecule-gated ion channels,
biomolecules, and atoms. Such structures are the only way to create complexity out
of simple components [220].

There are interlocking networks with multiple hierarchies: the overarching ones
being an implementation hierarchy and a logical hierarchy (compare with the case of
digital computers discussed in Sect. 2.3), with structure and function as in Table7.1.

Information flows from a neuron’s dendrites to the nucleus to axons to synapses
and on to other neurons, through motions of electrons that together comprise spike
trains of action potentials [146]. The outcome depends on the specific pattern of
connections between neurons. These structural relations form a network that has to
be specified in addition to the properties of the neurons in order to determine how
they process information. Network motifs [2] process information in specific ways
that filter information and give simple control circuits that can be assembled together
to form functional networks leading to complex behaviour [115, 129, 218]. This is
the key to how networks work, rather than the statistics of connections. Different
networks of connections will give different outputs. Personality and memory are
determined by details of this network structure in each individual. This is developed
in Sect. 7.2.1.

http://dx.doi.org/10.1007/978-3-662-49809-5_2
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7.1.3 Rationality, Intuition, and Emotion in a Social Context

The basic functioning of the brain is to balance rationality, intuition, emotion, and
meaning (Fig. 7.6), all the time learning from its interaction with the physical, eco-
logical, and social environment in an adaptive way. Adaptive emergence of the brain
is both diachronic (taking place over historical time) and synchronic (taking place
continually on an ongoing basis as the brain functions in its local context). All this
occurs in the context of the society in which we live (Fig. 7.16), and indeed individual
minds cannot be understood on their own: their nature and existence is a result of
interaction with society [66].

To save computational resources, many functions are automated on the basis of
previous experience so that we do not have to pay conscious attention to them. This
underlies what we call intuition. All the time the brain is engaged in unconscious
inferences [224] and making predictions as to what to expect [129], which thereby
shape our perceptions of theworld [99]. This process of perception creates the illusion
that we have direct contact with objects in the physical world and that our ownmental
world is isolated and private [99, p. 17]:

Through these two illusions we experience ourselves as agents acting independently on the
world. But at the same time we can share our experience of the world. Over the millennia this
ability to share experience has created culture that has in its turn modified the functioning
of the human brain.

Rationality is not separate from emotion. Rather emotion plays a key role in shaping
rationality [49, 50], in particular focusing attention on key items of concern to which
attention should be paid. Indeed they cannot really be regarded as separate from
each other [191]. Primary (genetically determined) emotional systems play a key
role in function and development, and hence were crucial in evolutionary history
(Sect. 7.2.5).

Attention can be directed to relevant items [144] and choices made as to what
actions should be taken in order to achieve chosengoals [114], resulting in appropriate
muscle movements directed by the brain in a top-down way. This is developed in
Sect. 7.2.2.

7.1.4 Bottom-Up and Top-Down Effects Both Occur

Top-down causation [79] is crucial to brain function and its relation to the body and
society. It takes place among other things in the following:

• From the motor cortex down to peripheral muscles.
• In terms of prediction and expectation that shape what we see and experience.
• In terms of controlling attention and planning actions.
• In terms of choosing goals in the context of aesthetic preferences and ethical
beliefs.
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• From the brain to the immune system and to bodily welfare, as evidenced for
example by the effectiveness of placebos.

• In terms of social influences on the brain moderated by teaching, role models, and
ongoing social experiences.

• In terms of the evolutionary adaptation of the brain to the developing social context
on evolutionary timescales, which led in particular to the development of language.

In brief, developmental processes lead to the emergence of the higher levels of struc-
ture and function,which then lead to contextual effects partly shapingwhat happens at
the lower levels and thereby in turn crucially affecting those developmental processes.
Through this process, society affects details of neural connections related inter alia
to language, social customs, roles, ethics, and technology as well as geography and
history. This is developed in Sect. 7.3. It relates to the free will debate (Sect. 7.7.4).

7.1.5 The Effectiveness of Thoughts: Symbolism and
Language

Humankind is famously the symbolic species [54], with the development of language
having been a crucial feature in our evolutionary history because it is what led to
the development of a social brain [70, 71]. This is what enabled us to surpass all the
other primates and conquer the world.

This development of symbolism made it possible to name objects, actions, quali-
ties, and qualifiers referring to generic and specific entities and events. Being able to
label patterns of symbols then led to the recursion that gives symbolism its full power,
in particular enabling offline contemplation of actions and their consequences, and
hence the rise of planning and technology. Like digital computers, the brain is thus
a prime example of a physical mechanism allowing non-physical entities to have
causal powers.

Our ideas and plans, driven by emotions and expectations, change the world
around us today, and in the past led to the rise of civilisation [33]. This is developed
in Sect. 7.5.

7.1.6 The Key Role of Purpose and Meaning

Meaning and values guide this whole process of decision-making and action [103,
pp. 128–157]. Our system of values and ethics shapes what we regard as desirable or
undesirable actions, and what we see as meaningful or not. The brain is searching all
the time for meaning [88], and our concept of what is meaningful changes our life
choices. We will act differently if we aim to enrich ourselves or to dedicate ourselves
to uplifting the poor, if we seek power for ourselves, or to fight for freedom and justice
for all [216], if we devote our lives to sport or to art, or to leisure and recreation. These
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choices at the top level of the hierarchy of goals shape all the subsidiary goals we
choose in order to fulfil these higher level goals, and then lead to changed outcomes
in the real world.

These value choices (whether made explicitly or implicitly) are the top-level
decisions that then, in a top-down way, change all else that happens in our lives,
including what the cells and genes in our bodies do [143, 144], as well as the society
in which we live [86]. This is developed in Sect. 7.4.

7.1.7 The Relationship with Platonic Spaces

The mind can discover unchanging eternal relationships and possibilities that were
always there and exist independently of the human mind: that is, they can reasonably
be called Platonic entities. However, they make a real difference in the world.

One of them is the nature of possible algorithms that can be realised in computer
programs (Sect. 2.7.5), which shape important uses of computers [168]. Another is
mathematical equations or theorems describing relationships between mathematical
entities, such as eiπ + 1 = 0, Pythagoras’ theorem, or the fact that

√
2 is irrational.

These are timeless and eternal mathematical truths [40, 194], comprehended by
the mind through the nature of the pattern-recognition abilities of neural nets as
explained by Churchland [43]. They then change the world through their applications
in science, engineering, and commerce [229]. This is developed in Sect. 7.6.

7.1.8 Mental Powers and Free Will

A summary concludes the chapter (Sect. 7.7) and refers in particular to the issues of
mental powers and free will. The view will be that they both have to exist, otherwise
the very process of writing and reading this book make no sense (as remarked in
Sect. 1.7.2). The existence of top-down causation undermines the foundations of any
strong reductionist view that is taken to preclude the existence of meaningful mental
action. We do indeed have mental powers that enable our purposes to have physical
outcomes in the real world: the existence inter alia of spectacles, aircraft, computers,
and cellphones is sufficient to prove this. Physics per se cannot lead to these results
[76]. The theme is developed in Sect. 7.7.4.

7.2 Basics of the Brain

The mind is inherently embodied [14], with structure and function intimately linked
in a dual way, as in all biology (see Kandel [147, pp. 226–237]). Both structure and
function have a modular hierarchical nature, so that in each case complex outcomes

http://dx.doi.org/10.1007/978-3-662-49809-5_2
http://dx.doi.org/10.1007/978-3-662-49809-5_1
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can emerge from simple parts. Thus new kinds of organisation occur at higher levels,
based on complex combinations of lower level elements; this allows new kinds of
behaviour and function to arise at higher levels, quite different from what can occur
at lower levels. I look in turn at the following:

• Brain anatomy (Sect. 7.2.1).
• Basic brain function (Sect. 7.2.2).
• Large scale function (Sect. 7.2.3).
• Environmental and genetic influences: brain plasticity (Sect. 7.2.4).
• The origin of humanity: the social mind and language (Sect. 7.2.5).

7.2.1 Brain Anatomy

The structure of the brain is described in [103, pp. 17–37], [224, pp. 8–19], and [258,
pp. 37–74], and major texts such as [4, 148, 186, 218]. It has macro, micro, and
meso aspects.

7.2.1.1 Macrostructure

As a first approximation, on a macro scale the brain consisting of three main parts,
literally stacked one on top of the other:

• The reptilian brain, the seat of instinctive behaviour, consisting of the brain stem,
cerebellum, and basal ganglia.

• The paleomammalian brain, or limbic system, the main seat of emotions, con-
taining a collection of structures like the telencephalon, diencephalon, and mes-
encephalon, and including the hippocampal formation, hypothalamus, amygdala,
anterior cingulate gyrus, septal nucleus, nucleus accumbens, ventral tegmental
area, some thalamic nuclei, and other nearby areas (there is some dispute about
precisely which ones to include).

• The neomammalian brain, the seat of intellect and intuition, consisting of two
hemispheres linked together by the corpus callosum, each hemisphere being made
up by a number of lobes, the frontal lobe, parietal lobe, occipital lobe, and temporal
lobe (see Fig. 7.1).

These together form the triune brain. At a rough approximation they represent an
evolutionary sequence of brain developments. The central nervous system (CNS)
consists of the above plus the following:

• Our sensory organs (eyes, ears, tongue, nose, balance organs, and touch), linked
to both the limbic system and the cortex.

• The spinal cord, linking the brain to muscles and nerves in the periphery.
• The enteric nervous system or second brain, consisting of nerve cells in the gut
that act together independently of the main brain [105].
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Fig. 7.1 The major brain
domains. The cortical lobes
(left) above the pons,
cerebellum, and medulla
oblongata, and some of the
limbic structures (right).
Credit: Courtesy of
Alzheimer’s Disease
Research, a Bright Focus
Foundation program http://
www.brightfocus.org/
alzheimers

Fig. 7.2 Neurons have
dendrites. a nucleus, and
axons. They are connected to
other neurons via synaptic
terminals. Credit: Wikimedia

7.2.1.2 Microstructure

On a micro scale, the brain consists of neurons, made up of dendrites, nuclei, and
axons (Fig. 7.2), linked together by synapses to form neural networks (Fig. 7.3). An
electric signal is carried down many dendrites to the nucleus, where some form of
computation takes place that generates an output signal when input signals collec-
tively exceed a threshold. This output signal is then carried away from the nucleus
along numerous axons by spikes in the electrical action potential [146].

Synapses can be either electrical synapses, where the signal is transmitted from
one neuron to the next by a direct electrical connection, or chemical synapses, where
the electrical signal gets converted to a chemical signal that gets conveyed by dif-
fusion of neurotransmitters across the synaptic gap from one neuron to the next.
Neuromodulators alter the synaptic strengths [224, pp. 34–41]. Taken together, the
interconnected neurons are joined together in repeating patterns to form higher level
network structures [125].

http://www.brightfocus.org/alzheimers
http://www.brightfocus.org/alzheimers
http://www.brightfocus.org/alzheimers
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Fig. 7.3 Neurons are joined
together across synapses to
form networks. Source
Wikimedia
[By UC Regents Davis
campus—http://brainmaps.
org]

7.2.1.3 Mesostructure

Neural networks process information in specific ways, often via network motifs [2],
i.e., recurring patterns of connections such as the feedforward loop motif (posi-
tive or negative) that filters information and gives simple control circuits that can
be assembled together to form functional networks leading to complex behaviour
[11, 115], e.g., in the worm (C. elegans) and the fish C-start circuit [2]. When linked
together, these brain microcircuits form higher level structures.

On a mesoscale, the networks of neurons in the neocortex are arranged in six
main horizontal layers (Fig. 7.4), with interconnections being mainly local up and
down connections in vertical columns that run perpendicular to the layers [129,
pp. 138–140]. These form neural nets that can perform computations such as pattern
recognition and generalisation [4, 68, 218], and in particular naming of patterns
[129]. Other regions differ: the hippocampus has three such cellular layers, but they
still represent local interactions in the brain, largely organised in a columnar fashion.
They can be represented quite well as layered neural networks, modelled by artificial
neural nets [21].

However, there are also non-local reciprocal connections between distinct brain
areas and between the brain and the sensory organs. In particular, there are on the one
hand recurrent connections between different cortical regions [74], and on the other
diffuse projections from the limbic system to the cortex known as monoamine sys-
tems or ascending systems [72, 154]. From their nuclei of origin, they send axons up
and down the nervous system in a diffuse spreading pattern. The ascending systems
conveying neuromodulators such as dopamine and serotonin from the limbic system
to the cortex, as well as aspartate. The effect of these systems projecting profusely
is that each associated neuromodulator (for example, norepinephrine and dopamine)
affects large populations of neurons, allowing non-local interactions to occur in the

http://brainmaps.org
http://brainmaps.org
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Fig. 7.4 Neurons form
layers in the cortex. The
local connections here are to
be contrasted with the
diffuse connections in
Fig. 7.8. Credit: Wikimedia
commons (Mavavf)

brain. Their release affects the probability that neurons in the neighbourhood of these
axons will fire after receiving glutamatergic input, thus they are an important mech-
anism effecting neural plasticity [186, pp. 271–288]. These systems bias neuronal
responses affecting both learning and memory by guiding neuronal group selection,
and for this reason that they are sometimes termed value systems [72, 74].

Other classes of non-local effects are due to nitric oxide (NO), which is a freely
diffusing neurotransmitter [186, pp. 277–278], and immune systemmolecules which
are also neuromodulators [225–227]. These forms of modulation allow a kind of
plasticity in the network, in which the intrinsic properties of units are changing as
the network operates.

Putting this together, one needs hierarchical models of the brain relating these
different levels, such as those by Karl Friston [95]. These models comprise hidden
layers of state-space or dynamic causal models, arranged so that the output of one
provides input to another. The hierarchical structure of these models shapes the
interactions. Dynamical priors are mediated by the equations of generalised motion,
and structural priors by the hierarchical form, under which states in higher levels
provide constraints on the level below. This is a mechanism by which top-down
causation takes place between the different levels.
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7.2.2 Basic Brain Function

At a broad level, the brain can be thought of as an information processing system:
data enters the system and is processed, and an output is generated [15, 173, 224].
However, brains are more than just input–output devices [115, p. 3]: “they are com-
plex organ systems capable of arousal, perception, context appropriate reactions,
anticipation, and sophisticated discriminations.” Contextual knowledge modulates
this process, and memories are stored for future use. Even in the honey bee, one
finds a highly sophisticated ability to make abstract discriminations, e.g., to recog-
nize asymmetry per se [115, p. 3]. In humans, the brain stem, limbic system, and
cortex interact in bottom-up and top-down ways [224]. In particular [224]: “The
cortex is connected to the midbrain and brain stem centres, and by way of these
connections, higher order cognition can turn on and turn off emotion and arousal
centres while also guiding the selection of behaviours to be expressed.” This is top-
down action. Mental processing is mostly unconscious [143, p. 70], but is crucially
guided by consciously formed abstract concepts (such as concepts of generic classes
of objects and actions) and models (such as theories and mental maps), using lan-
guage that is largely metaphorically based [160, 161], resulting in action plans and
decisions. In this section, I shall look in turn at the following:

• Micro-level brain function.
• Macro-level brain function.
• The senses: vision.
• Patterns and classification, filtering and prediction.
• Conscious and unconscious.
• Symbolic representation.
• Emotional systems.

7.2.2.1 Micro-Level Brain Function

The complexity of brain function and structure boils down to using, making, and
modifying neuronal connections (see [201, pp. 225–229] and [147, 148, 186]).

Neurons. These are connected to many other neurons via dendrites (on the input
side) and axons (on the output side). They function like transistors in that they are
context-dependent gates that send signals to other neurons via spike trains of action
potentials, that is, spikes in electric potential enabled by voltage-gated ion channels
that control the flow of potassium and sodium ions into and out of the axons [186,
pp. 26–132]. Through these signals they can inhibit or excite neighbouring neurons
at synapses [186, pp. 156–269].While this takes place, energy is used, so oxygen and
sugars must be continuously supplied to every neuron and heat and waste removed
(the temperature must be tightly controlled in order that neuron action is reliable).
They can be connected together to perform logical operations, in analogy with the
way this can be done for transistors in a computer [170].
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Networks. The interconnections of neurons form hierarchically structured networks.
They are extremely complex, but their function can be understood in terms of repeat-
ing themes at the micro-level (network motifs) that perform basic logical operations,
layered structures (neural nets) at the meso-level that are able to carry out pattern
recognition, naming, and generalisation, and at the macro-level, recurrent connec-
tions between different brain areas that transfer information between them and may
temporarily bind them in oscillatory circuits.

NetworkMotifs. These carry out simple information processing functions, e.g., neg-
ative autoregulation can become bistable and lock the system into a specific state,
thus acting as a kind of memory [2, p. 37]. The feedforward motif can act as a delay
element allowing persistence detection [2, p. 5], or it can act as a pulse generator [2,
p. 58]. Single input network modules can generate temporal expression programs [2,
pp. 77–81], as can multi-output feedforward loops which can regulate simple behav-
iour [2, pp. 83–87]. Network motifs occur in signal transduction networks in cells,
which are equivalent to multilayer perceptrons [2, pp. 104–115] that can perform
detailed computations: they have activation thresholds, are able to perform discrim-
ination and make generalisation, and have graceful degradation. Furthermore, they
do not grind to a halt if individual elements are damaged [2, p. 113]. This all happens
within neurons. Network motifs also occur in neuronal networks when neurons are
connected together, for example in C. elegans [2, pp. 118–127]. Two-input feedfor-
ward loops can generate AND or OR gates [2, p. 123] and so provide the basis for
logical computations, just as simple combinations of transistors provide the basis for
logical computations in digital computers [170].

In neocortical circuits there are similarities in circuit organization across areas
and species, suggesting a common strategy to process diverse types of information,
including sensation from diverse modalities, motor control, and higher cognitive
processes [125]. There is a basic circuit pattern that appears to be repeated across
neocortical areas [218, pp. 7–21],with area- and species-specificmodifications adapt-
ing individual neocortical regions to the type of information each must process. Cells
receive input from higher order cortex and inhibit other interneuron classes, with the
sign of modulation (excitatory or inhibitory) depending on top-down cortical input.

Layered Neural Nets. In the cortex, neurons are broadly speaking structured as
layered neural nets (see Fig. 7.5). These have an input layer, one or more hidden
layers, and an output layer, with neurons in each layer connected to those in the next
by links with adjustable strengths. Given an input pattern, it will select one of the
output nodes as its response to that input. Such a network can be trained to recognise
patterns, for example the letters of the alphabet, by repeatedly showing the network
the input and desired output, and adjusting the link strengths in an adaptive way
so that the output eventually corresponds to the input. Thus neural nets are capable
of pattern recognition [21], for example, face recognition or recognising signatures.
They can then generalise by recognising similar rather than identical input patterns.
This is a form of memory, implemented via adaptively selecting the connection
strengths [146, 147]. While they can then very successfully recognize specific sets
of input patterns such as the letters A to Z, there is no algorithmic process of pattern
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Fig. 7.5 A simple neural net
with an input layer, one
hidden layer, and an output
layer. Credit: Wikimedia
commons (Glosser.ca)

recognition involved, and a single network can be trained to recognise all the letters
of the alphabet in a holistic way. This is a property of the network as a whole. There
is no connection strength of a specific neuron in the hidden layers that for example
encodes the letter A. The ability to recognise each letter is embodied in the set of
hidden connection strengths as a whole. This also means the network is robust: if
one or more nodes are removed, it will still perform in an adequate way.

This way that neural nets work represents how much of the cortex functions. It
is a key feature that they are not intrinsically rule-based mechanisms, but recognise
patterns [43, 129]. While they can be trained to work in a rule-based way, this is not
their natural mode of operation. They illustrate clearly how plasticity at the network
level is based on synaptic plasticity at the micro-level [186, pp. 228–242], affected
by neurotransmitters [186, pp. 272–288].

Emergence ofHigherCausal Levels. Connectingmeso-structures together to create
macro-domains, and connecting the various macro-domains together via recurrent
(vertical and horizontal) connections [74], one obtains structures capable of higher
level cognitive work. Hoel at al. [131] characterise how this happens as follows:

We use a measure [effective information (EI)] that depends on both the effectiveness of a
system’s mechanisms and the size of its state space: EI is higher the more the mechanisms
constrain the system’s possible past and future states. […] we show that for certain causal
architectures EI can peak at a macro-level in space and/or time. This happens when coarse-
grained macro mechanisms are more effective (more deterministic and/or less degenerate)
than the underlying micro mechanisms, to an extent that overcomes the smaller state space.
Thus, although the macro-level supervenes upon the micro, it can supersede it causally,
leading to genuine causal emergence—the gain in EI when moving from a micro- to a
macro-level of analysis.

That is, as emphasized in this book, the core of complex behaviour lies in setting suit-
able constraints on the context in which lower level processes operate so that macro
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processes control what happens, something which does not in any way undermine
the underlying physics (rather it channels it).

Emergence and the Underlying Physics. Multiple layers of emergent behaviour
occur on the basis of the underlying physics, but are not deducible from that physics.
Here are just two examples: Alwyn Scott [214] emphasizes that the Hodgkin–Huxley
equations governing the propagation of action potentials down axons can be traced
to the underlying physics, but are not themselves laws of physics: they are new laws
that emerge at the hierarchical level of the axon to govern the dynamics of nerve
impulses, because of the neuron structure [214, p. 52]:

One cannot derive these laws from physics and chemistry because they depend upon the
detailed organisation of the intrinsic proteins that mediate sodium and potassium current
across the membrane and upon the geometric structure of the nerve fibres.

He emphasizes the difference between these equations and the underlying
Schrödinger equation: the latter is based on energy conservation, while the former
do not conserve anything. The latter has no arrow of time, but the former has a past,
present, and future [214, p. 52]: “they push forward in one direction with respect to
time, just like our bodies and our thoughts”. Furthermore, there is no parameter in
the Hodgkin–Huxley equation that could be predicted or derived from Schrödinger’s
theory [214, p. 53]. This is the hallmark of genuine emergence, and underlies what
happens in neural networks.

Secondly, the logical operations of the brain are not determined by either the laws
of electromagnetism or the Hodgkin–Huxley equations per se, even in conjunction
with the laws of synaptic behaviour. They are determined by the way the neurons are
joined together in specific types of networks that can perform logical operations due
to their structure, for example, their network motifs [2] and microcircuits [218], or
layered neural network structure [43, 129]. This is like the way digital computer cir-
cuits embody logical principles not implied by their parts on their own [170]. Higher
level logical operations can be generated by appropriate combinations of lower level
operations based on the lower level physical components, and underlie the macro
brain functions we consider next. It is the specific structuring of interconnections of
these components, together with their individual logical behaviour, that is the inter-
face between logical function and the underlying physics. This is based on the ability
of neural networks to recognise patterns and generalize [167]:

The ability to predict future states of the environment is a central pillar of intelligence. At
its core, effective prediction requires an internal model of the world and an understanding
of the rules by which the world changes.

Internal models developed by deep neural networks have this capacity.
Where do these network structures come from? Through adaptive selection on

evolutionary, developmental, and functional time scales in the local physical, eco-
logical, and social context, each playing a key role in human brain development.
The result is networks that have the same function but differ in internal representa-
tions, because the needed learning is a top-down process to the level of connections,
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selecting any member of an equivalence class that works [164], hence with differ-
ent representations occurring at the lower level for the same higher level function
(Sect. 3.5). The emergence of the brain is possible only because of all these forms of
top-down causation, as discussed below.

7.2.2.2 Macro-Level Brain Function

Given the emergence of higher level structures, what are the key macro-level func-
tions that emerge? Data comes in from the viscera and via the senses [224]. On this
basis, the brain has the following capacities:

• An ability to perceive complex objects and events and patterns [66, p. 124], classify
them, and predict what might happen in the future on this basis.

• A capacity for delayed response, which shows that the animal can carry around an
image or idea in its head, independently of the environment [66, p. 125] implying
at least short term memory storage. Thus it has an independent mental model of
the world that transcends its immediate environment [66, p. 123].

• Long term memory, which is key to learning [87, pp. 29–40,71] and social cog-
nition [99]. Semanticmemory is a network of associations and concepts that under-
lies our basic knowledgeof theworld [224, pp. 150–156],while procedural memory
is a kind of bodily memory for motor skills [224, pp. 156–160]. Episodic memory
involves the re-experiencing of past events [224, pp. 160–167].

• Adaptive flexibility, in particular adaptability to environmental novelty
[66, pp. 126–127] and the ability to solve problems and adapt to new situations
[66, pp. 124–125]. This is facilitated by imitation and play [103, pp. 160–165].

• Consciousness, an egocenter that ties all these maps together and provides a uni-
fied perception of self-hood [66, pp. 134–136] through its grounding in physical
embodiment. This involves selectivity of attention [66, pp. 127–128] and the abil-
ity to focus or concentrate resources [66, pp. 130–131], and provides the basis for a
suite of domain general skills: self-monitoring, divided attention, self-reminding,
autocuing, self-recognition, rehearsal and review, whole-body imitation, mind-
reading, pedagogy, gesture, symbolic invention, and complex skill hierarchies
[66, pp. 139–148]. Together these make up self-awareness [103, pp. 189–194].

• Social intelligence, the ability to cultivate and remember individual relationships
within a working social group [66, p. 129], and mind-reading or having a the-
ory of mind (see [66, pp. 129–130] and [103, pp. 48–54]), leading to the ‘social
brain’ [71].

• The brain hides most of what is going on and presents us with a picture of our
present situation thatmakes sense to us: a huge amount goes on unconsciously [99].
Routine activities are automatic and do not require extra resources or attention [66,
p. 132].

The brain needs sleep and rest to recover and reset after prolonged operation, in order
to maintain all these functions. Sleep is a vital part of brain function.

http://dx.doi.org/10.1007/978-3-662-49809-5_3
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7.2.2.3 The Senses: Vision

All the senses operate in essentially the sameway, filtering input all the time, neglect-
ing vast amounts of information (the taken-for-granted background of life), and pre-
senting us with a constructed image of the way things are that does not correspond
directly to the incoming sense data [99, pp. 21–60,111–138]. This is particularly
clear in the structure and function of the visual system [147, pp. 233–255,260–303].

The structure of the visual system [171, pp. 105–119] underlies vision, but the key
issue is the inverse problem discovered by Berkeley: the information in the retina
is a 2D projection of the 3D real world, so how is it that we perceive positions and
motions of objects in a 3D world [201, p. 120]? Helmholz argued that vision has to
depend on learning from experience in addition to the information supplied by neural
connections to the brain. This is confirmed by detailed study of visual illusions, e.g.,
to do with brightness and colour contrasts [201, pp. 124–142,146–159,161–169]:

The colors we see are not the result of the spectra in retinal images per se, but result from
linking retinal spectra to real world objects and conditions discovered empirically through
the consequences of behaviour.

The same applies to perceiving motion [201, pp. 201–217]. This means that it is
likely that all perceptions are illusory constructions produced by the brain to achieve
biological success in the face of the inverse problem (see [99] and [201, p. 121]). I
return to this in Sect. 7.3.3 below.

7.2.2.4 Patterns and Classification, Filtering and Prediction

Animals learn to distinguish events that occur regularly together from those that
are only randomly associated. Thus the brain has evolved a mechanism that ‘makes
sense’ out of events in the environment by assigning a predictive function to some
events, based on past experience and learned rules of behaviour [144, pp. 75–78].
This predictive capacity is built into the continually adapting connections in neural
networks in the brain [129]. Each region of the cortex has a repertoire of sequences
it knows, and it has a name for each sequence it knows [129, p. 129]. And the known
must be distinguished from what is new [115, p. 105]:

The ability to recognize novelty is one of the cardinal features of animal brains […] apart
from perception itself, novelty detection requires that perceived objects be categorised so that
similar items are not perceived as novel. This ability to discriminate also requires memory
of previously seen objects so that they may be compared to current ones.

Prediction takes place all the time, based on comparison with known situations and
quantities. This is the memory-predictive framework of intelligence: the human cor-
tex is constantly predicting what we will see, hear, and feel, mostly in ways we are
unconscious of [129, p. 104]. Learning takes place all the time from experience by
Hebbian processes [129, pp. 164–166] and by neuronal group selection [72], dis-
cussed below (Sect. 7.2.4.2).
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Making Sense of It. The superficial layer neurons within local patches of cortex and
within areas cooperate to explore possible interpretations of different cortical input
and cooperatively select an interpretation consistent with their various cortical and
subcortical inputs [68]. And a key element here is reading the intentions of others [99,
pp. 85–110,139–159], which is crucial in the social environment and underlies the
possibility of the social brain for which there is archaeological [71] and psychiatric
[228] evidence. Thus theory of mind is key to the function of the social brain (see
[100, p. 22], [66, pp. 59–63], and [99]):

We can read not only our own minds but the minds of others. We can do this effortlessly,
without direct training, because of a specialized form of social intelligence that is more
highly evolved than in other primates. As something perfected in the evolutionary arena, it
is a survival skill and we must have it to survive in human society.

This leads to the intentionality bias: the constant search for meaning/intentions in the
actions of others [206], as demonstrated by brain imaging studies of the sequence
of brain events when harmful or beneficial actions take place. Different animals
can understand different levels of intentionality [100, pp. 175, 318]. Level 4 level of
intentionality is “John thought that Mary was worried about what Jake would think
of Ethel’s idea”. Humans can handle about 5 or 6 such levels.

7.2.2.5 Conscious and Unconscious

Most of what happens is subconscious. All the time the brain is engaged in uncon-
scious inferences (see [99, p. 17], [144, pp. 70–72], and [224, pp. 79–86]).Weautoma-
tise so that we only have to pay attention to what is novel [66, pp. 58, 90]. Conscious
processes are largely responsible for setting up the automatized cognitive routines of
the human mind, except for certain basic built-in reflexes and instinctive responses.
However, a small change in temporal sequence, e.g., something unexpected, changes
an instance of psychic determinism from unconscious to conscious [144, pp. 77–78].

Consciousness is our awareness of our state of being [133, 258]. The most basic
function of consciousness is to monitor the state of homeostatic systems and report
whether they are contented or not (this is bodily self-monitoring), but its more
advanced function is to bring us into connection with the current state of the world
around us [224, p. 91] and reflect on that state. It is the generator of the rich texture
of perceptual qualities (sights, sounds, smells, etc.) that we are able to experience
and it thereby provides an awareness of what is happening around us, grounded in a
background of self-awareness (see [133], [224, pp. 93–94], [258]). One can further
move from perception (simple or primary consciousness) to thinking about present
and past perceptions (secondary or reflexive consciousness), which spreads con-
sciousness over time and so involves memory, so leading to the development of the
autobiographical self [224, pp. 95–98].

Our brain effortlessly creates a perception of the physical world [99, pp. 111–
138] that is contextually driven: we have prior beliefs of what objects should
be where, and on this basis predict what signals our eyes and ears should be
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receiving. These predictions are compared with the actual signals and our model
of the world is updated on that basis, in a continual perceptual loop, which also
uses information derived from our actions [99, pp. 126–127,130–131]. The prior
knowledge used in this Bayesian process is mainly acquired through previous expe-
rience. Our brain’s model of the world is constantly updated on the basis of sensory
signals that we compare with predictions and thereby resolve errors in our model
[99, pp. 132–137].

Action and Goal-Setting. A key function of consciousness is setting goals [247].
We act on the basis of hierarchically structured sets of goals based on our under-
standing of the situation and our values. This is the way we influence the world.
Goal-directedness and evaluation are present in even the most rudimentary biolog-
ical activity [127]. The distinctiveness of intelligent action lies in the ability of the
organism to detach itself from the immediate biological and environmental stimuli
in order to evaluate the options available for attaining these goals. Such evalua-
tion depends on hierarchical structuring of cognitive processes [180, p. 12]. Human
goal-seeking has two distinctive characteristics: explicit use of symbolic systems in
making goal choices, and meta-analysis: thinking about thinking. This involves an
adaptive choice of a hierarchy of goals. We learn to do this at a young age [104].
This is the topic of Sect. 7.3.5.

7.2.2.6 Symbolic Representation

Through its neural network structures, the brain can form a classification of patterns
[43], and group together patterns that are part of the same higher level object, in such
a way that they can then be named [129, p. 165]. Systematic classification of objects,
actions, and ideas requires a language or other symbolic representations by which
we can refer to them, and this symbolic representation, to a large degree based on
metaphor, is our key distinctive human mental ability, on which intelligence builds
(see [54] and [129, pp. 126–130]):

Key Ability. Firstly, to be able to recognize, name, and classify recurrent patterns in the
environment: enduring ones (objects), repeating ones (actions), and relations between them
(causal patterns). Secondly, to be able to do this recursively, that is, giving names to patterns
of names and storing named sequences of sequences. This leads to our unique symbolic
ability.

By the process of abstraction, that is, collapsing predictable sequences into named
objects at each level in our logical hierarchy, we achieve more and more stability
the higher we go. This creates invariant representations [129, p. 130], and happens
in a modular way: a hierarchy of nested sequences allows sharing and reuse of lower
label objects in new contexts [129, p. 131]. It is this recursive property that allows
higher order thinking (see Sect. 7.3.4).
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7.2.2.7 Emotional Systems

Conscious awareness is grounded in emotional awareness, which tell us how we
feel about things and motivates our actions [224, pp. 105–138]. We share with other
mammals the basic emotion command systems and the feelings that correspond to
them (see [192] and [224, pp. 113–133]). These are our genetic heritage. Secondary
emotions are socially determined in response to our daily experiences (Sect. 7.2.4).

The associations that lead to emotions are unconscious, but the output of the emo-
tional systems can be inhibited by the frontal lobe [224, pp. 136–137]. The executive
system allows delays in decisions in the interests of thinking, which can be regarded
as imaginary acting whereby the outcome of a potential action is evaluated [224,
p. 281]. This is achieved by running the envisaged action program while motor out-
put is inhibited [224, p. 282] and using language as a powerful tool of self-regulation
through inner speech [224, p. 283]. One should note here that in contrast to other cog-
nitive processes, emotions cannot, by definition, be unconscious, as already pointed
out by Freud [223].

7.2.3 Large Scale Function

It is common to think of the brain as primarily a machine for logical thinking:
determining in a rational way the best options of action in a given context. Here
‘best’ means that it maximises our welfare. This is the economists’ view of humans
as rational agents. However, things are rather more complex than that, quite apart
from the issue of handling judgement under uncertainty by various heuristics that
lead to biases [7, 141], suggesting that prospect theory is more appropriate than
utility theory [142]. A plausible diagram of the large scale interactions involved is
given in Fig. 7.6. The following are the important issues I discuss here:

• Interaction of rationality, faith, and hope.
• Effects of primary and secondary emotions.
• Effects of values and meaning.

Inputs from society (the variable and mutable social world) are considered in
Sect. 7.2.4, and inputs from Platonic entities (eternal and unchanging entities such
as mathematics) are discussed in Sect. 7.6.

7.2.3.1 Rationality, Faith, and Hope

Firstly, in order to live our lives, we need faith and hope, because we always have
inadequate information for making any real decision. Faith is to do with understand-
ing what is there, hope with the nature of the outcomes. When we make important
decisions like whom to marry, whether to take a new job, or whether to move to a
new place, we never have enough data to be certain of the situation or the outcome.
We can keep gathering evidence as long as we like, but we will never be truly sure as
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Fig. 7.6 Themajor aspects of brain function. Rationality underlies economic choices and everyday
decisions, but is completed by faith and hope, because we never have certainty about outcomes in
any complex situation. Rationality operates on the basis of imagination of alternatives and attitudes
to risk, e.g., how much data do I need before making a decision?) Intuition is a form of fast-track
judgement, enabling fast deployment of learnt skills. Primary genetically determined emotional
systems guide rationality as to what is liable to be dangerous, while socially determined secondary
emotional systems help negotiate the social world. The balance between rationality and emotion
takes place within the higher level choices of values and goals determined by purpose, meaning,
and morality. These act down to determine acceptable and unacceptable paths of action. Platonic
unchanging relationships such as mathematical truths can be learnt by the brain and enable better
informed decision-making.All this takes placewithin the constraints of the underlying physiological
possibilities on the one hand, and genetic inheritance on the other. The latter includes instinct (not
shown) which operates automatically

to how many people will buy our product, what the weather will be like, how people
will treat us, and so on. Thus our choices in the end have to be concluded on the
basis of partial information and are necessarily to a considerable degree based on
faith and hope: faith about how things will be, hope and trust that it will work out
all right. This is true even in science. When my scientific colleagues set up research
projects to look at string theory or particle physics, they do so in the belief that they
will be able to obtain useful results when their grant applications have been funded.
They do not know for sure that they will succeed in their endeavours. They believe
that their colleagues will act honestly. So embedded in the very foundations even of
science, there is a human structure of hope and trust [47].

Together with our attitudes to risk, perceptions of how things are now and will be
in the future are crucial in making real-world decisions. Do we tend to see things in
a threatening or optimistic way? Are we willing to act on the basis of little evidence,
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or do we demand very detailed analysis before proceeding? This sets the balance we
make between rationality on the one hand and faith and hope on the other. Helping
make decisions are intuition and imagination [103, pp. 187–189]. The intuition of a
doctor, a motor car mechanic, a football player, or a financial analyst, for example,
is the deeply imbedded result of our previous experience and training [182]. It is a
fast-track ability to see the guts of the situation long before we have had time to figure
it out rationally, embodying in rapid-fire form the results of previous experience and
rational understanding [140]. We can rationalise why we came to such a conclusion
after the event. Imagination helps us think of the possibilities to be taken into account
in making our rational choices and to envisage what might occur, setting the stage
for our analysis of options and choices [25, 178]. But we can never imagine all the
options: the completely unexpected often occurs and undermines the best laid plans
of mice and men, and even the widest lateral thinking only uncovers some of the
possibilities.

7.2.3.2 Emotions

Secondly, our emotions are a major factor in real decision-making [103, pp. 66–
68]: both the hard-wired primary emotions that are our genetic inheritance from
our animal forebears, and the socially determined secondary emotions that are our
cultural inheritance from society. As explained so well by Antonio Damasio [49, 50]
no decisions are made purely as a result of rational choice. The first factor effecting
what we tend to do is the emotional tag attached to each experience, memory, and
future plan. For example, the hoped-for joy of successful achievement underlies
most work in science. Without it, science would not exist. In a full human life,
emotional attachment is one of the most important driving factors, determining how
we deploy our rationality. The importance of emotions derives from the fact that the
primary emotions have evolved over many millions of years to give us immediate
guidance about what is good for our survival in a hostile environment. They then
guide the development of secondary emotions, which tell us what is good for us
in terms of fitting into society, and intellect [147, pp. 325–327,349–361]. However,
there is also top-down control of emotional information [147, pp. 366–377,434–436]
and elicitation of emotional response: the basomedial amygdala mediates top-down
control of anxiety and fear, for example [1]. The functionally distinct populations of
neurons associated with positive and negative associations is described by Namburi
et al. [185].

As explained by Solms, Freud emphasized that there is no such thing as uncon-
scious affect, and emotions in higher animals also include an instinctual component,
that is, they include innate mental organizations (Solms [223]):

They do not consist solely in the affective expressions of current drive oscillations,which give
emotion its ‘keynote’, but also in a number of specific varieties of pleasure and unpleasure
which are built into the brain by virtue of their contribution to survival and reproductive
success. Examples of these are sexual lust, anxious fear, rageful aggression, affectionate
attachment and joyous play [192, 193]. These instinctual dispositions—known as ‘basic
emotions’—are ‘hard wired’ tools for living, giving rise to stereotypical behaviours designed
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to contend automatically with predictable situations of universal biological significance. On
top of these mechanisms, higher in the brain, are added the further complexities introduced
by individualised learning.

Thus processing of and response to incoming sensory data are mediated by memory,
and guided by affect [87, pp. 41–49]. It is probable that affective systems played a
key role in evolutionary development, because they are very important in behavioural
terms. This is developed further in Sect. 7.2.4.

7.2.3.3 Values

Thirdly, we need values to guide our rational decisions; ethics, aesthetics, and mean-
ing are crucial to deciding what kind of life we will live. They are the highest level
in our goals hierarchy, shaping all the other goal decisions by setting the direction
and purpose that underlies them: they define the telos (purpose) which guides our
life. They do not directly determine what the lower level decisions will be, but set the
frameworkwithinwhich choices involving conflicting criteriawill bemade and guide
the kinds of decisions which will be made, particularly by setting constraints on what
is acceptable behaviour and guiding as to what is desirable. Haidt and Kesebir give a
useful introduction to how views of morality have evolved in recent decades [123]:

The ‘new synthesis’ in moral psychology has shifted attention away from reasoning (and its
development) and onto emotions, intuitions, and social factors (which are more at home in
social psychology than in developmental psychology).

From the viewpoint of this book, emotional intuitions are necessary tomoral decision-
making [123], but do not fully encompass them, for rational reflection and self-
searching is a key element of higher level morality [180]. Indeed this is all done in
the context of overall meaning and purpose (telos), for the mind searches all the time
for meaning [88], both in metaphysical terms and in terms of the social life we live
[86]. These highest level understandings, and the associated emotions, drive all else.

Our minds act, as it were, as an arbiter between three tendencies guiding our
actions:

• First, what rationality suggests is the best course of action: the cold calculus of
more and less, the economically most beneficial choice.

• Second, what emotion sways us to do: the way that feels best, what we would like
to do.

• Third, what our values tell us we ought to do: the ethically best option, the right
thing to do.

It is our personal responsibility to choose between them on the basis of our best wis-
dom and integrity, making the best choice we can between these usually conflicting
calls, informed by the limited data available, and in the face of the pressures from
society on the one hand (which we must understand as best we can) and from our
inherited tendencies on the other. Our ability to choose is a crucial human capacity.

The Search for Meaning. Values are closely related to the search for meaning and
understanding, both in relation to other minds and intentions, and in relation to ones’



314 7 The Mind and the Brain

own self, giving purposes to ones actions and shaping the goals one strives for [180,
p. 11]:

Meaning is fixed by action in a social world. Morally responsible action is enabled both by
rationality and sophisticated symbolic language and first appears in the human species when
it becomes possible to direct higher order evaluative processes towards one’s own cognitive
and lower order evaluative processes, influenced by the environmental scaffolding of moral
language.

The search for meaning is not an optional extra: as made so clear by Viktor Frankl,
it is a basic need, and a core driver of mental life [88]. I return to this in Sect. 7.4.

7.2.4 Environmental and Genetic Influences: Brain Plasticity

A key question, of course, is how the brain gets to be what it is. This has inter-
twined evolutionary (timescales of hundreds of millions of years) and developmen-
tal (timescales of decades) aspects. But the primary point is that the brain is not
developed in a predetermined way through genetic influences: rather it adapts to the
environment in which it finds itself. Brain plasticity at the micro-level allows adapta-
tion at the macro-level. This development is guided by experience, evaluated on the
basis of the primary emotional systems. Here I consider in turn the following items:

• Developmental systems.
• Nature and nurture: emotion and rationality.
• The key primary emotional systems.
• Effective modules.
• Further inbuilt systems?

7.2.4.1 Developmental Systems

Griffiths and Stolz express this developmental view nicely as follows [117]:

The ‘developmental systems’ perspective in biology is intended to replace the idea of a
genetic program. This new perspective is strongly convergent with recent work in psychol-
ogy on situated/embodied cognition and on the role of external ‘scaffolding’ in cognitive
development. Cognitive processes, including those which can be explained in evolutionary
terms, are not ‘inherited’ or produced in accordance with an inherited program. Instead,
they are constructed in each generation through the interaction of a range of developmen-
tal resources. The attractors which emerge during development and explain robust and/or
widespread outcomes are themselves constructed during the process. At no stage is there an
explanatory stopping point where some resources control or program the rest of the devel-
opmental cascade. […] we suggest that what is distinctive about human development is
its degree of reliance on external scaffolding determined top-down by interaction with the
environment.

Because the brain is not isolated it creates culture [99, pp. 163–183], which then
modifies the functioning of the brain [231]:
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Environments, particularly in the form of developmental environments, do not just select
for variation, they also create new variation by influencing development through the reliable
transmission of non-genetic but heritable information. This approach stresses particularly
views of embodied, embedded, enacted and extended cognition, and their relationship to
those aspects of extended inheritance that lie betweengenetic and cultural inheritance, the still
gray area of epigenetic and behavioral inheritance systems that play a role in parental effect.
These are the processes that can be regarded as transgenerational developmental plasticity
and that I think can most fruitfully contribute to, and be investigated by, developmental
psychology.

Thus, as emphasized also by Merlin Donald [65, 66], human beings are deeply inte-
grated organisms embedded in and transformed by their genetic, epigenetic (mole-
cular and cellular), behavioral, ecological, socio-cultural and cognitive–symbolic
legacies.

7.2.4.2 Nature and Nurture: Emotion and Rationality

So which cognitive capacities are innate and which are culturally developed? The
instinctive and sensory systems are hardwired, as are the subcortical structures such as
the amygdala and other nuclei in the limbic system. What about the cortex? Neurons
in the cortex are arranged in a basic structure of folds, layers, and columns. This
is written into our genes, and enables the basic capacities of the cortex discussed
above, namely, pattern recognition, prediction, and generalisation. Thus these are
inherited. But it is not remotely plausible that detailed cortical wiring—the specific
synaptic connectivity of many billions of neurons—is genetically determined, partly
because there is simply not enough genetic information, and partly because there is
no plausible developmental mechanism that could do this. In any case, it does not
fit with the developmental view just discussed. Most of our thoughts are shaped by
society [18].

The key clue is given byDamasio [49, 50], who points out that emotion is essential
for rationality through its role in guiding thought and attention. It is biologically
adaptive to have the ability to respond defensively to danger signals before the real
danger is present [144, pp. 77–78]. These capacities are provided by the primary
affective systems that have been investigated in depth by Panksepp [192, 193]. They
are based on the subcortical brain structures that have been called the limbic system
and associated diffuse connections (the ‘ascending systems’, see Fig. 7.7). These are
indeed genetically inherited, so they must play an important role in brain function,
and require an evolutionary explanation.

Psychological Function. Emotions play a key role not only through immediate
effects on cognition, but also in development through dual coding: each sensation
as it is registered by the child also gives rise to affect or emotions [116, p. 56],
which are stored as part of the memory. This dual coding of experience is the key
to understanding how emotions organize intellectual abilities and indeed create the
sense of self. For example, as explained byGreenspan and Shanker, a baby first learns
causality not through pulling a string to a bell but through the exchange of emotional
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Fig. 7.7 Reward structures in the brain (the ‘ascending systems’), associatedwith neurotransmitters
such as serotonin. They project diffusely rather than connecting specific neurons. Note the contrast
with Fig. 7.5. Credit: Wikimedia commons. From Arias-Carrión et al. [6]

signals (I smile, you smile back) [116, p. 51]. This is based on the attachment system
identified by Panksepp, which results in separation anxiety and distress when infants
are separated from their parents.

Physiology and Development. Part of developmental plasticity takes place through
Hebbian processes: neurons that fire together wire together [115]. But that process
does not distinguish betweenwhat is good andwhat is bad. It has no adaptive capacity
to respond positively to what is good for survival and negatively to what is not.

That capacity is provided by the process identified by Gerald Edelman as neural
Darwinism [72, 73] whereby neuromodulators such as serotonin and dopamine
project diffusely from the limbic system to the cortex and then can selectively
strengthen or inhibit the pattern of synapses that are active at that time. They originate
in the structures recognised by Panksepp as the physiological basis of the primary
affective systems. This is therefore a powerful mechanism for shaping neural plastic-
ity to support survival needs as recognised by these primary affective systems. The
psychological correlates of these systems are emotions such as fear and joy, which
are powerful behavioural motivators. There has to be a functional and evolutionary
explanation for the existence of these systems (Fig. 7.7), and that explanation is their
role in shaping plasticity. This role, as set out here, must have been so important that
they were selected for, in evolutionary terms.



7.2 Basics of the Brain 317

In this way, combining combining Panksepp’s affective neuroscience and Edel-
man’s neuronal group selection, one arrives at the idea of affective neural group
selection [81], which identifies the functional purpose of the ascending systems
as both immediate behavioural guidance and longer term neural adaptation. From a
neural net viewpoint, one arrives at salience affected neural networks (SANN) [202].
From a psychological viewpoint this makes clear how emotional drives underlie both
behaviour and brain development.

7.2.4.3 The Key Primary Emotional Systems

Given this understanding, it is important to identify the genetically determined pri-
mary emotional systems, an area of considerable disagreement. Panksepp [192, 193]
identifies three categories of affective systems: primary (raw instinctual–affective),
secondary (unconscious learning and memory related processing), and tertiary
(higher cognitive manifestations) levels.1 He identifies seven blue ribbon instinc-
tual emotions, in addition to homeostatic affects and the sensory affects. Toronchuk
and Ellis [244] propose two others, leading to nine basic instinctual emotional sys-
tems as set out in Fig. 7.8. As each of them is a genetically inbuilt module, each is
of evolutionary importance, and this has to be because it is behaviourally important.
The justification for each of them is given in [193, 244]. Here I will just identify four
of them, operating in dual pairs.

• The Drive for Meaning. The need to understand as emphasized by George Kelly
[150] and Jeff Hawkins [129], and so the drive to find meaning [88]. The corre-
sponding affective system is labelled the SEEKING system by Panksepp [192,
224]. It has dual components: a wanting system that searches for what is meaning-
ful orwanted, and a liking system, the latter turning off the formerwhen satisfaction
is achieved.

Operating alongside this is:

• The Play System. In animals, this is mainly, but not exclusively, rough and tumble
play [192], which is crucial in developing skills, while in humans it extends to the
imaginative play that is the key to creativity and learning [114, 244].

Then there are two systems that operate in tandem to encourage and enable communal
living. They are firstly:

• The Attachment System. The need for affiliation-belonging [209] (starting with
the mother–child bond, and then extending to peers) which underlies the existence
of societies. The component of the environment thought to be most important for
humans, and in fact for all mammals, is the infant’s major caretaker, usually its
mother [144, pp. 80–84], so this starts with the need to bond to the mother [116],

1For a brief summary, see http://emotionresearcher.com/the-emotional-brain/panksepp/.

http://emotionresearcher.com/the-emotional-brain/panksepp/
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Fig. 7.8 The basic genetically determined affective systems (extension of Panksepp’s list [192] by
Toronchuk and Ellis [244]). Each system has associated emotional feelings. E1–E5 are related to
individual survival needs, while E5–E9 are related to group survival needs, underlying the social
brain and so playing a key role in evolutionary history [71]. E1 is the basic system, and the others
piggy-back off it. These systems are shared with all the higher animals [192, 193], but the PLAY
system E8 extends to imaginative play, crucial in learning and imagination. The disgust system E2
[207], related to gut feelings and the second brain [105], may be the oldest system, but gets coopted
to respond to social events in society
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associated with panic on separation. However, it then develops to a strong need to
belong to some kind of community [228], and then is the basis of the social brain
[71], and so underlies the formation of social groups.

Secondly, once societies form, there will be all sorts of tensions in them related to
resource allocation that need to be regulated. This is the function of:

• TheDominance/RankingSystem. Associatedwith territory in the broadest sense,
this allocates positions and resources in society (see [12], [103, p. 73], [228, 249]),
as characterised by the pecking order and the alpha male, and thereby reduces
conflict. This is again a dual system: the competitive drive that seeks for territory
and rank (Ardrey [5]), and the obedience system that accepts the outcome of that
competition, hence defusing the conflict.

Together these two systems give the emotional underpinning for forming stable social
groups. This formation is of key importance in our evolutionary history [71].

In Summary. The evolutionary explanation for the existence of affective system
structures [192] (such as the ascending systems [154]) and associated neurotransmit-
ters (such as dopamine and noradrenaline) is that they enable the primary emotional
system to guide the development of the cortex as the individual interacts with the
physical and social world around. From the day we are born they provide protection
from potential dangers and encourage us to learn and to form communities with
others; and they shape brain plasticity in response to our experiences.

7.2.4.4 The Overall View

Overall the view is as set out by Merlin Donald2:

Our distinctively human consciousness seems to be contingent on four things: an expanded
executive brain system, extreme cerebral plasticity, a greatly expanded working memory
capacity, and especially a process of brain–culture symbiosis that I have labelled ‘deep
enculturation’. Constructivism [is] an approach to human cognition that originated in French
philosophy, with Condillac. Constructivism holds that the mind self-assembles, according to
the dictates of experience, guided by a set of innate propensities, which correspond roughly
to the basic components of conscious capacity.

I have here identified those innate propensities as firstly basic memory, pattern recog-
nition, generalisation, and prediction abilities, and secondly the primary emotional
systems indicated in Fig. 7.8. Dunbar [71] emphasizes how it was essential for pri-
mates to live in groups in order to have a good chance to survive, so the emotional
systems that lead to group formation and stabilisation (the attachment and domi-
nance/ranking systems) were crucial for evolutionary development. They are also
central to psychic well-being [228].

2http://newlearningonline.com/new-learning/chapter-6/donald-on-the-evolution-of-human-
consciousness.

http://newlearningonline.com/new-learning/chapter-6/donald-on-the-evolution-of-human-consciousness
http://newlearningonline.com/new-learning/chapter-6/donald-on-the-evolution-of-human-consciousness
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7.2.5 The Origin of Humanity: The Social Mind
and Language

A key issue is how humankind emerged form the higher primates: what specific
features of structure and function, and specifically brain and mind, separate us and
give us our huge advantage over all the rest of the animal kingdom? What kinds of
evolutionary pressures led to this extraordinary emergence, which took place very
rapidly once it was under way?

7.2.5.1 The Social Context

Minds cannot be understood on their own: we have a distributed cognition that is not
contained solely within the head of the individual (see [65] and [100, p. 14]). The
human mind is unlike any other on this planet, not because of its biology, which is
not qualitatively unique, but because of its ability to generate and assimilate culture,
which provides us with symbolic tools such as language that then shape the way we
see reality [18].

7.2.5.2 Evolution of Humanity

Social behaviour has biological origins: in order to survive and prosper, we had to
become social [103, pp. 82–112]. This also then shapes evolution [71, 100, 204].
While there is considerable debate about specifics, a broad overview is emerging
that makes sense in the light of the viewpoint put forward in this book.

Environmental changes placed pressures on roving bands of hominids making
it very important that they develop social cohesion so that they could face these
challenges together in order to survive [71]. This led to the emergence of the social
mind [66] through a series of developments whereby full-blown symbolic systems
(languages) developed from simpler modes of communication [236], and enabled
the sharing of intentions and ideas between individuals [242], offline development
of conceptual thought [20], and expansion of the mind to include storage systems
and thinking aids in the environment [236]. Physical changes such as development
of the vocal tract and control of breathing enabled language development. All of this
enabled large social groups to arise and develop social interactions implementing the
technology which was the foundation of the rise of civilisation [33].

7.2.5.3 The Social Brain Hypothesis

There have been various proposals as to how this happened, largely in agreement
with each other, based on the importance of this group functioning:
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• The social brain hypothesis (Dunbar [71, pp. 59–68]) says that the prime mover in
primate brain evolution is the evolution of more complex forms of sociality, with
increasing brain size allowing ever greater behavioural complexity, and group
size itself being an emergent property. Time budgets are a key limitation: they
must allow for rest, foraging, movement, and socialisation activities that bond
the group together [71, pp. 84–93]. They must also allow for learning activities,
not mentioned by Dunbar, which is the key function of play. Inventions such as
cooking (reducing foraging times) and music and story-telling (allowing bonding
of larger groups) allowed a balancing of the time budget as band size increased.
Language was needed to facilitate exchange of information and make agreements,
and for social bonding [71, pp. 263–275].

• Gamble [100] expresses the social brain hypothesis as follows: large brain size
in primates and hominims is selected for by social rather than simply ecological
factors concerned with getting food, i.e., our social lives drove our remarkable
encephalization [100, pp. 15, 68–73,319]. Climate change was a factor driving
the need for adaptation [100, pp. 33–68,76–84], leading to mobility together with
group fission and fusion. Technology makes greater mobility possible and devel-
ops hierarchically organised cognition associated with an imaginative capacity
and recursive analogical reasoning [100, p. 174]. Dispersals enabled settlement in
ecologically favourable locations. Overall [100, pp. 317–318]:

An essential element of a new framework for deep human history is the concept of the
relational, rather than rational, mind. Homininims will never make sense to us if we only
deal with them as rational creatures interested in food and reproduction and not much
else. […] We need to replace the isolated, rational mind with one that recognizes that
cognition is distributed and the mind extended.

• Bickerton [20] sees the key feature in development of exceptional mental com-
petences to be a climate-change induced switch from individual to cooperative
scavenging. The resultant communication needs in a group led to brain reorgani-
sation allowing the hierarchical organisation of strings of words and so the rise of
language, enabling ‘offline’ thinking.

• Tomasello [242] similarly argues that a change in themode of thinking was evoked
by the development of cooperative foraging. The development of joint coopera-
tive action demanded recursive ‘mind reading’ to establish common goals and
assumptions, together with a reciprocity of perspectives on the joint enterprise.
A ratchet effect worked to allow cumulative cultural and technological evolution
[239]. The further key point was the establishment of sanctioned group norms
underlying increasing cultural complexity. Norms brought social institutions and
so a conventionalised grammar.

• Stringer [236] sees the development of mind-reading ability as regards both prey
and fellow hunters as the key to the human advantage over other species [236,
pp. 105–112], which is of course a form of the social brain hypothesis. He sup-
ports Darwin’s view that, apart from language, the art of making fire was proba-
bly the greatest discovery ever made by our prehistoric ancestors: once cooking
became central to human life, it influenced our evolution as regards digestion and
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gut, teeth and jaw, and muscles for mastication [236, pp. 139–141]. Division of
labour obviously needed social agreement, and allowed the rise of technology [236,
pp. 141–146]. The rise of increasingly complex societies led to a need to communi-
cate increasingly intricate and subtle messages, and the development of language
[236, pp. 213–214]. The unifying effects of shared beliefs amid increasing social
complexity would have provided the glue that bound people together, encouraged
self-restraint, and put group needs ahead of individual ones [236, p. 223], that is,
it would have led to the development of social norms.

• Greenspan and Shankar emphasize that the social brain is an emotional brain
[116, p. 9]:

The growth of complex cultures and societies and human survival itself depends on the
capacities for intimacy, empathy, reflective thinking and a shared sense of humanity and
reality. These are derived from the same formative emotional experiences that lead to
symbol formation.

The point then is that, although there is a degree of divergence in the detail, in each
case the evolutionary process is driven by the way the developing human line adapted
to changing environmental conditions and thereby changed not just physical features
(e.g., developing bipedalism), but also the nature of cognition, i.e., what we can do
inside our minds [71], specifically developing the ability to handle complex social
relations. But these can only exist if groups exist and selection acts as regards group
properties. These pressures in turn select individuals with capacities that enable the
desired group properties [78]. The adaptive process thatmade our brainswhat they are
was thus a multilevel top-down process [103, pp. 80–82], as discussed in Sect. 4.3.7.

7.2.5.4 The Issue of Cheating

A counterview to this is that, while group selection is possible, it rarely happens
because of the cheating problemstudied in depth by evolutionary theorists.3 However,
as regards hominids, the view presented here is supported by the data on human
evolution that supports the social brain hypothesis [71, p. 59]. In that case selection
took place for those features that led to the formation of social groups, and this did
indeed take place in our evolutionary history, as a matter of historical fact. Thus the
causal chain is from the evolutionary advantages of group living [71, p. 85] down
to the features of human nature that support group living (the primary emotional
systems discussed above), and hence down to those genes that support that nature.
The cheating issue did not prevent this multilevel selection taking place.

How then is cheating dealt with? It is probably the case that, in developing social
groups, cheating is largely dealt with by norms enforced by social structures [17, 123,
166]. The individual is not free to get awaywith cheating atwill, because strong social
structures develop culturally to deal with it. We become expert cheat detectors, and
shame those who indulge in it. This is where the secondary (social) emotions play

3I thank Michael Ruse for discussions on this topic.

http://dx.doi.org/10.1007/978-3-662-49809-5_4
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a key role in our behaviour and hence in our evolutionary history. In any case, the
historical record shows that the behaviour of cheats did not prevent the formation of
social groups [71], and that fact had a profound effect on our evolutionary history.

7.2.5.5 Effective Modules

Given this understanding, we can look at the nature and nurture issue in regard to the
alleged existence of a variety of cognitive modules, such as innate language modules
proposed byChomsky andPinker and innate folk physicsmodules proposed byDavid
Geary. The position taken here is that there are no genetically fixed cognitivemodules
whatever, and in particular no innate language modules that control grammatical
structure. Griffiths and Stolz state the issue of innate modules as follows [117]:

What individuals inherit from their ancestors is not a mind, but the ability to develop a mind.
The fertilised egg contains neither a ‘language acquisition device’ nor a knowledge of the
basic tenets of folk psychology. These features come into existence as the mind grows. A
serious examination of the biological processes underlying such easy terms as ‘innateness’,
‘maturation’, and ‘normal development’ reintroduces the very themes that are usually taken
to be excluded by an evolutionary approach to the mind—the critical role of culture in
psychological development and the existence of a plethora of alternative outcomes for the
developing mind.

This is the position taken here. Thus what I suggest is that we do not have

evolution → folk modules ,

folk modules → learning effects ,

as some propose. Rather the genetically fixed affective systems studied by Panksepp
and associated ascending systems shape the way the cognitive system learns as it
interacts with its environment:

evolution → emotional systems ,

emotional systems + experience → effective folk psychology behavior ,

effective folk psychology behavior → learning effects .

Where then do the language regularities come from that Chomsky recognised and
categorised as being due to a deep grammar module? On this view they are due to
essential syntactic limitations on any language whatever in order that it be an ade-
quate symbolic system for describing the world around. They are due to fundamental
semiotic constraints on any symbolic representation of our experiences and environ-
ment, as explained in detail by Deacon [55]. How then is language learned? Through
ongoing experience of the use of language in meaningful contexts [241], developing
an embodied construction grammar [16, 82], particularly via mother–child bonding
and the child’s search for meaning in this developing relationship [116]. This process
is beautifully described in Chloe’s Story by Carole Bloch [23]. Is there a poverty of
stimulus, as claimed by Chomsky and others? Certainly not, if we take the intense
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mother–child interaction into account [23, 116]. Empirical evidence in this regard is
given in [200], but the argument here is based in the end on the view that there is no
plausible biological mechanism that could either create such modules, or cause the
detailed cortical wiring that would be required to realise them.4

This is an essentially top-downprocess, rather than a bottom-up process controlled
in a geneticway: the interactionwith the cultural environment shapes detailed cortical
connections with the primary emotions acting as modulating factors. The behavior
that gets built in will be suitably tuned to the culture in which the individual lives,
because it is created through interaction with that culture. This experiential shaping
of these systems to fit the local environment in a meaningful way is an aspect of the
crucial feature of brain plasticity [66].

7.3 Top-Down Processes

The above sections have shown many ways in which brain functioning proceeds as
a result of a combination of bottom-up and top-down influences. Elder–Vass puts it
this way [75, p. 59]:

Downward causation works in just the same way as any other type of causation. The causal
mechanism depends ultimately on the presence of the levels of organisation represented by
the causing entity. The operation of the higher level causal effect will depend on the causal
effects of the parts, but it is only when they are organised in the form of the ‘whole’ causing
entity that they have this effect.

Murphy and Brown write as follows:

Our account of downward causation involves selection or constraint of lower level processes
on the basis of how thoses lower level processes or entities fit into a broader (higher level)
causal system [180, p. 12]. The essence of downward causation is selective activation of the
causal powers of the entities constituents, which takes place via context sensitive constraints
exercised by the whole of a complex adaptive system on its components [180, pp. 43, 87–
90]. The binding of components into a dynamic system limits the degree of freedom of the
components but the system as awhole gains a broader causal repertoire [180, p. 89]. Complex
adaptive systems can be goal-directed, making them semi-autonomous from lower level
control, and are capable of selecting the stimuli in the environment towhich theywill respond,
making them semi-autonomous from environmental control as well [180, pp. 90, 95].

Evolution by natural selection is a classic example [180, pp. 57–58]. In each case, the
system will be imbedded in a larger system, and understanding it fully will require
understanding that larger system [180, pp. 196–203]. For example, a thermostat sys-
tem keeping a plant at 65 ◦C can be understood as a purely mechanical system,
but understanding why it is set to this temperature requires knowledge of biology
and intentions. There are always multiple levels of cause in action. The bottom level

4Claims of their existence based on Gold’s proof and infinite recursion [139] have nothing to do
with natural language, because infinity has nothing to do with any realisable language [80].
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physics is only one of them [79, 189]. The distinction between top-down and bottom-
up effects plays a central role in experimental psychology [217]. Here I shall look in
turn at the following items:

• The different kinds (Sect. 7.3.1).
• Memory, learning, and deleting (Sect. 7.3.2).
• Vision (Sect. 7.3.3).
• Language and reading (Sect. 7.3.4).
• Goal-directed behaviour and attention (Sect. 7.3.5).
• Health (Sect. 7.3.6).
• Social neuroscience (Sect. 7.3.7).

7.3.1 The Different Kinds

All the different kinds of top-down causation identified in this volume (as discussed
in Chap.4) occur in the brain:

Dynamical SystemsAspects (TD1). Micro andmacro dynamical systems abound in
the brain. They include propagation of action potentials from one neuron to another,
channelled by axon structures [148], pattern recognition by neural networks with
weights that have been determined by previous experience [21], and reflex action
[180, pp. 111, 114]. In each case micro-level interactions are channelled by higher
level structures.

Cybernetic (Goal-Directed) Aspects (TD2). These occur at micro- and macro-
levels [180, p. 106]. At themicro-level there are hundreds of feedback control loops in
cells [203], at the physiology level feedback control loops preserve homeostasis [188,
203], and at the macro-level tasks such as driving an automobile involve continual
feedback control. In each case outcomes are determined by a set of predetermined
or chosen goals.

Learning and Plasticity (TD3). The brain is built to learn so that it can adapt to and
respond to changing circumstances [114], and this adaptivity at the macro-level is
based on underlying plasticity at the micro-level (see [147] and [180, pp. 107, 114–
117]). Learning and adapting is the key to ecological and social advantage. In each
case outcomes are shaped by selection criteria guiding the adaptive process, as well
as the context in which the selection process takes place.

Adapting Feedback Responses (TD4). A key aspect of operant conditioning
(Pavlovian responses) is that they change if the context changes, i.e., the embod-
ied goals are adaptively selected according to the environment [114]. The outcome
depends on the criteria used to select the goals, as well as the context in which this
takes place. The neural basis for this is described by Donoso et al. [67]

Adapting theMode of Adaptation (TD5). The essence of intelligence is the ability
to adaptively select the criteria guiding adaptive selection of actions, which requires

http://dx.doi.org/10.1007/978-3-662-49809-5_4
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the capacity to think offline, facilitated by symbolic representation [180, pp. 120–
127]. This is a key advantage provided by language. The outcome depends on the
higher level criteria used to select the lower level selection criteria, as well as the
context in which this takes place.

Crucial Contextual Effects. Through these various mechanisms, the individual
mind and culture coevolve, with each affecting the other in crucial ways. Overall
the view is as set out by Merlin Donald5:

[O]ur conscious capacity provides the biological basis for the generation of culture, includ-
ing symbolic thought and language. Conversely, culture also provides the only explanatory
mechanism that can unlock the distinctive nature of modern human awareness. […] the
specifics of our modern cognitive structure are not built in. Our brains coevolved with cul-
ture and are specifically adapted for living in culture—that is, for assimilating the algorithms
and knowledge networks of culture. […] Cultural mind-sharing is our unique trait. Human
culture started with an archaic, purely non-linguistic adaptation, and we never had to evolve
an innate brain device for language per se or for many other of our unique talents, such
as mathematics, athletics, music, and literacy. On the contrary, these capacities emerged as
by-products of our brain’s evolving symbiosis withmindsharing cultures. Language emerges
only at the group level and is a cultural product, distributed across many minds.

In the rest of this section, I look at various specific aspects of top-down causation
in the brain: memory, learning, and deleting (Sect. 7.3.2), vision (Sect. 7.3.3), lan-
guage and reading (Sect. 7.3.4), goal-directed behaviour and attention (Sect. 7.3.5),
health (Sect. 7.3.6), and the relation to society, i.e., social neuroscience (Sect. 7.3.7).
I conclude by commenting on how this relates to the physical substrate (Sect. 7.3.8).

7.3.2 Memory, Learning, and Deleting

Personality and behaviour is crucially based on learning andmemory. Learningworks
by starting with a set of methods or hypotheses, testing them, and keeping those that
work while discarding those that fail. It is a classic example of adaptive selection,
which together with creativity is the key element allowing useful new ideas and
information to come into being. Adaptive selection is also key to memory, when we
keep important memories and information and discard that which is no longer useful.

The basic idea of adaptive selection is shown in Fig. 7.9. There is an ensemble
of incoming stuff (senses, thoughts, theories) and whatever meets a certain selection
criterion is kept, whatever does not is discarded. In this way a more ordered outcome
(thoughts, theories, memories) is created from a more disordered set of input states.
The incoming ensemble may be random, the result of experience, or the result of
imagination. Adaptive selection of what is meaningful enables a selected set of
entities to become causally effective as their competitors are discarded. It is the basis
of all scientific discovery and learning as it shapes our understanding. It is a form
of top-down causation because it is guided by higher-level selection criteria that
crucially determine the outcome [77].

5http://newlearningonline.com/new-learning/chapter-6/donald-on-the-evolution-of-human-
consciousness.

http://newlearningonline.com/new-learning/chapter-6/donald-on-the-evolution-of-human-consciousness
http://newlearningonline.com/new-learning/chapter-6/donald-on-the-evolution-of-human-consciousness
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Fig. 7.9 The basic selection process. A selection gate creates order out of disorder by letting
through only entities in a random initial ensemble that satisfy some selection criterion. This is an
irreversible process: the initial state cannot be determined from the final state (the needed data is
missing). Selection processes are important in the brain [84]

Memory. There are three memory systems: procedural or implicit memory [147,
pp. 308–309,311, 313], declarative or consciousmemory [144, pp. 70–71], andwork-
ing memory [144, pp. 86–87]. The last is short term memory, the first two are long
term memory [114]. In each case memory is formed by storing traces of experiences
and thoughts, perhaps by altering synaptic connection strengths, but perhaps in other
ways. There are two points to note:

Categorisation. The brain processes senses by categorising them in a hierarchical
way. Categorisation is essential: without it raw data would be meaningless. In order
to be useful memories must be classified and indexed so that they can be recalled in
relevant contexts.On the one hand the emotional tag attachedwill be stored, assigning
it an emotional significance and sign (good or bad). This tells us the importance of
the memory. On the other hand, conceptually speaking, it will be linked to other
related memories in a hierarchical classificatory system (explicit or implicit). The
brain could not establish categories without memory, and conversely cannot usefully
store memory without categorisation, which is a process of selection: specific items
are accepted as belonging to one category and discarded from others.

Selection. More than that, the memory systemmust decide what memories are worth
saving in long term memory and what should be discarded. With finite memory
resources available, we cannot afford to let our brain get swamped with unnecessary
irrelevant details of what has happened. But we still need to retain what is important.
So in all memory systems, forgetting is crucial in order to retain what is meaningful.
In computer systems this is formalised as a process of garbage collection and deletion.
A key point is that this is where irreversibility takes place in computation: in a crucial
way, it is where the arrow of time comes in and entropy is generated. An everyday
example is the deletion of files and emails.

Thus overall we need a process for forgetting what is not needed, remembering
what is meaningful, and organising and sorting what is retained. This top-down
processing of information in relation to selection criteria related to meaning is basic
to memory use in selecting meaningful action paths (Kandel [147, pp. 304–321]).
Selection processes are an important aspect of brain function [84].
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7.3.3 Vision

Vision is the most studied of all the senses. An obvious bottom-up view of how it
works is that photons arrive at the retina and get detected by retinal receptors (rods
or cones), whence the resulting signals are sent up the optic nerve to the thalamus
and visual cortices in the occipital lobe [201, p. 106], where they get assembled to
form the visual picture we see. But this is not how it works. Rather we see what we
expect to see, on the basis of our immediate past experience and our interpretation
of the context in which we are situated. That is, vision is predictively shaped in a
top-down way on the basis of our expectations [99, 108, 201]. As stated by Kandel,
we do this in a gestalt way [147, p. 199]:

Overall in perceiving an object, a scene, a person, or a face we respond to the whole rather
than the individual parts. We do this because the parts affect one another in such a way that
the whole ends up being much more meaningful than the sum of its parts.

Indeed this is inevitable. Because our senses receive only a projection onto the retina
of the 3D outside world, what we see has many interpretations and wemust construct
the image we see from this limited information [147, pp. 200–202]. Thus vision is
based on a process of guessing and hypothesis testing in the brain, on the basis of
past experience.

Kandel explains that we do this by an automatic contextual process of hypothe-
sis testing (unconscious inference): before we perceive an object, our brain has to
infer what that object might be, based on information from the senses [147, p. 203].
This idea was developed by Gombrich in relation to visual illusions [147, pp. 208–
212]: once we have formulated a successful hypothesis about the image it not only
explains the visual data but excludes alternatives. The viewer fills in, through top-
down processing, any missing needed information [147, p. 314]. Frith confirms this
view when he states that our perception of objects in the world is not immediate.
Before we can perceive an object, the brain has to infer what the object might be
on the basis of the information reaching the senses [99, pp. 41–44]. Why should
we believe this paradoxical view of how vision works? Firstly, because of visual
illusions, and secondly because of evidence from neuroscience studies.

7.3.3.1 Illusions

The primary illusion is that we do not see the blind spot where there are no optical
receptors (see [156, pp. 53–54] and [99, p. 135]). Our mind fills in what it cannot see
because no signals are coming in from that part of our field of view. Furthermore,
only the central part of our field of vision can be seen in detail and in colour, while
the rest remains blurred and in grey and white [99, pp. 41–42].

However, there are many other illusions that prove this view of ‘unconscious
inference’ to be correct (see [99, 201] for many examples). I give just two here
so that you can experience it for yourself. First, any normal human mind sees two
triangles in Fig. 7.10. However, there are no triangles there: just three angle segments
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Fig. 7.10 Kanizsa’s triangle illusion. Credit: Wikimedia Commons (Jaap Pol)

Fig. 7.11 Size comparison illusion (the moon illusion). The inner circles are the same size. Credit:
Wikimedia Commons

and three partially filled discs. You can break the illusion by covering up the rest of
the figure so as to see just one of the angles or one of the disc segments. The mind
fills in what is not there, and the point is that it’s not that you think you see two
triangles: that is what you see! This experimentally demonstrates how perception
works by model fitting.

Second, in Fig. 7.11, it appears that the two inner circles are different sizes, but
they are the same (measure them!). This misleading illusion is an environmental
effect due to the proximity of the outer circles. It is a consequence of visual methods
of judging sizes and distances in natural habitats.

7.3.3.2 Neuroscience of Top-Down Visual Processes

Some papers discussing top-down influences on visual processing are as follows:

• Gilbert and Li [107]. Re-entrant or feedback pathways between cortical areas
carry rich and varied information about behavioural context, including attention,
expectation, perceptual tasks, working memory and motor commands. Neurons
receiving such inputs effectively function as adaptive processors that are able to
assume different functional states according to the task being executed. Recent data
suggest that the selection of particular inputs, representing different components
of an association field, enable neurons to take on different functional roles. Their
review discusses the various top-down influences exerted on the visual cortical
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pathways and highlight the dynamic nature of the receptive field, which allows
neurons to carry information that is relevant to the current perceptual demands.

• Peterson and Cacciamani [197]. Object perception is a dynamical, integrated
process inwhich (a) high-levelmemory representations are accessed before objects
are perceived, (b) potential objects compete for perception and only thewinners are
perceived, and (c) there is no clear dividing line between perception and memory.
There is accumulating evidence favoring a dynamical model involving feedback
as well as feedforward processing and interactions between high and low levels of
the visual hierarchy.

• Peterson [196]. Top-down effects are effects that originate in high levels of the
hierarchy of visual processes and exert an influence at lower levels. Examples of
visual information thought to reside at, or arise from, high levels in the hierar-
chy are: the perceiver’s intentions, expectations, attentional goals, and memories
established on the basis of past experience.

• Nakabayashi and Liu [183]. According to a classical view, young children process
faces in a piecemeal fashion before adult-like holistic processing starts to emerge at
the age of around 10 years. This is known as the encoding switch hypothesis. These
authors conclude, quite contrary to the classical view, that holistic processing is not
only present in early child development, but could even precede the development
of part-based processing.

• Kuo et al. [158]. Retrospective cues trigger activity in a large-scale network impli-
cated in attentional control and lead to retinotopically specificmodulation of activ-
ity in early visual areas V1–V4. Shifts of attention during visual STM (VSTM)
maintenance are associated with changes in functional connectivity between pFC
and retinotopic regions within V4. These findings provide new insights into top-
down control mechanisms that modulate VSTM representations for flexible and
goal-directed maintenance of the most relevant memoranda.

• Stokes et al. [230]. Long-term memory prepares neural activity for perception.
• Layher et al. [162]. The categorization of real world objects is often reflected
in the similarity of their visual appearances. Such categories of objects do not
necessarily form disjunct sets of objects, neither semantically nor visually. The
relationship between categories can often be described in terms of a hierarchical
structure. For instance, tigers and leopards build two separate mammalian cat-
egories, both of which are subcategories of the category Felidae. These authors
propose a recurrent computational network architecture for the unsupervised learn-
ing of categorial and subcategorial visual input representations. During learning,
the connection strengths of bottom-up weights from input to higher-level cate-
gory representations are adapted according to the input activity distribution. In a
similar manner, top-down weights learn to encode the characteristics of a specific
stimulus category. Feedforward and feedback learning in combination realize an
associative memory mechanism, enabling the selective top-down propagation of a
category’s feedback weight distribution. They suggest that the difference between
the expected input encoded in the projective field of a category node and the cur-
rent input pattern controls the amplification of feedforward-driven representations.
Large enough differences trigger the recruitment of new representational resources
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and the establishment of additional (sub-)category representations. The proposed
combination of an associative memory with a modulatory feedback integration
successfully establishes category and subcategory representations.

• Bressler et al. [31]. Information about an impending stimulus facilitates its subse-
quent identification and ensuing behavioral responses. This facilitation is thought
to bemediated by top-down control signals from the frontal and parietal cortex that
modulate sensory cortical activity. Here the authors show, using Granger causality
measures on blood oxygen level-dependent time series, that frontal eye field (FEF)
and intraparietal sulcus (IPS) activity predicts visual occipital activity before an
expected visual stimulus. Top-down levels of Granger causality from FEF and IPS
to visual occipital cortex were significantly greater than both bottom-up and mean
cortex-wide levels in all individual subjects and the group. These results suggest
that FEF and IPS modulate visual occipital cortex, and FEF modulates IPS, in
relation to visual attention.

• Sigman et al. [219]. Top-down reorganization of activity in the visual pathway
after learning a shape identification task.

7.3.4 Language and Reading

Top-down causation is a key feature in language production and understanding: hold-
ing context in mind is crucial to understanding speech and in reading
[110–112, 221].

7.3.4.1 Language

This is a contextual form of communication where reference is continually made to
the social, historical, political, and environmental context. Indeed the way meaning
is embodied in the hierarchical structure of language is context-dependent all the
way down: the individual units at each level (sentences, phrases, words, phonemes)
only attain their meaning and function in the larger context of the whole meaningful
situation [111, 157], and this is embodied in words and phrases such as ‘they’, ‘then’,
‘their’, ‘there’, and ‘at that time’. Words are often omitted because they are assumed
as implied by the context, and allusions aremade to social and political issues that are
taken for granted as commonly known [66]. Listening and reading are active rather
than passive processes: the reader brings her knowledge to bear on the text that is
presented in order to interpret it (among other things because much of language is
metaphorical [159]).

7.3.4.2 Reading

Reading is the same as vision: the words conveymeaning that is hinted at and realised
by interpretation andguessing atwhat ismeant, on the basis of the understood context,
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just as happens in listening. Words hint at feelings and understandings that can only
partially be expressed in words, we learn to fill in the rest. It does not work by reading
phonemes and assembling them to understand words:

Basic Principle. As in the case of vision, an ongoing holistic process takes place whereby
the cortex predicts what should be seen, fills in missing data, and interprets what is seen on
the basis of expectations in the current context.

Contextual Meaning. The lower levels do not make sense without the higher level
context, so text is read in a top-down manner. Just as in the case of vision, reading
is a predictive activity that has the nature of a psycholinguistic guessing game [110,
111, 221]. The higher levels set the context for understanding lower level entities
and can even select their pronunciation and meaning. Here are some examples:

The grammatical nature of a word can depend on context: is ‘flies’ a noun or verb?

• Time flies like an arrow.
• Fruit flies like a banana.

You deduce what the word ‘plane’ means from the sentence as a whole:

• The horses ran across the plane.
• The plane landed rather fast.
• I used the plane to smooth the wood.

English is only weakly a phonics-based language, as emphasized by Steven Strauss
[232].We cannot reliably read in a bottom-upmanner, because not only the meaning,
but even the pronunciation depends on context:

• How should we pronounce ‘Wound’? Her wound hurt. She wound the clock.
• How should we pronounce ‘ough’? A rough-coated, dough-faced, thoughtful
ploughman strode through the streets of Scarborough; after falling into a slough,
he coughed and hiccoughed.

Thus language functions in a coherent contextual way, with ambiguity and redun-
dance as central features [94].

7.3.4.3 Evidence

Firstly, the above is evidence. But can we provide more detailed systematic studies
that support this view? Detailed studies of the reading process [85, 233] prove the
above is the way reading works in a meaningful context.6 This has been done in
three ways:

6Reading studies in meaningless contexts, such as those by Dehaene [60], clarify partial aspects of
the reading process, but simply fail to get at the core of what is going on in real reading. Similarly
reading tests based on meaningless phonemes fail to relate to genuine reading ability.
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Eye Movement Tracking Studies. These show that we do not read the words or
phonemes on the page consecutively, but skipwords and jumpback and forth between
them [85]. Thus we do not assemble the thoughts in a strict bottom-up way on the
basis of the consecutive syllables printed on the page.

Miscue Analysis. This shows that we often substitute words of essentially the same
meaning forwhat iswritten on the page [85], proving that reading is drivenholistically
by meaning rather than bottom-up by the details of what is on the page.

Reading Miswritten Text. One can experience how the mind fills in missing text in
a meaningful way by reading the following examples: Y u cn re d this evn tho gh it is
not phonem cally correct, and this thuogh letters are wron g, and this though words
missing. The fact that you could read the above proves that the mind continually
guesses and fills in, all the time searching for meaning. This process is driven top-
down, otherwise it could not work. Here is another well known example:

7H15 M3554G3 53RV35 7O PR0V3
H0W 0UR M1ND5 C4N D0 4M4Z1NG 7H1NG5!
1MPR3551V3 7H1NG5!
1N 7H3 B3G1NN1NG 17 WA5 H4RD
BU7 N0W, 0N 7H15 LIN3 Y0UR M1ND 1S R34D1NG 17 4U70M471C4LLY
W17H 0U7 3V3N 7H1NK1NG 4B0U7 17.

We can make sense in each case because of the contextual way we read.

fMRI Studies. There are very limited fMRI studies that look at natural reading,
as discussed in [42] and references therein. This study showed that natural reading
versus pseudo-reading showed different patterns of brain activation: normal reading
produced activation in a well-established language network that included superior
temporal gyrus/sulcus, middle temporal gyrus(MTG), angular gyrus(AG), inferior
frontal gyrus, and middle frontal gyrus, whereas pseudo-reading produced activation
in an attentional network that included anterior/posterior cingulate and parietal cor-
tex. This is to be expected: pseudo-reading is not a meaningful activity, so the brain
centres that are searching for meaning and trying to predict what will come next are
stymied and do not know what to do.

7.3.4.4 The Holistic View

This is the same as all perception [147] (see the previous section on vision). Sohoglu
et al. express it this way [222]:

A striking feature of human perception is that our subjective experience depends not only on
sensory information from the environment but also on our prior knowledge or expectations.
[…] We used concurrent EEG and MEG recordings to determine how sensory information
and prior knowledge are integrated in the brain during speech perception. We manipulated
listeners’ prior knowledge of speech content by presentingmatching,mismatching, or neutral
written text before a degraded (noise-vocoded) spoken word. When speech conformed to
prior knowledge, subjective perceptual clarity was enhanced. This enhancement in clarity
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was associated with a spatiotemporal profile of brain activity uniquely consistent with a
feedback process: activity in the inferior frontal gyrus was modulated by prior knowledge
before activity in lower-level sensory regions of the superior temporal gyrus. […] The data
are best explained within the framework of predictive coding in which sensory activity is
compared with top-down predictions and only unexplained activity propagated through the
cortical hierarchy.

This predictive kind of process applies in particular to reading.

7.3.5 Goal-Directed Behaviour and Attention

We plan what to do and then act according to those plans. The planning is a macro-
level psychological activity, based on our feelings on the one hand and our rationality
on the other: is this a good investment? Will I feel better if I move to France? Is it
safe to go to the football game? We make a decision on the basis of our hierarchy of
goals, and then that decision results in our arms or legs or tongue moving because
electrons in motor neurons cause protein filaments made of actin and myosin to slide
past one another, producing a muscle contraction in accordance with our action plan.

7.3.5.1 Rational Decisions

Our rational decisions act down from the psychological level to the level of elec-
trons and then up through muscles to our limbs and bodies [203]. Animals including
humans engage in goal-directed behavior flexibly in response to events and their
background, which is a form of contextual behavior [163]. In order to make deci-
sions we focus our attention on the issue at hand [103, pp. 285–286], consider it in
terms of options and outcomes, and reach a conclusion which we then pass on to the
motor cortex to initiate action. This results in a coordinated motion of electrons in
our muscles, i.e., a top-down effect from our plans and intentions, realised through
coordinated patters of neuronal excitations in the cortex, to the underlying micro-
physics. This is in analogy with what happens in digital computers (Chap. 2), where
the logic of the high level applications program ultimately determines which set of
electrons flow through which gates at the micro-level. How this happens is described
by Deco and Rolls [59]:

Cognitive behaviour requires complex context-dependent processing of information that
emerges from the links between attentional perceptual processes, working memory and
reward-based evaluation of the performed actions.Wedescribe a computational neuroscience
theoretical framework which shows how an attentional state held in a short term memory in
the prefrontal cortex can by top-down processing influence ventral and dorsal stream cortical
areas using biased competition to account for many aspects of visual attention.We also show
how within the prefrontal cortex an attentional bias can influence the mapping of sensory
inputs to motor outputs, and thus play an important role in decision-making. […] Themodels
also directly address how bottom-up and top-down processes interact in visual cognition,
and show how some apparently serial processes reflect the operation of interacting parallel
distributed systems.

http://dx.doi.org/10.1007/978-3-662-49809-5_2
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According to Lee and Lee, the rhinal cortical regions and the hippocampal formation
play key roles in mnemonically categorizing and recognizing contextual represen-
tations and the associated items [163]. In addition, it appears that the fronto-striatal
cortical loops in connection with the contextual information processing areas criti-
cally control the flexible deployment of adaptive action sets and motor responses for
maximizing goals. Goal-directed control is exerted by cortical units that are regulated
by both top-down feedback and oscillatory coherence [152]. Top-down modulation
mediated by the prefrontal cortex is a causal link between early attentional processes
and subsequent memory performance [257]. Memory retrieval in the hippocampus
is thought to be influenced by top-down inputs from the prefrontal cortex (PFC)
through neurons that project from the dorsal anterior cingulate cortex (dACC) to the
CA1 and CA3 regions of the hippocampus [29].

7.3.5.2 Attention

This all depends on the focus of attention, and attentional prioritization modulates
sensory processing by a top-down signal for attentional allocation [69, 187]. Top-
down modulation bridges selective attention and working memory [102]. According
to Deco and Rolls [58], recent neurophysiological experiments support a ‘biased
competition hypothesis’ of the neural basis of attention. According to this hypoth-
esis, attention appears as a sometimes non-linear property that results from a top-
down biassing effect that influences the competitive and cooperative interactions that
work both within cortical areas and between cortical areas. They describe a detailed
dynamical analysis of the synaptic and neuronal spiking mechanisms underlying
biased competition.

7.3.5.3 Integration

Finally, it is important to note that the different senses are integrated in this attentional
and decision-making process. The prefrontal cortex (PFC), specifically BA44, may
function as the essential region for hierarchical processing across the domains [136]:
the hierarchical organization of cognitive controls within the PFC forms a cascade of
top-down hierarchical processes operating along a posterior-to-anterior axis of the
lateral PFC including BA44within the network [136]. This takes place in an adaptive
contextual way, as described by Gruber and McDonald [119]:

In interactions among multiple brain systems controlling motivated behavior, multiple brain
systems acquire information in parallel and either cooperate or compete for behavioural con-
trol The hippocampus provides contextual specificity to the emotional system, and provides
an information-rich input to the goal-directed system for navigation and discriminations
involving ambiguous contexts, complex sensory configurations, or temporal ordering.
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Thus context, emotion, and the strategic pursuit of goals determine the choice of
action. Top-down action from the cortex to the periphery then realizes the outcomes
[14, 203].7

7.3.6 Health

Because the mind is an embodied mind, there are both bottom-up and top-down
influences between it and our physical state of health. In this section, I look in
turn at:

• Placebo effects.
• The immune system.
• Stress and anxiety.
• Hierarchy and health.
• Loneliness or exclusion.
• Meditation.
• Psychotherapy.

7.3.6.1 The Placebo Effect

The placebo effect occurs when a non-active pill is perceived by the patient to be a
source of healing and effects an improvement in her physical well-being that cannot
be associated with bottom-up causation because there is no physiologically active
ingredient present. It is very well documented that this occurs [132, 134], and indeed
in testing medications one must test, not against the zero effect of the inactive control
medicine, but against the placebo effect level [254], as otherwise one will show a
positive result that is caused by the placebo effect [155]. This efficacy is conclusive
proof of top-down effects from the mind to the physical welfare of the patient.

Humphrey and Skoyles attribute this efficacy to what they call a ‘health governor’
that has evolved to perform an analysis of the health situation at the moment and
to predict what physiological actions should be taken to maximise satisfaction in
the short-term while minimizing long-term risks [134]: “Crucially, he needs to be
able to make an informed guess about future needs and opportunities, so that he
can budget accordingly.” This governor is influenced by the subject’s optimism at
whatever level it is experienced, which may be a mediating factor in most if not all
the health governor’s decisions. And when placebos are used, they work because
patients expect them to work: they induced the health governor, with an improved
forecast, to release selfcure [134]. This predictive function is obviously analogous
to the predictive nature of sensory systems: it is a basic cortical function [129].

7This is just a selection of papers supporting this view: there are many others coming out all the
time. The details may differ, but the overall picture is consistent across them.
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Whether or not this is the explanation, something like this must be the case, as
is confirmed by brain imaging studies by Wager et al. examining top-down effects
from expectations and beliefs to brain activation and hence to levels of pain experi-
enced [253]:

The experience of pain arises from both physiological and psychological factors, including
one’s beliefs and expectations. Thus, placebo treatments that have no intrinsic pharmaco-
logical effects may produce analgesia by altering expectations. However, controversy exists
regarding whether placebos alter sensory pain transmission, pain affect, or simply produce
compliance with the suggestions of investigators. In two functional magnetic resonance
imaging (fMRI) experiments, we found that placebo analgesia was related to decreased
brain activity in pain-sensitive brain regions, including the thalamus, insula, and anterior
cingulate cortex, and was associated with increased activity during anticipation of pain in
the prefrontal cortex, providing evidence that placebos alter the experience of pain.

This effect is in addition to that due to distraction, as shown by Buhle et al. [34]:

In this study, the authors examined whether two common forms of pain control—placebos
and distraction—work through independent or shared processes. Researchers placed a cream
on participants’ arms and told them it was either a nonanalgesic control cream or a strong
analgesic cream.Researchers then inducedmild andmoderate pain in the participants.During
pain induction, participants alternated between performing a working memory task and
fixating on a cross. The pain-reducing effects of the placebo and the working memory task
were additive, suggesting that placebos do not work by redirecting a person’s attention and
that using a combination of the two techniques to reduce pain increases the benefit.

The functional anatomy leading to the effect is described byMayberg et al. [174]:

Administration of a placebo can result in a clinical response indistinguishable from that
seen with active antidepressant treatment. […] The common pattern of cortical glucose
metabolism increases and limbic–paralimbic metabolism decreases in placebo and fluoxe-
tine responders suggests that facilitation of these changes may be necessary for depression
remission, regardless of treatment modality. Clinical improvement in the group receiving
placebo as part of an inpatient study is consistent with the well-recognized effect that alter-
ing the therapeutic environment may significantly contribute to reducing clinical symptoms.
The additional subcortical and limbic metabolism decreases seen uniquely in fluoxetine
responders may convey additional advantage in maintaining long-term clinical response and
in relapse prevention.

This suggests that placebo effects are short term rather than long term, but confirms
that they do indeed exist as a top-down effect from the therapeutic environment.
Overall [254]:

For psychological disorders, particularly depression, it has been shown that pill placebos are
nearly as effective as active medications, whereas psychotherapies are more effective than
psychological placebos. However, […] when properly designed, psychological placebos are
as effective as accepted psychotherapies.

7.3.6.2 Immune System

The adaptive control system is based on immune molecules that are also neurotrans-
mitters, and hence enable two-way interaction between the immune system and the
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brain, as discussed by Esther Sternberg [225, 226]. Indeed top-down neuronal con-
trol of immunity has been found to exist even in nematode worms [132]. In the case
of humans [227]:

The central nervous system (CNS) regulates innate immune responses through hormonal and
neuronal routes. The neuroendocrine stress response and the sympathetic and parasympa-
thetic nervous systems generally inhibit innate immune responses at systemic and regional
levels, whereas the peripheral nervous system tends to amplify local innate immune
responses. These systems work together to first activate and amplify local inflammatory
responses that contain or eliminate invadingpathogens, and subsequently to terminate inflam-
mation and restore host homeostasis. […] the CNS can be considered as integral to acute-
phase inflammatory responses to pathogens as the innate immune system.

Thus this is a direct route whereby the mind can influence bodily health.

7.3.6.3 Stress and Anxiety

It is well known that stress and anxiety cause physical symptoms [46, pp. 239–261].
For example, up to 20% of cardiac surgery patients do not show improvements
in health-related quality of life after surgery, despite apparently successful surgical
procedures, because of exposure to high stress in the cardiovascular intensive care
unit [213]. Because it originates in themind and is related to lifestyle, it is a top-down
phenomenon which McEwen describes as follows [175]:

Stress begins in the brain and affects the brain, as well as the rest of the body. Acute stress
responses promote adaptation and survival via responses of neural, cardiovascular, auto-
nomic, immune and metabolic systems. Chronic stress can promote and exacerbate patho-
physiology through the same systems that are dysregulated. The burden of chronic stress
and accompanying changes in personal behaviors (smoking, eating too much, drinking, poor
quality sleep; otherwise referred to as “lifestyle”) is called allostatic overload. Brain regions
such as hippocampus, prefrontal cortex and amygdala respond to acute and chronic stress
and show changes in morphology and chemistry that are largely reversible if the chronic
stress lasts for weeks. However, it is not clear whether prolonged stress for many months
or years may have irreversible effects on the brain. […There is] top-down regulation of
cognitive, autonomic and neuroendocrine function. This concept leads to a different way
of regarding more holistic manipulations, such as physical activity and social support as an
important complement to pharmaceutical therapy in treatment of the common phenomenon
of being ‘stressed out’. Policies of government and the private sector play an important role
in this top-down view of minimizing the burden of chronic stress and related lifestyle (i.e.,
allostatic overload).

Two particular mechanisms leading to stress, characterised by Stevens and Price
[228], have been mentioned above, related to the primordial emotional systems:
namely malfunctions of the hierarchy/status system and the attachment/belonging
system.
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7.3.6.4 Hierarchy and Health

Social status and health in humans and other animals plays an important role in social
life (see [103, p. 73], [210, 211]) and is associatedwith a primordial emotional system
[244]. Malfunctioning of this system is a major cause of psychiatric illness [228].
Sapolsky expresses it this way [211]:

Dominance hierarchies exist in numerous social species, and rank in such hierarchies can
dramatically influence the quality of an individual’s life. Rank can dramatically influence
also the health of an individual, particularly with respect to stress-related disease. Socioeco-
nomic status (SES) is the nearest human approximation to social rank and SES dramatically
influences health.

This is a top-down influence from social perceptions to bodily health.

7.3.6.5 Loneliness or Exclusion

The deep need for attachment [116] is also based on a primordial emotional system
[192]whosemalfunction is again amajor cause of psychiatric illness [228]: loneliness
can be hazardous to your health [177]. It is felt as exclusion or loneliness. The point
in both cases is that it is a mental distress that drives the physical distress. The mind
is the source of a problem that is then manifested in the body. By contrast, happiness
has a positive causal effect on longevity and physiological health [93].

7.3.6.6 Meditation

Given that stress causes ill health andmeditation can reduce stress, onemight suppose
that meditation would improve health, and a variety of studies suggest that this
might indeed be so. As an example, Davidson and McEwen, writing about the social
influences on neuroplasticity, and stress and interventions to promote well-being,
state [52]:

Experiential factors shape the neural circuits underlying social and emotional behavior from
the prenatal period to the end of life. Although the precise mechanisms of plasticity are
still not fully understood, moderate to severe stress appears to increase the growth of several
sectors of the amygdala, whereas the effects in the hippocampus and prefrontal cortex tend to
be opposite. Structural and functional changes in the brain have been observedwith cognitive
therapy and certain forms of meditation and lead to the suggestion that well-being and other
prosocial characteristics might be enhanced through training.

Evidence suggests this maybe so. For example [118, 252]:

Mindfulness-based stress reduction (MBSR) is a structured group program that employs
mindfulness meditation to alleviate suffering associated with physical, psychosomatic, and
psychiatric disorders. The program, nonreligious and nonesoteric, is based upon a systematic
procedure to develop enhanced awareness of moment-to-moment experience of perceptible
mental processes. The approach assumes that greater awareness will provide more veridical
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perception, reduce negative affect, and improve vitality and coping […] A meta-analysis
suggests that MBSR may help a broad range of individuals to cope with their clinical and
nonclinical problems.

Similarly, [184] give evidence suggesting that meditation reduces pain-related neural
activity in the anterior cingulate cortex, insula, secondary somato sensory cortex,
and thalamus. Again, top-down effects from the brain can possibly improve physical
health. This is supported by a study of the effectiveness of a brief meditation and
mindfulness intervention for people with diabetes and coronary heart disease [153].

7.3.6.7 Psychotherapy

A structured way of promoting mental health in a top-down way is psychotherapy
(‘the talking cure’). Eric Kandel writes about how this can work, consistently with
our current knowledge of neuroscience, as follows [143, 144]:

• All mental processes derive from operations of the brain.
• Genes determine neuronal functioning.
• Social and developmental factors contribute importantly to the variance in mental
illness. These factors express themselves in altered gene expression. Nurture is
ultimately expressed as nature.

• Altered gene expression induced by learning gives rise to changed patterns of
neuronal connections, which give rise to different forms of thinking and behaviour.

• Psychotherapy produces changes in long-term behaviour by learning which pro-
duces changes in gene expression, and hence changes in neuronal interconnection.

This is of course a controversial area, with many competing forms of psychotherapy
and various claims as to their success. Without taking a stand on this, Kandel makes
clear that there is a physical mechanism whereby this can work in a top-down way.

Overall, a holistic view of medicine, dealing with physical trauma and psycho-
logical stress such as anxiety in a way that takes meaning and purpose seriously, is
likely to be the most productive. This kind of integration of a humanistic view and
a scientific perspective is possible. For example, it is the basis of treatment in the
systematic anthroposophic approach to treatment via art therapy.8

7.3.7 Social Neuroscience

This all takes place in the context of society, which exerts a major top-down effect
on individual human minds. An individual mind cannot thrive: we are designed
to develop attachments [46, 116, 138] and to live in communities [64–66] based

8This is made clear for example in the lecture Ringvorlesung Topos Kunsttherapie 03, Novem-
ber 2015: “Anthroposophische Kunsttherapie: Beispiele aus der Praxis” Margaret Ellis, Alanus
Hochschule. See also [101] for a holistic view.
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on language and culture [17], and this is reflected in our brain. There is a large
literature on social neuroscience [36, 37, 124], the neuroscience of empathy [56],
and evolutionary cognitive neuroscience [198]. This is necessarily amultilevel affair:
Cacioppo and Decety explain [37]:

Social species are so characterized because they form organizations that extend beyond the
individual. The goal of social neuroscience is to investigate the biological mechanisms that
underlie these social structures, processes, and behavior and the influences between social
and neural structures and processes. Such an endeavor is challenging because it necessitates
the integration of multiple levels.

The main sections in the major text Foundations in Social Neuroscience [36]
are entitled as follows: (A) multilevel integrative analysis of social behaviour, (B)
social cognition and the brain, (C) social neuroscience of motivation, emotions, and
attitudes, (D) biology of social relationships and interpersonal processes, and (E)
social influences in biology and health. I cannot discuss here all the issues raised in
the 83 chapters of that book, some of which have been dealt with in other sections
of this chapter. Rather I shall look here briefly at the following:

• Culture.
• The social mind and social cognition.
• Environmental effects on the brain.

7.3.7.1 Culture: The Taken-for-Granted Reality

We live in a cultural ambience that we take for granted because it is our experience
that this is the way things are, and that experience shapes the way we think and act.
Indeed, as emphasized in Berger and Luckman’s book The Social Construction of
Reality [18], it determines what we perceive as reality. It does so particularly by
incorporating particular conceptual schemas, roles, and frames that structure social
life [166]. It is very difficult for us to step outside this framework of thought into
which we are born [17]. Thus it represents a major top-down effect from culture
(a non-physical phenomenon) to the neural connections that determine what we
understand and believe. This will affect decision-making [248].

Tomasello expresses it this way [240]:

Human beings are biologically adapted for culture in ways that other primates are not, as evi-
denced most clearly by the fact that only human cultural traditions accumulate modifications
over historical time (the ratchet effect). The key adaptation is one that enables individuals to
understand other individuals as intentional agents like the self. This species-unique form of
social cognition emerges in human ontogeny at approximately 1 year of age, as infants begin
to engage with other persons in various kinds of joint attentional activities involving gaze
following, social referencing, and gestural communication. Young children’s joint atten-
tional skills then engender some uniquely powerful forms of cultural learning, enabling the
acquisition of language, discourse skills, tool-use practices, and other conventional activities.
These novel forms of cultural learning allow human beings to, in effect, pool their cognitive
resources both contemporaneously and over historical time in ways that are unique in the
animal kingdom.
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Language. One of the most important ways this happens is in terms of language,
which is the essential tool enabling us to have a culture (see Sect. 7.5.2) [54, 215].
Society shapes neural connections in the individual, in particular through our learning
a specific language and associated symbolism [116, 241]. This develops through our
ability to conceptualise a hierarchically structured recursive phrase structure which
emerged in relation to amutation leading to the FOXP2 gene [45]. The exact way this
happened is not fully clear, but what is clear is that it was a top-down process driven
by the selective advantages of group living, where intentions can be communicated
between minds [71].

Mechanisms. As explained above, this development will be driven by the interplay
between emotional systems and intellect. Freeman et al. explain how this happens in
terms of brain structure by examining the relation of social mores to the dominance
system [91]:

It has long been understood that culture shapes individuals’ behavior, but how this is accom-
plished in the human brain has remained largely unknown. To examine this, we made use
of a well-established cross-cultural difference in behavior: American culture tends to rein-
force dominant behavior whereas, conversely, Japanese culture tends to reinforce subor-
dinate behavior. […] activity in the right caudate and medial prefrontal cortex (mPFC)
correlated with behavioral tendencies towards dominance versus subordination, such that
stronger responses in the caudate and mPFC to dominant stimuli were associated with more
dominant behavior and stronger responses in the caudate and mPFC to subordinate stimuli
were associated with more subordinate behavior. The findings provide a first demonstration
that culture can flexibly shape functional activity in the mesolimbic reward system, which
in turn may guide behavior.

Emergence of Culture. David Sloan Wilson remarks [256] that the transition from
bottom-up to top-down dominated causation in the relation of mind to the society in
which it is imbedded is a major evolutionary transition in the historical development
of humanity, resulting in the emergence of the social order as a higher level entity in
its own right, and a consequent change in the nature of the evolutionary processes
at work. This accords with the view of Dunbar and the social brain hypothesis
[70, 71].

7.3.7.2 The Social Mind and Social Cognition

The social mind [70, 71] is based on the social brain [46, pp. 50–65] and the attach-
ment system (see [46, pp. 176–236], [116, 192]). Cardoso et al. explain the underlying
mechanisms as follows [38]:

Group-living animals must adjust the expression of their social behaviour to changes in their
social environment and to transitions between life-history stages, and this social plastic-
ity can be seen as an adaptive trait that can be under positive selection when changes in
the environment outpace the rate of genetic evolutionary change. Here, we propose a con-
ceptual framework for understanding the neuromolecular mechanisms of social plasticity.
According to this framework, social plasticity is achieved by rewiring or by biochemically
switching nodes of a neural network underlying social behaviour in response to perceived
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social information. Therefore, at the molecular level, it depends on the social regulation
of gene expression, so that different genomic and epigenetic states of this brain network
correspond to different behavioural states, and the switches between states are orchestrated
by signalling pathways that interface the social environment and the genotype.

This is of course essentially the same mechanism as identified by Kandel in the
case of psychotherapy. Blumstein et al. concur [24]:

Social interactions among conspecifics are a fundamental and adaptively significant com-
ponent of the biology of numerous species. Such interactions give rise to group living as
well as many of the complex forms of cooperation and conflict that occur within animal
groups. Although previous conceptual models have focused on the ecological causes and fit-
ness consequences of variation in social interactions, recent developments in endocrinology,
neuroscience, andmolecular genetics offer exciting opportunities to developmore integrated
research programs that will facilitate new insights into the physiological causes and conse-
quences of social variation. Here, we propose an integrative framework of social behavior
that emphasizes relationships between ultimate-level function and proximate-level mecha-
nism, thereby providing a foundation for exploring the full diversity of factors that underlie
variation in social interactions, and ultimately sociality.

Two things are crucial here: this is a two-waymultiple level interaction, and in the end
it is driven by ultimate level function, that is, purpose, which drives human lives. Key
components of these interactions are theory of mind, empathy, and mirror neurons.

Theory ofMind. A network of structures in the brain is dedicated to social cognition
and theory of mind [147, pp. 410–420]. We engage in mind-reading all the time [99].
This involves:

• a face recognition system,
• recognizing another person’s presence and emotions,
• interpreting actions and intentions through analysis of biological motion,
• imitating the actions of others by means of mirror neurons,
• developing a theory of mind which identifies what others are thinking and so are
likely to do.

An example of the mechanisms at work is that social interaction modifies neural
response to gaze shifts because the direction of gaze can reveal intentions and help
to predict future actions [32]. The medial frontal cortex is finely tuned for social
cognitive processes, such as self-reflection, person perception, andmaking inferences
about others’ thoughts [3].

Empathy and Mirror Neurons. The social brain is crucially based on mechanisms
that generate empathy [56, 57], which are closely related to the attachment system
and tend to dampen conflict. Empathy is largely effected through mirror neurons
[224, pp. 282–283].

Cheating and Evolution. Developing these structures enabling social interactions
and group formation has been a key part in human evolutionary development [71]. It
is notable that the evolutionary psychology literature focuses strongly on problems
arising for social group formation because of the issue of cheating; this is even used
as an argument against multi-level evolutionary processes. However, this issue is not
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mentioned in the social neuroscience literature [36, 46, 124] or the literature on the
social brain [71, 100]. The focus instead in these writings is on those neural systems
that make us want to live in groups, for which there is a great deal of evidence. The
cheating issue does not appear to be a real problem in social neuroscience terms, or
in its outcomes in terms of effects on evolutionary history [71].

7.3.7.3 Environmental Effects on Mind and Brain

All the above sections have made clear that, as the mind is continually adapting to
its environment, there are strong top-down effects from that environment to brain
micro-structure. There are many examples. Apart from language, the classic case is
London taxi drivers, who, because of their work, have a map of London in their brain
[169]:

Gray matter differences could result from using and updating spatial representations, but
they might instead be influenced by factors such as self-motion, driving experience, and
stress. We examined the contribution of these factors by comparing London taxi drivers
with London bus drivers, who were matched for driving experience and levels of stress, but
differed in that they follow a constrained set of routes. We found that compared with bus
drivers, taxi drivers had greater gray matter volume in mid-posterior hippocampi and less
volume in anterior hippocampi. Furthermore, years of navigation experience correlated with
hippocampal graymatter volume only in taxi drivers, with right posterior graymatter volume
increasing and anterior volume decreasing with more navigation experience. This suggests
that spatial knowledge, and not stress, driving, or self-motion, is associated with the pattern
of hippocampal gray matter volume in taxi drivers.

This is top-down in two separate ways. Firstly, the fact that they work as taxi drivers
rather than bus drivers (social occupation) affects their brain structure: different
hippocampal areas develop differently. Secondly, the details of the geography of
London (the relation between Piccadilly Circus and Trafalgar Square, say) is an
abstract geometric relation that is learnt by their training process, and so is embodied
in details of synaptic connections [250].

Two more examples are as follows: there are more hippocampal neurons in adult
mice living in an enriched environment as compared with littermates housed in stan-
dard cages [151]; and childhood socioeconomic status (SES) is associated with cog-
nitive achievement throughout life because of differences in neural processing [120].

The overall situation is expressed by Merlin Donald as follows [66, p. 153]:

In humans, even after our expanded brain is factored in, something remains that cannot be
accounted for by innate properties. That additional element is enculturation. The specific
form of the modern mind has been determined largely by culture.

7.3.8 The Physical Substrate

This section has givenmany examples of top-down causation in the brain: one cannot
understand the brain without taking it into account. But how does it happen, given the
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Fig. 7.12 Top-down effects from organs to genes apply to the brain in particular. From [189],
courtesy of Denis Noble

causal completeness of physics at the bottom? How is there freedom at the bottom
for this to occur? This issue has been examined in depth in the more general context
in Chap.5, so here I will just comment on the issue as regards the brain in particular,
considering in turn:

• Cells and genes.
• Contextual effects.
• Adaptive selection.

7.3.8.1 Cells and Genes

In terms of the relation to the underlying cellular machinery, genes, and proteins, the
top-down causal effects are as shown in Dennis Noble’s diagram (Fig. 7.12). This is
explained in his article [189]. The organism level acts down to the level of cells, the
organ level acts down to the level of genes, and the protein machinery acts down to
the level of genes [106]. This has already been touched on in Sect. 7.3.6 as regards
psychotherapy and Sect. 7.3.7 as regards social plasticity.

7.3.8.2 Contextual Effects

In terms of neural structures, Bressler andMcIntosh explain the role of neural context
in large-scale neurocognitive network operations as follows [30]:

http://dx.doi.org/10.1007/978-3-662-49809-5_5
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This chapter examines the role of a critical aspect of brain function, which we call neural
context, in the selective functioning of interacting neural systems in cognition. We define
neural context as the local processing environment of a given neural element that is created
by modulatory influences from other neural elements. Neural context allows the response
properties of one element in a network to be profoundly affected by the status of other
neural elements in that network. As a result of neural context, the relevance of a given neural
element for cognitive function typically depends on the status of other interacting elements.

At the neural level this works by recognizing a sequence of patterns in a cortical
region which will predict its next input and tell the region below what to expect
(Hawkins [129, p. 135]). Information flows up and down the layers of the cortex
[129, pp. 142–143], which has converging patterns going up the cortical hierarchy,
diverging patterns going down the cortical hierarchy, and delayed feedback through
the thalamus [129, p. 147]. This enables the brain to classify inputs, to learn sequences
of patterns, to form a constant pattern, or name, for a sequence, and to make specific
predictions [129, pp. 147–156]. Observed patterns flow up the hierarchy and predic-
tions flow down the hierarchy [129, pp. 156, 159], enabled by reciprocal connections
[129, pp. 161–164]. Detailed studies of the cortical circuits that make logical oper-
ations possible [4, 218] are analogous to studies of the circuits that make logical
operations possible in a computer [170]. This all takes place by constraints on the
flow of electrons between synapses due to the detailed neuronal structuring.

7.3.8.3 Adaptive Selection

Additionally, adaptive selection at each level (underlying plasticity at each level) is
crucial. Kerr et al. express this as follows [152]:

The brain is able to flexibly select behaviors that adapt to both its environment and its
present goals. This cognitive control is understood to occur within the hierarchy of the
cortex and relies strongly on the prefrontal and premotor cortices, which sit at the top of
this hierarchy. Pyramidal neurons, the principal neurons in the cortex, have been observed
to exhibit much stronger responses when they receive inputs at their soma/basal dendrites
that are coincident with inputs at their apical dendrites. This corresponds to inputs from
both lower-order regions (feedforward) and higher-order regions (feedback), respectively.
In addition to this, coherence between oscillations, such as gamma oscillations, in different
neuronal groups has been proposed to modulate and route communication in the brain. […]
We demonstrate that more sophisticated and flexible top-down control is possible when the
gain of units is modulated by not only top-down feedback but by coherence between the
activities of the oscillating units. With these types of units, it is possible to not only add units
to, or remove units from, a higher-level unit’s logic operation using top-down feedback, but
also to modify the type of role that a unit plays in the operation. Finally, we explore how
different network properties affect top-down control and processing in large networks.

In Conclusion. Interlevel causation, both bottom-up and top-down, is key to brain
function. Evolution has selected for it to occur. The underlying physics is channelled
and constrained to enable this to happen.
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7.4 Purpose and Meaning as the Key Driving Forces

Given that there is top-down causation, what is the top level? It is not clear that there
is a fixed top level in physical terms: theremay rather be transient oscillatory bindings
of neuronal groups that act as the top for a while [35]. However, in psychological
terms there is indeed a top level: it is the level of meaning or telos, associated with
ethics and aesthetics (Sect. 7.2.3.3 and Fig. 7.6).

I cannot do proper justice to this theme here, as it is the subject of all literature
devoted to human wisdom through the centuries. Rather I will just make a few
remarks about the following:

• Goals and purposes.
• The human search for meaning.
• Purpose, ethics, and understanding.
• The meaningful social context.

7.4.1 Goals and Purpose

The Goal Hierarchy. We have a hierarchy of goals that guide what we do as we
make our shorter term and longer term decisions about life. These goals are chosen in
order to fulfil some kind of purpose, ultimately related to meaning (see Sect. 7.4.2).
At each stage we have a hierarchical goal structure that interacts with our immediate
and longer term situation, e.g.,

• I wish to help the sick, because there are so many who need help.
• I have no medical training. I therefore need a medical education.
• I’ll need to find a good college so I can apply.
• I’ll ask friends to find out what is a good medical college, so I can choose one that
is suitable.

• I’ll need to get finance so I can afford it, so I’ll have to fund a bursary.

And so the list continues. Each goal is dependent on the one above and on the social
context. Eventually, this chain results in actions such as phoning a friend to ask their
advice. The reference [122] gives a nice set of examples of such goal chains, such as
a chimpanzee using a probe to feed on termites to satisfy the basic need of ‘hunger’,
and cases relevant to the human archaeological record, for example, the manufacture
and use of a bow-and-arrow tool set.

Goal Choice. How are goals selected? We test them and see how they work out,
and if they seem right. That is, they are adaptively selected (which is TD4). But
that selection takes place in terms of some kind of adaptive selection criteria. Where
do these come from? They, too, are adaptively selected by trial and error, so we
have adaptive selection of selective criteria (which is TD5). The neural basis of this
process is elicited by Friston et al. [98], who show that if value-dependentmodulation
is extended to the inputs of neural value systems themselves, initially neutral cues
can acquire value.
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The Highest Level. Obviously this process faces a problem of infinite recursion:
where does the next higher level of selection criteria come from? At some point we
have to draw a line and say, this is where I stand: these are my founding principles,
this is the purpose in my life. That is where one makes value choices based on one’s
view ofmeaning. This may be to help others, to serve God, to save the Earth, to create
great art, to maximise one’s own welfare, to understand how things function, or just
to survive. This then leads to career choices: to be a politician, a business person,
a scientist, an artist, a welfare worker, an environmentalist, a ballet dancer, and so
on. These choices relate to how one sees meaning in one’s life and how one sees the
good life [90]. These are abstract ideas that shape what one does, and thereby act
down to muscles, neurons, and genes, and on to electrons and atoms as we try to
fulfil these goals and purposes. They are crucial to society [86].

7.4.2 The Human Search for Meaning

Humans are built to search for understanding all the time: not just to predict, important
as this is [150], but in order to make sense of things: to find meaning, as set forth
profoundly in Viktor Frankel’s book Man’s Search for Meaning [88] and Saint-
Exupery’s bookFlight to Arras [53] in the case of individuals, and in Charles Taylor’s
book Sources of the Self: The Making of Modern Identity [237], in terms of the
way Western society has developed its sense of meaning over centuries through a
strenuous process of struggle.

Frankel concludes that the meaning of life is found in every moment of living, and
that life never ceases to have meaning, even in suffering and death. Frankl concludes
from his experience that a prisoner’s psychological reactions are not solely the result
of the conditions of his life, but also of the freedom of choice he always has even in
severe suffering. He records his feelings in the desperate conditions he was subjected
to as a prisoner in Auschwitz [88]:

For the first time in my life I saw the truth as it is set into song by so many poets, proclaimed
as the final wisdom by so many thinkers. The truth? That love is the ultimate and the highest
goal to which man can aspire. Then I grasped the meaning of the greatest secret that human
poetry and human thought and belief have to impart: the salvation of man is through love and
in love. I understood how a man who has nothing left in this world still may know bliss, be it
only for a brief moment, in the contemplation of his beloved. In a position of utter desolation,
when man cannot express himself in positive action, when his only achievement may consist
in enduring his sufferings in the right way—an honourable way—in such a position man
can, through loving contemplation of the image he carries of his beloved, achieve fulfilment.

Saint-Exupery meditates on why he flies his aircraft and faces death in the face
of the unstoppable German onslaught on France in 1941 [53]:

When, in the Sahara, the Arabs would surge up in the night round our campfires and warn
us of a coming danger, the desert would spring to life for us and take on meaning. Those
messengers had lent it distance. Music does something like this. The humble odor of an old
cupboard does when it awakens and brings memories to life. Pathos is the sense of distance.
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But I know that nothing which truly concerns man is calculable, weighable, measurable.
True distance is not the concern of the eye; it is granted only to the spirit. Its value is the
value of language, for it is language which binds things together. And now it seems to me
that I begin to see what a civilization is. A civilization is a heritage of beliefs, customs,
and knowledge slowly accumulated in the course of centuries, elements difficult at times to
justify by logic, but justifying themselves as paths when they lead somewhere, since they
open up for man his inner distance.

The search for meaning and understanding is with us all the time, as an ongoing
interaction between intellect and emotion, guiding what actions we undertake.

7.4.2.1 Stories and Literature

We often understand meaning in terms of stories, which play a key role in individual
and communal life. Daniel Taylor writes as follows [238]:

You are the product of all the stories you have heard and lived—and of many that you have
never heard. They have shaped how you see yourself, the world, and your place in it. Your
first great storytellers were home, school, popular culture, and, perhaps, church. Knowing
and embracing healthy stories are crucial to living rightly and well.

Jonathan Gottschalk’s book The Storytelling Animal [113] claims that stories help
us navigate life’s complex social problems, just as flight simulators prepare pilots
for difficult situations. Storytelling has evolved, like other behaviour, to ensure our
survival. He presents this view in the light of current research in neuroscience, psy-
chology, and evolutionary biology.

It is not only the case that we shape stories; stories also shape us. This is why
the great literature of the world, Dante, Shakespeare, Dickens, Hugo, Dostoyevsky,
Tolstoy, and so on, has such a hold on the humanmind. It presents us with the kinds of
dilemmas we face and the moral choices that shape outcomes in the world [27]. And
of course the above stories by Saint-Exupéry and Frankl are examples of just such
writings. This importance of stories is apparent also in social history and politics:
stories about the past crucially influence the present (think of the conflicts in Syria
and Palestine, for example).

7.4.3 Purpose, Ethics, and Understanding

Setting purpose involves an ethical stance, whether it be to do all one can to help
others (the good life is selflessness), to care for the world (the good life is caring for
the plants and animals and birds), or to maximise one’s own wealth (the good life
is to be rich), or to make great art (the good life is creating beauty), or whatever.
Whatever this choice is constrains what other goals will be set and what choices will
be made. It is a key element in social life [86].
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7.4.3.1 Intention

Intention is key to morality, so morality cannot be encompassed by biological
approaches that deal only with sociability and cooperation, because no one knows
how to observe an animal’s intentions [138, p. 169]. Thus the biologists’ definition
of altruism, defined only in terms of the consequences of an agent’s behaviour on
another, misses the key human attribute of intention and rational reflection. It cannot
deal with real morality, which takes these into account [138, pp. 157–193]. Rosati
expresses this as follows [205]:

In our everyday lives, we confront a host of moral issues. Once we have deliberated and
formed judgments about what is right or wrong, good or bad, these judgments tend to have
a marked hold on us. Although in the end, we do not always behave as we think we ought,
our moral judgments typically motivate us, at least to some degree, to act in accordance with
them.

Meyer and Braga state this as follows [176]:

Most recent developments in the study of social dilemmas give an increasing amount of
attention to cognition, belief systems, valuations, and language. However, developments in
this field operate almost entirely under epistemological assumptions which only recognize
the instrumental form of rationality and deny that ‘value judgments’ or ‘moral questions’
have cognitive content. This standpoint erodes the moral aspect of the choice situation
and obstructs acknowledgement of the links connecting cognition, inner growth, and moral
reasoning, and the significance of such links in reaching cooperative solutions to many social
dilemmas.

This is related to Maslow’s concept of actualisation: the need we have to fulfil our
human potential when we have fulfilled all our physical needs [90, pp. 28–42].

7.4.3.2 Moral Responsibility

The moral view is that virtue development is a key to a whole human life [90]. It
is based on understandings of meaning, values, and morality. Morally responsible
action depends on the ability to evaluate ones own reasons for acting in the light
of a concept of the good. The cognitive prerequisites of such action include a sense
of self, the ability to predict and represent the future, and higher order symbolic
language [180, p. 13].

Social Meaning. The choices we make in this regard, such as respect for the life,
integrity, and well-being, even flourishing of others, is important in our own lives,
but equally has shaped society [86] and history, and has even shapedmodern identity,
as explored by Charles Taylor in his masterful book Sources of the Self: The Making
of Modern Identity [237]. Key are our understandings of what makes a good life, as
mentioned above, and issues to do with dignity [237, pp. 15–16] and virtue [90].
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7.4.4 The Meaningful Social Context

This section has been emphasizing the crucial role of the levels of ethics andmeaning
from the standpoint of high level brain function as shown in Fig. 7.6, where meaning,
aesthetics, and ethics are causally effective in shaping what happens at lower levels.
They are in turn modulated by the society we live in: they cannot be understood
in isolation [65]. They act down to the level of neurons and shape what happens at
that level, which then, through our muscles, reaches out and shapes the world and
atoms in it. And this interaction is based on our abstract understandings of social and
individual events. David Deutsch has a classic comment on the topic in his book The
Fabric of Reality [63, p. 26]:

Consider one particular copper atom at the tip of the nose of the statue of Sir Winston
Churchill that stands in Parliament Square in London. Let me try to explain why that copper
atom is there. It is because Churchill served as prime minister in the House of Commons
nearby; and because his ideas and leadership contributed to the Allied victory in the Second
World War; and because it is customary to honor such people by putting up statues of them;
and because bronze, a traditional material for such statues, contains copper, and so on. Thus
we explain a low-level physical observation (the presence of a copper atom at a particular
location) through extremely high-level theories about emergent phenomena such as ideas,
leadership, war and tradition. There is no reason why there should exist, even in principle,
any lower-level explanation of the presence of that copper atom than the one I have just
given.

Another example is particle collisions at the Large Hadron Collider (LHC) at CERN.
These micro events are the result of the top-down effect of abstract thoughts in the
minds of experimenters, who wished to establish whether or not the Higgs boson
actually exists, on the particle physics level. Without these abstract thoughts, related
to high level physics theories, there would be no such collisions. And they would
not have taken place without the extraordinary social organisation that led to the
existence of the LHC at CERN. This is all a monument to the causal effectiveness
of the individual and social human mind.

7.5 Symbolism and Effectiveness of Thought

Abstract reasoning is the basis of the effective power of thought and the causal power
of social constructions, enabled by symbolism such as language and mathematics.
But how can this causal power of abstract thoughts be realised through the actions
of the physical brain? As in the case of digital computers (Chap. 2), the modes of
action at the higher and lower levels are quite different. Brown and Murphy express
it this way [180, p. 13]:

• How is it that a series of mental/neural events come to conform to rational (as
opposed to merely causal) patterns? One wants evolutionary as well as functional
explanations.

http://dx.doi.org/10.1007/978-3-662-49809-5_2
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• And what difference does the possession of mental capacities make to the causal
efficacy of an organisms interaction with its environment? Why does it lead to
major evolutionary advantage?

The key point is this:

Logical Functioning. The neural network structure of the brain, beautifully adapted for
pattern recognition and prediction [129], can also, via language and symbolism, engage in
rule-based logical reasoning. This enables the understanding and generalization of abstract
patterns of causation, including their description in logical symbolism or mathematical nota-
tion.

This gives evolutionary advantage because this understanding enables very effective
forward planning on the one hand, and cumulative technological development on the
other, and both of these are major advantages in terms of survival [33]. Prediction is
not just one of the things our brain does. It is the primary function of the neocortex
[129, pp. 89–97]. Symbolic manipulation and quantitative analysis allows it to be
done much more effectively. This has various aspects. I look here in turn at:

• Logical functions.
• Naming, symbolism, and language.
• Effectiveness of thought.
• Thoughts and neural networks.
• The causal power of social constructions.

7.5.1 Logical Functions

How can it be that mental processes obey the dictates of reason rather than merely
being dictated by the laws of microbiology or physics? According to Brown and
Murphy [180, pp. 229–230]:

How does modus ponens get its grip on the causal transitions between brain events? The
reason is that the technological structure on which our higher causal processes depend is
designed so that its causal processes realize rational transitions.

In computers, the software drives the hardware and the physics is controlled by the
logic of the algorithms, because of the design of the connections between the gates
at the micro-level [170]. In the cortex, this is not the case, at least initially: the
layers in the cortex, based on recurrent circuits [68], are designed for generic pattern
recognition and prediction. The patterns of logical argumentation have to be learnt.
This must then lead to corresponding appropriate detailed synaptic connectivity,
analogous to the connectivity in a computer.

7.5.1.1 Rules of Logic

The basic logical operations of AND,OR,NOT, and so on, need to be implemented at
themicro-level, plus rules for combining themusing the basic logical identities to give
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ways of rearranging them (this is the process of algebraicmanipulation) [170, pp. 53–
72]. Thus one has rules of structure (grammar) and rules of manipulation (equivalent
reformulations), building up higher order hierarchically designed structures [170,
pp. 122–125], including, crucially, branching structures (IF/THEN) via truth tables,
as in control circuits [170, pp. 133–139]. This then allows recursion: imbedding of
the same logical pattern hierarchically within itself, which is the key to complex
logical analysis.

Once learned, there is an isomorphism between the desired logical operations
and their physical realisation: and that isomorphism came about through adaptive
selection of the brain’s neural circuits to the desired logical operations. That is, once
trained, a neural net recognizes patterns of allowed changes and can carry them out in
sequence so as to logically deduce outcomes of premises. Hence rule-based systems
can be supported by neural nets, and can be used to analyse consequences of thoughts
and actions.

Note that, while the brain can indeed be trained to carry out these logical oper-
ations, they are not its natural mode of operation, which is pattern recognition and
prediction. That is why logical rules, which are abstract patterns independent of the
human mind (see Sect. 7.6), have to be discovered and learnt.

7.5.1.2 The Essential Downward Link

How is this possible? How do we transcend bottom-up mechanisms arising through
the nature of physics alone, allowing reasoning through brain processes? Murphy
and Brown suggest that we need to understand the mental as [180, p. 11]:

[…] pertaining to a higher level dynamical system that is the brain in the body involved in
interaction with the world, both physical and social. Thus we shall argue for the essential
action relevance of perception andmemory;mind is paradigmaticallymanifested in informed
engagement in action-feedback-evaluation-action loops in the environment […] we take
rationality to depend basically on downward causation form the environment reshaping
neural networks, and further, on the hierarchical ordering of cognitive processes such that
higher level evaluation selects among lower level processes in accord with demands of the
environment, both physical and social.

This is of course a statement about the power of adaptive selection. Tse [247] fleshes
this out in terms of neural and synaptic processes. It is possible in causal terms
because an effective information analysis shows that, for certain causal architectures,
coarse-grained macro mechanisms are more effective than the underlying micro
mechanisms, so that, although the macro-level supervenes on the micro-level, it
can supersede it causally, leading to genuine causal emergence [131]. It is through
top-down activation of perceptual symbols that ‘controlled’ conscious pathways can
interact with what have been regarded as the unconscious action pathways, such
as those of encapsulated affective/incentive response systems [179]. A functional
architecture in the left mid-superior temporal cortex (lmSTC), which in key respects
resembles that of a classical computer, may play a critical role in enabling humans
to flexibly generate complex thoughts [89].
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But in order to enable complex logical operations, we need a system of symbols
to be manipulated, that is, we need a suitable language.

7.5.2 Naming, Symbolism and Language

Our unique human ability is to be able to use symbolic systems [54], that is, systems
of referencing to things, events, and actions that enable us tomake coherent symbolic
models of the physical, ecological, and social world around us that represent it
reasonably well. This labelling system forms a language with an agreed grammatical
form, and this enables us to formulate and share abstract concepts and ideas.This
section looks at language. The other great symbolic system is mathematics, which I
comment on in Sect. 7.6.1.

Language is a symbolic system [19, 54] with a semiotic function [246]: its pur-
pose is to convey meaning, emotions, facts, and concepts in a social context through
systematic use of symbols. It represents the world of objects, actions, feelings, and
qualities, as well as relationships, ideas, and theories. This representational function
involves naming, indexing, and usingmetaphor [160, 246]. Facts represented are both
contingent (historical, geographical, and other specific features of the world and of
narratives) and generic (universal patterns characterising the way it all works in gen-
eral). The relation between these two features (concrete/specific and abstract/generic)
is a key aspect of thought and of language, involving development of classes of enti-
ties and classification of specific instances.

While language has an abstract character, it is embodied via an equivalence class
of physical representations. In particular it has spoken and written forms. Its exis-
tence enables the cumulative buildup of understandings and ideas in individuals and
in society, and (through technological means) their long-distance sharing in geo-
graphic terms as well as their storage and preservation in various media, enabling
their propagation over long times. This storage of ideas in external media (ranging
from diaries and memos to encyclopedias and the internet) greatly facilitates our
mental powers and underlies an exponential growth of knowledge [44]. Language
attains its social power by enabling mediation of social interactions on a small scale,
and by enabling the utility of mass media and communication systems on a large
scale. These in turn enable widespread dissemination of facts, ideas, and meanings,
extending the cognitive web from local communication to a global system. Minds
cannot therefore be understood on their own [65]: they are part of a society that is in
turn part of a global intercommunication network. It has the following aspects:

• Naming
• Symbolism and language structure.
• Modular hierarchical structure.
• Equivalence class of representations and embodiment.
• Iconicity.
• Metaphor.
• Language function.
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7.5.2.1 Naming

Language relies on the ability to use words to refer to objects, actions, and qualities
in a way that can be recalled, i.e., it relies on naming things in an indexical way [180,
p. 191]. This naming takes place via neuronal structures in the cortex (see Hawkins
[129, pp. 136–167,147–156]).

The cortex has a hierarchical design with a six-layered form [129, p. 107] plus
feedback connections, so information can flow both upward and from higher to
lower regions [129, p. 113]. The job of any cortical region is to find out how its
inputs are related, to memorize the sequence of correlations between them, and to
use this memory to predict how the inputs will behave in the future [129, pp. 123–
124,153–156]. Thereby the hierarchical structure of the cortex stores a model of the
hierarchical structure of the real world [129, p. 125]. A predictable sequence of events
gets identified with a ‘name’, i.e., a constant pattern of cell firing [129, pp. 126, 129].
A column is the basic unit of prediction, synaptic connections to other parts of the
brain giving it the context it needs to deal with ambiguity [129, pp. 141, 153–156].
This structure thus enables recognition and naming of abstract patterns (see Hawkins
[129, p. 57] and Churchland [43]), which then provides the foundation of language.

7.5.2.2 Symbolism and Language Structure

The major function of language is its labelling of specific and generic objects and
instances, as well as abstract entities, through use of indices and symbols. It is based
on iconicity, which enables it to refer beyond what is immediately present and hence
is disjunct from physical referents. It has the following features [246]:

• Arbitrariness. The absence of any necessary connection between the form of a
word and its meaning.

• Stimulus Freedom. Our ability to say anything at all in any situation, so enabling
discourse that is freed from the immediate situation and stimuli. We can think
about what we do.

• Displacement. The ability to speak about things other than here and now: the
future, the past, the possible, even the impossible.

• Open-Endedness. The ability of language to say new things, virtually without
limit.

• Redundancy. The full message is entailed by part of the given text/message, hence
one can determine the full message by partial information (if the context is known).

• Recursion. A key feature in the development of language is the emergence of
recursion [55, 246]: the occurrence in a sentence of a syntactic category containing
within it a smaller version of the same category.
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7.5.2.3 Modular Hierarchical Structure

The key functional element in representing complex aspects of reality is a modular
hierarchical structure [26]with a class structure involving inheritance andmodularity,
where larger elements are built up from smaller ones. This is also called duality of
patterning: a type of structure, encoded in a grammar with a particular syntactical
structure, in which a small number of meaningless units are combined to produce
a large number of meaningful (semantic) units [245]. This introduces the crucial
feature of discreteness of structural units (the quantum principle), which units can
then be repeatedly combined as recognised and named higher level units, giving
hierarchy and allowing arbitrary complexity of combinations to be built up through
recursion. The combinatorial structure of language is based on this principle [245].

This modular hierarchical structure of language enables its completely flexible
representational and social function. This is a very general way of handling com-
plexity: break up a complex task into simpler tasks that are completed first [26,
220]. This structure is bound by strict semiotic requirements [55], leading to a nec-
essary set of implicit rules, but with a great variety of possible realisations (different
languages/dialects).

Because of recursion (see [55, 246], and [245, p. 288]):

The recognition of a suitable set of syntactic categories allows us to analyse all the sentences
of a language as being built up, by means of a fairly small set of rules allowing recursion,
from just these few categories.

This is based on chunking and labelling, that is, naming patterns of words so that
they can be treated as a single unit. Thus a crucial aspect of language is identifying
as a single unit and naming compound experiences or concepts, thereby allowing
hierarchical structuring and building up patterns of patterns [245, p. 244]:

Recursion is pervasive in the grammars of the languages of the world, and its presence is
the chief reason we are able to produce a limitless variety of sentences of unbounded length
just by combining the same few building blocks.

7.5.2.4 Equivalence Class of Representations and Embodiment

The same thought can be represented in many different ways in the same language,
and of course in a much greater variety of ways in other languages. This is the
arbitrariness of iconic representation. Themeaning is invariant, but the representation
is flexible.

Physical realisation of language can be neural (in an individual’s brain), spoken
(sound), written (visual), electronic (digital), or in visually transmitted sign patterns
(sign languages). The same representational patterns, carrying the same semantic
meaning, are embodied in these different representations. They are all enabled by
the physical structure of the brain, which is hierarchically structured so as to enable
an interplay of sensory interpretation and prediction, based on pattern recognition,
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classification, memory, and extrapolation [129]. Meaning is embodied in an equiva-
lence class of such surface representations: it is independent of whether language is
spoken, written, or signed, and of language family, dialect/pronunciation, and font.
A profound ability of the mind, underlying the flexibility of language usage, is to
recognize them all as functionally equivalent. The concepts represented are recog-
nized as entities that exist in their own right, which can be labelled and represented
in many different ways.

Thus thoughts are abstract entities with multiple possible instantiations. The
thought itself is not the same as any particular one of them. It is essentially the
equivalence class of instantiations that mean the same thing. There is a complex
relation between thoughts and the truths they express [92].

7.5.2.5 Iconicity

The features described above enable language to give an excellent representation of
arbitrary objects, situations, events, and ideas, on the basis of combinations of an
arbitrarily chosen set of atomic symbols together with suitable combination rules.
This flexibility of representation, provided a certain set of basic semiotic constraints
are fulfilled [55], is remarkable. The resulting sentences can be printed on paper,
written by hand, spoken, or stored in electronic media. These physical instantiations
represent our understandings, theories, fears, emotions, and hopes in symbolic form.
They are of course the result of specific neural connectivities and excitations which
are shaped by our experience and intentions.

7.5.2.6 Metaphor

A key feature of the way language functions is the use of metaphor [103, pp. 54–66],
often based on action experiences. This plays a major role in cognition and meaning-
making [160]. This takes place in the context of conceptual schemas and cultural
frames [82], which are the context of our understandings.

7.5.2.7 Language Function

Language enables the sharing of ideas and emotions and plans, so making social life
possible. It allows us to live in a virtual world, enabling us to imagine other worlds
that might exist, and share them via parables and stories [103, pp. 54–66]. Sharing
stories with others enhances group bonding. This would have played a fundamental
role in human evolution by underpinning group formation [71, p. 19]. It enables us
to systematically propose and examine ideas and theories that change the way we
understand and live. It is contextual all the way (Sect. 7.3.4): we use the context of
known sequences to resolve ambiguity [112] and of understood context to understand
conversations and texts.
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Symbolic language is a prerequisite for both reasoning and morally responsible
action [180, p. 13]. It is what enables us to be fully human [54, 66, 71].

7.5.3 Effectiveness of Thought

Language enables us to think about things in a systematic way, on the one hand
making theories of how thingswork in general and testing these theories (the scientific
process), and on the other hand, making specific action plans on the basis of these
theories.

7.5.3.1 Action Plans

Making plans involves considering alternatives, assessing our best plans in terms of
some criteria of choice, and making plans to achieve our goals. Mathematics and
computational simulation allow us to do this in a quantitative way, for example, in
designing a bridge, a dam, or an airliner. We can then implement these plans, and
they result in major or minor changes in the world around us: the existence of aircraft
and computers, of paper and paper clips, of dams and bridges and cities. Because
most of the things we create are hierarchically structured, the plans, too, will be
hierarchically structured.

These plans and theories are all consequences of our thought processes. They are
the result of top-down effects from abstract ideas to neuronal excitations and into
the world, down to the level of atoms. We are surrounded by proof of the efficacy
of mental thought (see Fig. 7.13). This effectiveness is based specifically on models
and theories.

Models. These are the core of understanding, ranging from metaphors to maps to
spreadsheets to complex theories such as general relativity theory to massive com-
puter simulations like those used in weather prediction and computer-aided design of
aircraft. They extend to social and psychological theories (‘folk psychology’) which
aid understanding of interpersonal relations, politics, and economics, with varying
degrees of success. They underlie our behaviour, becausewe use them for predictions
of what might happen, and we use them to plan manufacture of objects such as an
aircraft or computer.

Their success is based on the hierarchical symbolic structures discussed above,
using symbolic manipulation rules on stored data and patterns related to the real
world by correspondence rules that are verified by observation and experiment. The
models can be verbal, geometric (such as maps), symbolic, or mathematical. In each
case they can be held in the mind as mental models, or spoken about, written down
on paper, or stored in a computer in electronic form. These various representations
all represent the same hierarchically structured abstract model of some aspect of the
world (see Fig. 7.14).
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Fig. 7.13 Proof of the power of thought. An Airbus (the physical object). Credit: Wikimedia
Commons (Julian Herzog)

Fig. 7.14 Conceptual model of an Airbus (the abstract plan). Credit: From avionale.com, with
permission

7.5.3.2 Abstract Theories

General theories underlie successful models, and in particular physics and chemistry
underlie engineering. I will give just one example: the theory of electromagnetism.

Maxwell’s Theory of Electromagnetism. This theory is not the same as any single
person’s brain state. It is an abstract entity, that can be represented in many ways
and formalisms: by 3D partial differential equations, by 4D covariant equations, by
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Hamiltonian variational principles, by differential equations for spinors, for example.
These equations can be thought about, printed on paper, presented on a computer
screen, embodied in a computer program.

The theory is not the same as any of these representations: it is the equivalence
class of all of them. Because this abstract theory (a mental construct) describes the
physical phenomena of electricity and magnetism in the real world very well, it can
be used to predict how physical systems will behave. It has been shown to be a valid
description of physical reality, within its domain of application,9 by experiments con-
firming these predictions. Consequently, it can be used to design electric motors and
generators, magnets and relays, circuits and transmission lines, and so on. Crucially,
these mathematical equations led to the realisation that light is an electromagnetic
wave. This implies that such waves can exist at other wavelengths, carrying infor-
mation from one place to another. This led to the development of radio, TV, radar,
cell phones, and so on, which have played a major role in technology and social life,
based on manipulation of physical materials composed of atoms and electrons.

This abstract theory has therefore altered physical configurations in the real world
in a major way, and hence is causally effective. It is an irreducible higher level
causal factor (it cannot be derived by coarse-graining any lower level variables). It
demonstrates how non-physical entities, underlying the development of technology,
can have enormous causal power [33]. This is enabled by the power of equations
we have articulated in our minds, that are then used in engineering design. This is
just one example: for many others, see Ian Stewart’s book Seventeen Equations that
Changed the World [229].

7.5.4 Thoughts and Neural Networks

What is the difference between the thoughts discussed here and the neural networks
that correlate with them? This is not a reductionist question. What is the difference
between the thoughts and the neural processes that correlate with them at the same
hierarchical level?10 The view I take is that this is similar to the relation between
software and hardware in computers, discussed in Chap.2: the neural processes are
the physical correlates of the abstract thoughts that are realised through them. This
does not mean I think brains can be considered as digital computers in all ways, but
that there are some similarities that are illuminating. This is considered by Marr and
Poggio, who develop the following theme [172]:

The CNS needs to be understood at four nearly independent levels of description: (1) that
at which the nature of a computation is expressed; (2) that at which the algorithms that
implement a computation are characterised; (3) that at which an algorithm is committed to a
particular mechanism; and (4) that at which a mechanism is realised in hardware. In general,
the nature of a computation is determined by the problem to be solved, the mechanisms that

9It is a classical theory, i.e., it does not include quantum effects.
10I thank Mark Solms for raising this issue.

http://dx.doi.org/10.1007/978-3-662-49809-5_2
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are used depend on the available hardware, and the particular algorithms chosen depend
upon the problem and the available mechanisms. Examples are given of theories at each
level.

There is amodular hierarchically structured physical system—the brain—which cor-
responds to computer hardware (the implementation hierarchy) and which enables
mental processes to be processed in terms of their own logic (the logical hierarchy).
Thoughts correspond to and are enabled by excitations of the brain (their neural cor-
relates), but are not themselves physical entities, just as a computer program is not
a physical entity. The thought is an abstract process with its own logic (think of a
mathematician giving a proof of Pythagoras’ theorem), which is enabled by the pat-
tern recognition, prediction, and generalisation processes enabled by the underlying
neural networks (see Hawkins [129] and Churchland [43]). But in a computer, what
happens at the physical level is determined by the algorithm at work (an abstract
entity), realised through electron flows through networks of wires connecting gates.
Similarly, thoughts are abstract entities realised by electron flows through networks
of axons and dendrites joined by synapses.

When they have been internalised, the basic logic of the thoughts may be repre-
sented by specific adjusted weights in the neural networks, so that recall is automa-
tised (this is the basis of intuition). This process of automatisation is similar to the
way that, in computers, software can be developed in a test system and then burnt into
a chip so that it is thereafter hardwired. However, the biological process is of course
far more flexible (and digital computers are becoming similarly flexible through the
use of memresistors).

7.5.5 Causal Power of Social Constructions

Social structures are inventions of the mind that shape society. They get embodied
in material form to some degree through buildings, uniforms, logos, texts of various
kinds, and so on, but they are themselves abstract entities. The causal power of social
structures [75] is enabled by top-down causation from those structures to the mind.
In this section, I look in turn at:

• Language.
• Roles and norms.
• Games.
• Institutions and organisations.
• Money.

7.5.5.1 Language

The generic nature of language has been considered above, but any specific society
has specific languages that shape social interactions in that society. They are in effect
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social agreements reached over time by our ancestors that are passed down to us.
They are embodied in present day social institutions, in particular being taught in
schools. It is our shared language that enables social institutions to exist.

7.5.5.2 Roles and Norms

Berger [17] and Longres [166] emphasize the importance of roles and norms in
society, as do Haidt and Kesebir [123].

Roles. These are part of the social system towhichwe belong and they somehow exist
separately from ourselves [166, pp. 42–47]. They lead to role behaviour [17, pp. 94–
99], as the role provides patterns according to which the individual is expected to act
in particular situations: the role of the teacher, the pupil, the doctor, the patient, the
policeman, and so on. These expectations then to a large degree shape our responses.
They relate to status functions, which have ‘deontic powers’, as explored by Searle
[215].

Again this is a form of top-down constraint from society to the individual: roles
are abstract aspects of the social order that get imbued into individual brains by
socialisation processes [17], until they become part of the perceived reality [18].

Norms. Social control is essential to the existence of society [17, p. 68], and a pow-
erful way this occurs is via norms (see [166, p. 35] and [75, pp. 116, 117]):

Norms are regularized practices encouraged by dispositions or beliefs about appropriate
ways of behaving that are shared by a group of people.

They lead to regularities in society, by influencing individual behaviour (see [17]
and [75, pp. 122–137]). The commonest strategy in the literature is to ascribe the
causal role to norms themselves, rather than the agents who enforce the norms when
necessary [75, p. 117]:

The most important attribute of a social system is the social norms which hold it together.
Norms consist of all agreements, formal or informal, explicit or implicit, which regulate
and give order and purpose to a system, be it a primary or secondary group. Examples
include goals and objectives, values and ideologies, traditions, lifestyles, and folkways or
mores; dogmas, laws, policies, and procedures and rules; regulations, obligations, and duties.
Social norms are experienced by individuals as expectations, the expectations of other people
as well as the expectations that emerge from the self as a function of participation with other
people.

This is what Berger calls morality customs and manners [17, p. 74].
Thus norms are abstract social agreements. They act top-down to constrain how

individuals in the group function. Many of them are implicitly built into us by the
social structures in which we live and affect our behaviour by shaping our world
view [18].
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7.5.5.3 Games

The rules of a game, e.g., chess, football, cricket, hockey, tennis, are social agreements
that have a causal power over the players in the game. They play a strong role in
social cohesion by allowing regulated competition. Each game has an arbitrary set of
rules that are agreed on by participants (perhaps through their joining a social activity
where these rules are already set through historical processes). This set of abstract
rules then govern which moves are allowed and which are not. They therefore set
the context within which the physical actions of the game take place. If the rules are
changed, the game is different (some rules are better than others in terms of leading
to interesting games and they will be adaptively selected over time). Thus they set
top-down constraints on physical outcomes.

7.5.5.4 Institutions and Organisations

Social structures such as sports clubs, welfare organisations, firms and companies,
banks, local and national governments, churches, schools and universities, and so
on emerge in society through a variety of social interactions. They are then more
than the members that make them up: eleven individuals is not the same as a football
team, because each member now has a role assigned to them that shapes what they
will do (a goalkeeper acts differently than a quarterback). Thus they are examples of
relational emergence [75, pp. 66–68].

They are usually hierarchically structured, with multiple levels (see [14] and [75,
pp. 48–53]). The organisation is shaped by abstract agreements that have causal
power, e.g., constitutions, laws, contracts. These get made specific in terms of roles
and contracts for personnel, and rules and operating procedures that determine what
they actually do (‘sorry, it’s not in the book’).

Thus institutions themselves have causal power because the institutional status
functions and structures exist [75, 215]: the bank awards loans, the university awards
degrees, the firm manufactures automobiles, the shop sells furniture, and so on,
because they have the power to do so. The specific decisions are made by individuals
or groups in the organisation, but they only gain their causal power because the
organisation exists as a structured abstract entity: the president of the bank can
be the president, and have corresponding executive powers, only because the bank
exists as an organisation. Organisations have causal power over and above that of
the individual people that make them up. These are all abstract ideas that have been
institutionalised andmade effective by social agreements and constitutive rules [215].
An organisation is not a physical thing, although it may have physical realisations
such as buildings and equipment that belongs to them. They change what happens
on the ground, and have this causal power because of the thoughts, embodied in
language, that led to their coming into being.
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7.5.5.5 Money

One of themost important social structures is the economic system and its facilitation
through money. Money is not the same as the bank notes or coins that are its physical
realisation: these are just physical instantiations of the idea of money, which abstract
entity is what has the real causal power [75, p. 70], and can be realised in many ways,
for example, through electronic transfer or promissory notes, as well as banknotes
and coins. Money has immense causal power: it enables dams to be built, houses to
be bought, people to be fed, and schools to be built, and a physicist cannot explain
this causal power in terms of physics per se. Physics can explain the structure of the
fibres in the bank note, but not why it can buy a meal. This causal power results from
social agreements enabled by language and based on faith: a system of trust lies at
the bottom of the economic enterprise. It is another outcome of the causal power of
thought.

7.5.6 The Power of Emergent Levels

This section has made the case that, while other things are also going on (see
Sect. 7.2.3), rational thought does indeed occur and have causal power. This is con-
clusively proved by the fact that we plan things such as buildings, cities, aircraft,
automobiles, music festivals, sports competitions, and so on. And then in due course
we are able to make them happen more or less according to plan. Thus for example,
the plans for an Airbus (see Fig. 7.14) led to the existence of the physical entity (see
Fig. 7.13).

In terms of the hierarchy of causation (Fig. 7.1), the process of designing the plane
is same level action at the level of the mind/brain, enabled by the lower levels but not
explained by them. There is noway you can explain the existence of the Airbus on the
basis of physics, chemistry, molecular biology, genetics, cell biology, or neurology
alone [76]. The rationale of designing and constructing an entity is required, and this
consists of macro-level rational processes and actions taking into account physics,
chemistry, design, manufacturing processes, economics, and so on. These each have
their own rationality, developed by experts in each of these fields and taught to others.

Thus, as in the case of digital computers, the macro-levels have real causal power
and are able to conscript the lower levels, viz., neurons, cells, genes, macromolecules
electrons, ions, and so on, to enable their plans to be fulfilled. The lower levels carry
out the work, but the higher levels decide what to do [10, 251]. If this were not so,
the aircraft would not exist. If one denies the causal power of thought, one has to say
it came into existence without a cause. The more sensible position is to recognise
the power of thought, enabled by top-down action.
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7.6 The Effects of Platonic Entities

The causal effectiveness of human thought discussed in the last section is based on
exploring logical possibilities through a process of learning that is enabled by the
underlying neural plasticity. It involves understanding abstract patterns that are not
themselves physical phenomena, but are nevertheless part of the underlying nature of
existence. They are timeless eternal relations that are true at all times and all places
in the universe, independent of culture and even of the existence of the human mind.
That is, they have something of the nature of Platonic entities. But they are able to
be discovered by the human mind [43]. These relations can usefully be thought of as
possibility spaces for both abstract relations and physical phenomena. They include
possibility spaces for biology11 and physics, but I will not focus on those here. Rather
I will will just comment on the following:

• Mathematics (Sect. 7.6.1).
• Computational algorithms (Sect. 7.6.2).
• Accessing Platonic realms (Sect. 7.6.3).

I will call the corresponding possibility spaces Platonic spaces, to emphasize that
they each represent an eternal unchanging set of possible relations.

7.6.1 Mathematical Relations

The existence of a Platonic world of mathematical objects is strongly argued by
Penrose [195] and Connes [40], the point being that many mathematical entities
and processes are discovered rather than invented. Integers, rational numbers, zero,
irrational numbers, prime numbers, algebra, groups, integration, differentiation,
Pythagoras’ theorem, the fundamental theorem of calculus, and the Mandelbrot set
(see Fig. 7.15) are classic examples.

These entities, operations, and theorems are not determined by physical experi-
ment, but are rather arrived at by logical mathematical investigation. They have an
abstract rather than embodied character. They are not made of any material sub-
stance, rather the same abstract quantity or method can be represented and embodied
in many symbolic and physical ways, just as is true for any other thoughts. Although
their representation is culturally dependent (octopuses would have a base 8 number
system), they themselves (the abstract entities represented) are independent of cul-
ture. It is plausible that the same features will be discovered by intelligent beings in
the Andromeda galaxy as here, once their mathematical understanding is advanced
enough, which is why mathematics is advocated as the basis for interstellar com-
munication. This Platonic world is being progressively discovered by humans, and
represented by our mathematical theories. That representation is a cultural construct,
but the underlying mathematical features they represent are not, they are timeless

11See A Wagner: http://aeon.co/magazine/philosophy/natures-library-of-platonic-forms/.

http://aeon.co/magazine/philosophy/natures-library-of-platonic-forms/
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Fig. 7.15 Mandelbrot set.
Credit: Wikimedia
Commons (ArEb)

eternal realities whose existence does not in any way depend on the existence of
human beings. Thus one must carefully distinguish the possibility space of mathe-
matics �m from its representation �m(Si , t) in any specific society Si at time t . The
possibility space �m is timeless and eternal. Its cultural representation �m(Si , t),
given by projection π(Si , t) from �m:

π(Si , t) : �m → �m(Si , t) , (7.1)

varies across culture Si and time t , and at any specific time t will represent only
part of �m. The process of mathematical discovery, i.e., the extension of �m(Si , t)
to cover ever more of �m as time progresses, is the aim of the academic subject of
mathematics. It does not in any way affect �m itself.

An example is the value of the number π , which is (in decimal notation) approx-
imately

π = 3.141 592 653 589 793 238 462 643 383 279 502 884 197 169 399 375 10 .

(7.2)

Approximate values were known in Egypt and Babylon in the period 1900–1600
BC. Its value was known by Archimedes of Syracuse (287–212 BC) to lie between
3 1/7 and 3 10/71. Ever more accurate approximations to its actual value have been
calculated since then by methods including polygon approximations and a variety
of infinite series. The actual value, and the fact that its an irrational number, are
eternal mathematical truths: they will be the same everywhere in the universe, and
will be true whether intelligent beings like ourselves know about it or not. It plays an
important role in mathematics (e.g., in complex analysis and Fourier analysis) and
in probability theory, and underlies key properties of geometry that are important in
physics and engineering. Of course, it can be expressed in other ways, for example
in binary π is approximately
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π = 11.00100100 00111111 01101010 10001000 10000101 10100011 00001000 ,

(7.3)

which is how it will be represented in digital computers. In hexadecimal its value is
approximately

π = 3.243F6A8885A308D313198A2E037073 . (7.4)

The notational difference between (7.2) and (7.3) does not affect its intrinsic value.
This is just like the way one can use different coordinate systems in general relativity
theory to describe the same spacetime, or different sentences in different languages to
express the same thought. The intrinsic meaning remains unchanged. Like physical
laws, mathematical results are often unwillingly discovered, e.g., the irrationality of√
2 and of π (hence they cannot be expressed in a finite decimal sequence). This is

because mathematics often has a surprising nature (the existence of strange attractors
for example or the deep unifications such as the development of analytic geometry
and algebraic geometry and the Langlands program).

This abstract world is causally efficacious in two ways. First, it can be explored by
the humanmind and the resulting relationships shared and represented inmanyways.
One can, for example, print graphic versions of theMandelbrot set in a book, resulting
in a physical embodiment of this abstract pattern in the ink printed on the page (see
Fig. 7.15). This is a projection from�m to the atoms in the book. Second, the resulting
relations can be used in commerce, physics, and engineering to analyse possibilities
and so make changes in the world. For example, mathematics underlies decisions in
commerce and construction projects in building and engineering that alter the world
around us. It also underlies the way physics underpins engineering, e.g., the way
Maxwell’s equations underlie the telecommunications industry (Sect. 7.5.3). Thus
mathematical relations make a real difference to what happens in the world. For
other examples, see [229].

The causal variables here that enable this to happen, i.e., mathematical theories
in the mind, or printed on paper, or represented in digital computers, are not coarse-
grained lower level variables. They are high level relationships discovered and com-
prehended by the mind by analysis at the level of rational thought (Sect. 7.5.6). Their
effectiveness is enabled by top-down action from mental contemplation of aspects
of �m to neurons in networks that recognise abstract platonic patterns, when we
discover these relations, and down to motor neurons and electrons in muscles, when
we use them to alter the world.

7.6.2 Computational Algorithms

The case of algorithms such as those used in digital computers is similar, as discussed
in Sect. 2.7.5. Algorithms are step-by-step rules for obtaining a desired result. They

http://dx.doi.org/10.1007/978-3-662-49809-5_2
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are the basis for the enormous power of digital computers.What can be done by com-
puters is characterized by a possibility space: the space of all possible computations
�c. This in turn is based on the set of all possible algorithms �a, which includes the
set of possible computer programs�a(prog). The point is that there are only a limited
number of possible ways of carrying out computations. For example, there are only
a finite number of possible sorting algorithms, such as Insertion, Selection, Bubble,
Shell, Merge, Heap, Quick, Quick3, which can be ranked according to efficacy in
different circumstances.12

The existence of this set of sorting possibilities is once again a timeless, eternal,
and unchanging fact. It has nothing to do with the existence of the human mind, even
though the human mind is capable of discovering them. They are not mathematical
equations: they are steps to obtain a desired outcome that can sometimes be used to
solve equations. They are not based on the laws of physics (testing the validity of
a sorting algorithm is not a physics experiment, it is a computer science exercise).
They are based on logical possibilities characterised by timeless and unchanging
possibility space �a. They will be the same everywhere in the universe, at all times
and all places. Computer scientists on other galaxies will discover the same set of
possibilities, because they characterise all logical options that are possible.

Algorithms are causally effective and have made a great difference to the world,
as discussed in MacCormack’s book 9 Algorithms that Changed the Future: The
Ingenious Ideas that Drive Today’s Computers [168]. For example, they underlie the
computer-aided design of aircraft, the control of aircraft by autopilots, construction
of automobiles by robots, bar-code recognition by laser readers, the functioning of
GPS systems, and the functioning of cellphones, the internet, and search engines
such as Google. Thus they underlie commerce, industry, engineering, and are of
importance in much of individual and social life.

7.6.3 Accessing Platonic Realms

I have argued strongly for at least two types of abstract possibility spaces that have
causal effects in the real world through the capacities of the human mind: those of
mathematics (Sect. 7.6.1) and computer algorithms (Sect. 7.6.2). But philosophers
have argued against the idea of Platonic spaces having such effects on the grounds
that there is no way that an abstract space of possibilities could have any effect on
the physical brain and consequently on the mind. If Platonic spaces exist, they will
be causally ineffective.

This objection has been comprehensively answered by Paul Churchland in an
important book entitled Plato’s Camera: How the Physical Brain Captures a Land-
scape of Abstract Universals [43]. The brain operates by pattern recognition and
prediction enabled by the overall pattern of neural connections in the cortex and the
connection weights in these neural networks [43, 129], and possibly by synchronized

12See http://www.sorting-algorithms.com/.

http://www.sorting-algorithms.com/
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patterns of oscillations between neurons [35]. When we engage in logical argumen-
tation and mathematical thought, selection processes operating in neural networks
develop in such a way as to recognise the abstract patterns of logic present in Platonic
possibility spaces [43], which then become part of the causal processes in operation
in the brain. This is best understood by using the activation-vector-space framework
for the brain as an organ of thought, imagination, and reason explained in detail by
Churchland [43].

Through this mechanism, a different form of necessity is causally effective in the
brain than is embodied in physical laws: it is the necessity of abstract logic and math-
ematics, which underlies associated logical structures such as algorithms and digital
computer programs. The patterns embodied in the abstract spaces of possibilities—
a key part of necessity—are enabled to be causally effective through learning and
exploration processes. In this way minds with real causal powers can apprehend Pla-
tonic realities and thereby bring new input that was not in the physical initial data, but
was present in eternal and unchanging possibility spaces. Physics provides the neces-
sary conditions for the existence of such higher level outcomes, but not the sufficient
conditions to determine the resulting behaviour. Other causal factors: genetic, evolu-
tion, neural, social, are in action, but none of these deal with the core essence of the
causal chain leading to the relevant logical outcomes. These are affected by relevant
higher-level variables which are adapted to understanding mathematical issues or
computer algorithms, and attain meaning and causal effectiveness at their own level.

Thus there is not only physical input in the universe: there is abstract input as well
from these possibility spaces, which are knowable by the human mind, and repre-
sent crucial parts of necessity. These kinds of concepts and influences are causally
effective but are not physical variables: they all lie outside the conceptual domain
of physics, but they change things, e.g., by underlying the existence of cellphones
and digital computers. The mind is able to be causally effective because it operates
at the higher levels of the hierarchy (Fig. 7.4) in terms of the logic at that level, and
can thereby understand and develop the implications of possibility spaces such as
�m and �a discussed above.

7.7 The Complex Whole

Building on the previous chapters, this chapter has presented an integral view of the
way the brain functions. This section will conclude the chapter by discussing the
following aspects:

• A synthesis (Sect. 7.7.1).
• Genuine emergence (Sect. 7.7.2).
• Crick’s callacy and the reality of higher levels (Sect. 7.7.3).
• Top-down action and the free-will debate (Sect. 7.7.4).
• Neuroscience and humanity (Sect. 7.7.5).
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Fig. 7.16 Factors affecting the function of the brain. Psychological universals are based on univer-
sals in the social environment and in the natural environment, which act top-down, together with
Platonic relations, which shape rational thought, while our inherited biological makeup (which
underlies a universal human development plan), in turn based on physics and chemistry, acts bot-
tom-up to enable us to carry out the choiceswemakewithin the constraints allowed by the underlying
physics. They all interact with each other to produce the specifics of higher brain functioning via the
processes of neuronal group selection, shaped by the primary emotions. However, variety in each
environment as well as in the genetic inheritance leads to a variety of outcomes. Taken for granted
is the environment of physical laws, which shapes the space of physical and biological possibilities

The view presented in this book is summarised in Fig. 7.6 (Sect. 7.2.3) and Fig. 7.16.
Bottom-up effects occur from our cellular machinery, physiology, and inbuilt devel-
opmental plan, and top-down effects occur from the natural and social environments,
as well as from Platonic spaces of possibilities, such as mathematics. Our personal
choices are based on values, rationality, and emotions, and shape what we say and do.

7.7.1 A Synthesis

This chapter proposes an overview of brain functioning in context as follows:

• Modular Hierarchical Structures. The brain is comprised of modular hierarchi-
cal structures (the implementation hierarchy) with form adapted to enable modular
hierarchically structured functions (the logical hierarchy), and development tak-
ing place through genetically enabled processes that respond to the environment
adaptively.

• Interaction Between Levels. Bottom-up and top-down causation both take place,
so one can only understanding the functioning of parts in the context of the whole.

• Plasticity. Parts and whole are complex adaptive systems adapting to their envi-
ronments on evolutionary, developmental and functional time scales: hence all
structures are shaped by functions that are adapted to physical and social context,
but within the limits of what physiology and development will allow.
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• Basic Capacities. These are sensations, pattern recognition, remembering, nam-
ing, based on neural networks and enabled by higher level contexts that feed down
to enable ongoing prediction of future states that shape sensory perception.

• Higher Level Capacities. These include consciousness, comprehension, reason-
ing, choice, and action in reaction to perceptions, feelings, and context, enabled
by language.

• Subconscious and Automatised Processes. These shape a lot of what happens,
but can be overridden by consciousness when need be.

• Integration. Overall coordination is via drives and affective states enabling appro-
priate responses to environmental situations and including the drive to understand
and find meaning.

• Consciousness. This is an emergent property of a dynamic core of neurons [243].
It is a higher level process enabled by the properties of the underlying neurons and
genes, in turn enabled by the properties of the underlying molecules and physics,
but it is not reducible to them, among other things because it is deeply meshed
into ongoing interactions with the physical, ecological, social, and intellectual
environment.

It is its complex organisational arrangement, arrived at by adaptation on evolutionary,
developmental, and functional timescales that enables this all to happen. We have
a social brain, facilitated by language, which alters consciousness and evolutionary
history [71]. The mind must always be seen in context, as explained by Merlin
Donald13:

We have evolved a novel evolutionary strategy, which relies on off-loading crucial replicative
information into our cultural memory systems. The algorithms that define themodern human
mindmay have been originally generated by collectivity of conscious brains living in culture,
but these accumulated storehouses have now assumed a certain autonomy and have become
an essential part of themechanismbywhichwe replicate, and continue to extend, the domains
of our awareness. We have evolved into ‘hybrid’ minds, quite like any others, and the reason
for this does not lie in our brains, which are unexceptional in their basic design. It lies in the
fact that we have developed such a deep dependency on our collective storage systems, which
hold the key to self-assembly. The ultimate irony of human existence is that we are supreme
individualists, whose individualism depends almost entirely on culture for its realization. It
came at the price of giving up the isolationism, or cognitive solipsism, of all other species
and entering into a collectivity of the mind.

Adaptive selection is the key to learning and neural plasticity, with plasticity at
the different levels supporting each other: higher level plasticity is based on lower
level plasticity, which, via top-down causation, is shaped by higher level effects.
Together this allows the effectiveness of consciousness [180, 247], whereby our
plans and intentions shape what we do, and hence have causal effects in the physical
environment around us.

13http://newlearningonline.com/new-learning/chapter-6/donald-on-the-evolution-of-human-cons
ciousness.

http://newlearningonline.com/new-learning/chapter-6/donald-on-the-evolution-of-human-consciousness
http://newlearningonline.com/new-learning/chapter-6/donald-on-the-evolution-of-human-consciousness
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7.7.2 Genuine Emergence

Merlin Donald [64, 66] presents a sophisticated conception of a multilayered con-
sciousness drawingmuch of its power from its cultural matrix. Hemakes a persuasive
case for consciousness as the central player in the drama of mind, as he details the
forces, both cultural and neuronal, that power our distinctively human modes of
awareness. He proposes that the human mind is a hybrid product, interweaving a
super-complex form of matter (the brain) with an invisible symbolic web (culture)
to form a distributed cognitive network. This hybrid mind, he argues, is our main
evolutionary advantage, for it has allowed humanity as a species to break free of the
limitations of the mammalian brain.

This emergence [13] depends on a variety of top-down effects, and the distinction
between top-down and bottom-up effects, which is central to understanding the func-
tioning of the brain [99, 147], also plays a central role in experimental psychology
[217]. I discuss this briefly in terms of the following:

• The macro-micro connection.
• Irreducibility of the resulting effects.

7.7.2.1 The Macro-Micro Connection

Top-down effects take place in the following situations, among others:

• From society to the brain, e.g., the language we speak.
• From the mind to body, e.g., lifestyle effects on health.
• From higher goals to lower goals, e.g., wanting to help others to training as a
doctor.

• From brain to body, e.g., from the goal of playing a guitar to the muscles plucking
the strings.

• From psychotherapy to changes in gene expression (see Kande’s principles [143]
discussed in Sect. 7.3.6.7).

A mind’s behaviour is determined by its interaction with other minds and the higher
level entities that in fact shape its outcomes, including abstractions such as under-
standing of mathematics, the value of money, the rules of chess, local social customs,
roles, and socially accepted ethical values [10, 18, 166].

Overall the situation is nicely described in an interview with Gazzaniga14:

We are dealing with a layered system, and each layer has its own laws and protocols, just
like in physics where Newton’s laws apply to one layer of physics and quantum mechanics
to another. Think of hardware–software layers. Hardware is useless without software and
software is useless without hardware. How are we to capture an understanding of how
the two layers interact? For now, no one really captures that reality and certainly no one

14“Neuroscience challenges old ideas about free will” Scientific American 15 November 2011
http://www.scientificamerican.com/article/free-will-and-the-brain-michael-gazzaniga-
interview/.

http://www.scientificamerican.com/article/free-will-and-the-brain-michael-gazzaniga-interview/
http://www.scientificamerican.com/article/free-will-and-the-brain-michael-gazzaniga-interview/
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has yet captured how mental states interact with the neurons that produce them. Yet we
know the top mental layers and the layers beneath it, which produce it, interact. Patients
suffering from depression can be aided by talk therapy (top-down). They can also be aided
by pharmacological drugs (bottom-up). When these two therapies are combined the therapy
is even better. That is an example of the mind constraining the brain […] One becomes
cognizant there is a system on top of the personal mind/brain layers which is yet another
layer—the social world. It interacts massively with our mental processes and vice versa. In
many ways we humans, in achieving our robustness, have uploaded many of our critical
needs to the social system around us so that the stuff we invent can survive our own fragile
and vulnerable lives.

This is based on the underlying neural structures. For example, as explained nicely
by Shea [217], in Karl Friston’s model of the brain, feedforward signals consist only
of prediction errors [96, 97] and it is the top-down signals that represent what is
the case. In this way top-down signals directly affect, or even constitute, what we
represent in our minds, but without creating a self-reinforcing cycle, because it is not
the result of these predictions that is fed forward as input to subsequent processing,
but only the difference between prediction and current input. It is for this reason that
top-down influences can be seen to be epistemically acceptable [217].

This is related to Tse’s criterial causation at the neural level [247], which he claims
underlies downward mental causation and free will.

7.7.2.2 Irreducibility

Biology cannot be reduced to physics, because it has an ineliminable teleology com-
ponent to its explanations [131]: cells and all physiological organs have functions
[203], biology at all levels is centred on purpose [127]. High level purposes (such
as aiming to catch a bus) cascade down and set up lower level purposes (such as
moving a leg), which set up even lower level purposes (contracting a muscle), down
to the cellular level (setting ATP generation and transport in motion, and so on)
[247]. Subsidiary purposes enable this to happen: the lungs breathe in oxygen, the
heart pumps blood, the immune system fights intruders, and so on, in order to keep
us alive. And each of these actions cascades down to the cellular level and then to
the nuclei and electrons that make up the cell. It is top-down causation that enables
the higher levels to have causal powers in their own right, leading to this downward
cascade. The mind can have real effects in the physical world [51].

What’s wrong with ontological reductionism is that it is wrong. The idea that
there are no kinds or classes other than those belonging to the physical sciences is
clearly false. Currencies exist, are real, and have causal efficacy, and yet they are
not reducible to any physical type or kind, despite the fact that every instance of a
currency is made of some physical substance or consists of some physical process or
another. They are abstract social constructions [75, p. 70] that are realised in minds,
but are not the same as activations in any specific individual’s mind because they
are communally shaped. Similarly abstract concepts such as plans for an aircraft are
causally effective (Sect. 7.5.3).
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The Unviability of Reductionism in the Context of the Mind. Social Sciences
cannot be reduced to physics, because of the irreducibility of intentionality, as well
as the underlying multiple realizability of mental states. Multiple realisability is a
key indicator of top-down causation (see [8] and Sect. 3.5). Jerry Fodor discusses the
issue very clearly in terms of ‘natural kinds’ occurring in an explanation [13, pp. 403–
407]. Daniel Kauffman15 explains it as follows. Take any folk-psychological (FP)
law, say,

FP1 → FP2 . (7.5)

The causal relation is described in the notation of an ‘if, then’ statement. The fol-
lowing would be an example of a commonly employed FP law:

For any person P, if P desires Q and believes that doing X will achieve Q, then P will do X,
ceteris paribus.

That will be a sound psychological explanation [114], enabling us to make good
predictions, which is what the brain does [129, 150]. In order to reduce this law to
a law of biology, and therefore show that the biological law explains the relevant
phenomenon in the relevant way, one would have to establish bridge laws, in which
both FP1 and FP2 are shown to be identical with or materially equivalent to, some
biological states. The problem is that FP1 and FP2 are multiply realizable. Thus,
such a bridge law will look something like this:

FP1 = B1 or B2 or B3 or B4 . . . ,

FP2 = B20 or B30 or B40 . . . ,

resulting in the following reduced statement:

{B1 or B2 or B3 or B4 . . . } −→ {B30 or B30 or B40 . . . } . (7.6)

There are two problems:

• Neither the antecedent nor the consequent describe a biological type.
• The sentence described is not a law of biology.

Thus, one has not reduced the folk psychological law to a law of biology and,
whatever the folk psychological law explains, has not been explained in terms of
any law(s) of biology [13, pp. 403–407]. Folk psychological explanations are indeed
explanations, and often very powerful ones, much better than anything one could
get at a lower level of description. For example, they are what are involved in ‘mind
reading’ [99]. It is not true that in the end the only real explanations/predictions are
going to come at the level of atoms [189], or genes or cells, for that matter. The
psychological level, driven by feelings, is where the choices take place.

15Writing as ‘Aravis Tarkheena’ inMassimo Pigliucci’s now defunct blog Scientia Salon, 29August
2014.

http://dx.doi.org/10.1007/978-3-662-49809-5_3
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7.7.3 Crick’s Fallacy

Francis Crick’s wrote in Astonishing Hypothesis: The Scientific Search for the
Soul [48]:

You, your joys and your sorrows, your memories and your ambitions, your sense of personal
identity and free will, are in fact no more than the behavior of a vast assembly of nerve cells
and their associated molecules.

But nerve cells and molecules are made of electrons plus protons and neutrons,
which are themselves made of quarks, so why not say:

You, your joys and your sorrows, your memories and your ambitions, your sense of personal
identity and free will, are in fact no more than the behavior of a vast assembly of quarks and
electrons?

And these themselves are possibly vibrations of superstrings. His argument is an
unacceptable partial reduction: he reduces the phenomenonof interest to an arbitrarily
chosen level, and then stops, despite the fact that is not the bottom level. But a
true reductionist could not possibly justify stopping there at an intermediate level.
On what grounds does he treat the particle physicists so badly, denying the full
reduction to their level of description? The answer is he believes that nerve cells and
their associated molecules have real causal power, because that is the level he deals
with and understands. I agree. But the implication is that they have causal powers
over their constituent atoms, protons, and electrons, in order tomake their own causal
powers effective. He is assuming the viability of top-down causation to lower levels,
a proof that it exists and is significant in the operation of the brain. But if we accept
this, we must recognise that assigning real causal powers to an intermediate level
such as nerve cells and their associated molecules, acting top-down on the levels
below in order to have this power, only makes sense if we assign real causal powers
to every other level as well. There is no preferred level of causation [189]. That is
the only interpretation that makes sense, and it is my position.

And then there is no reason to deny the reality of causal powers of your joys and
your sorrows (the emotional systems), or of your memories (allowing the predictions
that underlie our sensory systems) and your ambitions (your set of goals that are the
decision framework for what you do). The threat to your sense of personal identity
and free will posed by Crick’s quote is undermined, because the psychological level
is a genuinely emergent level, based on the underlying physics, chemistry, genetics,
cell biology, neurology, and physiology, but not dictated by them because they are
not the only causal factors in operation.

7.7.4 Top-Down Action and the Free Will Debate

Over the course of history there have been at least six different attacks on free will,
as summarised in Table7.2 (Sect. 1.3.1). They are (in somewhat cartoon form):

http://dx.doi.org/10.1007/978-3-662-49809-5_1
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Table 7.2 Arguments against
free will

Agent Mode

Argument 6 God/fate Top-down

Argument 5 Society Top-down

Argument 4 Unconscious Same level

Argument 3 Evolution/genetics Bottom-up

Argument 2 Neurons Bottom-up

Argument 1 Physics Bottom-up

1. The Physics Challenge. Atomic level structure determines all. If we just had
enough computing power, we could calculate all future behaviour of the mind
from complete initial data for the brain.

2. The Genetic Challenge. It’s all in the genes. We are ruled by behavioural imper-
atives that they determine (ultimately coming from our evolutionary history as
hunter-gatherers).

3. The Neurophysiology Challenge. It’s all determined bottom-up by our neurons
and brain physiology, and consciousness is just an illusion floating on top of
unconscious processes.

4. The Behaviorist Challenge. The mind is a mechanistic device operating accord-
ing to predictable macroscopic rules. There is no need for any hypothesis about
the effectiveness of mental states.

5. The Sociology/Cultural Challenge. What we do is determined by the society in
which we live, which operates on a blank slate. Our understandings and social
practices are written into us by cultural influences.

6. The Theological/Fatalist Challenge. God’s will determines all, and/or every-
thing is predetermined by fate.

Each of these has, over time, been stated pretty dogmatically by someone or other
as the major determinant of our behaviour, indeed perhaps the only one. Recent
attacks on free will include those by Wegner [255] and Harris [126]. Defenses of
free will in the light of present day neuroscience are given in [66, 180, 247]. A
balanced contemporary account is given in [149]. I will briefly discuss each of the
threats listed in Table7.2 except the first, which is non-scientific [149, pp. 147–162],
and then comment on the issue in general and in particular on the necessity of a
meaningful degree of free will if both daily life and the scientific enterprise are to
proceed as normal (see Sect. 1.7).

Multiple Causes. The first point is that these six arguments against free will cannot
all be right because they contradict each other.

The Single Causal Fallacy. Claims that any single one of items 1–5 in Table7.2 is the sole
cause of brain activity is undermined by the fact that each of them can be demonstrated to
be causally effective to some degree. Hence, arguments against free will based on the sole
powers of any one of them on the brain is contradicted by the causal powers of the other
factors in the list.

The fact that eachof themhasbeen strongly claimedas undermining freewill suggests
that each is a partial cause of brain function, but none is the whole cause. This

http://dx.doi.org/10.1007/978-3-662-49809-5_1
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undermines all the usual arguments against free will, which assume one or other of
these factors is the only one acting. But each of the others is also significant. Those
claiming any one of these is the sole determinant of what happens are ignoring other
important causal factors.

Some of the alleged problems in Table7.2 are based on top-down causation and
some are bottom-up. The effects of bottom-up causation are now usually assumed
to be the real threat to free will, but in the past some have assumed that the real
threat was top-down. However, if all levels are equally real [189], as just discussed,
the level of the mind is real even though it is influenced in both a bottom-up and a
top-down way (see [180, pp. 238–305] and [247]). In particular, concerns regarding
free will at the neuroscience level 3 need to be addressed. A fine refutation of such
argumentation is given by Merlin Donald [66].

7.7.4.1 Argument 2: Society

It has been argued in this book that society has a major top-down effect on the human
mind, as emphasized for example byBerger and Luckman [18] andDonald [66]. This
is sometimes seen as enabled by operant conditioning [114], for example, carefully
contrived by the state and media that are run by powerful corporations who mould
what we think. The extreme case is put in Huxley’s novel Brave New World [135],
where one is, from conception, conditioned by theWorld State through awide variety
of means to take one’s place happily in a stratified society. Your effective freedom is
removed.

However, this is not the only kind of influence on the mind: while culture is cru-
cially important, as emphasized by anthropologists and sociologists, and political
manipulation can indeed take place, as emphasized by political scientists, biology is
also key to how the human mind operates. The mind is an embodied mind. Ignoring
genetics and neuroscience omits important causal factors in brain function. Further-
more, top-down influences from society are much more than operant conditioning.
They can give one the intellectual tools to be an informed intelligent being, able to
make meaningful choices [66].

7.7.4.2 Argument 3: Unconscious

Same level causation is seen as the key in the modern version of behaviourism,
supported by the Libet experiments [121] on the one hand and much evidence
of confabulation on the other [224, 255]. Solms emphasizes [223] that Freud
talked about unconscious conflicts as causes of behavior, and Skinner talked about
environmental contingencies, but either way we are not free to decide.16 In his book

16A nice short summary is given by Seth Schwartz in Psychology Today:
http://www.psychologytoday.com/blog/proceed-your-own-risk/201311/do-we-have-free-will.

http://www.psychologytoday.com/blog/proceed-your-own-risk/201311/do-we-have-free-will
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The Illusion of Conscious Will [255], psychologist Daniel Wegner calls our impres-
sion of free will delusional, after-the-fact explanations (a form of confabulation).

Indeed,much is unconscious, as has beenknownat least sinceFreud [147, pp. 461–
472], and automatisation is a crucial part of how the brain works (see Sect. 7.2.2.5),
but that’s not all that is going on. Libet’s clock experiment is a poor probe of free
will, because the subject has made the decision in advance to push the button, which
is where the real choice was made. In the laboratory, she merely chooses when to
push, which is a poor imitation of what is involved in meaningful decision making
[65, 180, 181]. Noble et al. [190] describe the issue as follows:

As regards intentions of an action, can a full characterization of the physical (neuronal,
muscular) processes involved in the act of pointing count as having provided the neuro-
physiological basis of such an act in such a way that somehow explains away the idea of
intention. Such a demonstration would be similar to the way in which the famous experiment
by Libet et al. (1983) is often claimed to show that an earlier mechanical neuronal event was
the real cause of an intention. The problem here is that an intention is not that kind of thing,
if indeed it is a thing at all. The best that the neuroscientist in the story can do is to explain
the neuronal and muscular events that occur during the movement of pointing. That may
be spectacular as neurophysiology but it is not to explain the act of pointing since being an
act precisely requires the possibility of intention. Having an intention is a process and such
processes necessarily involve social interactions. Their explanation therefore becomes one
that ‘jumps out’ of the context of neurophysiology to become an interpersonal question. […]
the relevant boundaries must be set to include the social and environmental interactions that
enable intentions to arise and be fulfilled. Intentions cannot be interpreted as functions of a
brain alone.

In fact, at times, we clearly make rational decisions which are what they seem to be,
despite some biases in how we do so (which can be characterised in a rational way,
as shown by recent economics literature [140]). They are based on the externalist
nature of the brain/mind and in the distributed cognition that characterizes society
[130]. The Libet kind of experiment plays no role.

The celebrated role of the unconscious [147, 224] is indeed one of the factors
one must take into account, but it is just one of the factors in operation. If that were
not the case there would be no point in engaging in conscious efforts at changing
behaviour that are the concern of psychoanalysis [143–145], or prescribing drugs
like chlorpromazine.

7.7.4.3 Argument 4: Evolution/Genetics

There are bottom-up proposals by evolutionary theorists that genes determined by
our evolutionary history are in charge of our choices. They ignore top-down effects
of epigenetics [106, 188, 189] and culture [18, 66] which are crucial in shaping what
we do. They are certainly a factor but far from decisive on their own (see Sect. 7.3.7).
They shape key influences but do not cause unique outcomes.
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7.7.4.4 Argument 5: Neurons

The bottom-up view proposed by Crick [48], whereby neurons determine all, ignores
top-down effects of epigenetics and culture, as in the previous case, and in any case
is incoherent as a reductionist position (Sect. 7.7.3). The neural basis for free will is
convincingly elucidated byTse [247], as briefly discussed below (and see Sect. 7.7.3).

7.7.4.5 Argument 6: Physics

My physics colleagues believe that bottom-up effects from the underlying physics
must uniquely determine the operation of the brain, and hence of the mind. The
reason this does not work in practice is that we do not yet have enough computing
power to carry out the program.

This not only ignores all the top-down effects considered in this chapter, but also
the ontological randomness at the bottom quantum physical level, which undermines
any claim of unique predictions from the physics side (see [247] and Sect. 8.1). This
view is a certainly not taken seriously by neuroscientists (for example, it does not
figure in Kandel’s books [146, 147]): if it were true, their careers would not make
sense.

7.7.4.6 A Viewpoint

In contrast to these various suggestions, the view put here has three pillars:

• Although bottom-up influences occur and enable the brain to function in terms
of physics, chemistry, microbiology, genetics, and cell biology, the mind is not
determined by these influences in a bottom-up way alone—top-down influences
also occur.

• Although top-down influences occur and enable the brain to function in terms of
relation to the outside world and society, the mind is not determined by the these
effects in a top-down way alone, because bottom-up influences also occur.

• Same-level psychological processes can occur, including rational planning and
decision-making, and exert both bottom-up and top-down influences on the mind,
body, and world. They enable us to act meaningfully as human beings.

A particular feature here is that one can make decisions not to do something (some-
times called free won’t), which fits in with the adaptive selection view I propose
in this volume: we select what we wish to do from a range of options according to
higher level selection criteria such as our sense of ethics and meaning. Brass and
Haggard identify the corresponding neural correlate [28]:

Our results suggest that the human brain network for intentional action includes a control
structure for self-initiated inhibition or withholding of intended actions. The mental control
of action has an enduring scientific interest, linked to the philosophical concept of ‘free will’.
Our results identify a candidate brain area that reflects the crucial decision to do or not to do.

http://dx.doi.org/10.1007/978-3-662-49809-5_8


380 7 The Mind and the Brain

Compatibilism. David Hume is widely recognized as providing the most influential
statement of the ‘compatibilist’ position in the free will debate, i.e., the view that
freedom and moral responsibility can be reconciled with causal determinism [208].

In his book Freedom Evolves [62], Dennett adopts a compatibilist position with
an evolutionary twist, i.e., the view that, although in the strict physical sense our
actions might be pre-determined, we can still be free in all the ways that matter,
because of the abilities we evolved. Free will is simply our ability to perceive, mull
over, and act upon choices, even though they are causally determined. Free will is
both an ‘objective phenomenon’ and dependent on our belief in and perception of it,
like language, music, money, and other products of society.

The present book by contrast, along with Merlin Donald [66], Peter Tse [247],
and Julian Baggini [10] refutes the view that our actions might be predetermined
in the strict physical sense. There are other causally effective entities in action than
those that are encompassed by physics, including emotions, ideas, theories, social
constructions, and intentions. It cannot make sense to suggest an aircraft or a teapot
could come into existence unless this were true [76]. Dennett is supposing all cau-
sation is bottom-up, but that is not the case.

John Horgan in Cross-Check,17 replying to Harris’ book [126], explains this
nicely:

My choices are constrained, by the laws of physics, my genetic inheritance, upbringing and
education, the social, cultural, political, and intellectual context of my existence. And as
Harris keeps pointing out, I didn’t choose to be born into this universe, to my parents, in
this nation, at this time. I don’t choose to grow old and die. But just because my choices are
limited doesn’t mean they don’t exist. Just because I don’t have absolute freedom doesn’t
mean I have no freedom at all. Saying that free will doesn’t exist because it isn’t absolutely
free is like saying truth doesn’t exist because we can’t achieve absolute, perfect knowledge.
Harris keeps insisting that because all our choices have prior causes, they are not free; they
are determined. Of course all our choices are caused. No free-will proponent I know claims
otherwise. The question is how are they caused?

Harris seems to think that all causes are ultimately physical, and that to hold otherwise puts
you in the company of believers in ghosts, souls, gods, and other supernatural nonsense.
But the strange and wonderful thing about all organisms, and especially our species, is
that mechanistic physical processes somehow give rise to phenomena that are not reducible
to or determined by those physical processes. Human brains, in particular, generate human
minds, whichwhile subject to physical laws are influenced by non-physical factors, including
ideas produced by other minds. These ideas may cause us to change our minds and make
decisions that alter the trajectory of our world. […] We are physical creatures, but we are
not just physical. We have free will because we are creatures of mind, meaning, ideas, not
just matter.

APseudo-Problem. Daniel Kaufman commenting on two postings byGregg Caruso
on free will in a blog,18 responds as follows:

17http://blogs.scientificamerican.com/cross-check/2012/04/09/will-this-post-make-sam-harris-
change-his-mind-about-free-will/.
18Scientia Salon, 23December 2014: 7:15 pmhttp://scientiasalon.wordpress.com/2014/12/23/free-
will-skepticism-and-its-implications-an-argument-for-optimism-part-2/.

http://blogs.scientificamerican.com/cross-check/2012/04/09/will-this-post-make-sam-harris-change-his-mind-about-free-will/
http://blogs.scientificamerican.com/cross-check/2012/04/09/will-this-post-make-sam-harris-change-his-mind-about-free-will/
http://scientiasalon.wordpress.com/2014/12/23/free-will-skepticism-and-its-implications-an-argument-for-optimism-part-2/
http://scientiasalon.wordpress.com/2014/12/23/free-will-skepticism-and-its-implications-an-argument-for-optimism-part-2/


7.7 The Complex Whole 381

The ascription of agency is not the attribution of some power or force to an actor. Rather, it is a
background condition for the intelligibility of not justmoral discourse but for the ascription of
intentionality and intentional explanation. It is not, therefore, subject to rational justification,
but rather, is part of the framework of concepts by which we justify/or condemn action. […]
There are no free will skeptics, only pretend ones. Every time one utters a sentence like
‘you should have called instead of standing me up’, one has implicitly ascribed agency and
agency must be presupposed for the utterance to be intelligible. The author utters scores of
sentences like these a day. His skepticism, therefore, is of the variety described and put in
its proper place by Hume—the sort that cannot survive even a day’s common activity and
discourse—the sort that disappears, once we’ve played a game of backgammon, talked with
our friends, and gone for a stroll.

In response to the worry that ‘my neurons made me do it’, hence we are not
responsible for our actions, Murphy and Brown respond as follows [180, pp. 13–14]:

• Organisms are often the causes of their own behaviour.
• Humans are capable of using and understanding the meaning of language.
• Humans act for reasons, not merely on the basis of causes.
• Mature humans are able to act on the basis of moral concepts.

They write [180, pp. 3–4]:

Our goal here is not to argue that humans are rational and responsible. We could not make
sense of what we are doing writing this book if we did not assume common sense views of
the role of reason and reasons, that is, of our having good reasons for writing it and of our
readers accepting our conclusion on the basis of reason. Rather we hope to show how our
neurobiological equipment makes rationality, responsibility, and free will possible.

This chapter has made the case that this is indeed possible because of the occurrence
of top-down causation in the brain and in the relation of the brain to society.

7.7.4.7 The Neural Underpinnings

The neural underpinnings of free will are discussed illuminatingly by Tse [247],
basing his thesis on the idea of criterial causation, where neurons fire on the basis
of the present wiring, but act to change the future wiring. Thus adaptive plasticity
is happening all the time as we think. Furthermore, ontological uncertainty at the
foundations of physics ensures that neural outcomes cannot be uniquely prescribed
by the underlying physics alone. Indeed, randomness plays a key role in the brain,
as emphasized by Glimcher [109], because it provides an ensemble of options from
which we can choose, and this is the foundation of adaptive selection.

Overall. The point is that the existence of both bottom-up and top-down causation in
relation to the mind and brain removes the force of the bottom-up arguments against
free will that are now fashionable in some quarters, and opens up the way for more
humane visions of the nature of humanity [66].
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7.7.5 Neuroscience and Humanity

What is at stake is our conception of humanity. How we see ourselves influences
culture, society, and politics. There are strong reductionist attacks on commonsense
views of humanity, and some vigorous responses that aim at a broader view.19

7.7.5.1 Reductionist Attacks

Overclaims for reductive neuroscience are being made all the time, as described by
Sally Satel and Scott Lilienfeld in Brainwashed: The Seductive Appeal of Mindless
Neuroscience [212]. They are based on strong reductionist views of humanity. Semir
Zeki, head of the UCL Institute of Neuroesthetics University College London, writes
as follows:

It is only by understanding the neural laws that dictate human activity in all spheres—in
law, morality, religion and even economics and politics, no less than in art—that we can ever
hope to achieve a more proper understanding of the nature of man.

The vision is that neuroscientists will take over economics as well as ethics and
aesthetics, which are seen as having nothing to do with philosophy or the human
sciences.20 This implies that reductive views on the nature of humanity such as that
by Crick [48] quoted above (Sect. 7.7.3), and among others the writings of Daniel
Dennett [61] and Susan Blackmore [22, p. 237]:

All human actions, whether conscious or not, come from complex interactions between
memes, genes and all their products, in complicated environments. The self is not the initiator
of actions, it does not ‘have’ consciousness, and it does not ‘do’ the deliberating. There is
no truth in the idea of an inner self inside my body that controls the body and is conscious.
Since this is false, so is the idea of my conscious self having free will.

7.7.5.2 The Response

Merlin Donald’s A Mind So Rare is a comprehensive response to these kinds of
attacks. Building on evolutionary principles, cognitive science, developmental psy-
chology, and cultural anthropology he makes a convincing case for consciousness
as the central core of the mind. More than this, Donald also argues that we can-
not divorce ‘mind’ from its cultural context. Mind is a product both of genetic and
environmental forces and also a by-product of human culture.

He responds to the hardline position as follows [66, pp. 29, 36]:

Hardliners, led by a vanguard of rather voluble philosophers, believe not merely that con-
sciousness is limited, as experimentalists have been saying for years, but that it plays no sig-
nificant role in human cognition. They believe that we think, speak, and remember entirely

19The reader should note that this final section is of a polemical nature. But it has not abandoned
science: it is solidly rooted in the underlying science.
20See “Neuroaesthetics is killing your soul” by Philip Ball [9] for a strong response.
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outside its influence. Moreover, the use of the term ‘consciousness’ is viewed as pernicious
because (note the theological undertones) it leads us into error. They support the downgrad-
ing of consciousness to the status of an epiphenomenon, a superficial manifestation ofmental
activity that plays no role in cognition.

Or again [66, pp. 31, 35]:

Dennett is actually denying the biological reality of the self. Selves, he says, hence self-
consciousness, are cultural inventions—the initiation and execution of mental activity is
always outside conscious control—consciousness is an illusion and we do not exist in any
meaningful sense. But, they apologize at great length, this daunting fact does not matter.
Life will go on as always, meaningless algorithm after meaningless algorithm, and we can
all return to our lives as if nothing has happened. This is rather like telling you your real
parents were not the ones you grew to know and love but Jack the Ripper and Elsa, She-Wolf
of the SS. But not to worry.

The practical consequences of this deterministic crusade are terrible indeed. There is no
sound biological or ideological basis for selfhood, willpower, freedom, or responsibility.
The notion of the conscious life as a vacuum leaves us with an idea of the self that is
arbitrary, relative, and much worse, totally empty because it is not really a conscious self, at
least not in any important way.

7.7.5.3 The Opposing Views

In essence we have two radically opposed concepts of humanity (Strawson [234]
gives a very nice historical overview of their interaction). One view sees us as bio-
logically programmed by DNA, operating largely on an unconscious level with our
minds creating an illusion of consciousness and hence an image of self. We are noth-
ing but biologicalmachines,with the emphasis that ‘machine’ has on purposelessness
and mindlessness.

The terrible danger is that if we truly see people in that way, it will inevitably
eventually come to shape thewaywe treat people. If people are nothing but machines,
why should we look after the sick and the elderly, or Down’s syndrome children?
However, much it may be denied, this is certainly the logical implication of that
worldview.

7.7.5.4 The Holistic View

In contrast, the holistic view developed by Donald [66], Zeman [258], Murphy and
Brown [180], Humphreys [133], Kandel [147], Kagan [138], Tse [247], and others,
and supported in this book, is in harmony with the great traditions of humanity,
ethics, and philosophy [147]. It is that while much brain activity is unconscious, we
are nevertheless fully self-conscious beings, capable of rational choice and engaged
in cultural communities which extend our cognitive abilities in order to fully express
our shared humanity.
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Our intentionality is not an illusion: we are intentional beings able to undertake
moral action. We can lead a full human life precisely because we are not purposeless
machines. We are beings with values and purpose that guide our actions and our
lives, and a living spirit that shines through our being.

The issue can be crystallised by considering the following passage from Flight
to Arras by Antoine de Saint-Exupéry [53], and a photograph by Sid Luckett that
expresses the same sentiment in a very different medium. Saint-Exupéry writes [53]:

I say to myself as I watch the niece, who is very beautiful: in her this bread is transmuted
into melancholy grace. Into modesty, into a gentleness without words […] Sensing my gaze,
she raised her eyes towards mine, and seemed to smile […] A mere breath on the delicate
face of the waters, but an affecting vision. I sense the mysterious presence of the soul that is
unique to this place. It fills me with peace, and my mind with the words: ‘This is the peace
of silent realms.’ I have seen the shining light that is born of the wheat.

The photo of a woman (Fig. 7.17) conveys the same feeling. Either one sees in that
passage and photo something meaningful, or one does not. If one does, those who
proclaim that themind is based simply onmeaningless algorithms, implyingmeaning
is an illusion, are dead wrong. This chapter has sought to provide a footing for this
opposite view.

Fig. 7.17 Portrait. Credit:
Sid Luckett, with permission
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Chapter 8
The Broader View

The conclusion arising from the arguments given in this book is that there are other
forms of causation than those encompassed by physics and physical chemistry alone,
or even in genetics and neuroscience [60, 62]. Higher levels of structure have causal
powers, based on strong emergence of higher level structure and function [37, 38,
150], that can shape what happens in the world. A full scientific view of the nature of
reality must recognise this fact, or else it will ignore important aspects of causation
in the real world, and so will give a causally incomplete view of things. These forms
of causation are based on the interaction of bottom-up and top-down effects: if we
neglect either, we will be unable to understand genuinely complex systems. There
are many implications for society, including issues in health care and education. This
chapter will summarise this broader view as follows:

• Section8.1. The necessity of true emergence.
• Section8.2. The sources of emergence: chance, necessity, and purpose.
• Section8.3. Aristotle and types of causation.
• Section8.4. Aristotle and types of knowledge.
• Section8.5. A more holistic view.
• Section8.6. Implications: learning to read and write.
• Section8.7. Conclusion: Where is truth? What more to do?

This conclusion emphasizes that there is much to be done to complete what is set
out here. But what is presented is a coherent whole, and without it, we will not be
able to understand complex causation such as occurs in digital computers, life, and
the functioning of the brain.

8.1 The Necessity of True Emergence

The existence of complexity on Earth is possible only because of the cosmological
context in which we live: the expanding and evolving universe [59, 63, 103] (see
Sect. 6.7.2). Because of quantumuncertainty (see Sect. 6.1.1), it simply is not possible
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that emergence takes place in a deterministic way on the basis of the initial data at the
start of the universe. Genuine emergence, with its own higher level causal powers,
has to take place. This section sets that contextual scene by discussing:

• Cosmological unpredictability (Sect. 8.1.1).
• Evolutionary history (Sect. 8.1.2).
• The necessary conclusion: genuine emergence must occur (Sect. 8.1.3).
• The alternative: the demiurge (Sect. 8.1.4).

8.1.1 Cosmological Unpredictability

To see the improbability of the claim that all structure emerges in a purely bottom-up
way, one can contemplate what is required from this viewpoint when placed in its
proper cosmic context. To make the issue clear, one can pose the following question:
is it possible that the contents of Crick’s book [41] is uniquely determined by the
initial state of the universe? That would be the case if necessity held sway on the basis
of initial data at the start of the universe. The implication is that the configuration of
particles and fields that existed in the very early universe [49] just happened to be
placed so precisely as to make it inevitable that fourteen billion years later, human
beings would exist and Crick and Watson would discover DNA, Crick would write
his book [41], Townes would conceive of the laser, Witten would develop M-theory,
and so on. This is not possible even in principle for two reasons.

8.1.1.1 The Cosmic Context

The expansion history of the universe [49, 103, 173, 174] is represented in Fig. 8.1.
Time runs from left to right. An extraordinarily rapid initial accelerating period of
expansion (‘inflation’) gives way to a hot big bang era with matter and radiation
strongly interacting, until matter and radiation decouple at the last scattering sur-
face (LSS), 300000 years after the hot big bang. Cosmic blackbody background
radiation (CBR) was released at the LSS and then travelled freely towards us. This
decoupling was followed by dark ages until the first stars formed and galaxies came
into being through gravitational attraction acting on very small fluctuations on the
LSS (Fig. 8.2). Some massive first generation stars, made only of hydrogen and
helium, met a fiery end as supernovae, spreading clouds of heavy elements in space.
These clouds then allowed second generation stars to form, surrounded by planets.
The expanding universe is the environment creating the conditions for life to exist
today. The CBR sky we observe (Fig. 8.2) is an image of density fluctuations on the
LSS that are the precursors of galaxies that exist today.

Now the question is this: if we were able to detect every micro-fluctuation on the
LSS down to the smallest scale, could we then in principle run that data forwards to
predict the specific words on the page you are reading now? And going back even
earlier, are these words uniquely implied by the state of the universe at the start of



8.1 The Necessity of True Emergence 397

Fig. 8.1 Theunpredictability of the universe.Quantumfluctuations lead to the existence of galaxies.
Image credit: NASA/WMAP science team

Fig. 8.2 CMBsky image of the LSSmeasured by the Planck Satellite.Red represents higher density
and blue lower density on the LSS. Image credit: NASA/WMAP science team

inflation? That would be the case if physical determinism was true, and determined
the present day state of my brain and hence uniquely caused the details of the print
on this page (which is a set of physical markings on paper). In short, is it true that
in the real universe, the future is uniquely predicted by the past? In fact, this is not
possible for two reasons.
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8.1.1.2 Impossibility Due to Inflationary Perturbations

Firstly, according to the standard inflationary model of the very early universe, which
is the present standard theory of cosmology [49, 103, 173, 174], we cannot predict
the specific large-scale structure existing in the universe today from data at the start
of the inflationary expansion epoch, because density inhomogeneities at later times
have grown out of random quantum fluctuations in the effective scalar field that is
dominant at very early times (Hinshaw [108]):

Inflation offers an explanation for the clumpiness of matter in the universe: quantum fluc-
tuations in the mysterious substance that powered the [inflationary] expansion would have
been inflated to astrophysical scales and therefore served as the seeds of stars and galaxies.

Scalar (density) perturbations are generated fromquantumfluctuations of the inflaton
field during its evolution. After inflation, a reheating process occurs, and the resulting
inhomogeneities cause fluctuations that seed the large-scale structure such as clusters
of galaxies:

1. These quantum fluctuations are random in nature. If we know the universe com-
pletely at the time T1 when inflation starts, this does not determine what fluctua-
tions will be there at time T2 when inflation ends.

2. At a much later time T3 (after decoupling of matter and radiation), these fluctua-
tions seed large scale structure such as clusters of galaxies.

3. Therefore, the specific galaxies that occur at late times in the real universe are
not determined by the state of the universe at time T1, because of the first point
above.

Thus the inhomogeneities that occurred on the LSS were the outcome of quantum
fluctuations during inflation, blown up by that enormous expansion to macroscopic
scales [49, 148]. They were not determined uniquely by the state of the universe
at the start of inflation, because until the relevant quantum fluctuations had become
crystallized in classical fluctuations that resulted in density inhomogeneities on the
LSS (Fig. 8.2), the outcome was unpredictable even in principle [120, 161], due to
the quantum uncertainty described in Sect. 6.1 (the small fluctuations in Fig. 8.2 are
in effect similar to the dark markings on the screen in Fig. 6.1).

We may sum up as follows:

The quantumfluctuations that are amplified to galactic scale by this process are unpredictable
in principle. Thus the existence of our specific galaxy, let alone the planet Earth, was not
determined by initial data in the very early universe.

For this reason, it is impossible that the initial data in the early universe uniquely
specified any particular human action or thought whatever, as neither the existence
of the Earth nor even the existence of our galaxy is uniquely implied by that initial
data. The state of matter on the LSS is not uniquely determined by the state of the
universe at the start of inflation; but it was that state that determined what specific
structures formed in the universe at later times. Hence the existence of our specific
galaxy, and the Sun and Earth in it, is also not so determined. They are the outcome
of unpredictable random events.

http://dx.doi.org/10.1007/978-3-662-49809-5_6
http://dx.doi.org/10.1007/978-3-662-49809-5_6
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As the existence of the Earth is not a specific outcome of that initial data, so
what is written in this book cannot possibly be a specific outcome either. Because
of irreducible quantum chance [73, 120], necessity cannot explain the details of the
present day universe.

8.1.2 Evolutionary History

Secondly, quantum fluctuations can change the genetic inheritance of animals [157]
and so influence the course of evolutionary history on Earth. Indeed that is what
occurred when cosmic rays—whose emission processes are unpredictable because
they are subject to quantum uncertainty—caused genetic damage in the distant
past [169]:

The near universality of specialized mechanisms for DNA repair, including repair of specif-
ically radiation induced damage, from prokaryotes to humans, suggests that the Earth has
always been subject to damage/repair events above the rate of intrinsic replication errors
[…] radiation may have been the dominant generator of genetic diversity in the terrestrial
past.

The emission of a specific cosmic ray at a particular time and place is a quantumevent,
unpredictable even in principle (Sect. 6.1). Consequently, the specific evolutionary
outcomes of life on Earth (the existence of dinosaurs, giraffes, humans) cannot even
in principle be uniquely determined by causal evolution from conditions in the early
universe, or from detailed data at the start of life on Earth. Quantum uncertainty
prevents this, because it significantly affected the occurrence of radiation-induced
mutations in this evolutionary history. The specific outcome that actually occurred
was determined as it happened, when quantum emission of the relevant photons
took place. The prior uncertainty in their trajectories was resolved by the historical
occurrence of the emission event, resulting in a specific photon emission time and
trajectory that was not determined beforehand, with consequent damage to a specific
gene in a particular cell at a particular time and place that cannot be predicted even
in principle. But this sequence of events changed evolutionary outcomes.

8.1.3 Conclusion: Genuine Emergence Must Occur

So from where do higher level ideas, theories, and behaviour arise, given that they
cannot be uniquely determined by physics data in the early universe? The obvious
explanation is that they arise from the autonomous behavior of the humanmind acting
in an intelligent way, supervenient on but not causally determined by the underlying
physics. Top-down action from the mind to the electrons in the brain allows this to
happen, with theories such as Einstein’s theory of gravitation and Darwin’s theory
of evolution shaping neural connections in Einstein’s and Darwin’s minds as they

http://dx.doi.org/10.1007/978-3-662-49809-5_6
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considered the logical options and evidence in their own terms. There thus has to be
the causal openness at the lower levels needed to allow this to occur, with abstract
theories shaping synaptic strengths [35], for otherwise this demonstrable outcome
could not arise. The answer has to be that what appears to be the case is indeed the
case:

Thesis 1: Genuine Emergence. Strong emergence [37] must occur over time and lead to
the macro-levels of order and meaning we see. Processes of evolution and development
lead to the emergence of brains and minds with their own causal powers of abstraction and
reasoning, which then lead to these theories coming into existence. These outcomes are
not uniquely determined by the underlying microphysics acting on the initial state of the
universe, because that initial state does not even predict the existence of our galaxy, the
Earth, or human brains.

If we had a much more powerful telescope than the one carried by the Planck satel-
lite and could see every micro detail of the LSS, we would not somehow find the
general theory of relativity encoded there. What we have there are random Gaussian
fluctuations. They do not encode the present day uniquely: rather they encode the
possibility of what exists today developing from those conditions. What we have to
examine in order to understand this is the processes that lead to genuine emergence of
higher levels of causation and meaning, encoded in language and symbolism, which
undoubtedly have come into existence in the real universe.

8.1.4 The Alternative: The Demiurge

Suppose the argument presented here were not the case: forget quantum uncertainty
and assumeeverything in the history of theEarth is indeedwritten into thefluctuations
on the LSS, such as those observed by the Planck satellite. We then have to explain
how the theory of general relativity, theMona Lisa, the international banking system,
and so on and so forth, could all have been encoded there in the initial data that
determined the later universe.

What would be required for this to be the case is a transfer function T (k, a) that
could give rise to these results from data on the last scattering surface via the relation

�(k, a) = T (k, a)�(k, ai ) , (8.1)

where ai corresponds to the LSS [193, p. 31]. This transfer function has to uniquely
give the micro-connections in individual brains in order to uniquely lead to these
outcomes.

There are two options. The first is that T (k, a) generates these results in a deter-
ministic way from random Gaussian fluctuations on the LSS. But firstly, diffusion
processes take place, random collisions occur between particles, and so on, and we
have difficulty even in showing that the transfer function will result in the present
observed details of the distribution of dark matter halos [187]. The idea that there
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is some way that the unique English language on this page should be embodied in
T (k, a) acting on random Gaussian fluctuations is not remotely plausible, for there
is no hint of how this could happen in standard discussions of the transfer function,
e.g., [12].

The second option is that in fact after all the fluctuations on the LSS are not
random Gaussian fluctuations, as commonly believed [148]: rather they explicitly
encode the formulae of the theory of general relativity as written in Einstein’s 1915
paper, the words in Darwin’s majestic opus on the origin of species, and so on. The
issue then is, who or what could have written all this, rather than random Gaussian
fluctuations, into the molecules on the LSS precisely so as to get these results? To
determine every thought that Maxwell, Einstein, Karl Marx had? Suppose the initial
data were ordered so as to produce these highly structured outcomes, then what kind
of demiurge could have been responsible?

This appears to be a form of intelligent design theory. The argument presented in
this book, namely that genuine emergence took place, leading to intelligent outcomes
not uniquely determined by this initial data, is far more plausible.

8.2 The Sources of Emergence

So how did complexity arise? It is possible because adaptive evolutionary and devel-
opmental processes [30, 84] lead to the existence of genuine complexity, where
higher levels of structure, including brains, come into being and have causal power
that leads to physical outcomes, for example, by creating computers that change the
world. This emergence of higher level causal powers is possible because of random-
ness at lower levels that allows for selection of functionality on the basis of higher
level selection criteria. And that is a form of top-down causation, adapting emergent
life to its environment. There are essentially three ways that emergent properties
come into being:

• Self-assembly: emergence in the natural world (Sect. 8.2.1).
• Natural selection: emergence in the biological world (Sect. 8.2.2).
• Design and construction in the man-made world (Sect. 8.2.3).

The first is limited in what it can lead to. Indeed, we may say that:

• Self-assembly is limited in what it can achieve (Sect. 8.2.4).
• Physics principles by themselves cannot generate life (Sect. 8.2.5).

Rather for intelligence and its outcomes to come into being, we need a mixture of
causal effects to occur:

• The interconnected causes: chance, necessity, and purpose (Sect. 8.2.6).
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8.2.1 Self-Assembly: Emergence in the Natural World

Simple components can spontaneously self-assemble to produce interesting higher
level entities if the conditions are right. Thus sodium and chlorine can form salt
crystals, hydrogen and oxygen can form water, carbon can form a diamond, water
molecules can form ice crystals, or a sheet of ice, quartz and feldspar can combine
to form granite, and so on. This depends on energy minimisation in chemical bonds.
In addition, quite complex patterns can form via equations such as the reaction–
diffusion equation underlying the Belousov–Zhabotinsky reaction, and studied by
Turing as the chemical basis of morphogenesis [192]. For example Maini et al. [137]
study the stability of pattern formation during embryonic development arising in
response to a spatial pre-pattern in biochemicals on the basis of Turing’s equation

∂u

∂t
= D∇2u + f (u) , (8.2)

where u is a vector of chemical concentrations, D amatrix of constant diffusion coef-
ficients, and f (u) the reaction kinetics (typically nonlinear). In biochemistry, basic
organic molecules and even some macromolecules can self-assemble if conditions
are right [130, 131]. These effects all depend on non-linear interactions between
component parts [11].

However, this outcome always depends on context. Temperature and pressure
affect the result and phase changes can occur if one alters these conditions. The
patterns resulting from the reaction–diffusion equation depend crucially on bound-
ary conditions and the shape of the boundary. The processes in molecular reac-
tions depend on availability of materials and sources of energy, for example, macro-
molecule self-assembly depends on the presence of the molecular components to be
assembled. Thus self-assembly is a form of algorithmic top-down causation (TD1),
depending on boundary and initial conditions.

8.2.2 Natural Selection: Emergence in the Biological World

Natural selection is the basic source of emergent properties in biology [30]. As
explained in Sect. 4.3, this can only occur because of adaptation to the environment:
hence datamust flow from the environment into the living entity and alter its structure
and behaviour [197]. Thus this is based on top-down causation TD3. It is not just a
process of energy minimisation, and so is not the same as a bottom-up process of
self-assembly.

http://dx.doi.org/10.1007/978-3-662-49809-5_4
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Fig. 8.3 A randomizer provides the random ensemble from which selection then takes place. This
random element is what makes the process unpredictable

8.2.2.1 General Adaptive Selection

The generic process of adaptive selection [111] is shown in Fig. 8.3. Whatever the
initial ensemble Ei may be, some kind of generator or randomiser R provides an
ensemble of varied entities Er from which selection takes place according to some
selection principle S, giving a projection operation �(E,S) that leads to an output
set of states Eo, where the selector depends on the environment E , which determines
what niches are available, as well as the selection principle S. Thus the basic process
is one of randomisation:

R(E) : Ei → Er , (8.3)

where the randomizer R generically depends on the environment E , followed by
projection:

�(E,S) : Er → Eo , (8.4)

with the entities not selected being discarded, leading to the combined process

�(E,S)R(E) : Ei → Eo . (8.5)

The outcome is not predictable because of the randomisation processR deriving Er

from Ei (whatever that process is). This is top-down in two ways: �(E,S) depends
on the environment E as well as the selection principleS.While Er is a set of physical
states, S is not. It is a set of criteria that are desired as an outcome of the selection
process (for example, surviving longer, or being able to form strong groups through
communication via language). E may or may not be physical (it may have social or
economic elements that are not themselves physical).
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Table 8.1 The contexts of biological emergence

Context Timescale Effect

Evolutionary 106 years to 103 years Life on Earth emerges from no life

Developmental 102 years to weeks Single cells develop into complex animals

Functional Minutes to milliseconds Molecules function to create living beings

However, as well as occurring on evolutionary timescales, biological emergence
also occurs on developmental and functional timescales (Sect. 4.3), and it occurs at
various levels in the hierarchy of emergence.

8.2.2.2 Timescales of Emergence Processes

The timescales of processes of emergence is indicated in Table8.1. Emergence
selected to adapt to the environment occurs both diachronically (over time) and
synchronically (at each moment in time), through three rather different processes
occurring on different timescales:

• Evolution. Initially, in the early stages of the universe, there was no life, but now
it exists: life emerged from a barren initial state.

• Development. Each animal starts off as a single cell, and these divide until they
may consist of up to the order of 1013 cells, each adapted to their function in the
body.

• Function. Each animal consists of a huge number of particles assembled in such
a way that they form a hierarchical system that functions in an ongoing way to
satisfy biological purpose.

In each case, adaptation to the environment is taking place, so what is occurring is
a top-down adaptive selection process as indicated above. Note that this adaptation
takes place in both physiological and behavioural terms. This is a multilevel purpose
[139], for example the process of learning is an adaptive process at the psychological
or behavioral level, enabled by adaptive plasticity at the neural level.

8.2.2.3 Darwinian Evolution

What is special about the evolutionary process over geological timescales, that has
led to the origin of species [30]? It is a diachronic process of adaptive selection as
described above, with reproduction and variation repeated so that the outcome of
each round of selection is the input to the next round of variation and selection based
on survival (Fig. 8.4). Repeated thousands of times over geological timescales, it is
this relentless repetition of the top-down process of adaptive selection [29] that gives
Darwinian evolution its enormous power.

http://dx.doi.org/10.1007/978-3-662-49809-5_4
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Fig. 8.4 Darwinian selection. Repeated duplication with variation provides the ensemble from
which the adaptive choice is made

One should note that genetic drift also takes place: there are neutral variations
that do not affect survival prospects. However, there is no doubt that animals end
up beautifully adapted to their environments [30], and that is only possible if the
projection process (8.4) does indeed take place [81]. There is also convergence on all
levels in the way evolution takes place, with the same solutions reached to biological
problems along different evolutionary pathways [40, 141]. This is because evolu-
tionary processes are constrained by physiological possibilities [196]. The outcome
is still an acceptable adaptation to the environment. After all, if that were not the
case, the relevant animal would not be here.

8.2.2.4 Levels of Adaptive Processes

At which levels do adaptive processes work in biology? Considering a simplified
version of the life sciences hierarchy [30], all the levels above the level of atomic
physics are adaptive (Sect. 4.3.6), see Table8.2. This applies in particular to human
physiology [164].

Thus the biosphere is different if the atmosphere ismethane or oxygen, the ecosys-
tem is different in a savannah and in Alaska, a collective of animals is different if
they live on land or in the sea, individual animals are adapted to living in herds
by having evolved to be social animals, physiological systems in animals such as
vision, the cardiovascular system, and so on are adapted to fulfil specific functions
in the individual animal, the brain works adaptively, shaping its plasticity [70], and
different types of cells are adapted to enable those systems to work, for example neu-
rons are adapted to enable brain function. This in turn is enabled by genes that are
adapted to shaping these cells, while specific molecules such as kinesin and dynesin
have evolved to enable cell function. However, the atomic level down is fixed and
unchanging, i.e., there is no adaptive selection of properties of an individual proton
or electron.

http://dx.doi.org/10.1007/978-3-662-49809-5_4
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Table 8.2 The Levels at which adaptive processes take place

Level Entity Example Adaptive?

Level 10 Biosphere Oxygen-based Yes

Level 9 Ecosystem Savannah Yes

Level 8 Group Herd, swarm, school Yes

Level 7 Individual Buffalo, lion Yes

Level 6 Systems/organs Vision, heart Yes

Level 5 Cells Nerve cells, blood cells Yes

Level 4 Genes PKD1 gene Yes

Level 3 Molecules DNA, haemoglobin, kinesin Yes

Level 2 Atomic physics Carbon, oxygen, sodium No

Level 1 Particle Physics Electrons, quarks No

8.2.3 Design and Construction: Emergence in the
Man-Made World

Design of physical systems followed by subsequent manufacture or construction is
a major source of emergent structure in the world around us. This is ‘the science if
the artificial’ [175]. Some such systems, like automobiles, aircraft, power networks,
or digital computer systems, can be very complex. The same design principles for
dealing with complexity [21, 175] that hold for them also hold for abstract systems
we create such as companies, legal systems, governments, and economic systems
[13]. These are all the outcome of abstract plans in the human mind, which are
obviously causally effective (Sects. 7.5.3 and 7.5.4). Thus they represent top-down
action from the mind to atoms in the world, in order to fulfil some purpose.

Obtaining the desired physical outcomes depends crucially on the variety of ways
we create and shape the materials that underlie all our manufactured items. These are
carefully tailored to their intended task. Miodownik gives a fascinating discussion of
how the desired higher level properties emerge from the lower level physics [146].His
examples are, (1) steel, (2) paper, (3) concrete, (4) chocolate, (5) foam/gel, (6) plastic,
(7) glass, (8) graphite/carbon fibres, (9) porcelain, and (10) medical implants. Each
material has been carefully designed andmanufactured for its specific purpose. These
are just some of the many substances that underlie our everyday lives, products of the
humanmind that have been shaped for their desired function through a process of trial
and error, leading to the rise of civilisation as brilliantly described byBronowski [25].
Design takes place as regards technology such as computers and aircraft (Sect. 7.5.3)
and in the processes of art (Fig. 8.5), which depend on an understanding of material
as well as a vision of what is to be achieved.

http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_7
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Fig. 8.5 Greek sculpture of
the head of a woman from
300 BC (Carole Bloch)

8.2.4 How Far Can Bottom-Up Emergence Succeed?

The big debate in the evolutionary emergence of life is to what extent statistically
based self-assembly of molecules can succeed in leading to the emergence of the
complex structures that sustain life. The case I make is that, while purely bottom-
up effects can produce key ingredients needed for the existence of life, and while
they can produce many interesting structures and patterns, what they can achieve is
nevertheless strictly limited: it cannot lead to the existence of life. This needs the
initiation of the top-down causal transfer of information that is required for adaptive
selection to take place [198].

Bottom-up emergence suffices for simple systems where the details of the envi-
ronment are irrelevant, and statistical physics gives all we need to know, such as the
perfect gas law PV = n RT , relating coarse-grained variables P , V , n, and T , where
P is the pressure, V the volume, n the amount of gas (in moles), R the ideal gas
constant, and T the temperature. This macro pressure–density relation is based on
statistical physics alone, and the shape of the container is irrelevant.

Self-assembly and self-structuring based on bottom-up action alone can do more
interesting things. It can lead to emergence of structures such as crystals and simple
biological molecules, dynamical systems with attractors leading to entities such as
stars and galaxies, and more complex phenomena such as Bénard cells, patterns
associated with the reaction–diffusion equation and sand piles, the dynamics of the
Game of Life, properties of slime mould, the existence of ant colonies, and the
behaviour of flocks of birds.
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8.2.4.1 Limits on Bottom-Up Emergence

However, these do not extend to truly complex systems such as a single living cell,
where context matters. Developing very complex systems such as those occurring in
biology requires top-down causation, needed in order to build up the necessary bio-
logical information [128, 165], which is derived by adaptive selection (Sect. 8.2.2).
This information cannot be derived in a bottom-upway, because it necessarily embod-
ies information about the relevant environmental niche for the organism. It would be
different in a different environment. This is true in functional, developmental, and
evolutionary contexts.

This contrast is illustrated in Figs. 8.6 and 8.7. The complexity of human life at
the macro-level is vastly greater than that of systems that assemble bottom-up, for
the former embody purpose and meaning, but the latter do not (compare Fig. 8.6 left

Fig. 8.6 Emergence in physics and in life. The macro-level. Left Spiral galaxyM81 (Hubble Space
Telescope). Credit: NASA/STScI. Right Maggie Ellis and Carole Bloch

Fig. 8.7 Emergence in physics and in life. The micro-level. Left Inorganic crystal. Structure
of sodium cobaltate. Credit: Wikimedia Commons (Julien Bobroff). Right Organic molecule.
Haemoglobin. Credit: Wikimedia Commons (Zephyris)



8.2 The Sources of Emergence 409

and right). And this is equally true at the microlevel. The inorganic crystal sodium
cobaltate in Fig. 8.7 (left) (blue Na, green Co, red O) becomes a superconductor
when water is inserted in the structure. However, it has no function or purpose. By
contrast, proteins have functions [158]. Thus the molecular structure of haemoglobin
in Fig. 8.7 right has a function, namely to transport oxygen to cells in the body, with
the purpose of keeping the body alive. It has been adaptively selected for that purpose
[196]. It could not arise in a purely bottom-up way.

As regards evolutionary emergence, an important question is to ask to what extent
statistically based self-assembly can lead to the emergence of complexity. It can
lead to the existence of simple biomolecules if the right component atoms are there
together with a supply of energy, and it can lead to some structures such as vesi-
cles which arise through self-assembly of biomolecules in aqueous solution with
hydrophilic heads and hydrophobic tails. However, it seems likely that there is a
limit to the level of complexity that can arise through self-assembly:

Thesis 2: Contextual Emergence. While purely bottom-up self-assembly can lead to a
certain level of complexity, adaptive organisms need to alter behaviour and internal struc-
tures suitably in response to the environment. Hence, they need a flow of information from
the environment into the organism in order to enable this adaptation to be take place. Thus
higher level biological emergence (existence of eyes responsive to the wavelengths emitted
by the Sun, for instance) is crucially based on adaptive top-down effects. It cannot take
place in a purely bottom-up way based on physics alone. It is a contextual affair diachroni-
cally on evolutionary and developmental timescales, as well as synchronically on functional
timescales.

Hence top-down effects (from the environment to the organism) are crucial to bio-
logical adaptation. Similar issues arise in development. This is the basic reason
that self-assembly by itself, based on attaining configurations that minimise energy,
can only go so far: it cannot lead to entities properly adapted to their environment.
Bottom-up self-assembly is a necessary part of the process, but it is not sufficient for
biological development. The information in DNA is needed to shape what happens,
guided by epigenetic processes.

8.2.5 Not by Physics Alone: The Missing Elements

The implication is that attempts to explain life in a purely bottom-up way on the
basis of physics principles alone, for example, the kinetic theory kind of model by
Bellomo et al. [14], cannot succeed, since they omit necessary elements for life.

8.2.5.1 The Necessary Elements

Such proposals lack the following key elements that are necessary for life to exist
[30, 104, 164]:
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• Function. The element of function or purpose that is a central element of biology
[104].

• Adaptive Selection. The essential role of adaptive selection, which requires top-
down transfer of information from the environment to the plant or animal in order
that its structure and function can be adapted to the specific context in which it is
situated [29].

• Information. The key causal role of information in the nature of life [165], as for
example in the functioning of RNA and DNA [200].

Concerning the latter, Walker and Davies [198] express it this way, as regards tem-
poral (diachronic) emergence:

Although it has been notoriously difficult to pin down precisely what it is that makes life
so distinctive and remarkable, there is general agreement that its informational aspect is
one key property, perhaps the key property. The unique informational narrative of living
systems suggests that life may be characterized by context-dependent causal influences,
and in particular, that top-down (or downward) causation—where higher-levels influence
and constrain the dynamics of lower-levels in organizational hierarchies—may be a major
contributor to the hierarchical structure of living systems. Here we propose that the origin
of life may correspond to a physical transition associated with a shift in causal structure,
where information gains direct, and context-dependent causal efficacy over the matter it is
instantiated in. Such a transition may be akin to more traditional physical transitions (e.g.,
thermodynamic phase transitions), with the crucial distinction that determining which phase
(non-life or life) a given system is in requires dynamical information and therefore can only
be inferred by identifying causal architecture.

These are what purely bottom-up accounts for the origin of life miss out.

Thesis 3: Limits of Physics Explanation. Physics per se, as encapsulated in the laws
of dynamics, thermodynamics, electrodynamics, and statistical physics, and in particular
energy conservation and structural energy minimisation, cannot by itself lead to biology in
a bottom-up way. Biological principles must come into play that are related to biological
emergence and function, enabled by the underlying physics but not captured by any physics
laws.

8.2.6 The Interconnected Causes: Chance, Necessity, and
Purpose

Chance, necessity, and purpose intertwine in the realworld aroundus. JacquesMonod
famously claimed that all that matters in biology is chance and necessity [147]. But
this misses the key element of purpose or goal-seeking, which is crucial to life
[104]. By omitting this, which among other things explained why he wrote his book,
Monod’s analysis [147]was prevented from relating adequately to deep philosophical
issues, even though he claimed to answer them. The same comment applies to more
recent books bySusskind,Hawking andMlodinow,Krauss, and others. This is related
to the larger issue of what types of causation shape what happens in the physical and
biological world [58].
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In this section, I shall consider these issues:

• Necessity.
• Chance.
• Purpose.
• How they fit together.

8.2.6.1 Necessity

Necessity has an inexorable impersonal quality. It is the heart of physics and chem-
istry. It can be successfully described by mathematical equations such as Newton’s
equations of motion and Maxwell’s equations. The basic process is one of unique
prediction from an initial state ui to a final state uf :

P(E,S) : ui → uf , (8.6)

where the evolution process P generically depends on the environment E (the shape
of a drum for example) and/or structural relations S (the wiring in a computer for
example).

Reversible or Not. While this may be a one-to-one, hence reversible, relation, it
may also be a many-to-one relationship, which is not reversible (for example, if
there is friction as in the case of a real free pendulum, the final state will be static,
whatever the initial state). The underlying Hamiltonian dynamics in classical physics
is time reversible, but itsmacroscopic outcomes are not.Unitary Schrödinger orDirac
evolution in quantum physics is time reversible, but this is no longer true when the
a measurement (collapse of the wave function) takes place.

Basis of Necessity. The profound basis of necessity is the existence of the laws
of physics, characterized by timeless unchanging possibility spaces. These Platonic
spaces specify what is and what is not possible: they represent all solutions to the
equations of motion. Equation (8.6) characterises all possibilities as ui ranges over
all possible values, given the boundary conditions E and structural relations S, so it
characterizes the set of all possible motions. Specific initial conditions ui determine
what the actual outcome uf of the dynamics is for a specific systemwith that particular
starting state. The specific starting state determines what happens in a specific case.
Thus the laws (8.6) do not by themselves determine the outcomes that will occur in
any specific physical case. They only do so when E (environmental conditions), S
(structural relations), and ui (specific intial conditions) are given.

Outcomes of Necessity. In principle necessity implies that we can uniquely deter-
mine outcomes from initial data, obtaining reliable predictions of future states from
our knowledge of the present. In practice this may not work because one may be
dealing with a chaotic system (such as the weather), one may not have enough com-
puting power to handle the calculations, or one may not be able to access all the
necessary data (as for example in climate change or detailed synaptic dynamics of
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the brain). And of course one may be dealing with chaotic systems, or systems where
a catatstrophe occurs so that very small changes in initial data lead to large changes
in outcomes.

Reliable Outcomes. However, there are cases where such predictability works out
reliably in practice, for example planetary motion in the Solar System. This is true
particularly in the case ofmachines, precisely because they are designed to be reliable
(think an on–off electric light switch, the brakes on an automobile, or a clock).

8.2.6.2 Chance

The concept of chance embodies the idea of randomness, implying a lack of purpose
or meaning. Things just happen that way, not because it’s inevitable, but because it’s
possible, and maybe probable. It is prevalent in the real universe because of the large
number of unrelated causes that influence events, and in particular because of the
vast numbers of micro-events that underlie all macroscopic outcomes.

The basic process is one of statistical prediction for an initial state ui to a range
of final states uf :

P(E,S) : ui → uf |p(uf ,E,S) , (8.7)

where again the evolution process P,S generically depends on the environment E
and structural relations S, and p(uf , E,S) is the probability of obtaining the result
uf given E and S. This is always a one-to-many relationship. It is generally not
reversible, because it is not a deterministic relationship.

Foundational Quantum Unpredictability. Randomness may be due to irreducible
quantum randomness, which occurs in physics at the quantum level (see Chap.7 for
experimental evidence: irreversible unpredictable quantum effects do indeed take
place in the real universe). Acting on a given ensemble of initial states, it will produce
an ensemble of final states where the statistics of the final state are predictable, but the
outcomeof each individual event thatmakes up the ensemble is not. This foundational
indeterminism is a key aspect of the nature of physical reality. Its existence is based
on deeper levels of being, i.e., the possibility spaces that determine what is and what
is not possible in the physical universe. It is the way quantum physics works when
specific classical outcomes emerge form the underlying quantum dynamics.

Statistical Interlevel Randomness. But secondly, randomness can also simply be
the result of statistical interlevel relations in the hierarchy of complexity: the granular
nature of lower level structures and large number of entities involved will result in
fluctuations at the higher level. It is a key element in the randomness that is central
to Darwinian evolution (when genetic mutations take place). Although this is not
foundational randomness, it is genuinely effective randomness in terms of interlevel
relations, giving the basis for higher level outcomes to not be predictable on the basis
of the initial data. This is the ‘chance’ that Monod [147] describes in his book.

http://dx.doi.org/10.1007/978-3-662-49809-5_7
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Outcomes of Randomness. In general randomness in a process means that the
outcome is not predictable from initial data. When one has social or engineering
systems, randomness is a problem to be handled and as far as possible limited by
careful design, so that the desired outcome will be attained despite random events
intervening in the dynamics. This is not always successful: in particular, digital
computers are notoriously susceptible to the smallest error: a single wrong full-
stop can bring an immensely complex program to a crashing halt. However, social
systems such as the economic and legal systems and technological artefacts such as
modern aircraft are generally more robust: they are designed to handle reasonable
classes of random events without disaster occurring. Feedback control in cybernetic
or homeostatic systems is specifically designed to tame randomness, but it remains
an enemy to be handled with care. It has the potential to derail everything and prevent
us from attaining the desired goal.

The Case of Biology. That random processes are a core feature of biological func-
tioning is indicated by many kinds of evidence [33, 56, 140]. There is noise in gene
expression [163, 168]. At the micro-level, biological systems do not live in a care-
fully controlled environment: they face rampant randomness all the time. It turns out
that they take advantage of the storm of randomness encountered at the molecular
level: there is much evidence that molecular machinery in biology is designed to
use that randomness to attain its desired results [110]. This is true also in terms of
macro-levels of behaviour, and in particular as regards the way the brain functions
[45, 86, 167]. Randomness is harnessed through the process of adaptive selection,
which allows higher levels of order and meaning to emerge. It is then a virtue, not
a vice. It allows purpose to be an active agent by selecting desired outcomes from a
range of possibilities.

8.2.6.3 Purpose

Function or purpose is the core of all life [104], enabled by suitable macro and
micro physiological structures [30].Desired goals are attained via inbuilt homeostatic
systems, instinctive nervous systems, or unconscious and conscious operations of the
mind [96, 122, 124, 125, 164].

Physiological Functioning. Based on attaining specific goals (a desired temperature,
blood pressure, resting action potential, and so on), this enables the stability of living
systems under the pressure of all sorts of perturbations. Life depends on the macro
and micro homeostatic systems based on feedback control loops that fulfil some
purpose or goal [119]. Information is causally effective via feedback control loops,
because without the checks of outcome involved in such loops (comparing the actual
situationwith the desired situation), the attainment of desired goalswill be unreliable.
Homeostatic systems maintain constant conditions in the internal environment in the
human body (Guyton [98, pp. 4–5]):
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Essentially all the organs and tissues of the body perform functions that help to maintain
these constant conditions. For instance the lungs provide oxygen as required by the cells,
the kidneys maintain constant ion concentration, and the gut provides nutrients.

Homeostasis is ubiquitous in plants and animals [30]: it is the purpose ofmacroscopic
physiological systems [164] and numerous control systems in cell biology [104].
Most of the processes to maintain homeostasis in cells occur in the form of diffusion
of materials across membranes, including osmosis, passive transport, and active
transport. The human body maintains blood pH within the very narrow range from
7.35 to 7.45. One can live only a few hours with a blood pH below 7.0 or above 7.7,
but the body’s metabolism produces a variety of acidic waste products that tend to
drive pH out of the safe range. Core body temperature is normally 37.2–37.6 ◦C, and
if one goes below 33 ◦C or above 42 ◦C death is likely. In both cases physiological
systems keep the body in the desired range. That is the purpose of these systems.
Other systems regulate blood sugar concentration, water balance, blood pressure,
and so on, and brain function is only possible because of voltage-gated Na+, K+,
and Ca2+ ion channels that maintain resting nerve cell potentials. Delayed negative
feedback channels govern many rhythms that are crucial to life, such as respiration
and heart beat [152, pp. 68–71]. The purpose of the system is to maintain those
rhythms.

All these systems came into being through natural selection, because they pro-
moted survival. Once in existence, passed from generation to generation by genes
and developed in each body by developmental processes, they have specific func-
tions or purposes that are allowed by and indeed implemented through the underlying
physics. But that physics knows nothing of these purposes.

Mental Functioning. Directed at attaining specific goals and utilising the brain’s
predictive ability [106], this enables the causal power of the mind in the world [58].
This attained great power, firstlywhen pressures of living together led to development
of social institutions that enabled society to function [16, 135], and secondly when
cumulative understanding was built up through social interactions that developed
a society and science-based technology. Indeed it led to the ascent of man [25].
Purposeful design underlies all the features we expect in life today: automobiles,
aircraft, buildings, roads, tapwater, books, clothes, houses, furniture, refrigerators,
stoves, washing machines, TV, cell phones, the internet, medicines, and industry.

This is based on learning at the macro-level and underlying brain plasticity at
the lower levels. However, ultimately it is shaped by one’s high level understanding
of meaning and choice of ethical goals, for these shape all lower level goals by
delineating what is desirable and what is not acceptable [78]. In mental terms it is
based on the way language can be used to describe situations and explore options.
What made this possible was that brain systems enabling such functioning came
into being through natural selection, because this capacity promoted survival. Once
in existence, passed from generation to generation by genes and developed in each
bodybydevelopmental processes, these structures enable generic pattern recognition,
predictions, and generalization processes that underlie effective thought. This is
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allowed by and indeed implemented through the underlying physics, but that physics
knows nothing of these plans and theories.

8.2.6.4 The Combination of Chance, Necessity, and Purpose

All three kinds of causation occur in an intricate interplay in the real universe. The
fact that physics is not the only form of causation in the real world has been demon-
strated above by numerous examples. Chance, necessity, and purpose all occur in
living systems. It is the relation between them that is at issue [64], and this is where
information comes in (Hartwell et al. [104]):

To describe biological functions, we need a vocabulary that contains concepts such as ampli-
fication, adaptation, robustness, insulation, error correction and coincidence detection. For
example, to decipher how the binding of a few molecules of an attractant to receptors on the
surface of a bacterium canmake the bacteriummove towards the attractant (chemotaxis) will
require understanding how cells robustly detect and amplify signals in a noisy environment.

And how does purpose fit in? An element of randomness at the bottom does not
mean that all that happens is just pure chance. Rather it is one of the foundations
that, together with necessity, opens up the possibilities of purposeful function and
meaningful mental life, realised through physical existence. It does not have to have
the connotation of meaningless so often ascribed to it. It is the gateway to variety
and possibility.

Adaptive Selection and Randomness. Selection criteria shape what happens at
lower levels according to higher level purposes when adaptive selection takes place
(TD3), as shown in Fig. 8.3 and represented by Eq. (8.4). For adaptive selection to
work, it needs some kind of random ensemble to work on. This must be generated
by some kind of randomising process. According to Abbot, Davies, and Shalizi [2]:

We now recognize that noise plays an indispensable role in many creative processes by
providing a disturbing or enervating influence that can shunt a physical system randomly
through a selection of states. In many systems, living and nonliving, there is an optimal
state, defined according to some criterion of fitness (in the biological case that being the
most suitable adapted organism). Noise will then enable the system to ‘discover’ the optimal
state and maintain it. This principle of random shuffling toward an optimal state provides the
basis for the powerful techniques of genetic algorithms, which have application to a wide
range of practical design problems.

At the Lower Levels: Genes andCells. Noise has many roles in biological function,
including generation of errors in DNA replication leading to mutation and evolution,
noise-driven divergence of cell fates, noise-induced amplification of signals, and
maintenance of the quantitative individuality of cells [162]. Promoter decoding of
transcription factor dynamics involves a trade-off between noise and control of gene
expression [101]. The control circuits are adapted to take this into account. Elowitz
et al. comment as follows [67]:
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Clonal populations of cells exhibit substantial phenotypic variation. Such heterogeneity can
be essential for many biological processes and is conjectured to arise from stochasticity, or
noise, in gene expression […]proteins are produced fromanactivatedpromoter in short bursts
of variable numbers of proteins that occur at random time intervals. As a result, there can be
large differences in the time between successive events in regulatory cascades across a cell
population. In addition, the randompattern of expressionof competitive effectors canproduce
probabilistic outcomes in switching mechanisms that select between alternative regulatory
paths. The result can be a partitioning of the cell population into different phenotypes as the
cells follow different paths.

Molecular recognition is a case in point [82], as are molecular machines [34].
Hoffmann describes [110] how molecular machines extract order from chaos (‘the
molecular storm’):

Beneath the calm, ordered exterior of a living organism lies microscopic chaos, molecules in
liquid continuously crash into each other as part of their thermal motion. Powered by energy,
microscopic molecular machines the ratchets of the title work autonomously to create order
out of the chaos. Tiny electrical motors turn electrical voltage into motion, tiny factories
custom-build other molecular machines, and mechanical machines twist, untwist, separate
and package strands of DNA […] Life emerges from the random motions of atoms filtered
through these sophisticated structures of our evolved machinery which harness the disorder
of the molecular storm.

The Brain. Through these processes, randomness is crucial in the brain. According
to Glimcher, randomness is apparent in neuroscience at the microlevel and behaviour
at the macrolevel [86]:

Recent advances in the psychological, social, and neural sciences, however, have caused a
number of scholars to begin to question the assumption that all of behavior can be regarded
as fundamentally deterministic in character […] The theory of games makes it clear that an
organism with the ability to produce apparently indeterminate patterns of behavior would
have a selective advantage over an animal that lacked this ability […] at the level of action
potential generation, cortical neurons could be described as essentially stochastic […] the
evidence that we have today suggests that membrane voltage can be influenced by quantum
level events, like the randommovement of individual calcium ions […] the vertebrate nervous
system is sensitive to the actions of single quantumparticles.At the lowest levels of perceptual
threshold, the quantum dynamics of photons, more than anything else, governs whether or
not a human observer sees a light?

Deco, Rolls, and Romo [46] show that, in the dynamics of neural processing, noise
breaks deterministic computations and has many advantages. They show how com-
putations can be performed through stochastic dynamical effects, including the role
of noise in enabling probabilistic jumping across barriers in the energy landscape
describing the flow of the dynamics in attractor networks. The Noisy Brain: Sto-
chastic Dynamics as a Principle of Brain Function [167] describes approaches that
provide a foundation for this understanding, including integrate-and-fire models of
brain and cognitive function that incorporate the stochastic spiking-related dynam-
ics, and mean-field analyses that are consistent in terms of the parameters with these,
but allow formal analysis of the networks which include some of the effects of noise
on the operation of the system. Unlike digital computers, brain function cannot be
understood as a deterministic noiseless system [143, 144].
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In Summary. Lower level random processes allow adaptive selection to work, creat-
ing purposeful order, on the basis of physical and chemical laws, embodying neces-
sity. Physics provides the possibility space for what happens, but does not determine
the outcome. Top-down causation allows higher level causes be what they appear to
be: real effective causes that select lower level outcomes. Adaptive selection creates
new classes of information and new instances of those classes, e.g., the genetic code
and DNA that uses that code. Random fluctuations plus quantum uncertainty provide
the freedom at the bottom needed to allow this to happen.

Thesis 4: Randomness and Purpose. It is the existence of random processes at lower
levels that enables purposeful actions at higher levels to take place through selection of
preferred outcomes according to some higher level selection criterion. This enables processes
of adaptation and learning in accordance with the logic of some higher level purpose.

Thus randomness is indeed key to the existence of complex life forms, and is impor-
tant in molecular and developmental processes [110]. The iron grip of bottom-up
determinism is broken by this mechanism, which enables true emergence to occur.

8.3 Types of Causation

The previous section looked at the key element of purpose or goal-seeking, which is
crucial to life [104]. This is related to the larger issue of what types of causation shape
what happens in the physical and biological world, a topic that has been debated since
the time of the Greek philosophers. I consider here the following issues:

• Levels of causation and Aristotle (Sect. 8.3.1).
• Multiple causes and contextual factors (Sect. 8.3.2).
• Causal effects of Platonic (non-emergent) entities (Sect. 8.3.3).

8.3.1 Levels of Causation and Aristotle

Reductionist analysis ‘explains’ the properties of themachine by analysing its behav-
iour in terms of the functioning of its component parts (the lower levels of structure).
Systems thinking tries to understand the properties of the interconnected complex
whole [3, 4, 36, 75], and ‘explains’ the behaviour or properties of an entity by
determining its role or function within the higher levels of structure.

8.3.1.1 The Example of an Aircraft

For example, the question ‘Why does an aircraft fly?’ can be answered as follows
(Fig. 7.13):

http://dx.doi.org/10.1007/978-3-662-49809-5_7
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• In Bottom-Up Terms. It flies because air molecules impinge against the wing
with slower moving molecules below creating a higher pressure as against that
due to faster moving molecules above, leading to a pressure difference described
by Bernoulli’s law, which counteracts gravity, etc.

• In Terms of Same-Level Explanation. It flies because the pilot is flying it, after
a major process of training and testing that developed the necessary skills, and she
is doing so because the airline’s timetable dictates that there will be a flight today
at 16h35 from London to Berlin, as worked out by the airline executives on the
basis of need and carrying capacity at this time of year.

• In Top-Down Terms. It flies because it is designed to fly (Fig. 7.14). This was
done by a team of engineers working in the historical context of the development of
metallurgy, combustion, lubrication, aeronautics, machine tools, computer-aided
design, etc., all of which was needed to make this possible, and in an economic
context of a societywith a transportation need and complex industrial organisations
able to mobilise all the necessary resources for design and manufacture. A brick
does not fly because it was not designed to fly.

• Ultimate Explanation. And why was it designed to fly? Because it will make a
profit for the manufacturers and the airline company! Without the prospect of that
profit, it would not exist.

These are all simultaneously true non-trivial explanations. The plane would not
be flying if they were not all true at the same time. The higher-level explanations
involving goal choices rely on the existence of the lower level explanations involving
physicalmechanisms in order that they can succeed, but are clearly of a quite different
nature than the lower level ones, and are certainly not reducible to themnor dependent
on their specific nature. The bottom-up kind of explanation would not apply to a
specific context if the higher-level explanations, the result of human intentions, had
not created a situation that made it relevant.

8.3.1.2 Aristotle and Multiple Levels of Causation

This situation was captured by Aristotle through his proposal of four different kinds
of causation. According to Falcon [68], they are:

• The Material Cause. That out of which, e.g., the bronze of a statue.
• The Formal Cause. The form, the account of what-it-is-to-be, e.g., the shape of
a statue.

• The Efficient Cause. The primary source of the change or rest, e.g., the artisan,
the art of bronze-casting the statue, the man who gives advice.

• The Final Cause. The end, that for the sake of which a thing is done, e.g., health
is the end of walking, losing weight, purging, drugs, and surgical tools.

The last is a teleological explanation, i.e., an explanation that makes a reference to
telos or purpose. Additionally, circular causation is possible: things can be causes of
one another through a relation of reciprocal influence.

http://dx.doi.org/10.1007/978-3-662-49809-5_7
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Table 8.3 Aristotle’s four
kinds of cause related to
levels of causation

Cause 1 Final Topmost

Cause 2 Efficient Next higher

Cause 3 Formal Same level

Cause 4 Material Next lower

These four kinds of causes correspond broadly to those identified above in the
case of the aircraft flying. Indeed, we can adapt Aristotle’s categorisation to the
hierarchical context considered here, by seeing the material cause as the lower level
(mechanical) cause, the formal cause as the same level (immediate) cause, the effi-
cient cause as the immediate higher (contextual) cause, and the final cause as the
ultimate higher level cause, as shown in Table8.3. The key point is that all four kinds
of causation will be at work in all everyday circumstances.

Example: Physics Experiments. Successful completion of a physics experiment,
such as observing particle production in a collider like the Large Hadron Collider
(LHC), involves all the reinterpreted Aristotelian forms of causation. The material
(mechanical) cause is the particle interactions that lead to the production of new
particles. The formal (immediate) cause is that the experimenter turns the accelerator
and measuring equipment on at a particular time. The efficient (contextual) cause is
that the collider was designed and manufactured so that the collisions would take
place and outcomes could be observed. The final cause might simply be that the
experimenter wanted to determine whether the data supported a physical theory that
predicted the existence of a Higgs boson, or it might be because she aspired to
attaining a Nobel Prize.

8.3.2 Multiple Causes and Contextual Factors

The bottom line is that one cannot understandwhat is happening to the elements of the
systemwithout taking the system as a whole into account. This for example underlies
systems biology [5, 51, 152], but it in particular underlies the understanding of brain
function as a whole. The lower levels enable things to happen, but context determines
what happens: physics per se neither causes the aircraft to come into existence, nor to
fly, and neither does biochemimstry, cell biology, evolutionary theory, neuroscience
per se, or cosmology. It is the operation of the human mind in a social context that
does so.

8.3.2.1 The Contextual Factors

This takes place in a multiply layered context, and one cannot sensibly discuss their
nature out of that context. There are four kinds of contexts for physical processes,
as mentioned in the introduction: the natural world, life, humanity, and artefacts. In
the case of the aircraft, the relevant higher level structure is the society in which it is
constructed. Practical contextual issues are:
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• Is the relevant design capacity available?
• What about machine tools?
• Are the needed materials available?
• What about components such as engines and avionics?
• What about finance?

And of course, the list continues. The societal context is crucial. Given all these
factors, there is still a range of design decisions that crucially shape the actual form
of the physical aircraft:

• Will it be long haul or short haul aircraft?
• What priority is placed on carbon emissions?
• Will it aim to provide comfort for a few people, or cheap transport for a lot of
people?

And once again, the list continues. These decisions, shared by the design team, are
abstract choices that will determine the physical outcome of the process. Thus they
are also contextual variables: together with the economic and engineering context,
they are the environment that leads to the specific nature of the aircraft coming into
existence.

8.3.2.2 The Causal Network

The key point about causality in real-world contexts, then, is that simultaneous mul-
tiple causality (inter-level, as well as within each level) is always in operation in
complex systems. Indeed, there will always be a network of causes in operation,
leading to multiple explanations for any effect, including those identified here, but
also the overall historical and physical and social environment, without which the
identified events would not take place (for example, the laws of physics are as they
are, the Earth exists, scientists are able to do experiments, measuring apparatus can
be devised reliably, and so on).

Thesis 5: Multiple Explanations. There will always be multiple valid explanations for any
physical outcome. Thus one can have top-down system explanations as well as bottom-up
and same level explanations, corresponding to the four kinds of Aristotelian explanation,
and all being simultaneously applicable.

In terms of the brain, this can be summarised as follows (Hyman in [123, p. 200]):

The implications for psychiatry ofKandel’swork and that of otherswhohaveworked on brain
plasticity is that life experience and indeed all types of learning, including psychotherapy,
influence thinking, emotion, and behaviour by modifying synaptic connections in particular
brain circuits. Moreover, as many scientists have shown, these circuits are shaped over a
lifetimebymultiple complexly interacting factors includinggenes, illness, injury, experience,
context, and chance.

As has been discussed in this book, these factors include theories, ideas, plans, and
values.
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8.3.3 Causal Effects of Platonic (Non-Emergent) Entities

Some aspects of complex systems are emergent from the interaction between the
underlying particles and forces, but others are not emergent: rather they arise from
the nature of the external environment. A crucial point then is that this environ-
ment includes abstract Platonic entities, such as mathematical forms and the laws of
logic, which are not reducible to or emergent from any physical entities. They do,
however, have causal power. They are transcendent entities in that they are timeless
and universal, but not of a physical nature. They are not coarse-grained lower level
variables, and exist independently of the mind, even though they are discovered and
comprehended by the mind [35]. These have been covered above in Sect. 7.6, so I
will just mention them:

• Mathematics. The paradigmatic example is mathematics (Sect. 7.6.1): we are
confident that all intelligent species in the universe will discover the same set of
mathematical objects and relationships, albeit expressed in different notations.And
this is plausibly because they are of a Platonic nature [32, 156]. The key point is
that these entities are discovered, not created, a hallmark property being that what
we find is often surprises that were not expected or desired by their discoverers
(for example, the fact that both the square root of 2 and π are irrational).

• Logic andAlgorithms. Logic is a further example:Boolean algebrawill be discov-
ered by any logician anywhere in the universe. Logic is the basis of computational
algorithms [126], so they too are of an abstract nature that is discovered, even
though we talk of someone inventing an algorithm. The point is that they cannot
develop it unless itworks. From the viewpoint of the logic involved, it is a discovery
of the existence and nature of timeless and eternal possibilities (Sect. 7.6.2).

• Language Constraints. Terence Deacon has plausibly argued [44] that any lan-
guage systemmust obey necessary semiotic constraints on their grammatical struc-
ture. These too are discovered by groups of humans as they develop their language
over time, because they are based on the underlying logic of what is possible in
effective symbolic representation of the real world. It is these constraints that lead
to the language uniformities characterised byChomsky as deep grammar structure.

• Physics Theories. Scientific theories that characterise our understandings of the
behaviour of the physical world are also of this nature: we believe, for example,
that scientists on any other planet will also discover the existence of the same
four fundamental forces we have discovered. Thus they will plausibly understand
electromagnetism and gravity much as we do. These physics theories too are
discovered rather than being created: we find out the way things are in the real
world through the scientific method of experimentation, and represent them as
the mathematical laws of physics we teach our students. These theories, albeit
expressible in many forms, may be expected to transcend time, place, and culture.
These theories have huge practical consequences: they underlie all engineering
and technology, for example nuclear power stations, aircraft, power lines, dam
safety, bridge design, weapons design, and so on (Sect. 7.5.3).

http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_7
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• Possibility Spaces. These various possibilities can be thought of in terms of pos-
sibility spaces that characterise in an eternal and unchanging way what is and
what is not possible. Thus the phase spaces of physical theories characterise the
entire set of possible physical motions, while the space of mathematical theorems
characterizes the relations between possible mathematical theorems [24], and so
on. There are even timeless and eternal Platonic possibilities delimiting what will
ever be possible in biology [196].1

8.3.3.1 The Effectiveness of Platonic Entities

These abstract entities cannot be omitted from a complete description of causation,
as they have changed society.

Thesis 6: The Effectiveness of Platonic Entities. They are understood by the human mind
through a process of logical exploration, enabled by the neural net structure of the cortex, as
explained by Churchland [35].

Thus it is not true that all entities that have physical causes are themselves physical.
Abstract Platonic possibility spaces are part of the context in which we live. They
are causally effective through the nature of the brain and operation of the mind
(Sect. 7.6.3), thereby affecting theworld. This causal connection is shown in Figs. 7.6
and 7.16.

8.4 Aristotle and Types of Knowledge

A key issue is how causation relates to knowledge. As pointed out by Flyvbjerg
et al. [78, pp. 1, 16], Aristotle considered knowledge to have three very different
components:

• Epistemé, or universal truth. This abstract and universal truth is the domain of
science.

• Techné, or technical know-how associated with practising a particular craft. This
is the domain of engineering and technology.

• Phronesis, or practical wisdom on how to address and act on social problems in a
particular context. This comes from an intimate familiarity with the contingencies
and uncertainties of any particular social practice.

Phronesis is seen as themost important of the intellectual virtues, because it is needed
for the management of human affairs, including the management of epistemé and
techné, which cannot manage themselves [78, p. 1]. It is knowledge that is sensitive
to its application in specific settings, and hence has prominence in social action and
thought.

1See http://aeon.co/magazine/philosophy/natures-library-of-platonic-forms for an accessible
description.

http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://aeon.co/magazine/philosophy/natures-library-of-platonic-forms
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In his book Making Social Science Matter (MSSM) [77], Flyvbjerg argues that,
as the social sciences study human interactions that involve human consciousness,
volition, power, and reflexivity, attempts to build generalizable, predictive models
such as those for the natural world are misplaced and even futile. Rather one must
recognize the context dependence of socially relevant forms of knowledge on the
one hand, and their dependence on value systems that shape what we do, on the other
[78, p. 2]:

MSSM argued that, given their subject matter, the natural sciences are better at testing
hypotheses to demonstrate abstract principles and law-like relationships, while the social
sciences are better at producing situated knoweldge abut how to understand and act in
contextualised settings, based on deliberation about specific sets of values and interests.
Such deliberation about values and interests is central to social, political, and economic
development in any society. […] The natural sciences excel at conducting decontextualised
experiments to understand abstract and generalizable law-like relationships, while the social
sciences can conduct contextualised studies involving field research that produces intimate
knowledge of localised understandings of subjective human relationships, and especially in
relationships to the values and interests that drive human relationships.

This is clearly in agreement what is stated above in Sects. 7.4–7.6, and particularly
Fig. 7.6, where values are supreme. These same level relationships in the mind pro-
ceed on the basis of their own logic, which exists independently of the underlying
physics. It is this kind of logic that determines what happens in the real world [78],
not the laws of physics. How do we show this is the case? Contemplate the daily
news media and analyse what is happening!

8.5 A More Holistic View

This section puts together the holistic view that has been emerging from the rest of
the book. I discuss in turn the following issues:

• Recognising emergence and top-down causation (Sect. 8.5.1).
• Other causal influences than physics (Sect. 8.5.2).
• The main thesis (Sect. 8.5.3).
• The counter view: scientific reductionism (Sect. 8.5.4).

8.5.1 Recognising Emergence and Top-Down Causation

Emergence and whole–part or top-down causation are closely related, in that the
latter enables the former. There are other causal influences at work than just physics.
This is summarized in the main thesis that follows below (Sect. 8.5.3).

http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_7
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8.5.1.1 Emergence

The issue is whether there is real emergence of higher levels, with genuine causal
powers in their own right (‘strong emergence’ [37]), or whether the higher levels are
epiphenomena, with no real power of their own: they are dancing to the tune of the
lower levels.

This book, through many examples, makes the case that emergence has to be real
in both diachronic terms (over time) and synchronic terms (at each moment in time):
the higher levels do indeed have genuine causal power in their own right. Support
for this view comes both from outcomes, and from the nature of the mechanisms in
operation:

• It has to be so because of the cosmic context: it is not possible that initial data in
the universe alone led to the words on this page (Sect. 8.1).

• It has to be so because of the causal power of thoughts (Sect. 7.5.3) and social
constructions such as money [57] (Sect. 7.5.4).

• It has to be so because of the causal power of digital computer programs over the
lower level physical structure in a computer (Sect. 2.7).

• It has to be so because the mechanisms leading to emergence in microbiology and
physiology are contextually dependent, with the higher levels controlling what
happens in the lower levels through physiological [152] and epigenetic effects
[85], which means that those higher levels are indeed causally effective.

• It has to be so if we believe that genes or neurons have real causal effects, because
they must then control what happens at the levels below (Sect. 7.7.3).

• It has to be because it is emergent networks of components and interactions that
have the causal power that decideswhatwill happen [5], not the individual elements
themselves.

Hartwell et al. express the last point in the following way [104]:

Much of twentieth-century biology has been an attempt to reduce biological phenomena to
the behaviour of molecules […] Despite the enormous success of this approach, a discrete
biological function can only rarely be attributed to an individual molecule, in the sense that
themain purpose of haemoglobin is to transport gasmolecules in the bloodstream. In contrast,
most biological functions arise from interactions among many components. For example, in
the signal transduction system in yeast that converts the detection of a pheromone into the
act of mating, there is no single protein responsible for amplifying the input signal.

The causal power that decides what will happen lies at the level of interactions, not
at the level of components. The latter are causally effective in terms of making the
higher level purposes come true, but the former shape the sequence of events that
take place. The same is true in brain function, which is contextual all the way, as
demonstrated conclusively by the examples of perception (Sect. 7.3.3) and language
(Sect. 7.3.4).

Consequently the only sensible view is that strong emergence does indeed take
place [37, 38, 57, 149]: the higher levels are as real as the lower ones [153].

http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_2
http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_7
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8.5.1.2 Modularity and Levels

The importance of hierarchy and modularity for emergence, clearly stated by Simon
[175], Flood and Carson [75], and Booch [21], is emphasized by molecular biology
studies [104]:

We argue here for the recognition of functional ‘modules’ as a critical level of biological
organization. Modules are composed of many types of molecule. They have discrete func-
tions that arise from interactions among their components (proteins, DNA, RNA and small
molecules), but these functions cannot easily be predicted by studying the properties of the
isolated components. We believe that general ‘design principles’, profoundly shaped by the
constraints of evolution, govern the structure and function of modules. Finally, the notion of
function and functional properties separates biology from other natural sciences and links it
to synthetic disciplines such as computer science and engineering.

Those design principles for modules are clearly stated by Booch [21]: abstraction,
encapsulation, information hiding, and effective constrained interfaces (Sect. 3.16).

Each module is a real entity that is affected by and affects its environment. It is
made up of real subcomponents that also obey the same principles. Together they
form the hierarchical levels of the system. Note that this modular structure may
be physical, functional, or logical. The same precepts apply in each case. In the
case of living systems, cells are the key modular structures, but they are themselves
comprised of submodules.

8.5.1.3 Whole–Part Causation

The important realisation then is that as well bottom-up action in this hierarchy,
there is whole–part or top-down causation in this hierarchy of structure: the top
levels influence what happens at the lower levels, and this is what enables the higher
levels to have causal powers in their own right. They do so by setting the context
in which the lower level actions function, thereby organising the way lower level
functions integrate together to give higher level functions. The higher levels of the
hierarchy structure what happens at the lower levels in a coordinated way, enabling
self-organisation of complex systems. Boundary effects (linking the system to the
environment), as well as structural relations in the system itself, effect top-down
causation by changing both context and the nature of the constituent parts. They
change the interaction patterns of the parts, and may shape the results of adaptive
selection or embody the goals of feedback control systems.These effects are prevalent
in the real physicalworld and in biology, because no real physical or biological system
is isolated. As stated in [201]:

The reductionist perspective is needed, but so is the perspective of the biologist interested in
physiology, or whole organisms, or the relation between organisms and their environment,
or their evolution. A satisfying biological explanation is one that uses different levels, and
so unifies, or makes connections between, some of the research styles. Anti-reductionists do
not dispute the revelatory powers of molecular techniques, but argue that the higher levels
cannot be ignored. Understanding of these higher levels cannot be reduced to theories that

http://dx.doi.org/10.1007/978-3-662-49809-5_3
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apply to lower levels. Emergentism states that new properties emerge as you go from level
to level, and an attempt to explain these properties in terms of lower levels alone will end in
failure.

An important example is human volition: the fact that when I move my arm, it moves
because I have ‘told it’ to do so. In other words, my brain is able to coordinate the
action of many millions of electrons and protons in such a way that it makes my arm
move as I desire. Every artefact in the room in which you are sitting, as well as the
room itself, was created by human volition, so our minds are causally effective in
the world around us. Top-down action from the mind to muscle tissue enables the
higher levels of the hierarchy to be causally effective.

8.5.2 Other Causal Influences Than Physics

The point then is that physics as it currently stands is causally incomplete. It is not
able to describe all the causes and effects shaping what happens in the world. For
example, physics cannot explain the curvature of the glass in my spectacles, because
it has been shaped on purpose to fitmy individual eyes. The vocabulary of physics has
no variable corresponding to the intention that has shaped the spectacles. Because of
this, physics cannot explain why their glasses have their particular curvature. This is
possible because physics at the micro-level has an irreducible random element. This
allows higher level selection processes to select lower level outcomes to suit higher
level function or purpose (Sect. 8.3).

• Information. Information is causally effective, even though it is not a physical
but an abstract entity [165]. This is true in biology [128], where the sequence
of bases in DNA is an information coding pattern, in engineering where signals
coding information are used in control systems, and particularly in our lives and
in society where our actions are shaped by the information we receive. Indeed all
animals have special sensory systems to receive and analyse information, because
this is so important for their survival.

• Ideas. Ideas and theories have great causal power, as discussed in Sect. 7.5.3,
leading to the whole edifice of technology and the ascent of man [25]. They
are informed by our understandings of Platonic realities such as mathematics
(Sect. 7.6).

• Social Constructions. These, too, are causally effective [16, 57, 135]. A classic
example of this is the chess set. Imagine some being coming from Mars and
watching chess pieces moving. It is a very puzzling situation. Some pieces can
only move diagonally and other pieces can only move parallel to the sides. You
imagine the Martian turning the board upside down and looking inside the rook,
searching for a mechanism causing this behaviour. But it is an abstraction, a social
agreement, that is making the chess piece move that way. Such an agreement,
reached by social interaction over many hundreds of years, is not the same as any
individual’s brain state. It exists in an abstract space of social convention, and yet
is causally effective.

http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_7
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• Money. Many other social constructions are equally causally effective, perhaps
one of the most important being the value of money. This is already enough to
undermine any simplistic materialistic views of the world, because these causal
abstractions do not have a place in the simple materialist view of how things
function.

• Ethics. This, too, is causally effective. It constitutes the highest level of goals in
the feedback control system underlying our behaviour, because it is the choice of
which other goals are acceptable. It relates to the search for meaning [79]. When
you have chosen your value system, which depends also on your understanding
of meaning (the telos or purpose of life), this governs which goals are acceptable
to you and which are not. So this abstract entity is causally effective [77]. As
an example, if your country believes that a death penalty is acceptable, this will
result in the physical realisation of that belief in an electric chair or some causally
equivalent physical apparatus. Without the death penalty they will not be there.
This lies outside what reductionist physics and chemistry include in their causal
schemes.

• Purpose and Intentions. Overall, purpose and intentions are causally effective in
human life [50], just as function is effective in all biology [104].

8.5.3 The Main Thesis

The conclusion is that these effects are possible, and genuine emergence occurs,
because of the conjunction of bottom-up and top-down causation [65]:

Main Thesis. There are other forms of causation than those encompassed by the bottom-up
processes described by physics and physical chemistry. This is clearlymanifest in physiology
and as regards the way the human mind operates. It is particularly clear in those cases where
the higher level variables cannot be obtained by coarse-graining of any lower level variables,
as is the case both in the causal power of money, and the causal effectiveness of Maxwell’s
theory of electromagnetism [74] in the world of engineering. It is the combination of both
bottom-up and top-down effects that enables this kind of causation to happen.

A full scientific view of the world must recognise this, or else it will ignore important
aspects of causation in the real world, and so will give a causally incomplete view
of things. Complex causation is based on the interaction of bottom-up and top-down
effects: if we neglect either, we will be unable to understand genuinely complex
systems

8.5.4 The Counter View: Scientific Reductionism

Recognising these different forms of causation implies that other kinds of causes than
physical and chemical interactions are effective in the real world. However, a vari-
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ety of reductionists claim that all these higher level phenomena are epiphenomena,
appealing to one or more of the following reasons:

• They are based solely in the underlying physics, which is causally closed, and so
does not allow room for any other influences.

• They are governed by genetics and neurology: we are nothing but molecular
machines.

From the viewpoint of this book, the reductionist dynamic is a very important part
of what is going on, but it is not all. Strong reductionist claims that it is all that is
happening are a denial of some of the causal influences in operation.

Although the scientific perspective per se gives a wonderful understanding of
mechanisms in operation in the world, it does not encompass all the significant
causal mechanisms. In contrast, holism sees the whole relevant interlocking web of
causation that is in fact there. That is what is attempted here.2

8.5.4.1 Scientific Reductionism

The common physics view is that bottom-up causation is all there is. Micro-forces
determine what happens at the lower levels and thereby are the foundation of higher
level activity. Electrons attract protons at the bottom level, and this is the basic causal
mechanism at work, causing everything else all the way up. This is all there is. In
a certain sense that is obviously true. You are able to think because electrons are
attracting protons in your neurons. But strong reductionists [8] tell us this is the only
kind of causality there is, using the phrase ‘nothing but’ to emphasize their viewpoint
(Webster [201]):

The major task for the reductionist is to show that nothing important, no essential insight or
avenue of research, is lost when some aspect of animal or human behaviour is explained in
terms of chemistry: when in short the sociological, psychological or biological is abandoned
in favour of the chemical bond. […] Sometimes criminal or aggressive behaviour is explained
in terms of levels of neurotransmitters in the brain […] the reductionist has to explain not
only that serotonin is involved in some way but also that we have no need for sociological
theories to understand criminality: that abnormal blood chemistry fully explains abnormal
behaviour.

This is a claim that a partial cause is the whole cause. There are other forms of
causality in action in the real world. More holistic non-reductionist views of science
will take them into account, thus taking emergent properties seriously and freeing
us from the straightjacket of strong reductionist world views. What is missing is
function, adaptive selection, and information (Sect. 8.2.5).

2The reader will recognise the rest of this section as a polemical text, building on the science in the
rest of the book.
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8.5.4.2 A Partial View

Reductionism comprehends part of the causal nexus and proclaims it to be the whole.
It therefore reduces the whole to a part and ignores major factors of importance. This
occurs across the spectrum of understanding, resulting in diminished pictures of
existence and of human nature. The need is to take the whole into account. It is
expressed well by John Dupre as follows [53]:

Scientific Imperialism is the tendency to push a good scientific idea far beyond the domain
in which it was introduced and often far beyond the domain where it can provide much
illumination. […] My own project is to insist that pluralism goes all the way down to the
basic metaphysical issues of causality and of what kinds of things there are. This perspective
makes the kinds of narrowly focused scientific projects I have been examining look as
philosophically misguided as they have proved empirically unrewarding.

Any scientific speciality looks at important aspects of what is going on, but these are
only a part of the whole [53]:

These are important fragments of the picture that we have spent the last few millennia trying
to put together. But they are fragments, and trying to make one or even a few such fragments
stand for thewhole presents uswith a deformed image of ourselves. […]An adequate view of
ourselves would includemany parts. One of the most traditional objections to such one-sided
reductive pictures is that they leave no room for human autonomy or freedom. I have tried
to show that the philosophical context in which I consider these reductive views does indeed
provide an endorsement of the traditional objection. It would include biological organisation,
an account of how societies function, and an account of how aspects of social organisation
contribute to the endowment of human individuals with complex capacities that would in
principle be beyond the reach of an isolated member of our species.

8.5.4.3 The Problem with Reductionism

Thus the struggle is between strong reductionism, or an integrative wholism. The
view here is that the strong reductionist position ignores crucial causal factors:

Thesis 7: ScientificReductionism. Any claim that physics or chemistry or genetics or mole-
cular biology alone will account for the existence or functioning of the brain, characterised
by the catch phrase ‘nothing but’, is an example of scientific reductionism that proclaims a
partial account of causal factors to be the whole truth and ignores many of the causal factors
in operation.

Tse comments on how this kind of position arises [191, pp. 4–5]:

Some philosophers deny that qualia can cause subsequent actions. They say that it is naive
to claim that a person goes to the dentist because a tooth hurts. To most postbehaviourist
neuroscientists, what seems naive is how epiphenomenalists can deny the facts. The fact is
that the toothache causes a person to try to stop the pain […] Such philosophers impose
their first principles (e.g., reductionism, determinism) on reality and argue that pain must be
epiphenomenal and acausal (or worse, they explain consciousness away by claiming that it
does not exist), because this conclusion follows necessarily and logically from their ‘correct’
assumptions. Rather than change their first principles, they deny the facts and charge the rest
of us with delusion.
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Thus the antidote to such reductionism is to embrace themulti-causal nature of things,
seeking to understand the web of causation. It involves being ready to see the wider
causal patterns, rather than acknowledging only that part one is comfortable with or
expert in. In particular it requires relating causation to context, that is, exploring the
bi-directional causal effects between emerging levels of structure and function.

8.6 Implications: Learning to Read and Write

The view put forward in this book has substantial social implications. The bottom-up
viewof causation has pervadedmuch scientific thought in general, and so for example
has been a major factor in medicine and psychiatry. In each of these areas there has
in effect been a long-standing tension between bottom-up and top-down views, with
major implications for medical practice and effectiveness. The view implied by this
book is that it is crucial that top-down effects be taken into account as a major
influence, as well as bottom-up (molecular and gene-based) effects. Effectively, this
case is made strongly in [129] in the medical context, and in [15] in the psychiatric
context.

Closely related issues arise in education: teaching methods are based on and
reflect understandings and views about learning. Literacy teaching provides an apt
example.When polarized into the ‘reading wars’ as has been the case in the USA and
many other countries, especially in the north, bottom-up and top-down approaches
are often both strongly recommended by opposing camps. I deal with the issue here,
following [20], as follows:

• The broad context: underlying views of literacy (Sect. 8.6.1).
• The brain, prediction, and reading (Sect. 8.6.2).
• Reading as transacting with texts (Sect. 8.6.3).
• Part to whole: skills-based approach to literacy (Sect. 8.6.4).
• The contextual approach to learning (Sect. 8.6.5).
• Holistic approach to literacy (Sect. 8.6.6).
• Educational implications (Sect. 8.6.7).

This section has been written jointly with my wife Carole Bloch.

8.6.1 The Broad Context: Underlying Views of Literacy

There is a major problem with literacy teaching and learning as mass education aims
to create literate citizens across the world (Armbruster et al. [7]):

In today’s schools, too many children struggle with learning to read. As many teachers
and parents will attest, reading failure has exacted a tremendous long-term consequence for
children’s developing self-confidence andmotivation to learn, as well as for their later school
performance.



8.6 Implications: Learning to Read and Write 431

The question has been asked how it can be that so many children, who are seemingly
effortlessly able to master so much early learning, not least the great feat of learning
to listen and speak in a few years, fail to become literate (Cambourne [28]). Key
issues are:

• Spoken language and written texts.
• The relation between the spoken and written word.
• The significance of stories.
• The role of emotions in literacy and learning.
• Child’s play.
• The sociocultural nature of literacy.
• Learning as social practice.

8.6.1.1 Spoken Language and Written Texts

The same thought or set of ideas (‘the cat sat on the mat’) can be conveyed through
spoken language or written texts. Each occurs in a hierarchically structured way.

Spoken Language. Spoken language takes place in conversations that are compo-
nents of interactions between individuals, which in turn are part of one’s overall life
history. Conversations are made up of sentences comprised of phrases made up of
words, and these in turn are made up of phonemes. This hierarchical structure is set
out in Table8.4. Sentences are the basic unit of meaning, and while they are made up
of the lower level components, they and the conversations in which they are imbed-
ded exert a top-down influence to the phrase and word level, answering questions
like: What does ‘then’ refer to? Who is ‘she’? Will the plane fly, or will it smooth
wood?

Written Texts. Much the same applies to written texts. The relevant hierarchical
nature is inTable8.5. The basic unit ofmeaning is the sentence. It attains its contextual
meaning from the paragraph, chapter, and book in which it is imbedded. It influences
the understanding of words and pronunciation of graphemes in a contextual way.

Table 8.4 The hierarchical
nature of spoken language

Level System Effect

7 Life history

6 Interactions ⇓ Top-down

5 Conversations ⇓ Top-down Top-down ⇓
4 Sentences Unit of meaning Top-down ⇓
3 Phrases ⇑ Bottom-up ⇐ Top-down ⇓
2 Words ⇑ Bottom-up ⇐ Top-down ⇓
1 Phonemes ⇑ Bottom-up ⇐ ⇐
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Table 8.5 The hierarchical
nature of written text

Level System Effect

9 Library ⇓ Top-down

8 Book ⇓ Top-down

7 Chapter ⇓ Top-down Top-down ⇓
6 Paragraph ⇓ Top-down Top-down ⇓
5 Sentences Meaning ⇐ Top-down ⇓
4 Phrases ⇑ Bottom-up ⇐Top-down ⇓
3 Words ⇑ Bottom-up ⇐ Top-down ⇓
2 Graphemes ⇑ Bottom-up ⇐ ⇐
1 Letters ⇑ Bottom-up

8.6.1.2 The Relation Between the Spoken and Written Word

One can represent the same concept or idea in a spoken or written way. The two
representations are in correspondence with each other in a way that is accurate at the
sentence level, but approximate at the word and grapheme/phoneme level.

Underlying the debate about teaching is a claim by Reid Lyons, Shaywitz, and
others that there is an essential difference between the spoken and written word: the
first is natural and thus learned easily, but the second is not and is thus difficult to
learn and has to be taught. Shaywitz states this as follows [170, p. 50]:

This essential distinction between written and spoken language was best captured by linguist
LeonardBloomfeld:writing is not language, butmerely awayof recoding languagebyvisible
marks. The written symbols have no meaning in their own, but rather stand as surrogates for
speech, or, to be more exact, for the sounds of speech.

But this is wrong: both written and spoken language are alternative representations
of thoughts and ideas. When I have a thought in my head, I don’t hear it as if spoken,
neither do I see it as if written: I think it. I can then represent it in sound or in writing
or by pictures or by signing. There are various symbolic ways we can represent the
same thoughts [43], although constrained by semiotic requirements [44].

Neither oral norwritten language is inbuilt: rather the propensity to learn themboth
is inbuilt. Developing oral language was a key evolutionary development underlying
the development of the social brain [52], and developing writing is just a change in
the mode of representation of the underlying thoughts represented by and enabled
by spoken language. But that representation is not the same as the thought. The
introduction of writing then became central to development of culture, but does
not alter the essential relation between the underlying thought and its symbolic
representation [43]: it’s just a different symbolism. Both are learned in similar ways
by interacting with the social world around us [97, 189]. And the profound link
between the two is that the primary way over time that humans came to arrange
and make sense of their lives is through their ability to imagine, create, and relate
to stories, both our own and those of others. First this was oral, particularly round
the fireside. Then with writing first and printing second, one could communicate
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with distant friends, or people one never knew. Understandings and stories could be
shared over long distances and long times.

8.6.1.3 The Significance of Stories

Jonothan Gotschall [95] emphasizes that it is stories that make us human [95, pp. xii–
xiv]:

Tens of thousands of years ago when the human mind was young and our numbers were
few, we were telling one another stories. And now, tens of thousands of years later, when our
species teems across the globe, most of us still hew strongly to myths about the origins of
things, and we still thrill to an astonishing multitudes of fictions on pages, on stages, and on
screens—murder stories, sex stories, war stories, conspiracy stories, stories true and false.
We are, as a species, addicted to stories. Even when the body goes to sleep, the mind stays
up all night, telling itself stories.

And this is all related to the search for meaning: our attempt to make sense of it all,
and to let us enter other worlds [133, pp. 3–21]. Such story-telling is important in
bonding humans together, giving thema sense of communal identity and purpose, and
so is important in evolutionary history [52] and in the present day world (albeit the
modes of sharing stories have changed greatly with the rise of modern technology).

8.6.1.4 The Role of Emotions in Literacy and Learning

Crucial for considerations about language and literacy learning is the evidence
which points to the central role that the emotions play in learning and development.
Greenspan and Shanker’s observations of babies’ development and their ability to
create symbols and think lead them to claim [97, p. 210]:

Emotions are at the very heart of language development […] A child’s first words, her early
word combinations, and her first steps towards mastering grammar are not just guided by
emotional content, but, indeed, are imbued with it.

Thus language, which comes from ‘lived experience’, carries the prominence of
relationships and shared meaningful experiences. In large part, it is the satisfaction
and comfort of the experience of emotional connection that drives children to learn
more.

8.6.1.5 Child’s Play

Play, a universal feature of early childhood, appears early as a critical aspect of
language development. Jean Piaget [159] identified many different forms of play,
but it is symbolic (or imaginative) play that has particular relevance for early literacy
learning. Research into symbolic play suggests that it underpins and precedes the
understanding of written language.
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For Vygotsky [195, p. 101], play is important because it is a leading factor in
development. He also makes the connection between children’s symbolic play and
written language as “second order symbolism which gradually becomes direct sym-
bolism” [195, p. 106]. He suggests that the preschool years are the ideal time for a
‘natural’ and meaningful introduction to learning written language. His view is that
[195, p. 111]:

Symbolic representation in play is essentially a particular form of speech at an earlier stage,
one which leads directly to written language.

Bruner [26, pp. 45–63] discusses this key interaction between play and language
[26, pp. 45–47]:

Games are constituted by language and can only exist where language is present […] they
offer the first opportunity to explore how to get things done with words […] children love
to play, and they love to play games.

And when children pretend, their play is story in action [154], and all of their great
powers of imagination and prediction come to the fore [93], leading to effective
learning, consolidation, and most importantly, the sense-making of the stream of
experiences and information they are exposed to.

8.6.1.6 The Sociocultural Nature of Literacy

Both spoken and written language exist in a social context, which shapes how and
what we read and write. Our conversations usually take place with family and imme-
diate friends, or in the local community. But they take for granted meaning inherited
from the national and international environment. We read texts that may be letters
from friends, emails, newspapers, books, and so on. Each contains imbedded and
implied meaning from the social environment, as indicated in Table8.6.

With regards to the way literacy is understood, two overarching views of literacy,
broadly defined as reading and writing of text are identified by Brian Street [182].
The first is the ‘autonomous model of literacy’, where sets of skills are separated
out from context and viewed as neutral. The other is the ‘ideological model’, where
reading and writing are viewed as integral to people’s social and cultural practices.

Table 8.6 The social context
of conversations and written
text

Level System Effect

6 Global context ⇓ Top-down

5 National context ⇓ Top-down

4 Local community, school ⇓ Top-down

3 Immediate friends ⇓ Top-down

2 Family ⇓ Top-down

1 Individual Spoken word
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Understanding literacy as sociocultural in nature allows it also to be understood
as more similar than different to oral language. Language, both oral and written, is
primarily about communication and self-expression and occurs in the company of
others. No language learning or use would happen in total isolation. It’s purpose is
to make mutually shared meaning possible.

Although not always appreciated or attended to, these views of literacy have an
influence on the way initial reading and writing get taught.

8.6.1.7 Learning as Social Practice

Barbara Rogoff, a social and cultural anthropologist, explains how people learn as
participants in communities of practice [166]. Young children learn the culturally
valued activities in their communities by being apprenticed to more experienced
‘others’, and they join in to a whole activity, at the level they are able to, gradually
coming to take over more parts, in negotiation with the other.

These points support the view that literacy is social and cultural practice [10, 107,
182, 183]. This implies that to learn to read and write require a process of being
immersed in authentic experiences with print, which include, but are not dominated
by, learning the technical components (alphabet, letter sound relationships, and so
on). The primary impetus for a child is making sense, so language is used for real
reasons from it’s earliest immature manifestations. Children use a range of cue-
ing systems as they engage with a text: semantic, grapho-phonic, prior knowledge,
grammatical (Goodman [91]) so the reader is transacting with the text rather than
being a passive recipient: bringing to, as well as taking from it. In this ‘ideological’
conception, like oral language, literacy has different uses, and people have different
reasons for reading and writing, depending on particular histories. Literacy cannot
be separated from its uses.

Gradually, through many purposeful and meaningful interactions with people
and print over time, their performance moves from immature approximations of
reading and writing (pretend reading and emergent writing with invented spelling)
to conventionally accepted modes (Ferreiro and Teberosky [71]). The various ways
that children are (or are not) introduced and exposed to literacy-related activities at
home and in the community thus informs and influences school learning.

So the ability to read and write emerges in a way similar to the way babies learn
oral language, by a trial-and-error process with feedback, but always concentrating
primarily on the way that language is essentially about conveyingmeaning [99, 112].
This happens the same way that most learning takes place [80, p. 86]:

Most learning in childhood happens without a teacher. No one can teach you how to ride
a bicycle. You have to learn by doing it yourself. We learn the fundamentals of language
before any teaching occurs.
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The skills that are learned as a person becomes literate happen in the service of the
uses people have for reading and writing. The argument is laid out in detail in [20]. A
detailed study of how this occurs for young children’s writing is given in Bloch [18].

8.6.2 The Brain, Prediction, and Reading

The issue of reading ties into a much larger picture of how the brain functions in a
top-down way. The brain is exquisitely constructed to search for meaning [50] and
to predict what is likely to happen [106], and this is what shapes the way our senses
work. In particular, it applies to the following:

• Vision.
• Listening to music.
• Taking part in a conversation.
• Reading a text.

8.6.2.1 Vision

This happens particularly in vision: it is not true that vision can be understood simply
as data coming in from our eyes and being interpreted by the brain. Rather the brain
is continually predicting what ought to be there, and filling in what it expects to
see on the basis of only some of the data that it actually analyses at any one time.
This can conclusively be shown to be the case by analysing visual illusions (see
[80], [124, pp. 226–329], [138], and [160]). Low level visual processing establishes
the characteristics of a visual scene by locating the position of an object in space
and identifying its colour. Intermediate level visual processing assembles simple line
segments into contours that define the boundaries of an image and separates the body
from its background [124, pp. 270–272]. High level visual processing establishes
categories and meaning [124, p. 272]:

Here the brain integrates visual information with relevant information from a variety of
other sources, enabling us to recognise specific objects, faces, and scenes. This top-down
processing produces inferences and tests hypotheses against visual experience, leading to
conscious visual perception and the interpretation of meaning.

Furthermore [124, p. 284]:

[…] we live in two worlds at once, and our ongoing visual experience is a dialogue between
the two: the outside world that enters through the fovea and is elaborated in a bottom-up
way, and the internal world of the brain’s perceptual, cognitive, and emotional models that
influences information from the fovea in a top-down manner.

Hence, a top-down process of interpretation, based on our expectations and facilitated
by specific neuronal connections, modulates and shapes what we actually see. We
perceive human faces, hands, and bodies in a Gestalt way as a unified whole as soon
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as our senses detect them, by a template-matching approach [124, pp. 286–287]. We
cannot process individual parts of the face without being influenced by the whole
face [124, pp. 295–302]. Top-down processing of information uses memory to find
meaning [124, pp. 304–321].

8.6.2.2 Listening to Music

Similar processes happen when listening to music: expectation is a key feature of
how we experience music [116, 132], and so music has a holistic nature where the
entire context influences how we hear the parts.

8.6.2.3 Taking Part in a Conversation

All conversations are contextually situated and that shapes what we say and how we
understand what we hear. This was illustrated in Table8.6. The brain automatically
takes all this context into account as it takes part in a conversation. This includes
body language, facial expression and tone of voice. This is why the more distant we
are from the communication, from phone to email, etc., the more possibilities there
are for misinterpretation of the intended message—as we ‘meet’ the message with
our own meaning.

8.6.2.4 Reading a Text

Crucial to the way we read a text, is that we do not read each phoneme, assembling
them all into words, assembling those into phrases, and so on. Rather the eye skips
over words, reading whole phrases at a time and filling in the bits that are not actually
read. This can be demonstrated by miscue analysis and eye movement research
[54, 76, 181].

Our ability to read ambiguous texts derives from the fact that context sets the
meaning and even the pronunciation of words: language is driven by word associa-
tions rather than by individual words [114]. Consequently, context drives the process
of reading: it is not bottom-up, it is a psycholinguistic guessing game [87] This top-
down driven process is a fundamental aspect of how the brain works, and is at the
core of what reading is about [181]. This has been dealt with in depth in Sect. 7.3.4.
The point now is to link this to the social context.

The Social Context of Reading. The context in which this happens is the social
context of the reader (Table8.6) For example, consider the following sentences:

• “She was very sad at the time because of her mother’s cancer.” You have to know
who ‘she’ was, what time is referred to, the nature of cancer, and what the personal
implications of cancer are.

http://dx.doi.org/10.1007/978-3-662-49809-5_7
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• “The Wright brothers transformed the nature of travel.” The reader is supposed to
know that the Wright brothers created the first successful aircraft, and so provided
the foundations of the development of aircraft that makes intercontinental travel
so easy today.

• “Hate speech is liable to lead to another holocaust.” The reader is supposed to
know that ‘the holocaust’ refers to a systematic attempt to exterminate an entire
nation.

brain automatically takes all this context into account as it reads the text.

Implications. The crucial point is that these pointers to how the brain works strongly
suggest that a holistic approach to teaching reading is far more natural to the brain
than an initial prioritisation of phonics teaching. It also implies that themore exposure
children have to knowledge and information (be it read or told to them), the more
they will have in their minds to bring to each text they are presented with as they
learn to read. It fits in with the evolutionary adaptations that have made the brain a
versatile predictive and meaning-seeking organ [50].

8.6.3 Reading as Transacting with Texts

A holistic way is to look at the structure of language that is recognised through
reading, aswell as howpeople read. In this section, I shall lookbriefly at the following:

• Mappings, thought, and language.
• Textual interaction.
• Corpus studies and priming.

8.6.3.1 Mappings, Thought, and Language

In his book Mappings in Thought and Language [69], Fauconnier looks at the map-
pings between domains that are at the heart of human cognition, and how they relate
to meaning construction. He argues that the same mapping operations are at work in
elementary semantics, pragmatics, and higher-level reasoning [69, p. 5], with mental
spaces being the domains that discourse builds up to provide a cognitive substrate
for reasoning and for interfacing with the world [69, p. 34].

As to the learning task [69, p. 189]:

What children learn is not language structures in the abstract. They acquire entire systems
of mappings, blends, and framing, along with their concomitant language manifestations.
[…] For a child, to know grammar is not primarily to know which strings are well-formed
or ill-formed; it is to know how to apply partial grammatical constructions in context to
produce appropriate cognitive configurations.
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In this view, the essence of language is the meaning construction system: mappings,
frames, and spaces. And this is all contextual [69, pp. 7–8]:

The interesting cognitive constructions underlying language use have to do with complete
situations that include highly structured background knowledge, various kinds of reasoning,
online meaning construction, and negotiation of meaning.

8.6.3.2 Textual Interaction

The way that negotiaton takes place is describe by Hoey in his book Textual Interac-
tion: An Introduction to Written Discourse Analysis [113]. He defines text as follows
[113, p. 11]:

Text can be defined as the visible evidence of a reasonably self-contained interaction between
one or more writers and one or more readers, in which the writer(s) control the interaction
and produce most of the language.

Reading interacts with expectations that operate onmore than one level [113, p. 23] in
what Goodman calls a psycholinguistic guessing game [87]. The hierarchical nature
of the text interacts with a hierarchical set of expectations [113, pp. 53–71], which is
where much grammatical structure originates. Signals from the writer to the reader
give moment by moment guidance [113, p. 27]. As stated by Hoey [113, p. 31]:

As readers interact with a text they formulate hypotheses about how the text will develop,
and these hypotheses help them understand and interpret the text as they continue reading.
Learners therefore need to be encouraged to develop the appropriate hypothesis-forming
skills and not to treat reading as an exercise in language practice only.

This contextual meaning-based process is what real reading education is about.

8.6.3.3 Corpus Studies

How does this work out at the level of words and sentences? There is now a large
volume of data on collocations in text, based on corpora studies (that is, computer
studies of large bodies of natural text [115]), that show how our reading at that level
is driven by probable patterns of word associations [114].

Collocation. This is a psychological association between words up to four words
apart, and is evidenced by their occurrence together in corpora more often than is
explicable in terms of randomdistributions [114, pp. 5, 43–44]. It is a psycholinguistic
phenomenon, the evidence for which can be found statistically in computer corpora.

Priming. The cause of the occurrence of collocation (the recurrent co-occurrence of
words) is priming: every word is primed for collocational use, as explained by Hoey
in Lexical Priming: A New Theory of Words and Language [114, p. 8]:
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As a word is acquired through encounters with it in speech and writing, it becomes cumula-
tively loaded with the contexts and co-texts in which it is encountered, and our knowledge
of it includes the fact that it co-occurs with certain other words in certain kinds of context.
The same applies to sequences built out of these words; these too become loaded with the
contexts and co-texts in which they occur.

This hierarchical priming (words can be primed for collocation, semantic association,
and colligation [114, p. 43] in a way that allows nesting [114, pp. 58–61] explains a
variety of linguistic features [114, pp. 12–14], and is what underlies the contextual
ways in which we read text (Sect. 7.3.4).

8.6.4 Part to Whole: Skills-Based Approaches to Literacy

It is widely accepted that, in the initial stages of learning to read and write, children
need to be taught phonics as a first priority because this ‘cracking the code’ is the
most important step to literacy learning. This involves an essentially bottom-up view.
However, as already mentioned, it has major problems because of its fundamental
assumptions that the ‘unnatural’ written language needs to be decoded into natural
oral language for processing by the brain [1].

The view is based on the fact that language is hierarchically structured, so reading
is a modular activity, based on the way lower level modules combine to form higher
level entities. This idea is supported by various fMRI studies [22, 23, 31]. But then,
all senses are modular. However, they are interpreted in a predictive contextual way,
rather than in a bottom-up way (Sect. 7.3.3). The same applies to language and read-
ing (Sect. 7.3.4).

Parts toWholes. Teachingmethods based on the bottom-up (part towhole) approach
to learning written language tackle detailed technical aspects such as phonics and
handwriting as a first step to learning how to read and write, and worries about the
functional, communicative roles later, or as a secondary focus, with the assumption
that the parts need to come together in somekindof ‘buildingblock’way, to ultimately
form a meaningful whole.

In this case, if pursued to an extreme, decontextualized exercises are prioritized
which ask children to recognize and sound out numerous letter-sound combinations
such as ma, me, mi ma, mu, followed by phonetically regular words and even non-
sense words such as tok, zat, and fot. When children have managed to learn such
restricted texts, they are given opportunities to move on and engage with more mean-
ingful texts. Crucially, in some cases, testing of children also requires children to
recognise meaningless words. This omits the core functioning of language and the
aim tends easily to become one of just getting the children to pass the tests.

http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_7
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8.6.4.1 The Phonics Approach

The nature of these methods is set out in The Research Building Blocks for Teaching
Children to Read: Put Reading First (National Institute for literacy) [7]:

The hallmark of programs of systematic phonics instruction is the direct teaching of a set of
letter–sound relationships in a clearly defined sequence. The set includes the major sound–
spelling relationships of both consonants and vowels.

There is a huge industry in the beginning stages of children’s literacy using only or
mainly phonics-based approaches. There is a foundational problem: the top-down
predictive way that the mind works is ignored and thus children’s great strengths for
learning are neglected. Following the National Reading Panel’s recommendation of
2008 [176], the sequencewhich is followed conceptually is: (1) phonemic awareness,
(2) phonics, (3) fluency, (4) vocabulary, and (5) text comprehension.

Many in the field argue that teaching sequentially in the above way provides a
balance of what is needed, and there are various ‘systematic’ and ‘non-systematic’
forms of instruction as described by Armbruster et al. [7]. In a ‘balanced’ approach,
with combinations of theNational Reading Panel’s five categories, whatever the form
of phonics instruction used, many children do of course learn to read—as the saying
goes, children learn to read despite the method. But, as discussed previously, this
assumes other conditions are in place. There aremillions of childrenwho do not learn
and do not fulfill their potential when the underlying theory remains a bottom-up
one. This is because the emphasis in many classrooms, especially in poor settings
where access to high level uses of literacy is limited, tends to be the teaching of skills
out of context. The result is not balanced and huge numbers of children miss out on
other crucial learning components which will be discussed below.

8.6.4.2 Problems with the Phonics-First Approach

There are a series of problematic issues with teaching methods that insist on an
initial emphasis on teaching phonics, and the data that is said to support them. The
basic problem is that these methods do not take seriously the way reading works, as
described above. The specific issues are as follows:

• The supposed support from its evolutionary base.
• Problems with the relation between phonics and written language.
• Problems with its understanding of reading.
• The supposed support from brain-imaging data.
• The claim that it has been tried and it works.

I shall now examine these in turn.

Evolutionary Bases? As regards the argument for a phoneme-based approach to
written language learning as presented from an evolutionary psychology viewpoint,
it is summarised by Shawitz as follows [170, p. 50]:
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Reading is not built into our genes, there is no reading module wired into the human brain.
In order to read, man has to take advantage of what nature has provided: a biological module
for language. For the object of the reader’s attention (print) to gain entry to the language
module, a truly extraordinary transformation must occur. The reader must somehow convert
the print on the page into a linguistic code—the phonetic code, the only code recognized
and accepted by the language system. However, unlike the particles of spoken language, the
letters of the alphabet have no inherent linguistic connotation.

This is simply wrong. There is no inbuilt biological module for language in our
brains (Sect. 7.2.5). Rather there is a basic ability to identify patterns in our envi-
ronment plus an emotional predisposition that drives us to learn language in order
to communicate with our caregivers [97]. It is not true that the human brain is hard-
wired to process spoken language, but not written language [61]. Both are learnt
by the same kinds of pattern association abilities of the brain that underlies all our
learning [80]. Having learnt associations of words with ideas, the developmentally
acquired language system can associate the same idea (‘cat’ for example) with any of
its representations—spoken, written, pictures, sign language, or mime. The spoken
representation is no more privileged than any of these other representations.

Problems with the Relation Between Phonics and Written Language. Addi-
tionally, there are deep theoretical problems with the concept of intensive phonics
instruction [180]. It tries systematically to simplify the complex and variable nature
of the English language which is in fact not strictly alphabetic, but displays signifi-
cant logographic features [178]. The relation of text to sound is not one-to-one. Thus
from an educational viewpoint, this approach has been claimed to have a narrow and
limiting character [145, 186]. In multilingual countries, where children have to learn
in more than one language, further problems ensue, as curriculum developers and
linguists attempt to produce different phonics combinations for different languages,
leading to double doses of decontextualised nonsense for young children to digest.
This must lead to short term memory overload and anxiety!

Problems with the Understanding of Reading. Above all, prioritising phonics usu-
ally implies a misunderstanding of how meaningful reading works, perhaps because
many of the workers in the field come from a standpoint based on studies of dyslexia,
rather than how fluent readers read. It is based on the bottom-up image of assembling
railway cars to form a train [170], instead of the top-down pattern-seeking way it
actually works (Sect. 8.6.3). The real problem is that this bit-by-bit immature way
of reading is then made the aim of the initial educational project of learning to read.
Dehaene makes this explicit in his book on reading [47, p. 200]:

The child’s brain, at this stage, is attempting to match the general shape of the words directly
ontomeaning, without paying attention to individual letters and their pronunciation—a sham
form of reading.

He defines reading the wrong way round, thereby misinterpreting the aim of the
learning process! He wants the parts to work rather than the whole, and characterizes
as sham reading what is in fact both the aim of fluent readers and the way that young

http://dx.doi.org/10.1007/978-3-662-49809-5_7
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children learn language.What he deplores is preciselywhatwewant children to learn:
to read from the whole, not the parts. The testing involved in associated reading
programmes is of the same nature as this quote indicates: it penalizes attempts at
conventional reading practices.

The Supposed Support fromBrain-ImagingData. There is supposed to be support
for this view from brain-imaging data. However, this is problematic, particularly
because they are mostly based on nonsense word studies. Brain-imaging data studies
(see, for example, Shaywitz et al. [171]) confirm that phonemic processing occurs
in particular brain areas, but do not show how reading comprehension occurs, for
phonemic processing is only one part of what is involved in reading. In particular, this
data does not prove that this process is bottom-up only, as claimed by Shaywitz et al.
[171], nor does it show what motivation is crucial for education. The brain-imaging
data referred to by Lyons, Shaywitz, and others [136, 171] does not by itself prove
that the best approach to written language learning in general is via phonemics.

Obviously, all children have to learn how letters and sounds fit together and
develop phonemic awareness, this is not in question. But even then, whole–part
processes must remain crucial. According to Ellis [66]:

This review summarizes a range of theoretical approaches to language acquisition. It argues
that language representations emerge from interactions at all levels frombrain to society. Sim-
ple learning mechanisms, operating in and across the human systems for perception,motor
action and cognition as they are exposed to language data as part of a social environment,
suffice to drive the emergence of complex language representations. Connectionism provides
a set of computational tools for exploring the conditions under which emergent properties
arise. I present various simulations of emergence of linguistic regularity for illustration.

Nonsense Word Studies. In particular, brain-imaging studies based on nonsense
word strings [47] cannot engage the full range of faculties used in language process-
ing and understanding, and the lack of meaning of such word strings is surely likely
to demotivate learners forced to memorise them [89, 90, 203].

The Claim that It Has Been Tried and It Works. What of the claim that phonics-
based methods work well? Davis [42] gives a detailed analysis. The introduction to
this paper by Michael Hand expresses the outcome as follows:

“Research has consistently and comprehensively shown”, says Michael Gove, “that system-
atic, phonic instruction by a teacher is the most effective and successful way of teaching
children to read” [94]. His confidence in this claim is reflected in the strong emphasis on
synthetic phonics in the new National Curriculum for England, due to come into force in
September 2014. But is he entitled to his confidence?

Hand notes two problems:

One problem is that the available empirical research appears to show no such thing. A
systematic review of the literature conducted byCarole Torgerson and colleagues [190, p. 10]
found that, while there is an association between synthetic phonics and reading accuracy, “the
weight of evidence (from RCTs) on reading comprehension was weak, and no significant
effect was found for reading comprehension”.
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The second is the topic of the pamphlet by Andrew Davis:

Whatever it is that empirical researchers take themselves to be doing when they investigate
synthetic phonics, he maintains, they are not investigating a specifiable method of teaching
reading. This is for two reasons. First, there are no such things as specifiable methods of
teaching. Teaching is a vastly complex human activity involving contextual and reactive prac-
tical judgements that are responsive to the myriad contingencies of classroom life. The idea
that teachers might proceed by way of prescribed methods rather than practical judgements
is, as Davis puts it, simply a fantasy. Second, teaching children to correlate letter combina-
tions with sounds, and to blend sounds into sequences, is not teaching them to read. Reading
is a matter of grasping meaning conveyed by text. While sustained attention to letter–sound
correspondences can be helpful to some novice readers, we should neither assume that it is
helpful to all nor confuse mastery of such correspondences with the ability to read.

In summary, any beginner reader needs certain conditions of learning [28] for the
learning to be successful. As with learning to listen and speak, significant ‘invisible’
literacy learning happens socially and culturally in informal ways. It is likely that any
packaged teaching method with an initial focus on technical skills works, in fact, as
part of a larger learning project for any child. Children who don’t have role models
in their lives who can facilitate and mediate regular encounters with the kind of play,
stories, and other powerful reasons for reading that inspire and motivate learning in
languages they understand are more likely to struggle.

8.6.5 The Contextual Approach to Learning

Taking a holistic approach to learning to read gives rise to amore contextual approach
to learning, based on the way the brain functions.

8.6.5.1 Learning and Significance

The key point is set out by Tomasello [188, p. 6]:

To socially learn the conventional use of a tool or a symbol, childrenmust come to understand
why, towards what outside end, the other person is using the tool or symbol. That is to
say, they must come to understand the intentional significance of the tool use or symbolic
practice—what it is ‘for’, what ‘we’, the users of this tool or symbol, do with it.

This applies to all learning of symbolic systems, so it applies in particular both to
learning to talk and listen, and to learning to read and write. Halliday famously state
that form follows function in language learning [100].

8.6.6 Holistic Approaches to Literacy

According to Krashen and Terrell [127], the natural approach to language acquisition
in the classroom is based on the theory that language acquisition occurs only when
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students receive comprehensible input. The emphasis is on reading and listening
comprehension for beginning students, with the intention to motivate the desire to
read and behave like a reader.

According to Goodman [88, 89], in the whole language approach, reading is
construction of meaning during a transaction between the reader and the text. It is
making sense of print. The whole language belief is that learning needs at all times
to involve complete meaningful texts. The basis for this is the primary emotional
need to understand what is going on. The challenge is to create the conditions that
enable children to use their substantial learning abilities to make sense of a complex
but meaningful whole.

According to Goodman and Goodman [92], though written language is not the
same as oral language, it can be learned in similar ways to the way oral language is
learnedwhen it is used in personallymeaningful ways to communicate, to understand
and be understood. The various aspects of language—talking, listening, reading and
writing—are learned together with an emphasis on making meaning [202].

In this emergent literacy approach, a focus on holistic activities, including imag-
inative play and story reading and telling allows children to develop symbolic rep-
resentation and rich and complex forms of language. Phonemic and phonological
awareness can thus develop as part of and as a consequence of language play. At
the same time, children are taught letter sound correspondences, etc., as part of what
they need to know to accomplish their intentions. This makes the need for explicit
teaching less frequent [112].

8.6.6.1 Does It Work?

What tests are there that this works? Firstly, we can test that reading takes place in the
ways indicated above, and this therefore is what we are aspiring to teach. Secondly,
we can probe its outcomes as educational practice.

Reading Studies. How we read obviously affects how we should teach learning to
read. Apart from our own indubitable experience of how reading works, extensive
studies have been made in two ways: miscue analysis and eye movement studies.

• How Reading Works. Ths has alreday been explaned in Sect. 7.3.4. Yu read text
in holistic gestalt way, and undesrtand it despte grammar nd speeling errars.

• Miscue Analysis. This has shown that we read in a top-down meaning-based way
[54].

• Eye Movement Studies. These have confirmed that we do not read by systemat-
ically reading phonemes and words in their printed order on the page [54].

Sounding Words and Reading Words. There is also a whole neuroscience litera-
ture on the relation between sounding words and reading words. Undoubtedly one
initially learns what printed words mean by hearing them sounded out if one under-
stands the language being used. But then the brain can learn to recognize directly
the pattern of connections between print and meaning and hardwire them without

http://dx.doi.org/10.1007/978-3-662-49809-5_7
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conscious attention to the detail, so we do not have to convert written into oral lan-
guage first before understanding it, but rather make the connection directly. After all,
an accomplished reader does not sound the words out. She reads them directly in a
top-down manner.

Learning Studies. However, one also needs to study how learning to read and write
actually takes place on the basis of the previous items. What about claims that it
has been tried and has not worked? It has not been adequately tried on any scale
in school contexts with the right conditions set up, so it has not been possible to
test it properly. Because of assessment requirements, it would appear that attempts
to introduce genuine whole-language, meaning-based syllabi into schools often get
subverted into attempts to prepare children to pass batteries of assessment tests.What
we need are:

• Detailed Observation. See Gnys at Wrk [17] and Chloe’s Story [18] for careful
observation of how the actual process of learning to read works when it is inte-
grated with learning to write as an emergent process, based on interaction with and
constructing of meaningful texts. This kind of field observation of the real nature
of the learning process sets the context for any meaningful educational strategies.

• Class Trials. Try holistic reading methods in class and assess them by finding out
what children can actually read and understand.

• Reading Clubs. Try enthusing children about reading via reading clubs such as
the Nal’ibali reading-for-enjoyment campaign,3 run by the Project for the Study
of Alternative Education in South Africa (PRAESA), and monitor the results. This
is under way at present.

• fMRI Studies. fMRI studies that relate to real reading tasks and avoidmeaningless
tests. This is not usually done, see, e.g., Dehaene [47]. However, some studies have
been completed that support the view put forward here [117, 118].

Hutton et al. presented a paper entitled ‘Parent–child reading increases activation
of brain networks supporting emergent literacy in 3–5 year-old children: An fMRI
study’ [117]4 at the Pediatric Academic Societies (PAS) annual meeting in SanDiego
looking at the relevant issues:

Emergent literacy depends on integration of visual, association, and language brain networks
during sensitive developmental stages. Disparities in home cognitive environment during
childhood can have dramatic impact on achievement and health. Parent–child reading has
been shown to improve certain emergent literacy skills, though its effect on the brain has not
yet been shown.

Their brain-imaging data is shown in Fig. 8.8.
The result is:

Greater parent–child reading during early childhood is associated with increased activation
of brain areas involved with visual imagery and applying meaning to language in preschool

3http://nalibali.org.
4Described in http://medicalxpress.com/news/2015-04-mri-association-young-children-brain.
html.

http://nalibali.org
http://medicalxpress.com/news/2015-04-mri-association-young-children-brain.html
http://medicalxpress.com/news/2015-04-mri-association-young-children-brain.html
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Fig. 8.8 Parent–child
reading increases activation
of brain networks supporting
emergent literacy in 3–5
year-old children: An fMRI
study. Credit: From Hutton
et al. [117]

children listening to stories, independent of SES. To our knowledge, this is the first study
applying fMRI in this age range in the context of home reading environment to assess brain
networks supporting emergent literacy, providing neural biomarkers for future studies of
reading development and intervention.

They comment that this is the first paper they are aware of that undertakes the kind
of fMRI studies required to test real reading learning tasks, where the interaction of
the child is with meaningful texts. More studies with different variables in a range of
different contexts are now needed, and they have indeed already written up a fuller
study [118].

8.6.7 Educational Implications

8.6.7.1 The Top-Down Link

The causative link in reading is top-down from meaning to grammar, syntax, and
phonemes, not the other way round (Table8.7). At the bottom level, it is driven by
collocations rather than grammatical rules [114]. This should be reflected in the
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Table 8.7 The contextual
nature of reading

Level System Effect

8 Book ⇓ Top-down

7 Chapter ⇓ Top-down

6 Paragraph Meaning Top-down ⇓
5 Sentences Meaning Top-down ⇓
4 Phrases ⇑ Bottom-up Top-down ⇓
3 Words ⇑ Bottom-up ⇐ ⇐
2 Graphemes ⇑ Bottom-up ⇐ ⇐
1 Letters ⇑ Bottom-up ⇐ ⇐

way we teach reading and writing: base it on authentic activities which include
creating and using texts first, and teach the technical details later. This view ties in
with the way perception works in general [80, 123, 138], as has been adequately
demonstrated above, and so makes sense in terms of the way the brain functions. It
gives clear direction as to what kinds of reading and writing programs might succeed
for children from diverse backgrounds.

8.6.7.2 Learning to Speak and to Write Are Not Different

There is no essential difference between the way children learn to listen and speak,
and the way they learn to read and write (see Fig. 8.9). This view should inform us as
to how we should interact with children when they are learning to become proficient
with language.

Fig. 8.9 Language learning: oral and written. Credit: Carole Bloch
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8.6.7.3 The Aim of Language Teaching

Overall, the view presented here is that the core skill of language is communication:
spelling, pronunciation, syntax are important, but their importance follows, rather
than leads, a meaning-making process. The aim of language teaching should be to
attain this competency, not to make the centre of language teaching detailed issues
of phonics, grammar, and spelling. Yes they need to be got right eventually: and this
comes with practice, and particularly with extensive reading and authentic writing.

8.6.7.4 The Debate

The debate between top-down and bottom-up views is a crucial ongoing debate with
major practical implications for education. Many children in well-resourced, literate
homes grow up where the conditions of learning described by Cambourne [28] are
appropriate, and they are immersed in story-reading and play with written language.
Such children learn, as if by osmosis, many of the essential ‘concepts of print’
that are often neglected at the beginning of primary school. Children from home
backgrounds which are unable to provide such experiences, such as in many African
settings [19], find themselves flailing when their introduction to print concentrates
on the technicalities alone, often delivered in a foreign language. Many tend to lose
interest in what they see as meaningless activities and this results in a lesser ability
to read in a successful way. They need to be given access to the power of reading by
experience in meaningful contexts. This will open up their innate abilities to learn to
produce and interrogate texts in powerful, imaginative and critical ways.

8.6.7.5 The Political Dimension

However, there is a major political battle underlying what is going on as regards
reading programs and phonics: it is not just about educational theories and practice,
it is also about politics, power, andmoney [179]. This is another example of top-down
influence in society, from the political level to what happens in classrooms and in the
brains and neural connections of the students. Top-down causation is a key factor in
the social world.

8.7 Conclusion

This section concludes by considering the following:

• The theses of the book (Sect. 8.7.1).
• To be done (Sect. 8.7.2).
• Where is truth (Sect. 8.7.3)?
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8.7.1 The Theses of this Book

The argument of this book is summarised in a main thesis (Sect. 8.5.3):

Top-Down Causation and the Brain. As well as bottom-up causation, top-down causa-
tion of all five kinds (TD1–TD5) occurs in the human brain, together enabling same level
autonomous causation at all levels of the brain structure and enabling the physical brain to
be the vehicle for causal effectiveness of abstract entities. Consequently, higher level mental
functions are not epiphenomena: they are causally effective autonomous entities in their own
right, even though they are made possible by the underlying physical states.

This is amplified by seven subsidiary theses:

• Thesis 1. Because of the cosmic context, strong emergence must occur in order to
explain life and the human brain (Sect. 8.1.3).

• Thesis 2. Contextual emergence takes place via a combination of bottom-up and
top-down effects (Sect. 8.2.4.1).

• Thesis 3. There are limits to physics explanations, which do not include biological
principles (Sect. 8.2.5).

• Thesis 4. Randomness opens space for purpose to select desired outcomes, and so
breaks the iron grip of bottom-up determinism (Sect. 8.2.6.4).

• Thesis 5.Multiple explanations always hold, so each level can be causally effective
(Sect. 8.3.2.2).

• Thesis 6. Platonic entities are causally effective via the humanmind (Sect. 8.3.3.1).
• Thesis 7. Denying these forms of causation is the claim that some of the causal
effects in operation are the only causal effects there are (Sect. 8.5.4.2).

8.7.2 To Be Done

This book covers a great many themes, and obviously cannot do so in depth: it does
so in a way that aims to highlight main causal threads and indicate relevant variables
and mechanisms, but much needs to be done to take forward what is presented here.
Specific issues that need further development are the following:

• How does this proposal relate to long-standing philosophical debates [37, 48,
134]?

• How do we distinguish bottom-up and from top-down causation [172]? How do
we identify multi-level top-down selection processes [177]?

• What kinds of experimental and observational tests can be made of what is pro-
posed here [9]?

• What is the relation to information [197] and computation [105]?
• What kind of mathematical developments [109, 199] and modelling [151] will
best take this forward?
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• What kinds of implications does it have in the real world (developing among other
things the themes of this chapter)?

• Overall, how can there be a transition from regarding this as just a philosophical
proposal to a stage where it is recognised as scientific [9]?

My hope is that reading this book may inspire others to develop all the different
aspects that are touched on so briefly here, and to do so in a more adequate way than
is done here.

8.7.2.1 Evidence

Further evidence is required to show that what is stated here is correct. The argument
of this book is that top-down causation is indeed real.

• Existence of Top-Down Causation. The basic point is that one demonstrates
existence of top-down causation whenever manipulating a higher level variable
can be shown to alter lower level variables.

Manipulation of higher level variables cannot generically determine which specific
microstate will result as a consequence of manipulation of some macro variable. By
suchmanipulationwe can only access the underlying equivalence class. For example,
if we change the temperature of a system, this will change the micro state to any one
of the class of micro states that correspond to the new temperature.

• Deterministic Top-Down Causation (TD1). This is commonplace in physics,
chemistry, biology, and engineering, and is, for example, evidenced by the reliable
functioning of electrical machines and digital computers.

• Homeostasis or Feedback Control (TD2). This is the foundation of physiology
in plants and animals [30, 164] and so is confirmed by all the evidence of its causal
effectiveness.

• Adaptive Selection (TD3). This is evidenced [83, 111] by the adaptation of ani-
mals to their ecological niches [30] and by all the evidence for the plasticity of the
brain [124].

• Adaptive Selection of Goals (TD4). This is confirmed by evidence of Pavlovian
operant conditioning [96].

• Adaptive Selection of Selection Criteria (TD5). This is abundantly clear in the
history of human technology [25] and ideas [185].

The nature of mechanisms in operation and their outcomes also confirms top-down
causation, as evidenced in themany examples given above. Some variables are intrin-
sically higher level variables that cannot emerge by coarse-graining of lower level
variables (Sects. 1.3.4 and 1.3.5). One can show that some of these variables affect
the structure of lower level entities, as in the following:

• BiologicalMacromolecules. Molecules such as kinesin and dynesin are not emer-
gent variables: they are adapted to their function [110].

http://dx.doi.org/10.1007/978-3-662-49809-5_1
http://dx.doi.org/10.1007/978-3-662-49809-5_1
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• Digital Computer Programs. These are not physical entities and they are not
coarse-grained variables. There is an intricate relation between higher and lower
level programs (written in different languages) and variables [184].

• Thoughts and Plans. Occurring in the brain, these are causally effective, as has
been extensively discussed above (Sect. 7.5.3).

• Social Neuroscience. Here social variables such as roles in society can be shown to
affect neuronal connections [6, 27], and hence the flow of electrons in the dendrites
and axons of neurons in the brain. This is top-down action from the social level to
the level of neurons (Sect. 7.5.4).

Bottom-up emergence cannot by itself lead to existence of the relevant higher level
variables in each of these cases (for example, physics per se cannot lead to the exis-
tence of mathematical theorems, or indeed to theories of physics). This emergence
can only take place by developmental and learning processes enabled by top-down
causation from abstract possibility spaces to the human mind [35].

8.7.2.2 Experimental Tests

These considerations are in my opinion conclusive, but are based on understanding
and explainingwhat one alreadyknows.What one likes in an experimental science is a
prediction of something new that can then be verified by experiment or observation.
What new experiments or observations can we propose that will substantiate or
disprove the causal efficacy of higher level variables? There seem to be three main
streams of possibility here:

• Convergent Evolution. When top-down causes drive what happens in evolution-
ary contexts, one often gets convergent evolution: different evolutionary pathways
devise similar means of meeting the same higher level need [39, 142]. A famous
case is the development of eyes by various evolutionary paths, driven by the need of
animals to see, which clearly improves their survival capacity. One cannot explain
such convergent evolution by a bottom-up causation alone: it is driven by a com-
bination of specific higher level needs in conjunction with restrictions on how
they can be achieved physiologically [194]. Hence, new evidence of convergent
evolution is evidence for top-down causation.

• Computer Simulations. Top-down causation can be demonstrated by computer
simulations of complex systems where higher level variables are shown to deter-
mine the outcome, for example the simulations of heart physiology byNoble [153].
Changing the higher level variables demonstrably changes the lower level dynam-
ics and hence the outcome. This is also the case in studies of structure formation
in the expanding universe [148].

• Equivalence Classes. As has been emphasized above (Sect. 1.3.4), the concept of
equivalence classes of lower level variables is crucial to the nature of and physical
implementation of top-down causation [9], and indeed their existence can be taken
as convincing evidence that top-down causation is at work. It would be good to
have a new prediction of as yet undiscovered equivalence classes that can then

http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_7
http://dx.doi.org/10.1007/978-3-662-49809-5_1
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be verified by experiment. This is at least in principle possible in microbiology,
where the existence of very interesting cases of equivalence is already established
[121], and one can hope to plan experiments that create new kinds of lower level
members of an equivalence class satisfying some specific higher level need in
cellular biology.

8.7.3 Where Is Truth?

Underlying what is presented in this book is an ancient discussion about what is
reality and where is truth. The view here is that all levels are real, because true
emergence takes place. That is the true nature of reality.

8.7.3.1 Everyday Life and the Scientific World

Eddington looks in detail at the issue of reality and illusion in his book The Nature
of the Physical World [55]:

I have settled down to the task of writing these lectures and have drawn up my chairs to my
two tables. Two tables! Yes, there are duplicates of every object about me—two tables, two
chairs, two pens. One of themhas been familiar tome from earliest years. It is a commonplace
object of that environment which I call the world. How shall I describe it? It has extension;
it is comparatively permanent; it is colored; above all it is substantial. By substantial I do
not merely mean that it does not collapse when I lean upon it; I mean that it is constituted of
‘substance’ and by that word I am trying to convey to you some conception of its intrinsic
nature. It is a thing; not like space, which is a mere negation; nor like time, which is—
Heaven knows what! But that will not help you to my meaning because it is the distinctive
characteristic of a ‘thing’ to have this substantiality, and I do not think substantiality can be
described better than by saying that it is the kind of nature exemplified by an ordinary table.
And so we go round in circles.

Table No. 2 is my scientific table. It is a more recent acquaintance and I do not feel so
familiar with it. It does not belong to the world previously mentioned—that world which
spontaneously appears around me when I open my eyes, though how much of it is objective
and how much subjective I do not here consider. It is part of a world which in more devious
ways has forced itself on my attention. My scientific table is mostly emptiness. Sparsely
scattered in that emptiness are numerous electric charges rushing about with great speed; but
their combined bulk amounts to less than a billionth of the bulk of the table itself. Notwith-
standing its strange construction it turns out to be an entirely efficient table. It supports my
writing paper as satisfactorily as table No. 1; for when I lay the paper on it the little elec-
tric particles with their headlong speed keep on hitting the underside, so that the paper is
maintained in shuttlecock fashion at a nearly steady level. If I lean upon this table I shall not
go through; or, to be strictly accurate, the chance of my scientific elbow going through my
scientific table is so excessively small that it can be neglected in practical life.

I need not tell you that modern physics has by delicate test and remorseless logic assured
me that my second scientific table is the only one which is really there—wherever ‘there’
may be. On the other hand I need not tell you that modern physics will never succeed
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in exorcizing that first table—strange compound of external nature, mental imagery, and
inherited prejudice—which lies visible to my eyes and tangible to my grasp.

Hedevelops this profound relationbetween everyday life and theunderlying scientific
world view in depth in this book.

8.7.3.2 The Reality of All Levels

Actually, the only view that makes sense is that the table is real, the atoms are real,
and the protons and neutrons in the nuclei are real. The evidence is overwhelming
that human beings are living embodiment of emergence of higher level effective
structures, enabled by a combination of bottom-up and top-down causation ranging
from the particle physics level to the level of social interaction. We could not be what
we are if this were not the case.

Each level in the hierarchy is real [153], even though it is made of lower level
entities that are also real. To do an experiment to show this, bang your hand on the
table so hard that you feel pain. You would not feel the pain if the table was not real
and the hand not real, and of course the pain too is real. Every level of the hierarchy
that we can experiment on or experience is real. Even your thoughts are real (they
may or may not give an accurate description of the world around you, but that is a
different matter).

8.7.3.3 Which Is More Fundamental?

In his book The Character of Physical Law [72, pp. 124–125], Richard Feynman
summarises the hierarchy of structure, starting with the fundamental laws of physics
and their application to protons, neutrons, and electrons, going on to atoms and heat,
and includingwaves, storms, stars, as well as frogs and concepts like ‘man’, ‘history’,
‘political expediency’, ‘evil’, ‘beauty’, and ‘hope’. He then says the following [72,
pp. 125–126]:

Which end is nearer to God, if I may use a religious metaphor. Beauty and hope, or the
fundamental laws? I think that the right way, of course, is to say that what we have to look at
is the whole structural interconnection of the thing; and that all the sciences, and not just the
sciences but all the efforts of intellectual kinds, are an endeavour to see the connections of
the hierarchies, to connect beauty to history, to connect history to man’s psychology, man’s
psychology to the working of the brain, the brain to the neural impulse, the neural impulse
to chemistry, and so forth, up and down, both ways. And today we cannot, and it is no use
making believe we can, draw carefully a line all the way from one end of this thing to the
other, because we have only just begun to see that there is this relative hierarchy.

And I do not think either end is nearer to God. To stand at either end, and to walk off that end
of the pier only, hoping that out in that direction is the complete understanding, is a mistake.
And to stand with evil and beauty and hope, or with fundamental laws, hoping that way to
get a deep understanding of the whole world, with that aspect alone, is a mistake. It is not
sensible for the ones who specialize at one end, and the ones who specialize at the other, to
have such disregard for each other ... The great mass of workers in between, connecting one
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step to another, are improving all the time our understanding of the world, both fromworking
at the ends and from working in the middle, and in that way we are gradually understanding
this tremendous world of interconnecting hierarchies.

8.7.3.4 What Is Truth?

So where does truth lie in this complex context? Here is a view by Isaac Pennington
(1653) (see [155]):

All Truth is shadow except the last, except the utmost; yet every Truth is true in its own
kind. It is substance in its own place, though it be but shadow in another place (for it is but
a reflection from an intenser substance); and the shadow is a true shadow, as the substance
is a true substance.

That expresses it beautifully.

Fig. 8.10 Genuine
emergence: life,
conversation, and everyday
objects 14 billion years after
the big bang. Credit: Carole
Bloch
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The daily world in which we live came about by imaginative investigation of pos-
sibilities, discarding those that don’t work: the adaptive process that is a central theme
of this book, enabled by a modicum of randomness at the macro- and micro-levels,
interacting with necessary physical processes. And it is these processes that also
allow the emergence of the ordinariness of everyday life (Fig. 8.10): which actually
is quite extraordinary. Bottom-up effects are crucial to emergence. Physics underlies
all. Nevertheless, the vitality of life, which arises from physics, transcends it.
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