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    CHAPTER 1   

            PHANTOM DATA 
 The story of phantom data, of digital specters and data revenants, is a true 
story. It is a story born from and haunted by death, in which death is made 
lively through data’s mobility. You could say that it is a hard-boiled ghost 
story. All of the noir elements are there: It opens with a grizzled detec-
tive who narrates the story in the fi rst person, so that you are looking at 
the clues through her eyes. You (as her) are thrown into the middle of a 
conspiracy that you must get to the bottom of, no matter how dangerous 
the investigation may be. And since this is a noir, there is no doubt that it 
will get treacherous. There is also the ominous presence of a mysterious, 
shadowy fi gure that you catch glimpses of, maybe as they turn a corner, 
but you never get a good look at them, only hints that they are there. You 
are not quite sure exactly who they are, and whether they intend you harm 
or if they are trying to warn you of danger. There are clues, little crumbs of 
conveniently dropped information that lead you down warrens of dream- 
like menace and torment. As you dig deeper into the muck, the dead ends 
leave you ungrounded; you lose your center, and you become increasingly 
confused and uncertain, not only about who this mysterious person is, 
but also about who  you  are. By the end, through your stupidly naïve and 
agonizing pursuit to uncover the mystery and fi rmly grasp the truth, all 
you are left with is the brutal discovery that the conspiracy is much larger 
than you can comprehend, its complexity overwhelming and silencing. 
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The cruelest truth of all is that the mysterious person you were after was 
yourself, and worst of all,  you  were the intended dupe the whole time. 

 Where is the setting of this noir narrative—the rainy, dark streets of 
New  York City? The sprawling, sun-bleached, desolate avenues of Los 
Angeles? No, this story unfolds in the data warehouses nestled in some of 
the remotest business parks and small towns across the USA. The char-
acters of our narrative are distributed as bits of code in databases main-
tained by some of America’s most secretive corporations, such as Little 
Rock, Arkansas-based Axciom and the internationally sprawling Experian  1   
plc, which is headquartered in Dublin and has locations in thirty-eight 
countries. 

 So this is the story’s setting. Now let us look at the death that starts out 
our narrative, because as we know, all good noirs start with a death.  

   A CURIOUS THING COMES A-KNOCKIN’ 
 What a curious thing is this? 

 As I stood in the foyer, my back to the opened door, the mail carrier 
Mr. Frederick rang the doorbell before I was even fully into the house. I 
still had my bag hanging from my shoulder and keys in my hand. 

 “Wow, Mr. Frederick, this is unexpected, but hey, I always like surprises.” 
 I live in a mid-Atlantic city neighborhood where a lot of my neighbors 

have deep Southern roots and retain a form of politeness long forgotten 
in most other US cities. It is the type of place where I both know the last 
name of my mail carrier, and I greet him as “mister.” 

 Mr. Frederick handed me the box with a friendly smile. 
 “Thanks, you have a good one,” I said as I let the screen door slowly 

close. 
 “You too,” replied Mr. Frederick. He turned and bounded down the 

front porch stairs to continue on his delivery route. 
 Looking down at the unexpected package in my hand, I closed the 

front door. I had just returned home from the fi rst scan of my pregnancy. 
At six weeks, it was quite early, but given my age (I recently turned 42) 
and my history of miscarriages (two so far), Dr. Gaonkar, my doctor, was 
being cautious. I was enrolled in a clinical trial testing a new in vitro fertil-
ization (IVF) drug that stimulates ovarian follicle growth, so Dr. Gaonkar 
also needed to collect data from the scan for the study’s sponsor. As a 
patient, I was not told who it was, but I assumed the sponsor was a drug 
manufacturer. 
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 I put down my bag and gave the box a closer look. It was a white card-
board package, wrapped around a smaller box. The return address read 
Similac, and the brand’s marketing copy read: “Strong moms plan for 
great nutrition.” I shook the box close to my ear. It sounded like liquid 
sloshing against the sides of thin aluminum cans. 

 Softly chuckling to myself, I thought how strange it was to receive a 
box of unsolicited baby formula samples on the very day that I saw the 
fetal stem of my baby, nestled in the darkness of the ultrasound screen at 
my doctor’s offi ce. How could the marketers possibly know that I was 
pregnant? A fl eeting thought crossed my mind—“ Doctor Gaonkar ”—but 
I shook it out as quickly as it entered. 

 “A little early for this?” I murmured halfway under my breath, address-
ing the box. 

 What a wasted effort on Similac’s part. I marveled at how incongruous 
and off-the-mark marketers are, over and over again. They just never get 
it right with me. I would never feed my baby formula, especially from the 
likes of Similac or, worse, Nestlé. Being the sort of professional detective 
that I am, I kept a vigilant eye on big conspiracies, especially ones that 
involve large syndicates taking advantage of the poor and disenfranchised, 
and baby formula-makers are well known for promoting formula to low- 
income mothers and mothers in developing countries, who can scarcely 
afford the expensive breast milk substitute or who have no access to safe 
drinking water to mix the powder with.  2   No, I thought to myself, when 
my baby is born, she or he will be nourished from my body, not from a 
can. 

 This baby was years in the making. Four years, in fact. Over that time, 
I had undergone twelve invasive medical procedures, including intrauter-
ine insemination and several rounds of in vitro fertilization. After going 
into more than $25,000 in credit card debt to fi nance my many attempts 
to make a baby, I was now entangled in a clinical trial. This was my last 
option. During these attempts, every single clinical visit, procedure, lab 
result, and discussion with my doctor or her nurses was documented in 
an electronic health record kept for me in the clinic’s computer, which 
is connected to the university medical system’s larger database network. 
These data were transmitted to my health insurer, the pharmacy, and other 
businesses, such as the assisted reproduction fi nancing company as well 
as the issuing bank of the credit card I used for co-pays and expenses not 
covered by insurance. When I told my doctor that my health insurance 
would not cover any of the IVF procedures, she offered me a brochure 
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for Advanced Reproductive Care, Inc. (ARC), a third-party business that 
has a relationship with fertility specialists and clinics, such as my doctor, 
to provide fi nancing for IVF expenses (at a 14 percent interest rate). As 
a patient, I rarely thought of what happens to all of the data that was 
produced from my body, from my health status or even my ability to pay 
for my medical expenses that were all collected inside the doctor’s offi ce. 
I was too busy being a patient, and I assumed that the information was 
private and secure, and, therefore, protected. These digital pathways that 
my health data traversed have become the trails of investigation I now 
pursue as a detective. 

 Though I certainly did not feel lucky in regard to my infertility, from 
time to time, I did think about other patients who were facing much big-
ger challenges than I—I was not fi ghting to stay alive, I was only struggling 
to make a new life. The day the unsolicited baby formula samples arrived, 
though, I was feeling pretty lucky. After all this time and all the emo-
tional turmoil and physical exhaustion that undergoing artifi cial reproduc-
tive medical procedures produces, there were two heartbeats in my body. 
Maybe I was under a baby spell that day, because if I had thought about 
it, I would have remembered that only a few months earlier, during a time 
when I was not pregnant after having suffered two miscarriages, I had 
received several taunting phone calls. 

 “Hello?” 
 “Congratulations on your pregnancy! I’m Marla from Allaboutthebaby.

com and I want to talk to you today about some of our products and ser-
vices that we can offer you as a …” 

 “I’m not pregnant.” I cut off Marla’s chirpy little spiel mid-sentence. 
The tears began to well up in my eyes. 

 “Uh, but the computer says you are.” 
 Caught off guard, Marla was momentarily less chirpy. She sounded 

perturbed, not with the fact that she just caused a stranger anguish, but 
with the “they” that maintains the database that she is using to make the 
hundreds of autodialer phone calls during her shift that evening. “They 
need to update this.” 

 “They do!” I screamed into the phone. I hung up. 
 Looking back now, how could I have known that in my sixth week of 

pregnancy there was a conspiracy in the works, with me ensnared in the 
center of its web? And later, standing on my doorstep, looking down at 
the odd delivery of an unsolicited box of baby formula, how could I have 
imagined that this piece of direct mail was, in fact, a ghoulish  premonition? 
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Little did I know that I was about to be haunted by a tenacious phantom, 
for years to come. No, on that sunny February day I was too mesmerized, 
enthralled really, by the lively and lovely pixels that I had just witnessed on 
the ultrasound screen. 

 A week later in the doctor’s offi ce, the week seven scan produced a 
worried look on Dr. Gaonkar’s face. As she stood in front of the monitor 
with her face in profi le, I could see that she was counting the heartbeats 
under her breath. She said the heartbeat really should be about one hun-
dred beats per minute, and she has counted only eighty. And the baby’s 
growth seems to have stalled at six-and-a-half weeks. Nothing to worry 
about, really, she said. Though there are benchmarks, each baby develops 
on its own timescale. She faintly smiled and patted me on the shoulder. I 
held on to her offer of hope. Over the past four years, she had made many 
such offers. 

 Over the next week, I consciously ignored the signs. My breasts stopped 
hurting as much as they had been and the welcomed waves of nausea had 
subsided. More than the physical signals, I just “felt” that something, a 
presence I suppose, had left me. When my husband and I went to Dr. 
Gaonkar’s offi ce for another scan during the eighth week, the vibrating 
pixels were silent. The baby had died. My husband held my hand as I lay 
prone on the gurney, looked at me with wide eyes, and put his head on my 
breast. We cried together. 

 Through our crushing grief, my husband and I somehow left my doc-
tor’s offi ce, hailed a taxi, and made our way home. Unlocking the door, 
he pushed against a pile of mail that Mr. Frederick had delivered earlier. 
Waiting for me on the top of the pile was the fi rst issue of a complimentary 
year’s subscription to  American Baby  magazine. I had not subscribed to 
the magazine. Through anger and tears, I summoned up my sleuthing 
skills, and tracked down the name and phone number of the subscription 
service that sent me the magazine. Dialing the 1–800 number I found 
on the masthead, I yelled at the hapless call center employee once I got 
through the maze of customer service button options. 

 “Can you let your bosses know, those marketing geniuses that they 
surely are, that my baby died today and I don’t want their fucking 
magazine!” 

 “Uh oh. I am soooo sorry … I will.” I hung up before he could say 
another word. 

 On that horrendous day, I started to collect the clues for the hard- 
boiled noir that you now are reading. Over the months and years 
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since I lost my baby in March 2011, I have received more than eighty 
separate email solicitations, social media advertisements, phone calls, 
mailed boxes of baby formula and diaper samples, magazines, baby 
photography offers, baby clothes, and direct-marketing fl yers advertis-
ing everything from savings bonds to cord-blood banking. Much of 
the unsolicited mail I receive features softly lit photographs of dewy 
skinned babies, so freshly scrubbed I can almost smell the baby powder 
through the image, who beckon to me to buy Enfamil formula or a 
$1,200 Bugaboo All-Terrain stroller. The bulk of the direct mail offers, 
however, are for children’s life insurance. I fi nd these marketing offers 
particularly ghoulish. 

 One of the biggest clues, a real breakthrough for this detective, arrived 
in the mail on November 25, 2011, ten months after my fi nal miscarriage. 
I received a letter from a local university research lab that focuses on early 
language development in infants. The letter invited me to bring my baby 
in to participate in some exciting new research focused on how infants 
acquire language before they start speaking. The letter closed with yet 
another invitation: “If you have any questions, call us!” 

 I called them. The lab manager, Eliza, answered the phone. I said: “I 
received your lab’s letter and I would like to know, thank you very much, 
how you got my information. I am a sociologist who studies medicine and 
the pharmaceutical industry. I don’t have a baby to bring in to participate 
in your study—I had a miscarriage ten months ago.” 

 I was shaking a little. 
 Eliza gasped, which made my shaking subside a bit. “Let me look up 

the record right now.” 
 Listening silently with my ear to the phone, I heard her tap the key-

board. She told me that they bought all of their recruitment databases from 
Experian, specifi cally a database called the  Newborn Network . I thought to 
myself: “Wait, isn’t Experian the company that runs credit reports? Why 
would they sell mailing lists and how do they have this erroneous informa-
tion about me?” As this detective was to learn during her investigation, the 
 Newborn Network  was just the tip of the iceberg. 

 “So, we bought this database of new parents in a four-county area sur-
rounding the university, and in the database, we have your name, mailing 
address, telephone number, and the birth month and year of your baby.” 

 The shaking started again. “And what does it say, what is the birth 
date?” 

 “March 2011.” 
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 My marketing’s baby birth date is the same as my fl eshly baby’s death. 
This letter became the most concrete clue that there is indeed a “myste-
rious person” out there, so essential to a noir narrative, and at the same 
time that there is a conspiracy underfoot. Now is this a coincidence? Any 
good detective worth her second-hand trench coat knows there are no 
coincidences.  

   MY MARKETING BABY, BORN OF BIG DATA 
 This book is about the conspiracies I uncovered through the pursuit of 
my baby—not my fl eshly baby lost in the miscarriage, but my “marketing 
baby,” born of big data in the distributed databases of marketers and data 
brokers. Much as the revenants in Stanislaw Lem’s novel  Solaris  ( 1961 ), 
departed loved ones who are reanimated by the regrets of the living, 
that return to haunt the inhabitants of a space station orbiting a sentient 
planet,  data  revenants in the Age of Big Data come to haunt our everyday 
lives. Revenants are the dead that return to inhabit an uncanny life. They 
are not ghosts—they have bodies—but they are hollow bodies, puppet- 
like shells of the formerly living (Kilroy-Marac  2014 , p. 256). Sometimes 
we ask them to come to us, such as when we fi ll in personal information 
on WebMD in exchange for health information. Other times, we con-
sciously try to kill them, such as when we register our phone number on 
the national Do Not Call Registry. But either way, one cannot kill the 
undead, especially the digital undead. My data revenant takes the form 
of a marketing baby. For others, a data phantom may take the shape of 
a dead relative, such as was the case for Mike Seay, a grieving father who 
received a piece of junk mail addressed to “Mike Seay, Daughter Killed 
in Car Crash.” For still others, a data phantom may take the fi gure of a 
health diagnosis embodied in advertising, like an HIV-positive man who 
receives online ads for antiretroviral drugs (Pearce  2014 ; Robertson and 
Pettypiece  2014 ). 

 In this book, I focus on how these data phantoms haunt health infor-
mation in the USA.  Such information is often assumed to be “private 
data,” as it is produced by patients within digitized healthcare systems, 
but these data in fact go on to be innovated upon, packaged into new 
data assets, commodifi ed and traded among data brokers. I focus on the 
process that private health information undergoes to become data com-
modities. I look at how innovation transforms health information from 
“dead” matter into “lively” data, and in the process, gives birth to both 
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commodities and ownership claims. Throughout the book I consider how 
these interventions raise questions about what is considered public and 
private information, who may lay claim to data ownership and why, and 
how those tensions are exploited by US capitalist medicine and the health-
care industries, especially those companies working in digital health. 

 My data revenant is a marketing baby that continues to live, while the 
other one died. My marketing baby lives an ersatz life made of algorithms, 
electrons, silicon crystals, binary code, and marketing images of what a 
middle-class “American Baby” is supposed to long for. A marketing baby 
is fi lled, overfl owing, in fact, with desire. It is a thing that craves things: 
fat on processed foods, powdered milk, and overdoses of antibiotics; and 
clothed in disposable baby fashion that is stitched together by mothers paid 
pennies, who, in their desire for a better life for their own babies left with 
grandparents, work in precariously built factories in danger of collapse or 
fi re, in places such as Dhaka or Ho Chi Minh City.  3   My marketing baby 
wants to go to Sears Portrait Studio, not strapped to a baby seat attached 
to my bicycle, but snuggled in an expensive car seat in a baby-safe SUV. My 
marketing baby demands that I save its umbilical cord blood to be cryo-
genically banked because in the future, medical science will be so advanced 
that doctors will be able to save its life by developing personalized medicine 
using its own stem cells. Over the years, my marketing baby has grown big-
ger, a baby who has surpassed toddlerhood and is now ready for pre-school. 
I know this because I receive online ads for school supplies and early learn-
ing software. It stomps its pudgy little feet and screams that I never buy 
enough for it. It keeps asking, very nicely and pretty please, to buy it things, 
and I never, ever listen. My marketing baby sticks out its lower lip in a 
pout and crosses its chubby arms. It screams to be listened to. It has an 
insatiable appetite for cheap consumer goods. My marketing baby lives a 
life of infi nite consumption, of abundance, of endless consumer credit, of a 
desire for more and more and more. My marketing baby is an  enfant fatal . 

 I decided awhile ago that if this baby was going to make such demands 
but refused to reveal itself to me, I mean really show itself, not just tease 
me with glimpses of itself through offers of Gerber Life Insurance policies 
(“The Grow-Up Plan”) or free samples of Huggies diapers, that I would 
have to fi nd it myself. I would go to the remotest data warehouses that it 
resides in and force this baby of algorithms, data mining, and mailing lists, 
demand that it come out of the shadows to face me—woman to thing—
and explain itself. I would draw upon all my skills and perspectives that 
I have developed as a sociologist and apply them as a detective, bent on 
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getting to the bottom of the “truth.” Through my pursuit, I have found 
other women, and some men as well, also haunted by their own data rev-
enants, marketing babies, and digital specters. 

 Soo-jin,  4   a woman in her mid-thirties living in a large US city with her 
toddler son and partner, noticed the ghostly visits in her third month of 
pregnancy. The hauntings were a trickle at fi rst; her marketing baby barely 
whispered its desires. Coupons for diapers or an occasional cardboard 
fl yer promoting studio portraits appeared in her mailbox. Later, Soo-jin 
received a deluge of offers, some more torturous than others. Ones that 
she found particularly disturbing were the brochures slipped into her 
mailbox for cord-blood banking. These bits of marketing communica-
tions, especially the ones concerning the future health of her unborn child, 
induced feelings of anxiety in her:

  I was wondering, wow they’re really pushing this thing. I actually debated 
doing it [cord-blood banking] because I felt so much pressure because there 
was so much advertising about, you never know and to have that security. 
In the end, we didn’t do it, but I just remember thinking that that was a 
little disturbing. 

   Soo-jin works as a senior administrator in a state university system, and, 
like most American workers, uses employer-sponsored health insurance as 
her primary medical coverage (Kaiser Family Foundation  2014 ). When 
she became pregnant with her son, she registered with a well-known uni-
versity medical system close to her home. For each pre-natal visit, Soo-jin 
would place her hand in a biometric ID scanner at the registration desk 
and her electronic health record would come up on the nurse’s computer 
screen. All of her data, her identifying information as well as her health 
data, were collected and entered into this electronic health record. For 
every visit, details about her health and the procedures performed by the 
doctor were coded, sent to the medical system’s billing offi ce, and then 
transmitted electronically to her health insurer for reimbursement. She 
assumed that hundreds of people must have seen some portion of her 
health record as her data travelled along the digitally networked route. 
She had a nagging suspicion in the back of her mind that some of her data 
had been leaked from the doctor’s offi ce to the marketers now contacting 
her. This worry was compounded by the fact that the cord-blood banking 
marketing brochure she had received at home was the same one that she 
saw in her doctor’s waiting room. 
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 Like mine, Soo-jin’s age and other health factors meant that her preg-
nancy was considered high-risk. She had several genetic tests done in the 
fi rst trimester. She suspects that some of the marketing materials that she 
received, especially the ones that seemed more “medically focused,” also 
were connected to these tests. She also used her credit card to pay for all of 
the procedures related to her pregnancy, including the tests, health insur-
ance co-pays for the pre-natal visits, and the prescriptions for medications. 
This is another possible connection. But she also suspects her data revenant 
was at least partially summoned by her own online and offl ine behaviors. 
After all, she had searched the web on several occasions looking for more 
information about what happens during pregnancy, and she had registered 
with retailers such as Destination Maternity, Diapers.com, and Babies ‘R’ 
Us. She had also used the customer loyalty card issued to her by Duane 
Reade, a retail pharmacy, whenever she purchased her prescriptions or over-
the-counter items, such as pre-natal vitamins. In a certain way, she feels that 
she is ultimately “responsible” for the haunting by data marketers. Her data 
revenant took on a similar shape as mine, in the form of direct marketing 
concerning pregnancy and childbirth that appeared in her mailbox. 

 During my investigation, I came across an article in the  New York Times  
Business section, about a woman, Marcy Campbell Krisk, who, like me, 
was haunted by a marketing baby, and has been so for ten years, after 
undergoing medical treatment for infertility (Freudenheim  2009 ). She 
told the journalist that the apparitions began soon after she had purchased 
fertility drugs at a retail pharmacy in her hometown. And as with my own 
marketing baby, Krisk’s revenant aged through the direct marketing that 
she received, from newborn to toddler. She told the reporter that she sus-
pected that the pharmacy had sold her health and identifying information 
to marketers. Krisk’s story becomes another clue in my detective’s tale. 

 I also found another woman, Ester, who experienced a haunting, but 
Ester’s ghost hit much closer to home for this humble detective. Like 
me, she also started to receive visits from her data revenant while mis-
carrying her fl eshly baby. She noticed that her baby started knocking at 
her door around the sixth week of pregnancy, after she had registered 
with Babycenter.com to use the site’s due date calculator tool. She now 
believes that this is how her haunting started, which continued through 
four miscarriages:

  It’s not surprising, like targeted advertisements as soon as you search for 
something on Google, it’s pretty amazing. I can specifi cally remember sit-
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ting in the OB/GYN’s offi ce after my miscarriage one, two, and three, and 
thinking they should really have different waiting rooms for women who are 
undergoing a pregnancy loss, because it’s just everything is so magnifi ed at 
that time. These days I just throw away junk mail. Those days it was like I 
wanted to burn my mailbox. 

   After her fourth pregnancy loss, Ester went online and unsubscribed 
to all of the pregnancy websites that she had signed up for. Like Soo-jin, 
Ester felt that she, in some way, was responsible for the creation and sum-
moning of her data revenant that took the uncanny form of targeted and 
personalized marketing. 

 With  Healthcare and Big Data,  my aim is to show how patients and 
users of healthcare in the USA are subject, with or without our consent, to 
massive data surveillance, collection, and commodifi cation. Many Internet 
and information scholars have long linked Foucauldian concepts of pan-
optic surveillance and the biopolitics of categorization to massive data col-
lection as a rationalization for social control (Beniger  1986 ; Elmer  2004 ; 
Lyon  1994 ). Yet, in the Age of Big Data and late capitalism, in which 
terabytes of digital information are produced, collected, and optimized 
on a daily basis, science and technology studies scholars have argued that 
our understanding needs to move beyond the panoptic governance of pri-
vate health information. We need to understand how the process of com-
modifi cation produces biovalue. In the case of healthcare, biovalue is the 
surplus value, the data produced from patient bodies and redistributed to 
health insurers, pharmaceutical makers, and direct marketers as  profi t  they 
capture from bio-based data commodities (Rose  2007 ). 

 Yet, the data that these commodities are based upon are commonly 
considered to be “private” data. As I will show throughout this book, 
private data constitutes a legal fi ction. Bioethicist and legal scholar Karla 
Holloway defi nes legal fi ctions as assumptions that are clearly false but 
made to live a truth through legislation. One obvious example of a legal 
fi ction is adoption, in which biological kinship is severed and legal kin-
ship is reconstituted through court documents (Holloway  2014 ). One less 
obvious example, and the one I explore in this book, is when regulatory 
regimes create laws mandating that private health data only be used in the 
service of our individual health, for public health purposes (such as report-
ing to the Centers for Disease Control and Prevention (CDC) in the case 
of communicable diseases), or for health research purposes that will benefi t 
others who are ill. This constitutes a legal fi ction, in which the law creates 
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a special class of ostensibly protected data, but in social practice, these spe-
cial protections are essentially meaningless (Allen  2011 ; Holloway  2014 ). 
Private health data has become a commodity that serves the interests of 
the medical and health industries, and ultimately, of capitalism, not of the 
patients that produce the data. Furthermore, it is important to understand 
that our relationships to our health data exist within a broader asymmetri-
cal power relationship when it comes to the larger context of digital data. 
We know that we are on the short end of the stick every time we are asked 
to click “I Agree” to the terms of service when we want to download the 
latest version of iTunes or swipe our debit card at the grocery store. We 
know that “something” is happening to our data once we produce it, 
share it, or hand it over in exchange for access to healthcare, health infor-
mation, or other services, but we don’t know exactly “what” is happening 
to our data, how it is used, or who exchanges it (Brunton and Nissenbaum 
 2015 ). As information privacy and legal scholar Frank Pasquale describes 
it, the Age of Big Data constitutes a “black box society” in which most of 
us, even those of us who work within the data industry, as I demonstrate 
in Chapter   7    , do not fully understand the algorithms and information net-
works that control, transmit, or analyze our data (Pasquale  2015 ). 

 In the wake of National Security Administration (NSA) whistleblower 
Edward Snowden’s leaks proving that the US government collects mas-
sive amounts of data on US citizens and non-citizens alike, many of us 
have become jaded as regards any individual’s ability to protect the pri-
vacy of her data, whether the data is produced online or not. By the time 
that Snowden was meeting secretly with journalists Glenn Greenwald and 
Ewen MacAskill and fi lmmaker Laura Poitras in a Hong Kong hotel room 
in early June 2013, the US Senate Committee on Commerce, Science, and 
Transportation (Commerce Committee) was compiling Congressional 
testimony and research on mass surveillance and data collection by the 
private sector, primarily by an obscure sector loosely characterized as “data 
brokers” (US Committee on Commerce, Science, and Transportation 
 2013 ; Gidda  2013 ; Poitras  2014 ). As I demonstrate in the following 
chapters, especially in Chap.   2    , data brokers comprise a complex network 
of companies, ranging from well-established, publicly traded transnational 
corporations, such as Teradata Corporation and Experian plc, with their 
core business operations focused on information aggregation, data analyt-
ics, and data marketing services, to small, tech start-up  subsidiaries that 
offer niche services, such as Slice, a software platform for online commerce 
that also collects and trades in consumer data (Slice Platform  2014 ). The 
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collection and analysis of massive data by the private sector has one distinct 
difference from state data collection: The private sector’s sole purpose in 
data collection is the innovation of new data commodities. While public 
sector bodies, such as the CDC or the Centers for Medicare and Medicaid 
Services, certainly do collect, trade, and share data, the law explicitly 
mandates that these data cannot be commodifi ed. Data collected by gov-
ernment agencies cannot be innovated upon to be sold for profi t—no 
money exchanges hands in any of the Data Use Agreements contracts that 
are made with the public sector.  5   Moreover, according to the very strict 
data use agreements between researchers who use datasets produced by 
public entities and the governmental bodies that hold them, ownership 
claims cannot be made by those who innovate upon the data. In fact, as 
Executive Order 13642: Making Open and Machine Readable the New 
Default for Government Information (2013) mandates, all data produced 
within the public sector must be made publicly available; it must be trans-
parent (but secured by de-identifi cation processes) and accessible, and the 
data are understood to be “owned” by the people (Burwell  et al .  2013 ). 
The public sector considers itself merely the stewards of this data. For the 
private sector, however, data ownership is jealously guarded. 

 In response to Snowden’s leak, there was broad outrage at governmen-
tal intrusions into our private lives, intrusions only made possible through 
the ubiquity of digital technologies. However, the more common and 
pervasive incursions by corporations and marketers garners much less 
attention.  6   Interestingly, this could be an indication not only that we know 
less about how private data brokers collect and sell our information, but 
also, despite having some awareness that it is happening, many of us are 
simply resigned to the fact that we are powerless to stop it, or at the very 
least,  believe  we are disempowered (Turow  et al.   2015 ). My goal here is 
to explicate some of the reasons why so many of us feel hopeless in regard 
to controlling our health data by describing some of the ways our data is 
controlled and commodifi ed by private industry. 

 This process of data collection, analytics, and commodifi cation by the 
private sector constitutes a broader trend of big data, a term that has taken 
on a life of its own and is a shorthand way of describing both a process of 
data collection as well as a method to analyze large sets of information—
anything from US Census data to quasar redshift rates in deep space, car-
bon emissions in a particular region, and to online click rates of users 
(boyd and Crawford  2012 ). Lately, big data is used to brand anything 
from business advice books (usually with the modifi er “revolutionary”), 
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to conferences, talk radio, healthcare summits, and television ads, even 
the title of this book that you read now. The term is everywhere, but 
its ubiquity says very little about what big data actually means for most 
of us. The phrase seems to be used predominately to sell the idea to the 
American public that somehow more data equals better results across most 
sectors of society, which in turn contributes to better lives for all of us. As 
a sociologist, I have written about how vested interests deploy this type of 
hyperbole when talking about new technologies, such as nanotechnolo-
gies (Ebeling  2008 ). The breathless predictions about how big data is 
going to change business and change our lives has a very familiar ring to 
it—most technological innovations tend to be touted as revolutionary by 
those who seek to make money from them. What exactly constitutes big 
data, and how it is impacting our lives, remains obscured. All we need to 
know, it would appear from the boosters, is that when big data is inter-
rogated “smartly” by experts, it holds the answers to some of the biggest 
problems facing us in medicine, in business, and in life. 

 While large datasets historically have been collected on people, for 
instance in the form of census data or public health records, big data can 
be distinguished by what scholars and industry insiders call the four “Vs”: 
Volume, variety, velocity, and veracity (Mehta  2015 ; Kobielus  2013 ). The 
amount of digital data globally has exploded exponentially in recent years, 
according to analyses by the International Data Corporation (IDC). In 
2013, the digital “universe” consisted of more than 4.4 zettabytes (4.4 
trillion gigabytes) of data, and it is expanding at a rate of about 40 percent 
a year (Turner  et al .  2014 ). For our interests here, again in 2013, the 
volume of digitized  health  data globally reached 153 exabytes (153 billion 
gigabytes), and includes data from a variety of sources in the Internet of 
Things, such as networked medical equipment (EMC Corporation and 
International Data Corporation [IDC]  2014 ; Peterson  2015 ). This fi g-
ure is set to grow at a faster rate than other forms of data as more health 
systems in Europe as well as in  North and South America have been 
mandated to convert to digital record keeping (EMC Corporation and 
International Data Corporation [IDC]  2014 ). These data can include 
anything from magnetic resonance imaging (MRI) scans to YouTube vid-
eos and Twitter feeds, so volume necessarily indicates a variety, or diver-
sity, of data as well—the second V that defi nes big data. The data can be 
scraped and collated from a variety of sources that are considered public, 
such as public records, as well as private, such as transactional data gleaned 
from a retailer. 
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 Velocity of data, the third V constituting big data, means that data 
must be mobile for it to produce value. Data sitting on a server in a doc-
tor’s offi ce only produces value once it is released to the payer, the health 
insurer or Medicare. Once in the data warehouses of a large insurer such as 
Blue Cross Blue Shield or Kaiser, then these data are reanimated and made 
to perform unimaginable feats through algorithmic physics. Only then can 
data be made to produce value, through its velocity. Finally, the fourth V, 
veracity, is in many ways connected to all the other Vs, since accurate and 
“clean” data (as it is called in the industry) is crucial to the reliability of big 
data; “bad” data will produce “bad” results. 

 I discuss at length how the large sets of health information that are 
collected, archived, and mined, and then mobilized, is only enabled by 
very powerful, distributed computing on a scale hardly imaginable until 
a few years ago. Digital media scholar Lev Manovich notes that big data 
derives its meaning necessarily from its tera- and petabyte sizes; data that 
are dually produced and analyzed by supercomputers and distributed 
computing power (Manovich  2012 ). He also notes that the meanings of 
big data shift as well with changes in computing technologies. 

 In particular, big data has taken on new meaning in the popular imagi-
nation since the  New York Times Magazine  published “How Companies 
Learn Your Secrets,” an investigative article that uncovered how retailers, 
specifi cally  Target , customize price markdowns to individual consumers 
by collecting data on in-store and online sales transactions and running 
predictive analytics on them, through this story big data came out of aca-
demic labs and into the popular imagination to take on new meanings of 
capitalist surveillance (Duhigg  2012 ). In fact, during my fi eld work for 
this book, when I explained to participants that I was studying how infor-
mation about our health is bought and sold by data brokers, only to come 
back to haunt us via direct marketing, many people replied, “Oh, just 
like the ‘ Target  Story.’” The  Target  story has become a way for many to 
contextualize and index the relationship between big data and healthcare. 
In contrast to the revolutionary promises made about the potentials of big 
data to improve our lives and health, big data often means mass surveil-
lance and intrusions into what we consider to be private, and these data 
hauntings can have detrimental consequences for our health, our fi nances, 
and our lives  (Mayer-Schönberger and Cukier  2012 ; Pasquale  2014 ). 
The confl uence of big data and marketing surveillance produces some 
truly horrifi c stories: Facebook conducted “emotional contagion” psy-
chological experiments on unsuspecting users without informed consent; 
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23andMe, a direct-to-consumer personal genetics company with fi nan-
cial links to both Google and Facebook, sold the “donated” health and 
genetic data of 800,000 customers to pharmaceutical companies for $60 
million;  and  Apple’s ResearchKit app  collected health  data on millions 
of iPhone users that was shared with researchers  (Chen and Pettypiece 
 2015 ; Herper  2015 ; Regalado  2015 ; Kramer  et al .  2014 ; Booth  2014 ). 
All these instances and many more demonstrate the skewed data bargains 
that people are forced to make every day. Through the following chapters, 
I examine the equally disconcerting trend of the private sector’s wholesale 
collection of patients’ health data from a variety of sources (marketers call 
this “cross-channel”), and the onward selling of patient health informa-
tion to marketers. 

 The sleuthing legwork conducted in pursuit of my marketing baby has 
taken me to hospitals, government health facilities, and private clinics to 
interview health professionals who work with patient data on a daily basis. 
I spoke to these groups to understand how private health data moves from 
the doctor’s offi ce into the outside world. The investigation has taken 
me to database marketing conferences to speak with database marketers, 
data brokers, and data analysts. Collecting information from these subjects 
helped me understand how our personal health data is transformed into 
data commodities and used for all sorts of marketing and credit reporting 
within the health industry. I have participated in health privacy summits 
where I met with legal experts on privacy and patient data. I have inter-
viewed fi nancial professionals who handle data commodities, asking them 
how health data is collected from credit card  and other fi nancial trans-
actions. I have spoken to pharmaceutical sales representatives who use 
prescribing data purchased from IMS Health Inc., the largest US-based 
health information data broker, to make sales calls to physicians. I have 
enlisted the help of other detectives, primarily those working in non-profi t 
organizations concerned with data rights, information privacy and con-
sumer protection, to help me in  the pursuit of my “data subject”—the 
portfolio of information that has been collected about me and is held 
by data brokers. Finally, I have spoken to other patients who have been 
haunted by their own data revenants similarly constructed of dead mate-
rial, bits of data, and, often, inaccurate information, that are released from 
databases into the world to clumsily stomp out a life of their own. But 
unlike the Creature in Mary Shelley’s  Frankenstein,  these monsters are not 
 seeking love and communion with humanity. Rather, they are searching 
for, demanding of, our money; they need us to buy for them  consumer 
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goods and things (Shelley  2003 ). Indeed, the actions of these data phan-
toms are much more akin to the execution apparatus depicted in Franz 
Kafka’s  In the Penal Colony , in which we, the condemned, have our crimes, 
or in this case, our data image, inscribed with rapidly vibrating and sharp 
needles on our skin, boring down over and over again, until the fl esh falls 
from our bones (Kafka  2015 ). 

 In her book on the surveillance of Black lives,  Dark Matters: On the 
Surveillance of Blackness  ( 2015 ), Simone Browne analyzes the contempo-
rary racialization of biometrics, apparent in current online sales of Black 
memorabilia, such as branding irons, used for enslavers’ and slave trad-
ers’ horrifi c practice of branding Black bodies with hot wires during the 
American slave trade, and indexes this to digital, racial profi ling. Through 
this, she demonstrates how contemporarily what I call our “data images” 
brand our credit records, our health information, and our lives—they 
become part of who we are. Our data images replace our living, breathing 
selves. Whether or not these data images are accurate refl ections of who 
we are or what we are facing in terms of our health, really does not matter 
in the eyes of marketers. The data revenants are released into the world 
with the knowledge that some of them will be successful and result in 
increased returns for marketers and their clients.  

   THE AUTO-ETHNOGRAPHIC NOIR 
 I opened this book with a fi rst-person recounting of my initial confronta-
tion with my data revenant in the shape of my marketing baby. In sub-
sequent chapters, I start with similar narratives, set off at the beginning 
of each chapter to help distinguish them as an auto-ethnographic noir. 
As the primary ethnographic data that forms the basis of this research, I 
use my own experiences of healthcare, my own private health data that 
was breached, and my investigations into where and by whom my data 
is housed, commodifi ed and sold, as well as my attempts to control my 
information and confront my marketing baby. Because these non-fi ctional 
stories are my recollections, it is important that these stories be distin-
guished from my sociological analysis. I did not, for example, have a voice 
recorder or a notebook in my doctor’s offi ce or when I received unsolicited 
marketing phone calls. These events are recounted as accurately as I can 
remember them, but they should not be considered “sociological data.” 
Rather, they are illustrative of the social phenomena analyzed throughout 
the book. In these vignettes, I use the voice of a gumshoe, a narrative 
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device exposing the links between academic social science research and 
noir detective work. Both types of investigations intend to master infor-
mation, to get to the bottom of things. Yet, both often fail to produce 
defi nitive answers, instead inciting more ambiguity, more uncertainty and 
further investigations. 

 I take this approach to underline the situatedness of sociological knowl-
edge, as well as my own positionality, to emphasize the black box of big 
data. Its allure and promise of total knowledge is a dangerous and false 
one, much like sociological research. We are all insiders and we are all sub-
jects, including the data brokers that I interviewed, in the big data society. 
In the case of this book, that knowledge is situated in my body, in my data, 
and is under investigation. I often struggle with the notion of mastery. I 
am ambivalent toward the perceived need to master research methodolo-
gies, the “tools of my trade,” or to master data or their analyses, as are 
many feminist social scientists that have infl uenced my approach (Haraway 
 1988 ). I am reluctant to develop a grand theory about “how it all works” 
and “what it all means,” especially if it means placing myself somehow out-
side of the social phenomenon that I am theorizing. I am not alone in my 
ambiguity in this regard, as virtually every sociologist struggles with this. 
The detective of the noir genre, however, is a much more self-refl ective 
and disenchanted observer. Just like a sociologist, the detective also relent-
lessly pursues mastery over information but from the opposite position of 
the researcher. The detective’s life depends on it. It is her own story that is 
the mystery she is uncovering, whether she knows it or not, and by doing 
so, she may fi nally gain some control over the chaos. Yet throughout the 
pursuit, the gumshoe knows that she has an impossible task. Her attempts 
at mastery, at control, only lead to warrens of despair and obliteration—a 
hole that brings the detective to her own demise. The noir investigator 
always tells her story—in fl ashbacks—as the detective is dying or from the 
depths of her grave.  7   In the case of this book, these fl ashbacks are told 
not from the grave, but in the vignettes at the beginning of most of the 
chapters. Through using the auto-ethnographic noir approach, I under-
line the precarious relationship to knowledge to underline the futility and 
the impossibility of mastery. 

 In researching this book, this ambivalence about the sociologist’s role 
has never been more poignant for me. It is an impossible task to expect of 
myself that I could understand the network that health data traverses in 
its entirety or in its complexity. I have found during my investigation that 
many of those who work in the industry do not understand it either, they 
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do not understand the network’s density nor can they chip through the 
opacity of the algorithms that produce and analyze the data, so how could 
I, as an outsider, do better than the professionals who work with health 
data day in and day out (Law  2004 )? Again, the detective in a hard-boiled 
narrative accepts ambiguity, accepts the impossibility of total knowledge. 
In my pursuit as a sociologist, as a detective, and as an aggrieved mother 
of a marketing baby, I am drawn deeper into the morass. As I speak to 
more people, as I read more, as I investigate more, I become unmoored 
and adrift in the data ocean. What is the role of a sociologist anyway? 
Am I to explicate a system or to theorize it? Certainly with the succeed-
ing chapters, I reveal nodes within the network: I analyze parts, such as 
specifi c companies, certain bits of legislation or concepts concerning data 
privacy; but to provide a thorough sociological explanation of its entirety 
is impossible. And that is the point. This is how the system that trades 
in our data, that silently intrudes into our private lives to profi t, exerts 
hegemony. It needs to remain all encompassing, generally unnoticed, and 
utterly inexplicable to continue. This is how the NSA does it; this is how 
Experian does it. 

 This book is a document of my pursuit. In every chapter, I have 
included data that I collected from interviews and from work in the fi eld. 
In all cases, I have promised those whom I have interviewed anonymity. 
All names that appear in the book are pseudonyms, and I do not name the 
cities where subjects live or work, nor do I use the names of their employ-
ers. The only identifying names that I use are those of brands, companies, 
and industry organizations. All participants who agreed to be interviewed 
were aware that I was a sociologist researching the use of private health 
data by data brokers. 

 I have been infl uenced by several other texts  that employ auto- 
ethnography and narrative approaches to sociology, including  Ordinary 
Affects  by anthropologist Kathleen  Stewart ( 2007 ),  The Vulnerable 
Observer  by anthropologist Ruth Behar ( 1997 ),  When Species Meet  by femi-
nist theorist Donna Haraway  (2008) ,  Motherhood Lost: A Feminist Account 
of Pregnancy Loss in America , by anthropologist Linda Layne  (2003)  and 
 Testo Junkie: Sex, Drugs, and Biopolitics in the Pharmacopornographic Era  
by philosopher Paul B. Preciado ( 2013 ). These books all have in com-
mon the utilization of a fi rst person, affective narrative method of analy-
sis that emboldened me to take on the auto-ethnographic noir approach 
with my own investigation. In Layne’s ethnographic work on miscarriage, 
in particular, she places her body and the trauma of multiple pregnancy 
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losses, especially in the opening chapter of her book, as the central pivot 
point for understanding maternal mourning practices and the affective 
networks that women build around miscarriage (Layne  2003 , pp. 1–8). 
Sarah Polley’s documentary fi lm  Stories We Tell  has stayed with me for 
years since I fi rst viewed it. Polley’s deft recounting of her discovery that 
the father that she loves is not her biological father, told through inter-
views, speculative reconstructions, and fl ashbacks, is also infl uential in how 
I tell the stories laid out in this book (Polley  2012 ). In all of these books 
and in Polley’s fi lm, the researchers and fi lmmaker use their lives and bod-
ies as their primary ethnographic sites and modes of analysis, expanding 
their analyses outwards from this embodied and affective position.  

   CHAPTER DESCRIPTIONS 
 Documenting the detective legwork in my pursuit of my marketing baby, 
each chapter describes a key component or clue to uncover the mystery. 
In Chapter   2    , I provide details concerning the data broker industry—
those companies who trade personal consumer and health data. Chapter   3     
describes data privacy, the US regulatory regimes that mandate the secu-
rity of personal health information, and the networks that data traverses. 
Within this chapter, I explicate the core concepts of privacy, security, and 
consent. While in theory these concepts may ground data privacy legisla-
tion, in practice most privacy protection is a self-regulating mechanism 
run by the data industry itself; in essence, the wolves are guarding the hen 
house. Additionally, in the USA, privacy is legally regulated by sector and 
not by omnibus legislation (as data privacy is regulated in the European 
Union and a handful of other countries) (Singer  2013 ; Dyson  et al.   2014 ). 
In the USA, data privacy legislation sprawls across many sectors of the 
economy, and includes statutes such as the Children’s Online Privacy 
Protection Act (COPPA 1998), which protects the privacy of minors; 
the Health Insurance Portability and Accountability Act (HIPAA 1996), 
which regulates health data, the Fair Credit Reporting Act (FRCA 1970), 
that protects certain fi nancial information; the Video Privacy Protection 
Act (VPPA 1988), which protects video rental customer data; and the 
Telephone Consumer Protection Act (TCPA 1991), which regulates 
telemarketing. 

 In Chapter   4    , I show how data privacy and security is a social practice 
within clinical settings, through interviews with nurses, doctors, health 
practitioners, and public health researchers. In Chapter   5    , I contrast these 
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clinical rituals of privacy with the electronic health record industry, and 
the health data brokers that use software platforms and digital methods of 
capturing data and packaging it into innovative data assets, which under-
cuts the privacy work that health practitioners perform. In Chapter   6    , 
the most theoretically exploratory of the book, I consider the shape of 
my marketing baby—what kind of life it embodies, especially as a data 
commodity fetish. Chapter   7     is a thick, ethnographic analysis of the empa-
thy that this humble detective found at the Data Marketing Association’s 
annual meeting. There I describe my hunt on the meeting’s trade show 
fl oor and the unexpected result I found. Chapter   8     indicates what paths 
the investigation will take in the future, as all good noirs are indeterminate 
and open-ended in their fi nal scenes. 

 And here, dear reader, I ask you to join me now in the following chap-
ters on the quest for my marketing baby.  

          NOTES 
     1.    Since its 1996 merger with CCN, a UK company, Experian plc has been 

based in the European Union. Experian engaged in a reverse merger to take 
advantage of favorable corporate tax laws in Ireland. Reverse mergers have 
come under intense scrutiny during the Obama Administration, in large part 
because they allow US corporations to evade billions of dollars in US corpo-
rate taxes. As of January 2016, Experian plc had thirty-eight offi ces around 
the world.   

   2.    Beginning in the 1970s, many women’s health activists and international 
health organizations such as the World Health Organization have organized 
boycotts and other activism against Nestlé’s aggressive marketing tactics, 
which include providing new mothers with samples of baby formula in hos-
pitals, especially in developing countries (Moorhead  2007 ; Krasny  2012 ).   

   3.    See the feminist literature on the historic feminization of labor within the 
global garment industry and the complex desires and reasons that motivate 
women to enter the industry (Siddiqi  2009 ).   

   4.    All names of interviewees in this book are pseudonyms. I received ethics 
clearance for human subject research by Drexel University’s Institutional 
Review Board (IRB), Protocol# 1409003104. The proper names of compa-
nies and brands are used, as they are registered with the United States 
Trademark and Patent Offi ce, the Securities and Exchange Commission, or 
other entities.   

   5.    While users of public data may be charged a fee for a download or for a data 
license, these fees are generally for the processing and packaging of datasets. 
They are not charged to make a profi t off of the data.   
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   6.    The outrage seemed more intense at the time, since it revealed that the NSA 
continued its mass surveillance program with the approval and knowledge of 
the Obama Administration. While public knowledge of unwarranted wire-
taps on US citizens was widespread during the Bush Administration, 
President Obama, as US senator and presidential candidate in 2008, had 
spoken out against the practice (notwithstanding the fact that he voted to 
renew the Foreign Intelligence Surveillance Act [FISA] in 2008) and had 
promised to strengthen privacy protections for US citizens once in offi ce 
(Anderson  2008 ).   

   7.    A common noir trope, especially within classic noir fi lm, often opens with 
the investigator retelling the story of his death after the fact, in a fi rst-
person, past-tense voiceover that directly addresses the viewer. The aes-
thetic and narrative tropes I deploy in this book are considered in great 
detail by fi lm scholars such as Naremore ( 1998 ) and Borde and Chaumeton 
( 2002 ). Such narrative devices are evident in classic noir fi lms such as 
 Double Indemnity  (1944),  Sunset Boulevard  (1950), and  Lady in the Lake  
(1947).         
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    CHAPTER 2   

          “If you would like to participate, or would like more information, please 
call us.” The letter from the infant language lab turned out to be one of 
the biggest clues in helping me track down my data revenant, my market-
ing baby. The unsolicited correspondence is also the piece of hard evi-
dence that indicates there is, indeed, a conspiracy underfoot. More than 
three years after my initial conversation with Eliza, the lab manager, I 
decided to call back. I still had questions about where my baby lived: Was 
it still residing in Experian’s data warehouse or had it moved? How much 
did the lab pay Experian for my data? What was the price tag of my trauma 
and pain, exactly? Perhaps Eliza could help me understand. 

 With that letter inviting me to have my “baby” participate in a study, 
this humble detective was given a break. 

 “Hello, Eliza, I’m not sure if you remember me, but I called you a few 
years ago about how your lab got hold of my information, on a baby that 
I miscarried.” 

 “Oh, yes, I remember you,” Eliza said without hesitation, adding “And 
in fact, after we talked, I told Dr. Swanson, the head of the lab, all about 
what happened to you. We were hoping you’d call back.” 

 Eliza’s concern about my pain was reassuring; despite never having met 
her, throughout the faceless phone call, I pictured Eliza’s features soft-
ened by the empathy I hear in her voice. I thought to myself “I have found 
the fi rst ally in my quest.” She answered my questions as I heard her click 
on the fi les in her hard drive. 

 The Rise of the Databased Society                     



 Yes, they purchased a database of “new parents” living in a fi ve-county 
radius of the university. It contained about 3000 names and the lab paid 
about $800 for it. But, Eliza warned me, you should know something. 

 “Well, while I told you that the database is ‘owned’ by Experian, we 
actually purchased the database through a New Jersey-based operation 
called the American List Counsel, the ALC.” 

 “Uh, hum,” I slowly responded, trying to process this new develop-
ment. “Another company, A-L-C?” 

 “Yes. Do you want the names of the ALC sales force that I’ve dealt 
with?” Eliza read out the names, email addresses, and direct phone num-
bers of the ALC representatives that she regularly worked with to purchase 
databases. I wrote them down in my tattered detective’s notebook. 

 As Eliza told me, she thought that most of the names that the ALC 
compiles comes from things like catalogs or memberships, she assumed 
that the people who are contained within the  Newborn Network  had know-
ingly registered, in some way, to receive more information and marketing 
for things related to babies. 

 For their purposes, the lab tries to purchase databases that only include 
residents identifi ed to have a newborn child living in the household within 
the three surrounding counties. Some lists can include upwards of thou-
sands of contacts, but generally most databases contain between 1 and 
200 names and addresses, which are sorted by the month and year of the 
child’s birth. For recruitment purposes, the lab tends to target parents 
of babies that are newborn to eighteen-months old. While she explained 
this, Eliza looked up the last invoice that the lab received from ALC, for 
a database purchased in November 2014: $800.00 for about 3000 area 
contacts. 

 “You know, none of us want something like this to happen. We’re 
never sure if this is the best way to recruit participants, anyway,” Eliza said 
before we hung up, and added, “Can you let us know what you fi nd out?” 

 I promised her that I would report back anything I learn to them. 
 The conspiracy had just deepened. The ALC is what is known in the 

data industry as a “list broker” and the company’s signature product is 
the “Newborn Network,” a list that they put together with data that is 
“owned” by Experian Marketing Services, an arm of Experian plc (Magill- 
Cook  2015a ,  b ). 

 How is it that the lab came to be in possession of such detailed, if inac-
curate, information about my traumatic health experiences, and through a 
purchased database from two companies that I had never had direct contact 
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with? How did my “baby” come to reside in the database warehouses of 
Experian or in, of all places, Princeton, New Jersey, the headquarters of 
ALC? I suspect that I am not the only one to have this impression, but 
I had thought of Experian as a consumer credit-reporting agency, one of 
the largest in the USA, which provides your bank with a history of your 
credit behavior when you apply for a loan or a credit card. As this  detective 
learned through her investigations, however, Experian is so much more 
than just a credit bureau; it is one of the most powerful information bro-
kers in the world that, through its ownership claims over consumer infor-
mation, can determine whether someone can have a home, or a job, or 
even who may receive healthcare. I had never even heard of ALC nor of 
the term “list broker” (indeed, “data broker” was an unfamiliar phrase 
as well), but I could guess what these companies did for a living. How 
could a small research institute at a private university be allowed to pur-
chase data on me, sensitive data that I had (falsely) considered my private 
health information, to market to me? How could a little known industry 
have so much power over my personal information? I had to investigate. 
I made a plan to call ALC to get to the bottom of this. Little did I realize 
at the time, far from fi nding an answer, much less my marketing baby, I 
was about to go down one of the many “Big Data warrens” that I found 
during my investigation. 

   AN INDUSTRY YOU’VE NEVER HEARD OF 
 Data brokers, sometimes referred to as data aggregators, information 
resellers, or database marketers, are companies in a variety of sectors that 
collect, collate, analyze, and profi le individuals’ personal information. 
Through this process, data brokers create new data commodities that are 
traded and sold, usually business-to-business. The data broker industry is 
multilayered and complex; most brokers buy and sell data among them-
selves, and many companies do not identify as “data brokers” whatsoever, 
since the collecting and selling of data is not their core business. For those 
corporations whose core business is the trade of data, most do not have 
contact or direct business relationships with consumers. Much of the data 
collection goes on without the knowledge or the expressed consent of 
most consumers (Federal Trade Commission  2014 , p. 46).  1   Data brokers 
take public and private information, aggregate it into products, and mon-
etize it. In short, brokers transform data into immaterial commodities that 
are bought and sold. Brokers package these data  commodities through 
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various innovations, which are almost always algorithmic interventions. 
Some of these algorithms are patented or proprietary. For instance, 
Experian Marketing Services owns more than thirty software and data-
base patents, and others are licensed, or can be open sourced.  2   Data bro-
kers then distribute these new commodities through data use or licensing 
agreements, or through the outright sale of data products to third-party 
companies like Nestlé, owner of  Gerber  baby and toddler nutrition prod-
ucts, or Mead Johnson, the makers of Enfamil, two of the many companies 
to directly market to me. This is what happened with the products created 
from my data. These clients then use these data products for any number 
of purposes that may include direct marketing, conducting background 
checks, helping make trade decisions on fi nancial markets (this is often 
called by data marketers as “decisioning” on “actionable” data), innovat-
ing new consumer products, or preventing fraud. Data brokers obtain 
consumer information from diverse sources, including public records such 
as birth records, driver’s licenses, and construction permits, as well as non-
public information such as offl ine purchases you have made using a credit 
card, warranty cards that you may have fi lled out when making a pur-
chase, and the billions of browser cookies your searching and purchasing 
behavior online has produced. Once these data are collected, secured, and 
transformed into new, segmented products, they become the data assets 
of data brokers. Through the combination of data possession and innova-
tions, data brokers claim ownership of our data. 

 Companies that collect, aggregate, and sell consumer information to 
retailers, manufacturers, service providers of various stripes, fi nancial insti-
tutions, healthcare providers, non-profi t organizations, including edu-
cational institutions, law enforcement, and other governmental agencies 
may all be considered data brokers in that they collect data on their clients 
or customers and potentially can trade that data. Data brokers may also be 
credit bureaus, such as Experian or TransUnion, or advertising and mar-
keting fi rms, especially database marketers like Digitas Health LifeBrands, 
a member of the global marketing and advertising fi rm Publicis Groupe. 
Virtually every social media platform or web-based information technol-
ogy company—the Facebooks and the Googles of the world—are data 
brokers. Many of these companies invented the freeware model, or at 
least perfected it and turned it into a billion-dollar enterprise—where 
in exchange for the use of “free” online platforms, users and their data 
become the commodity that is sold to advertisers and marketers. Retailers 
themselves, from big box chains such as Target or Walmart, to smaller 
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retailers may also be data brokers. When a grocery store gives their shop-
pers a “loyalty card,” and then sells the data on customer purchasing 
behaviors to another business, say an automobile insurer that uses this 
purchasing data for “price optimization” (a fancy way of describing the 
algorithms that collate seemingly unrelated data on an individual), that 
grocery store becomes a data broker (Samilton  2015 ). 

 In his book  What Stays in Vegas  ( 2014 ) Adam Tanner, a journalist who 
researches the use of personal data by the private sector, demonstrates the 
ways that casinos, as well, have become data brokers. Their data strategies 
include the use of loyalty or points programs that offer small discounts 
throughout a casino (casino restaurants, for example, will list two prices 
for menu items: discounted prices for loyalty cardholders, regular prices 
for non-cardholders) in exchange for access to a patron’s gambling and 
consuming behavior throughout his or her visit. Large casino groups, such 
as Caesars Entertainment Corporation, also offer branded credit cards, 
following companies in other sectors, such as air travel, that use credit 
cards as both new revenue streams and new data streams. The Caesars 
Total Rewards VISA credit card, for instance, enables the casino to track 
cardholders’ purchases not only at rival casinos but also at the grocery 
store, the gas pump, and, of course, online. Caesars uses these data to 
augur the individual consumer, in order to more precisely market to them, 
and to ensure that they keep coming back to Caesars.  3   

 Public sector organizations may also act as data brokers. For example, 
in most states, the Department of Motor Vehicles (DMV) routinely and 
legally sells data, including driver’s names, addresses, vehicle registrations, 
and the models of cars registered. The DMV can and does sell virtually all 
of the data that it collects on individual drivers (Sheer and Beladi  2015 , 
pp. 58–59). Many public and governmental bodies, such as the Centers 
for Disease Control and Prevention, the National Institutes of Health, the 
Veterans Health Administration, the Centers for Medicare and Medicaid 
Services, and others, trade in large datasets that are produced and collated 
from disparate sources either within these public entities, or from other 
data sources, including electronic health records (EHR) software com-
panies. A  public health researcher, Sharon Wise, explained during my 
interview with her that many of the datasets that she uses in her research 
come from EHR companies that sell anonymized health records collected 
through digital healthcare platforms used in both public and private insti-
tutions, mainly hospitals. Larger EHR companies, such as Epic Systems 
Corporation, provide clients with health data analytics services performed 
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on the in-house data collected through the Epic platform. On the whole, 
however, public entities are not in the business of commodifying data, 
as these data are considered “owned” by citizens and tax payers. Rather, 
these forms of public information are traded and shared through data 
use agreements, which, especially in the case of health information (dis-
cussed in the following chapters), have very strict protocols for how the 
data should be secured, stored, used, and disseminated by the third-party 
researcher that obtains these data. Depending on the type of data (fi nan-
cial, health, etc.), these agreements fall under the regulatory regimes of 
legislation such as the Gramm-Leach-Bliley Act (GLBA) or the Health 
Insurance Portability and Accountability Act (HIPAA). 

 The sale of data assets is not limited to business-to-business transac-
tions; government entities also purchase large datasets from data brokers. 
The Transportation Security Administration (TSA), for instance, created 
their PreCheck prescreening program in 2011. The program offers trav-
elers the option to pay $85 to voluntarily submit to a background check 
every fi ve years in order to skip a lot of the security procedures at airports. 
The background check is performed by the TSA through the data surveil-
lance resources made available by the Department of Homeland Security. 
Some of those resources include data and analytics from commercial 
brokers (Sheer and Beladi  2015 , p.  59). Just before the Congressional 
holiday break in December 2014, the TSA quietly requested proposals 
from data brokers to expand the reach of their PreCheck surveillance to 
include social media, commercial information, and other publicly available 
data. Through the proposed expansion, the TSA promised to hand over 
all program analytics to the commercial sector (Corrin  2015 ). When news 
outlets reported on the TSA’s plans, public outrage was swift, and the 
agency eventually withdrew the request for proposals within two months 
of its announcement. It became possible, because it was a case of gov-
ernment surveillance that the public—still reactive to the Snowden leaks 
about the National Security Administration (NSA)—was quick to respond 
and demand a shutdown of the request for proposal (RFP). These types of 
trades in private data happen every day by the corporate sector and go on 
without much of a public response. 

 Despite these examples of data trading by public entities, the bulk of 
the data broker industry comprises those companies whose core business 
is the collection, analytics, and sale of big data (Federal Trade Commission 
 2014 ; Barocas and Nissenbaum  2014 ). Many data brokers specialize in not 
only the collection, aggregation, and sale of data, but also offer innovative 
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data management platforms—scalable software. Built out of highly sophis-
ticated analytics, such platforms allow clients to scrape, store, analyze, and 
use data in meaningful ways for their businesses. For our interests here, 
for instance, Experian plc offers hospitals and other healthcare providers 
a risk assessment and data management platform, Experian Health, that 
allows a hospital to perform credit checks (among other functions) on 
admitted patients.  4   ALC, the list broker that your detective discovered 
was an attendant at the birth of my marketing baby, offers a data product 
to marketers, the Mh2 PrecisionBase Ailment Masterfi le, a prospects list 
that combines the credit scores of consumers with their health informa-
tion, including data from insurers such as Blue Cross Blue Shield (Steel 
 2013a ; American List Counsel Inc.  2015 ). In sum, data brokers are in the 
big business of big data.  

   WHERE DO THE DATA COME FROM? 
 Data brokers collect personal identifi able information on consumers from 
more than 50,000 sources, which results in close to 70 billion bits of data 
held every year in database warehouses. These data are then aggregated, 
packaged into records that equates in about 200 records for every citi-
zen in the USA, by far the largest number compared to other countries 
(Urbanski  2015 ). Emily Steel, a journalist specializing in consumer data 
for the  Financial Times  calculated that in 2013 an individual’s personal 
information, such as their gender, mailing address and age, was worth 
less than $1, most personal consumer profi les garner less than a few cents, 
with more intimate information, such as health diagnoses or prescriptions 
that an individual may have fetching much more, but still under a $1 per 
record (Steel  2013b ). Yet, when these records are in aggregate, they can 
be worth millions to the industry. 

 Data brokers collect information on us from three broad categories: 
public records, publicly available information, and non-public sources. 
What constitutes a public record is defi ned by local, state, and federal 
laws, and through the Freedom of Information Act (FOIA); most public 
records are generally accessible either online or made available on paper by 
request. Public records can include information that is produced through 
court proceedings such as criminal and prosecution records, court judg-
ments, civil cases, lawsuits, property deeds, tax liens, and bankruptcy 
fi lings. Public records can also include construction permits; records of 
births, deaths, marriages, and divorces; voter registration forms (which 
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may include party affi liation); and driver’s licenses and other forms of state 
identifi cation—virtually any data that is recorded with a local or state offi -
cial. Publicly available information is data that while not a public record 
per se, is still freely accessible and not confi dential, such as telephone 
directories, classifi ed advertisements, and information from newspapers, 
magazines, websites, and other public sources. The founder of Infogroup, 
one of the most powerful data list brokers in the industry, Vinod Gupta, 
got his start by compiling Yellow Pages listings into customized lists for 
sale to marketers (Angwin  2015 ; Tanner  2014 ). 

 Non-public information derives from proprietary sources and its trade 
is usually contracted through data usage and licensing agreements made 
between a business or a data source and a data broker. Non-public data can 
include fi nancial transactional data (including transactions made by con-
sumers using credit and debit cards); information derived from customer 
loyalty cards used at retailers, pharmacies, or grocery stores; gift cards; 
warranty registrations; surveys; website registrations; deleted or incom-
plete posts on social media that are collected by the platform; browser 
histories and cookies; mobile phone tracking and usage; metadata; online 
purchases; and online searches. 

 When I contacted the ALC to learn more about their Newborn Network 
list product and how Experian was connected to the list, the executive 
vice-president who was in charge of the product explained that Experian 
used more than 50 sources to aggregate data on expectant parents, and 
considered these sources proprietary (Magill-Cook  2015b ). She did not 
even know what the data sources were, the main ingredients that fed the 
 Newborn Network , the ALC’s most successful data product. Once the data 
owned by Experian was integrated into the  Newborn Network  databases, 
she told me that the information would “age” with the pregnancy and 
the newborn, for 18 years. Once these data are collected, secured, and 
transformed into new, segmented products, they become the data assets 
of data brokers, much like the ALC’s lists and direct marketing products. 

 It is through these data assets that brokers own, that they are able to 
build complex and very detailed, albeit fl at, marketing images of us all. 
These “data images” are constructed algorithmically across databases. 
Acxiom Corporation, based in Little Rock, Arkansas, for instance, is cur-
rently one of the largest data brokers in the USA and has a powerful global 
presence. The company describes itself as an “enterprise data, analytics and 
software-as-a-service company” (Acxiom Corporation  2015a ). During 
2015 alone, the company’s database warehouses processed an average of 
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1 trillion data transactions per week on more than 700 million global 
consumers (US Committee on Commerce, Science, and Transportation 
 2013 , p. 12; Acxiom Corporation  2015b , p. 9). This means that the com-
pany’s data warehouses contain nearly 1500 data points on each individual 
they track (Singer  2012 ). These consumer profi les are often repackaged 
into direct marketing databases, with the high probability of an individual 
 consumer being placed into fi ne-grained, targeted customer segment. 
These segmentations are then sold to any client that has the money to 
purchase the records. As I have already shown, these data are routinely 
sold usually to virtually anyone who can afford the purchase price, includ-
ing the infant language research lab that contacted me. 

 Some data can derive from “internal” sources or clients of data bro-
kers, in which case the information is harvested to produce new sources 
of value for the brokers. One of the most data-rich sources derives from 
credit worthiness platforms, such as Experian’s credit reporting software 
platform. In my interview with credit union loan offi cer Paula Larson, 
she described how by law, all fi nancial institutions must conduct a credit 
background check on potential customers who are seeking a loan, mort-
gage, or line of credit. Since there are only a few credit bureaus, with 
Experian, TransUnion, and Equifax being the largest, the credit bureaus 
have the economies of scale to provide sophisticated data platforms to 
clients. These platforms enable fi nancial institutions to not only conduct 
fi nancial risk assessments on customers but also input new data that is 
collected by the credit bureau free of charge. As Larson explained, the 
Experian credit risk services license agreement required her credit union 
to hand over new information on the applying clients in exchange for the 
credit union’s use of the Experian platform—in other words, Experian 
gained more data without having to gather or pay for it directly. In fact 
through the use of Experian’s credit reporting software platform, it is able 
to collect billions of data points on millions of individuals globally, as it 
operates in 38 countries (as of 2016), and these data become the raw 
material for the marketing services arm of Experian. Through Experian 
Marketing Services, the information company offers a marketing platform 
to clients that are seeking to target their customers, or potentially acquire 
new ones, by targeting them directly with more accurate and relevant mar-
keting messages. One of the products that Experian offers are databases of 
consumers that have a “life-event trigger,” which they defi ne as the pur-
chase of a new home, or the birth of a baby or a move to a new location. 
Clients can purchase highly customizable databases to fi t their marketing 
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needs. It was Experian’s  Life-Event Trigger—New Parents  database that 
your detective believes directly fed into the ALC’s  Newborn Network  data-
base (Experian Marketing Services  2016 ). 

 Data collected by clients through direct marketing platforms 
becomes  another source that brokers use to collect and aggregate data 
and to create new data products to be sold to clients, oftentimes the very 
clients that the data was sourced from to begin with. As one analyst who 
works for a broker explained it to me, these products are sold back to cli-
ents for “decisioning,” or to help clients make choices about when to buy 
or sell securities, for example, or whether or not to give a bank customer 
a line of credit. 

 It is this process of data aggregation and analytics that data brokers, 
such as Acxiom or Experian, claim is the innovation, the “value-add” that 
they provide to data that would otherwise be useless. In the words of Jill 
Laise, the analytics manager at Annalect.com, a data-marketing subsidiary 
of the global marketing giant Omnicom Group, Inc. that spoke at a data 
marketing industry event, “Data is no good unless you do something with 
it.” 

 Through a combination of possession, aggregation, and analyses, bro-
kers make ownership claims over data that we produce. Chapter   5     of this 
book provides a deeper analysis of health data innovation and ownership. 
Regardless of the source of data, brokers often argue that through dis-
closure, data is made public and through data innovations, data is trans-
formed into an asset that is owned by the innovator, the data broker. My 
concern here is how data that is produced through our everyday transac-
tions are made “useful,” engineered by data brokers to produce fi nancial 
value and conform to a market logic.  

   WHO HAS POWER OVER OUR DATA? DATA BROKERS 
ARE WORSE THAN THE NSA 

 More than a year before Edward Snowden leaked information about the 
NSA’s mass surveillance program to the press, in 2012 the US Senate 
Committee on Commerce, Science, and Transportation (Commerce 
Committee), the Federal Trade Commission (FTC), and the Government 
Accountability Offi ce (GAO) were already preparing a full investigation 
into the data broker industry’s mass surveillance of American consumers, 
and their possible violations of individuals’ data privacy (Gidda  2013 ; Katz 
 2012 ; Federal Trade Commission  2012 ). Since the FTC is the primary 
 regulatory agency in charge of consumer privacy and customer protection 
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matters, there was growing concern among regulators about the burgeon-
ing data brokerage sector’s lack of transparency with regard to privacy and 
data security practices (Katz  2012 ). Many of the consumer privacy laws were 
written in earlier, pre-digital eras—though many have since been amended 
to address online privacy and data security concerns—privacy laws are only 
applicable by sector. There are no omnibus privacy laws that cover the data 
broker industry (Puente Cackley  2013 , p. 7). Some twenty- eight legislative 
acts, dating back to the Privacy Act of 1974, contain some provision for 
personal information privacy yet it was obvious to the FTC that regulations 
were becoming increasingly inadequate to address the complexities of the 
data broker industry (Federal Trade Commission  2012 ). Before new regu-
lations and practices could be proposed, however, there needed to be an 
investigation into how the data industry operates. This 2012 Congressional 
investigation revealed that the power the data brokerage industry holds 
over private information is stronger than that held by legislators. 

 In October 2012, Senator John D. (Jay) Rockefeller (D-WV), the 
chairman of the Senate Commerce Committee, sent letters to the nine 
largest data brokers in the USA requesting detailed information on how 
the companies acquire, compile, repackage, and sell data on millions of 
Americans. Rockefeller, a long-time advocate of consumer privacy, was 
gathering evidence in preparation for a Congressional hearing on the data 
broker industry set for 2013. Later that same year, the FTC, in collabora-
tion with the Senate Commerce Committee and the GAO, began a parallel 
investigation of the data acquisition and data marketing industry and sent 
out an additional nine letters to data brokers requesting detailed informa-
tion on how the industry collects and handles consumer data (Katz  2012 ). 
The Commerce Committee intended the hearing to investigate and to 
make public the data broker industry’s secretive business practices, espe-
cially the sourcing, handling, and selling of the most private and sensitive 
details of consumers’ lives for profi t. 

 Three of the biggest companies that were subpoenaed—Acxiom, 
Experian, and Epsilon—refused to cooperate fully with the Committee 
and declined to provide details on their clients or the sources of the data 
that they hold (US Committee on Commerce, Science, and Transportation 
 2013 , p.  10). Experian’s senior vice president for government affairs, 
Tony Hadley, testifi ed at the December 2013 Congressional hearing that 
“I can’t tell you who our clients are…[t]hat’s a proprietary list of ours. 
That’s like our secret ingredient” (Tummarello  2013 ). 

 Hadley’s refusal to cooperate with the Commerce Committee’s request 
for more information was even more incredible since his refusal came on 
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the heels of news in October 2013 that the company had been informed 
by the US Secret Service that the company had unwittingly sold personal 
identifying information records on more than 200 million US consumers 
to a Vietnamese identity theft ring in 2012 (Schwartz  2014 ; Krebs  2013 ). 
At the time, it was the company’s largest breach in its history. Since then 
Experian has been subject to several more breaches, with another large 
one announced in October 2015. The corporation discovered that 15 mil-
lion records of mobile communications company T-Mobile’s customers 
(Experian conducts consumer credit checks for T-Mobile) had been ille-
gally accessed since 2013, and hackers stole sensitive identity and fi nancial 
data (Malik  2015 ). The data marketing and brokerage industry, as with 
many other industries when faced with regulatory scrutiny, maintains that 
the industry should self-regulate, albeit less aggressively than outsiders 
would, because they claim that as an industry they understand consumer 
informational privacy better than government (Urbanski  2015 ). As I show 
in the following chapter on privacy, self-regulation claims are usually just 
another way for the data broker industry to ensure that it is not cut off 
from its main resource: Consumer data. 

 During the 2013 hearings, Rockefeller stated that the data acquisition 
industry was “worse than the NSA” when it comes to the wholesale col-
lection of private data on individuals (Tummarello  2013 ). Indeed, the 
government investigation and subsequent hearings were organized due 
to an increasing concern among both regulators and consumers about 
the processes of data collection and use by a largely unaccountable and 
opaque industry. Some of the results of the Senate committee hearings, as 
well as the GAO and FTC investigations, were embodied in the Data Broker 
Accountability and Transparency Act (the DATA Act) of 2014.  5   The DATA 
Act, sponsored by Rockefeller and Senator Edward (Ed) Markey (D-MA), 
outlined a regulatory regime that compels data brokers to be transparent 
in regard to the information they collect and how they profi t from the sale 
of consumer data. The Act was immediately referred to the Commerce 
Committee, where, as of 2016, it still sits awaiting a legislative vote.  

   THE DATABASED SOCIETY 
 Data collection and record keeping on citizens by governments and reli-
gious institutions is millennia old. Governments and empires, from the 
ancient Babylonians, Egyptians, and Romans through to the nation- state 
empires of modernity, conducted censuses to collect taxes and  collected 
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data on those living in conquered territories to control colonized or 
enslaved people (Scott  1999 ). The modern nation-state was built through 
the collection and standardization of population-derived data, instrumen-
talized for the “distribution of life chances across populations,” or the 
management logic, the governmentality, of life (Foucault  2014 ; Spade 
 2011 , p. 110; Dean  2012 ; Foucault  2008 ). Solove ( 2006 ) details how 
governmental data collected on residents increased exponentially dur-
ing the nineteenth century when the collection of personal information 
became more richly detailed (and, for some, invasive and punitive) through 
population data collection. For instance, the fi rst US Census, conducted 
in 1790, asked only four questions. By 1860, the census contained 142 
questions. By the turn of the twentieth century, citizens began to push 
back on the large number and nature of the census questions (Solove 
 2006 , pp. 13–14). The concomitant rise of bureaucratic agencies in the 
USA during the twentieth century necessitated richer and more detailed 
information, as well as improved systems to collect, store, organize, and 
analyze these increasingly huge amounts of data (Scott  1999 ). 

 One of the earliest  industries  to collect, secure, and disclose individuals’ 
personal information, including health data, was insurers and actuaries. In 
fact, the insurance industry is one of the fi rst among private enterprise to 
collect personal information on a mass scale and, through analytics, make 
biologically derived data adhere to a market logic, rather than a logic of 
population management and control (Scott  1999 ; Foucault  1990 ). The 
insurers of the Atlantic slave trade, for instance, those American companies 
that paid out money to investors when a slave ship they owned capsized 
or when enslaved people did not survive the Middle Passage, collected 
detailed health and other pertinent information on the human cargo. Data 
was collected about the individual children, women, and men who had 
been kidnapped and sold into slavery. The health insurer Aetna Inc. was 
sued in 2002, along with several other insurance companies, for profi ting 
off nineteenth-century slavery. Aetna’s predecessor company sold thou-
sands of life insurance policies to slave owners in the case that their slaves 
died of natural causes; of course, many of those deaths were not natural 
in the least (Groark  2002 ). Vivian Zelizer describes another corner of the 
insurance industry: child life insurance. In her account of the burgeoning 
(and highly controversial at the time) sector during the nineteenth cen-
tury, Zelizer explains that company salesmen collected data on children 
within the households of policy holders—usually poor and working-class 
parents who depended on the fi nancial value of their children  through 
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the children’s labor power  (and thus, considered good “prospects” by 
the insurance industry)—during their weekly visits to collect premiums 
(Zelizer  1981 ). Part of that weekly data collection included the current 
state of the insured children’s health, and an accounting of the number of 
children, in case a child died. 

 The nineteenth century was also an era when companies began collecting 
fi nancial information, especially on the credit-worthiness of customers. The 
earliest insurers also formed during this time, collecting information such as 
debts owed or outstanding, and sharing this information among retailers on 
a local level. In an Experian account of its corporate history, the company 
claims that part of its origins can be traced back to a small association of inn-
keepers, retailers, and tradespeople,  The Society of Guardians for the Protection 
of Tradesmen Against Swindlers, Sharpers and Other Fraudulent Persons , 
formed in 1826 in Manchester, England. The Society gathered information 
on known persons who failed to pay their bills or committed fraud against 
the Society’s associates, and published its fi ndings in a monthly circular dis-
tributed to members. In recognition that the gathered information was, in 
large part, based on gossip and hearsay, the Society created a “data accuracy 
offi cer” to vet collected information for inaccuracies (Watson  2013 , pp. 2–3). 

 In the twentieth century, the credit industry expanded exponentially 
with the attendant rise of computing power, software, and database 
engineering, especially during the 1980s. Simultaneously, the credit and 
fi nance industries were undergoing mass deregulation, which opened up 
consumer credit for middle-to-low income Americans. In the process, 
the credit risk industry moved the credit history information held on 
90 percent of Americans from three-by-fi ve index cards in massive ware-
houses to integrated databases enabling data brokers to effi ciently and 
expeditiously collect, store, mine, and package complex information from 
diverse sources (Solove  2006 ). This move of data from paper to the digital 
changed not only the storage of data, but also what  kind  of data could 
be stored and what kind of analysis could be done on it. Digital media 
scholars Viktor Mayer-Schönberger and Kenneth Cukier use the term 
“datafi cation” to name this partnering of computing power with the mass 
collection of information that is “recorded, analyzed, and reorganized.” 
Datafi cation means the ability to transform phenomena into a quantifi able 
format (Mayer-Schönberger and Cukier  2012 , p. 77). A societal logic that 
sees value in the measurement, quantifi cation and categorization of phe-
nomena, everything from the radiation output of quasars to the number 
of clicks on a website, is subjected to datafi cation. 
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 The data brokerage industry grew out of two sectors: credit report-
ing and data marketing. Credit reporting companies are able to collect 
massive amounts of data on consumers when they seek lines of credit: 
mortgages, consumer and personal loans, credit cards, and other debit 
instruments that require creditors to investigate the creditworthiness 
and risks associated with extending credit to an individual consumer. 
Similarly, marketing companies also collect data. These data services that 
they provide constitutes what I contend contributes to the “databased 
society,” a culture that produces economic value based on the datafi ca-
tion of human life. Our data images are distributed across databases and 
are summoned by marketing entities to produce value for those who 
possess these data. 

 Marketing segmentation is part of the overall trend that has moved 
mass marketing to target marketing, which is increasingly fueled by data 
analytics and big data. Market segmentation is a method of dividing an 
entire market into subsets of consumers, based on commonly shared char-
acteristics such as household income and fi nancial resources, geographic 
location, family size, inferred psychological make-up and cultural attitudes 
(also known within the industry as “psychographics”), and demographics 
such as age or gender. The technique of dividing heterogeneous markets 
into homogeneous clusters of individuals with similar desires and needs, 
inferred by market research, has transformed not only how goods and 
services are sold and consumed, but also virtually all communications with 
the public (Doyle  2011 ). 

 Marketing data analytics that segment individuals into particular pro-
fi les, especially via psychographics and lifestyle attributes, is not limited 
to marketing alone; segmentation studies are used in everything from 
electoral politics to public health research (Nielsen  2012 ; Luntz  2007 ; 
Grier and Bryant  2005 ; Slater and Flora  1991 ). Turow ( 2010 ) argues that 
marketing segmentation is one of the driving forces behind the logic of 
a “databased” society; big data and marketing were made for each other:

  The industrial logic leads [marketing executives] to work toward a century 
in which databases rule. It is a world where biometric data recognition pro-
vides executives with a secure sense of who the entering consumer is; where 
customizations in programming, product offerings and price discounts 
take place instantly based on customer history and niche identifi cation; and 
where the entire process reinforces the consumer in the relationship while 
adding the information about the encounter to the dataset so that the next 
encounter will be more profi table. (Turow  2010 , p. 6934) 
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   The segmentation of people into marketing categories for targeted and 
fi ne-grained communications arose in the 1960s as a marketing innova-
tion and has, in part, driven the collapse of the imaginary line between 
“citizen” and “consumer.” Market segmentation is the backbone of data-
base marketing, and comprises the core business of many data brokers. 
Signifi cantly, as computational power has increased exponentially, the data 
analytics that comprise marketing segmentation in the age of big data is 
nothing short of what media theorist John Cheney-Lippold calls “algo-
rithmic identity,” where our online and offl ine behaviors are collated by 
marketers and where algorithmic inferences “allow a shift to a more fl exible 
and functional defi nition of the category, one that de-essentializes [iden-
tity] from its corporeal and societal forms and determinations while it also 
re-essentializes [identity] as a statistically related, largely market research-
driven category” ( 2011 , p. 170. My addition in brackets). In the example 
that Cheney-Lippold provides, the embodied and societal category of a 
particular gender is decoupled from the individual person who identifi es 
with a particular gender, and redeployed into a free- fl oating marketing 
category of “male” or “female” (marketing logic is often binary—gender, 
race and class categories that defy facile categorization are rendered invis-
ible) that has particular habits, desires, and of course, predictable con-
sumption behaviors that can be targeted with specifi c marketing messages. 

 Experian Marketing Services, the marketing arm of the credit bureau 
Experian plc that sold my consumer profi le to list broker ALC, grew out 
of a series of mergers and acquisitions. Bain Capital brokered the fi rst 
merger between the American credit bureau TRW Information Services 
and the UK credit scoring company CCN, creating the new company 
dubbed “Experian” (Watson  2013 , pp. 15–17). It is through this series 
of mergers and demergers, that Experian plc became an Irish company 
with its global headquarters in Nottingham, United Kingdom.  6   In its pro-
motional materials Experian claims that its four core business operations 
include decision analytics, credit services, consumer services and market-
ing services (Experian plc  2016 ). 

 One of Experian’s market segmentation products is Mosaic USA (the 
Mosaic platform is also customized for fi fteen other countries), and the 
product’s promotional brochure states that the seventy-one segments 
available through the Mosaic platform are derived from consumer data 
on 116 million US households. Globally, the platform holds data on two 
billion individuals (Experian Marketing Services  2016 , p.  5). Experian 
claims that the Mosaic product builds these profi les from more than 300 
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separate data “attributes,” or sources and does not delineate further what 
the data are or how they were aggregated. This is all Experian’s “secret 
sauce.” What are not so secret are the categories of how the lives of people 
are sliced up and made into fl at, data images—marketers’ stereotypes of 
the complex lives of millions of strangers. Households are hierarchically 
labeled from those in the highest income brackets “A—Power Elite” to 
the bottom economic rung “S—Economic Challenges,” and the subcat-
egories further divide these 116 million households into slots based on 
data analytics and a lot of marketing story-telling embellishments. The 
subcategories or segments are given such titles as “American Royalty,” 
“Platinum Prosperity,” and “Aspirational Fusions—Dare to Dream,” or 
“Families in Motion—Diapers and Debit Cards” (Experian Marketing 
Services  2016 , pp. 7–8). 

 What is striking in reading these categories is that despite the (presum-
ably) highly sophisticated algorithmic analyses that went into mining the 
large amounts of data to refi ne it into marketing meaningful segments, the 
resulting categories read as trite and glib which simply recapitulate well- 
worn racial, gender and class biases. One of the ways that these biases are 
displayed is in the stock photos used to illustrate some of the categories. 
Each photograph depicts models that are white, appear to be healthy, well- 
dressed and holding objects—smart phones, shopping bags, and paper 
cups of coffee—that mark their class status. The one model of color, an 
African-American girl of about six years of age, is playfully held in the 
arms of a smiling white man, with a white woman and another white 
girl, blurred in the background, meant to imply that this is a family made 
through transracial adoption, again another indicator of class status. The 
Mosaic brochure does not visually depict any of the other segmentation 
categories, such as “Red, White and Bluegrass,” “Modest Metro Means,” 
“Urban Survivors,” or “Small Town Shallow Pockets,” or any number of 
the working class and poor, older generational, racially inferred catego-
ries. Presumably, these are not “good prospects” for many marketers that 
may use the Experian product and indicate that the “algorithmic identi-
ties” constructed by Mosaic are limited to racialized and classed notions of 
consumers. These algorithmic identities become the instruments of “data 
phrenology” for the databased society. 

 Private health data is buried within these various marketing categories, 
since not only does Experian collect search and purchasing data behaviors 
that we transact both online and offl ine, including searches on diseases or 
symptoms and purchases of health services, the company offers another 
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data product, Experian Health, through which the broker collects health 
and medical data, in a similar way that it collects data through its credit 
risk platforms used by creditors. While of course these data will be de- 
identifi ed and considered HIPAA-compliant, it is certainly possible that 
these Experian Health-derived data will be aggregated into various data 
assets, including the Mosaic product. Your detective suspects that the mar-
keting baby, at least parts of its body, may reside in one of the Mosaic 
categories and this is a lead that should be investigated further. Through 
the data that Experian collects on us through our online and offl ine behav-
iors, they are able to analyze and make inferences about us, and sell these 
inferences to other marketers. This wholesale collection of personal data 
remains almost entirely invisible to us because most data brokers do not 
have direct contact with consumers, but rather contract with “consumer 
facing” businesses, from large multinational retailers to small non-profi ts 
and which directly collect data on us. 

 How is it that there is an industry, an industry that most of us have never 
heard of, that is so powerful that it can remain behind a curtain of secrecy 
and refuse to cooperate with government when subpoenaed to do so? The 
industry is able to do this, I contend, at least in part, because they claim 
ownership over our data. They are able to make these ownership claims 
in two very important ways. The fi rst way is that data comes to “rest” 
or “land” into their database warehouses through either actively sourcing 
data or by passively collecting data through data contracts with clients. It 
is through the second way that brokers take ownership over our data that 
is even stronger than mere possession; after all, data at rest is dead data. 
Brokers argue that by “adding value” to data through analyzing it, process-
ing it, de-identifying it, and creating new instruments or data products out 
of “raw” data, brokers fi rm up their ownership claims. A common refrain in 
the industry is that data is the “new oil” and brokers are the “processors” 
that refi ne it and make it into “products.” Innovation equals ownership. 

 Furthermore, data companies, such as Experian,  are able to analyze 
and make inferences about us and sell these inferences to other marketers. 
  B y making proprietary claims and remaining secretive about their data 
sources as well as about how they build their data assets, are all ways that 
they maintain their power. In Chapters   4     and   5    , I develop how these own-
ership claims are made with health data. The power that data brokers wield 
over personal data comes from their ownership claims through  possession 
and innovation, and ultimately, through our dispossession of our data.  
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         NOTES 
     1.    Most data brokers will go to pains explaining that customers do “consent” 

to the massive data collection that occurs, primarily through the “opt in” 
agreements placed before a customer during a transaction. As Fuchs ( 2014 ) 
and others have shown, many of these are 16 pages or longer, and the con-
sent clause is usually buried within complex text, so while ostensibly a com-
pany like Experian can claim that they have a customer’s consent, many 
consumers believe that this is a fallacy.   

   2.    See Experian Marketing Services’ patent holdings in the United States 
Patent and Trademark Offi ce’s database:   http://www.uspto.gov/patent    .   

   3.    Tanner details how Caesars Palace collects transactional, behavioral and 
other types of data, including location data, on its patrons that are enrolled 
in its Total Rewards program and its Total Rewards credit card. Through 
Caesars’s credit card, the casino is able to track patrons’ transactional behav-
ior in rival casinos, as well as other retailers and service providers.   

   4.    Experian Health is a data and software platform, and part of Experian’s busi-
ness services:   http://www.experian.com/healthcare/experian- healthcare.
html    .   

   5.    The Data Broker Accountability and Transparency Act is not to be confused 
with the Digital Accountability and Transparency Act of 2014 (DATA Act) 
that called for more rigorous accountability in regards to the information 
concerning government expenditures and budgetary transparency. The 
Digital Accountability and Transparency Act was signed into law on May 9, 
2014.   

   6.    As of January 2016, Experian’s corporate website lists that it employs 
17,000 people in 38 countries. Previously, in 2014, the company claimed to 
have offi ces in 40 countries (Experian plc  2016 ).         
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    CHAPTER 3   

            THE BIOPOLITICS OF PHANTOM DATA 
 As patients we produce data in excessive amounts, so much so it has 
been described as a fl ood, a data deluge that statistical science has yet to 
develop suffi cient methods to probe (Sagoff  2012 , p. 71; Merchant  2008 ; 
Balasanov  2015 ). Our bodies, in fact, are founts of data, which is made 
“useful” not only for individual patient care, but for all sorts of industries. 
Our lungs, hearts, uteri, ovaries, spermatozoa, oocytes, spleens, colons, 
umbilical cords, urine, blood, kidneys, anuses, livers, feces, brains, cells, 
and DNA, as well as the DNA of other species that we carry within and on 
us—like bacteria or cancers—are photographed, scanned, probed, excised, 
measured, and quantifi ed, and thus transformed into data. This fl eshy data 
increasingly ends up in databases stored in data warehouses, separated 
from the bodies that produced it. Poet Daniel Borzutzky describes this 
dematerialization of embodied data in his poem  The Data Harbor :

  She sends my body through the fax machine because I contain vital informa-
tion that might make or break the bureaucrats on the other end, but when 
I arrive through the wires I am stored in a box and put in a basement and a 
few months later the basement fl oods and I am stuck forever amid boxes of 
fl ooded data. ( 2015 , p. 69) 

   Is there anything more intimate than the living materials that make us, 
that sustain our bodies or that kill us? What could be a more fraught, and 
a more potent, symbol of the conditions of the Age of Big Data than the 
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fact that pieces of us live digital lives outside of our bodies? Those pieces 
are maintained and optimized to produce value—primarily fi nancial and 
marketing value—through clicks and keystrokes done by strangers, many 
of whom have never met us and never will, and who would never have 
such intimate access to our bodies under other circumstances. 

 The data that our bodies produce can have a direct impact on our 
health: A doctor collects a tissue sample; it is analyzed and transformed 
into data that can tell the doctor whether or not the sample is cancerous; 
and that information will direct the treatment of an individual patient. 
More often, however, our data are put to work not for our direct benefi t, 
but for the benefi t of others. Public health researchers use large datasets 
of outpatient surgery records from hospitals, for instance, to study the 
effectiveness of certain procedures that potentially could benefi t not just 
one, but thousands of patients. Patients with rare or debilitating diseases 
often weigh the balance between keeping their health status private against 
sharing their data in open online forums, such as Patientslikeme.com, in 
exchange for medical researchers’ promise that their data would benefi t 
others similarly diagnosed (Ali et al.  2015 ). For these patient advocates, it 
does not matter that the website is a commercial one, a data platform that 
benefi ts from pharmaceutical and medical industry investments as well as 
partnerships with health research non-profi ts; they give their data freely 
knowing that it could be commercialized. The potential risks to their pri-
vacy is worth the possible benefi ts to their health and well-being, and it 
could help other patients as well (Professional Services Close-Up  2014 ). 

 I began this book with the birth story of my data phantom—my mar-
keting baby—a birth that took place not in the clinic but in a data broker’s 
database. The book itself was born out of betrayal and violation: I had an 
expectation of privacy in my doctor’s offi ce, an expectation that many of 
us may have. But why? How did I come to believe that the information 
that was collected from my body or about my health and disclosed in my 
doctor’s offi ce would not be shared with anyone else outside of the con-
text of healthcare provision? How was my sense of privacy stretched and 
breached by the collection and commodifi cation of my health data? 

 Perhaps it is because as our vitality is being digitized, we increasingly 
live with a seeming contradiction. Many of us have a desire to keep certain 
things about us and our lives private; we often believe that this desire is 
inherent in the human condition and central to human dignity, at least in 
the abstract. Yet, we also live with the knowledge that everything we do 
and say is often being tracked, watched, recorded, and gathered, especially 
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digitally. Some of us believe that if we are doing nothing wrong, then 
we have nothing to worry about. But many of us—those who are mem-
bers of historically marginalized groups, including people with disabilities, 
migrants, racial, gender and sexual minorities—have never had an expecta-
tion of privacy, indeed, quite the opposite. Many of us live with the trauma 
and fear of never having a right to privacy whatsoever. In her extraordi-
nary book  Private Bodies ,  Public Texts , bio-ethicist and legal scholar Karla 
Holloway notes that within the social, political, and economic contexts of 
privacy, expectations are conditional: “As human as the right to privacy 
may seem, it has a public history that absolutely renders it a socially selec-
tive privilege” (Holloway  2011 , p. 7). 

 You may have noticed that things have changed over the years, although 
the changes become imperceptible as we form them into habits—at some 
point, some of us swapped out a paper journal to divulge our most secre-
tive thoughts before we go to sleep for online Facebook disclosures with-
out bothering to change our privacy settings (as if that would make a 
difference anyhow). We disclose some of our most intimate and sensitive 
information in very open and public ways not only online but offl ine as 
well. For some of us, as long as we have control over the disclosure con-
text, this can be empowering. In response to recent legislative encroach-
ment on women’s reproductive rights, some women who have had an 
abortion are telling their “abortion stories” online to undermine the social 
stigma of terminating a pregnancy and to emphasize that such a choice, 
while not an easy one, is ultimately a private one.  1   Women who make their 
abortion stories public, ultimately wrest control over their story by choos-
ing to make their private decision a political,  public  act (Bahadur  2015 ).  2   
The key here is that women who tell their abortion stories online are in 
control of the context of disclosure. What I hope to demonstrate through-
out this chapter is that in most cases in which health data is collected and 
disclosed, patients not only do not control the context, they have no way 
of knowing the complexity of the data networks that disclosures are made 
within, to whom those disclosures are made and or what is made of those 
disclosures. 

 We are often less aware of offl ine disclosures, since these come in the 
form of a credit card swipe or a PIN entered into an ATM. Yet, so long as 
our behavior is in some way digitized, information on every detail of our 
lives is being disclosed somewhere, by someone. Sometimes that someone 
is us, sometimes it is a stranger, but it always involves an algorithm and a 
database. And there is little that we can do about it. 
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 We are often outraged when we learn that “our privacy” has been 
breached, especially if that breach is done by those who have some kind of 
power over our lives, such as the police, a bank, or the government. Yet, in 
what seems to be a direct contradiction to our indignation, we go through 
our daily routines, knowing full well that everything we do online, on our 
phones, out in public (especially in ostensibly “public spaces” enclosed 
by commerce) is being tracked, and data on every transaction we make is 
being collected. 

 In their book  Obfuscation , a little volume fi lled with practical strat-
egies to fl ummox Big Data, privacy scholars Finn Brunton and Helen 
Nissenbaum incisively sum up the daily contradictions of privacy and 
“information asymmetry”:

  We can see a surveillance camera mounted on a streetlight, or concealed in 
a dome of mirrored glass on the ceiling of a hallway, and we know that we 
are being recorded. We know that we don’t know whether the recording is 
being transmitted only on the site or ... streamed over the Internet … [w]e 
don’t know if the footage is being run through facial-recognition software 
… or if the time code can be correlated with a credit-card purchase … 
to connect our image with our identity—in fact, unless we are personally 
involved with privacy activism or security engineering, we don’t know that 
we don’t know that. … And that is merely one CCTV camera … [m]ultiply 
this by making a credit-card purchase, signing up for an email list, down-
loading a smartphone app (“This app requires access to your contacts”? 
“Sure!”), giving a postal code or a birthday or a [sic] identifi cation number 
in response to a reasonable and legitimate request, and on and on through 
the day and around the world. (Brunton and Nissenbaum  2015 , loc 978) 

   Often, we consider certain categories of data particularly sacrosanct, 
such as information about our health or family, thinking that these data 
warrant extra protection from disclosure. While there is legislative rec-
ognition that certain data or groups of people require extra privacy pro-
tections, evidenced in laws such as the Health Insurance Portability and 
Accountability Act (HIPAA) (legislation that I discuss at greater length in 
Chapter   4    ) and the Children’s Online Privacy Protection Act (COPPA), 
most laws have failed to keep up with innovations in digital technologies 
and data collection practices. In an effort to stem the fl ow of commercial 
data away from citizens and into the hands of corporations, in March 
2015, the Obama administration released a draft of the Consumer Privacy 
Bill of Rights. Upon its release, however, many privacy rights observers 
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noted that the draft bill lacked any legislative teeth, possibly preempted 
established state privacy laws, and did nothing to prevent sensitive data 
(such as patient health information) from being sold to marketers. 

 The public often expresses greater outrage when particular types of 
data, especially sensitive data related to health, are exposed—except when 
we make these unfortunate disclosures through our own behavior, in 
which case we often castigate ourselves (we know better than to give a 
stranger our private data!). Several data services industries, in particu-
lar the database marketing and data brokerage industries, actively lobby 
against privacy regulations, as industrial spokespeople often argue that 
they are best suited to regulate themselves. In the face of such asymmetri-
cal power over the privacy of data, we seem to be resigned to the fact that 
we are powerless when it comes to protecting our informational privacy, 
and helpless to prevent how our data are used in ways that can potentially 
harm us (Turow et al.  2015 ). 

 Surely some of us have experienced something like what happened 
to Claudia. Living in a small northeastern US town, she told me in an 
interview that she often frequented a retail drug store to purchase toi-
letries and to have the occasional prescription fi lled. Claudia also used 
a customer loyalty card, given to her by the drug store in exchange for 
her name, address, phone number, and (when swiped) information on 
her purchases. She had the card swiped at checkout for most purchases, 
including prescriptions. For a time, she noticed that her receipts offered 
coupons for “diabetes-related” products, such as discounts on needles and 
at-home glucose monitors. Claudia found this curious since she thought 
that neither her prescriptions nor the items that she occasionally pur-
chased indicated that she had diabetes. Yet, the drug store’s data image of 
her refl ected a diagnosis: diabetes. In fact, during the time that Claudia 
started to notice that the drug store’s database had diagnosed her, she 
also received phone calls from charities fundraising for diabetes research. 
Somehow, her data image leaked out from the drug store’s database and 
into the hands of at least one charity. Claudia never was able to discern 
how the drug store determined that she “had” diabetes and at some point, 
she noticed that the diabetes-related coupon offers and phone calls ceased 
as mysteriously as they had begun. 

 What happened to Claudia happened to me as well, and often hap-
pens to others in this Age of Big Data. We hand over personal infor-
mation about ourselves, either consenting to it knowingly or not, only 
to be haunted by that data when it comes back to us in some sort of 
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phantom data-marketing image of ourselves. Even when we consciously 
attempt to render ourselves invisible to Big Data by opting out, the system 
eyes us suspiciously, as was the case for sociologist Janet Vertesi. When 
she became pregnant, she went to extreme efforts to hide her pregnancy 
from digital media and from data brokers, by phoning friends and family 
with her news, by not searching online for pregnancy-related informa-
tion or products, by paying for everything in cash. In her experiment, she 
found that her data image was one of a criminal because Big Data could 
not index her behavior; she was illegible as a consumer (Vertesi  2014 ). 
Sometimes we might laugh it off as an incongruous ghostly mirage, but 
there are other times, when perhaps we are hurting, vulnerable, or trying 
to hold on to our lives as we are dying of cancer or losing a loved one, 
when a data ghost comes knocking at our doors, wanting to be let in to 
further hurt and traumatize us (Pearce  2014 ).  3   While my focus here is on 
aggregation and commodifi cation of personal health data by commercial 
interests, there are numerous contexts in which such bodily data can harm 
us. For example, the collection and use of biological data by the state or 
even by insurers, say when blood and DNA samples are collected from 
immigration applicants or incarcerated youth, can have huge and trau-
matic implications for the person’s life (Duster  2003 ).  

   LIVELY DATA AND VAPORIZED PRIVACY RIGHTS 
 What are we to make of our phantom data? How can we prevent being 
haunted and traumatized by our data, data that is reanimated by market-
ing and algorithms, takes on a life of its own, and stomps clumsily back 
into our lives? How did our privacy vanish? Is this disappearance related 
to dead-cum-lively data or did we ever have a right to privacy in the fi rst 
place? 

 While the concept of privacy can be hard to defi ne—what one person 
might consider “private” may not be considered so by others—and as 
privacy values and behaviors are culturally and contextually dependent, 
defi ning “privacy” becomes very diffi cult indeed (Acquisti  et al .  2015 , 
p. 513). Some privacy scholars argue that privacy means everything and 
nothing at all, and that while it might seem to be a culturally specifi c value, 
it is a principle that is shared universally across cultures and historic peri-
ods—and often refl ects overarching ideological commitments of a society. 
For some privacy scholars, activists, and regulators, especially those work-
ing in health and medicine, privacy pertains to the collection, storage, 
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and use of personal information or data that is individually identifi able 
(Nass  et al .  2009 , p. 16). Much of the US privacy legislation passed since 
the mid-twentieth century has defi ned privacy as the protection of indi-
vidual facts about a person from being exposed to public scrutiny without 
their consent, or the protection of individuals from certain intrusions into 
what is considered a private space. However, many people have a more 
expansive notion of privacy than these laws provide. Most people have a 
sense of what is “private,” even if what is considered to be private changes 
across cultures, epochs, and even people who share a culture (Solove 
 2006 , pp. 481–482). A sense of privacy may relate to who may have access 
to our bodies, thoughts, behaviors, or relationships, both intimate and 
otherwise. More so, how privacy is defi ned can profoundly disadvantage 
certain groups. For example, calling salary information private can mask 
pay inequality between men and women, calling home life “private” can 
perpetuate familial violence by keeping it “in the family,” and even calling 
healthcare experiences private can hide implicit bias and racial and gender 
discrimination in healthcare settings. In cases of asymmetrical power, the 
struggle to make something public or to keep it secret is a political one 
(Benhabib  2007 , p. 94). Yet, the implications of privacy can deeply harm 
those who are disempowered when privacy serves the interests of the pow-
erful. Media scholar Christian Fuchs notes this when considering how 
privacy has advantaged the wealthy elite and disadvantaged those who do 
not enjoy the same privacy rights. For example, the wealthy are often able 
to maintain offshore bank accounts in countries that keep these secret 
from tax bureaus (Fuchs  2014 ). In the contemporary USA, privacy’s legal 
defi nitions often stem from the ideological concepts of the liberal self 
and the autonomous subject (Cohen  2013 ). The contemporary notion 
that individuals should enjoy privacy can be traced to nineteenth-century 
liberal Enlightenment ideology, which is foundational to US law (Fuchs 
 2014 , p. 156). Fundamental to the liberal ideal of privacy is a core concern 
with individual autonomy; for an individual to be independent, especially 
in relation to government power, she or he must be imbued legally with 
certain inalienable rights, including the right to conceal or disclose per-
sonal information. In their defi nitive 1890 article “The Right of Privacy,” 
Samuel Warren and Louis Brandeis trace the evolution of individual rights 
from common law, especially the rights to life and property, to the legal 
recognition of “corporeal property” and the incorporeal properties and 
rights issuing from the “legal” possession of one’s own body, such as artis-
tic expression, ideas, and inventions, thus linking the right to privacy to 
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the right of intellectual property. They argued that the approach of the 
twentieth century required that “the right to be left alone” be codifi ed, as 
the era saw rapid changes in new media technologies capable of capturing 
an “essence” of an individual, including descriptive photography and mass 
media. They also argued that intangibles, such as thoughts, emotions, and 
personal characteristics, should be considered an individual’s “property” 
and thus enjoy a right to privacy, “a right to one’s personality” (Warren 
and Brandeis  1890 , p. 205). Holloway points to the class, race, and gen-
der positionality of Warren and Brandeis, and argues that for them, the 
right to privacy was connected to an “inviolate personhood” in which 
privacy was an “intimate aspect of identity” inseparable from the body 
( 2011 , p. 28). She notes that such a perspective on privacy could only 
come from White, male, upper class subjects. After all, African Americans 
have historically been denied this bodily “inviolate personhood” both 
under slavery and afterwards, a denial legally codifi ed just a few years after 
Warren and Brandeis’s 1890 article in  Plessy v. Ferguson ’ s  1896 “separate 
but equal” doctrine ( 2011 , pp. 27–30). Certainly many of the social jus-
tice and identity movements that arose in the twentieth and twenty-fi rst 
centuries—from the Civil Rights Movement to Reproductive Rights to 
Stonewall to the Dreamers—were, in part, concerned with a struggle over 
the right to “inviolate personhood.” 

 Legal scholar Julie Cohen argues that considering the current con-
ditions of informational privacy, we should understand ourselves to be 
“postliberal subjects.” We are not autonomous individuals living on 
islands of privacy (and we never were), but rather we are situated in messy, 
complex social relationships that co-produce our emergent subjectivities 
(Cohen  2013 , p. 1910). So too, ideas, beliefs, and legislation about what 
constitutes the distinction between public space and private domains in 
Western cultural contexts are fl uid, and these distinctions have in some 
ways collapsed through digital media and communication technologies. 
Some see this collapse as mundane and harmless, and others see it as dan-
gerous and traumatic. If I speak on my smartphone on the bus, I don’t 
expect my conversation to be private. However, if on the same bus ride, I 
use my smartphone to browse the Internet for information about a high 
blood pressure diagnosis, I might assume or at least hope that my search 
history is private (unless another rider looks over my shoulder). But this 
is a completely unreasonable assumption on my part since, as I described 
in Chapter    2    , virtually all of my online and offl ine behaviors are being 
captured and shared digitally. As Josh Sims, a bioinformatics engineer, 
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described it to me during an interview, data privacy expectations and leg-
islation simply cannot keep up with the algorithms. 

 Since the 1973 Federal report on privacy and information technologies 
that outlined the Fair Information Practice Principles (FIPPS) framework, 
US law has considered informational privacy through two mechanisms: 
consent and anonymization (Barocas and Nissenbaum  2014 , p.  32). 
Consent here entails that we, as data subjects, understand that our data is 
being collected, analyzed, and commodifi ed, and that we give our permis-
sion for this to happen. Anonymization means that as part of consent pro-
cess, we also consent to this data collection as long as it will be decoupled 
from us and de-identifi ed—our information is not supposed to be able to 
come back to haunt us. Here is one of the legal fi ctions of big data and 
database marketing: The  de jure  legal rule stands in stark contrast with the 
daily  de facto  data hauntings. 

 Social media scholar danah boyd points out that for quite a long time 
we have attempted to control the information that may be disclosed about 
us, instead of trying to control the social context of disclosure (Marwick 
and boyd  2014 ; boyd  2014 ). She notes that younger generations that have 
grown up with the Internet understand this, while legislators are trying to 
catch up with constantly changing information technologies. Context is 
everything. Just as we are social beings without “autonomous, precultural 
cores,” we are selves entangled within social, cultural, and political con-
texts that are in fl ux, particularly online. In this world, privacy cannot be 
a “fi xed condition,” but should be understood as a contextual and fl uid 
 practice  (Cohen  2013 , p.  1908). We may feel secure in discussing our 
health status with our doctor, but less so making disclosures to a market 
researcher who is surveying customers for a new over-the-counter remedy. 

 Helen Nissenbaum notes that with online data collection in the Age 
of Big Data, the context of informational consent is deeply fl awed and 
increasingly meaningless (Nissenbaum  2011 , p. 35). For many of us, most 
of our daily lives are enacted online, from fi lling out online job applica-
tions to creating bank transactions and communicating with loved ones. 
In a databased society, even if we do not interact digitally ourselves, maybe 
we choose to be off the grid, our information has a way of becoming 
digital regardless. Nissenbaum observes that we have little choice in this; 
we are increasingly forced to forfeit our informational privacy, and the 
transactional costs never favor us ( 2011 , p. 36). If the liberal notion of 
privacy rights means that we should be able to control the context within 
which information about us is collected, used, and disseminated, this has 
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always been a legal fi ction in the USA. One only needs to consider this 
country’s history of colonization and slavery, or the Federal Bureau of 
Investigation’s COINTELPRO surveillance of the Black Panthers, The 
American Indian Movement (AIM), feminist organizations, and The 
Young Lords, among many other social justice groups, to understand 
that most Americans have never controlled the boundaries of their privacy 
(Flaherty  1989 ; Cunningham  2004 ). Certainly, this fi ction is more poi-
gnant and insidious under the pall of digital technologies, Big Data, and 
the Patriot Act. 

 The notion that privacy entails the right to control either the condi-
tions within which information on us is collected or how that data will be 
subsequently used, at least within healthcare settings, is an elusive one. 
We do not have the right to control the context of information collection, 
how it is stored, nor what is done with our data once we cede it to our 
doctor. In Chapter   4    , I provide a deeper analysis of what rights we don’t 
have, but here it is enough to say that under HIPAA’s privacy regulations, 
patients must give authorization for third parties to use their data for mar-
keting purposes and for disclosures not related to “healthcare operations.” 
But this authorization is limited to the very narrow context of the doctor’s 
offi ce. A doctor or clinic cannot sell a patient’s data for explicit market-
ing purposes without the prior, written consent of the patient. Yet, once 
patient data is moved out of the healthcare setting (under HIPAA this is 
called the “covered entity”), the patient’s right to consent dissolves. This 
is what most often happens, as HIPAA’s ultimate goal is to make data 
mobile. 

 In many other contexts, we have no rights over how our data is col-
lected, stored, disclosed, or used in the larger network that health data 
can traverse. There are several court cases that are illustrative of this 
tension between patients who produce data within a healthcare setting, 
where they believe their privacy is protected, and those who lay claim 
to health data ownership outside of that protected context. Two recent 
cases in particular, one a US Supreme Court case,  Sorrell v.   IMS Health 
Inc . ( 2011 ) and the other case,  Arthur Steinberg et al. v. CVS Caremark 
Corporation et  al . ( 2012 ), dismissed by the US Eastern District Court 
(Pennsylvania), demonstrate that while patients may produce private data 
within healthcare settings—in both cases, prescription data—once these data 
are shorn of the patient’s identity and mobilized outside of the clinic, they 
become the property of third-party innovators of that data (Boumil  et al . 
 2012 ; Sweeney  2011 ; Pearson  2011 ). In both these cases, the courts 
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found in favor of the third-party companies, and not for the patients that 
were suing for control over their data or for their privacy rights. 

 There exists a stratum of companies that work as data intermediar-
ies between pharmacies, health insurers, and pharmaceutical and medi-
cal device manufacturers that most patients (and even many healthcare 
professionals) know little about. These companies are sometimes identi-
fi ed as prescription drug information intermediaries (PDIIs), such as IMS 
Health Inc., the defendant in the 2011 Supreme Court case, and they 
collect prescription data through license and purchasing agreements with 
pharmacies. They then resell or relicense that data to analytics compa-
nies, pharmaceutical manufacturers, marketers, and other data resellers 
(Ornstein  2014 ). I discuss these third-party data innovators in greater 
detail in the following chapters. 

 In the USA, in fact, as illustrated in the instance of selling prescription 
data, our rights to privacy are quite limited, and in some sectors or with 
some categories of information, in fact, we have no privacy rights at all. 
Privacy is contextual both to what can be kept private and under what 
conditions. Legal scholar Anita Allen explains that Congress has enacted 
a patchwork jumble of privacy and data protection laws since the 1970s, 
including more than eighteen federal laws, with additional legislation at 
the state level. Far from protecting our privacy, these laws, in fact, enable 
us more easily to alienate or waive our privacy rights (Allen  2011 , p. 156). 
Many Americans believe that the right to privacy is enshrined in the Bill 
of Rights, protected by the Fourth Amendment outlawing undue search 
and seizure and the Fifth Amendment outlawing forced self-incrimination 
in court (Allen  2011 , p. 157). While the Constitution does not explicitly 
state that we have a right to privacy, the Fourth and Fifth Amendments 
are used in defense of that presumed right. However, these rights to pri-
vacy are rights from unwarranted breaches by the government, not from 
the private sector, which is regulated by fragmentary  laws concerned 
with protecting the privacy of consumers within certain, but not all, sec-
tors. The right to privacy is not universal in the sense that it only extends 
to certain dealings with government and law enforcement. In the rest 
of life, such as with healthcare or  banking  information, privacy rights 
are regulated sector by sector. This approach contrasts with many other 
countries and regions, including the European Union (EU), which use 
omnibus privacy legislation. Within the omnibus context, people become 
“data subjects” that enjoy strictly protected privacy rights across all sec-
tors, compared with the USA where a handful of Federal and state laws 
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provide privacy standards for only twenty sectors of the economy (Dyson 
 et al .  2014 ). The signifi cant contrast between the EU’s omnibus laws and 
the US’ sector-specifi c laws is one of mobility: under EU law, personal 
data cannot cross national boundaries, while under US law most personal 
data is highly mobile and traverses globally. Despite this, many Americans 
believe that our privacy rights are universal, and thus we have a say in how 
our information is collected, stored, shared, and disclosed. This may come 
from a moral sense of privacy rather a legal one (Allen  2008 ). In fact, we 
have no omnibus legal right to privacy. 

 Confi dentiality is essential to cultivating trust between a patient and 
her doctor, as well as all the other professionals in the clinical setting that 
are concerned with providing her healthcare. A trusting relationship is 
important because without assurances of confi dentiality, a patient may 
not be honest with her doctor about her health. This lack of trust can 
have a deleterious impact on the patient’s health. The two-thousand-year- 
old Hippocratic Oath, taken by doctors around the world, is intended to 
engender trust in the doctor-patient relationship through the promise of 
privacy. When the World Medical Association codifi ed the Hippocratic 
Oath in the 1948 Declaration of Geneva, they made confi dentiality its 
fi fth principle. All subsequent oath modifi cations maintain confi dentiality, 
as it is one way that doctors promise to “do no harm” to patients (World 
Medical Association  1948 ). US privacy regulations determine what is per-
missible and impermissible disclosure of patient information. These laws 
often stand in direct opposition to the ethical guidelines and principles 
of medical practitioners. A doctor’s disclosure of patient information 
through HIPAA can often contradict this core value in medicine—confi -
dentiality—where doctors pledge to keep their patients’ health and medi-
cal information guarded. It is within  this fragmented and contradictory 
relationship produced by the law and refl ected in practice, that doctors 
and nurses handle patient privacy in their day-to-day work, which I detail 
in Chapters   4     and   5    . 

 The signifi cance of protecting trust and privacy in the medical rela-
tionship is exemplifi ed in the case of Blanca Borrego, an undocumented 
immigrant who has lived in the USA for more than a dozen years. Borrego 
was arrested in her gynecologist’s offi ce for using a fake driver’s license 
as proof of identity (Hennessy-Fiske  2015 ). When Borrego went to her 
gynecologist, a doctor that she trusted to provide her with appropriate 
care for an ovarian cyst regardless of her immigration status, imaginably, 
her trust extended throughout the healthcare setting to include the offi ce 
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staff that collected her data. Borrego entered a social context that comes 
with a higher legal and social expectation of privacy—much like a church 
or a psychiatrist’s offi ce. Except in cases where the abuse of a child, elderly, 
or disabled patient is suspected, where healthcare practitioners are legally 
required to report their suspicions to authorities, within any healthcare 
setting, the expectation of privacy is assumed once a patient walks through 
the door. Suspicions concerning a patient’s immigration status are not 
grounds to violate a patient’s confi dentiality.  4   For Borrego and other 
patients like her, the expectation one has when entering the hospital is not 
one of privacy but rather betrayal. Borrego’s case highlights how the law 
requires doctors to violate the core principles of their professional practice. 

 Along with ensuring confi dentiality in the medical relationship, the 
principle of informed consent and a respect for the autonomy and bodily 
integrity of the patient is also fundamental to professional and ethical med-
ical practice (O’Neill  2002 ). The twentieth-century global codifi cation of 
medical informed consent emerged from public revelations of shockingly 
unethical medical practices, research, and experimentation conducted on 
patients in the name of science (Rothman  1991 ). While many medical pro-
fessionals were concerned with some version of informed consent in earlier 
periods, it was during the mid-twentieth century that its import came into 
sharp and urgent focus. In the years following World War II, a series of 
international conventions, laws, and procedures took shape in response to 
the egregious medical practices, such as vivisection or inhumane experi-
ments performed on prisoners, revealed during the Nuremberg Trials, the 
Tokyo Trials and the Khabarovsk War Crime Trial that prosecuted research-
ers working at Unit 731(Faden and Beauchamp  1986 ). The global medical 
community, along with legislators and political leaders in many countries, 
found the need to delineate and codify consent within medical settings. 

 Within medical ethics guidelines, in order for a patient to give con-
sent to her doctor for treatment, a few conditions need to be met. The 
fi rst condition is that the patient is fully informed, through language that 
she can comprehend, of each procedure. This includes the procedure 
details, its risks to her health or chances of success or  survival, and its 
potential health benefi ts. The second condition is a lack of coercion. The 
patient must make her treatment decision free of non-compliance penal-
ties. The patient submits to treatments of her own will. The fi nal condi-
tion that must be met is that the patient explicitly gives permission to the 
 healthcare provider to perform the procedures as described to her (Faden 
and Beauchamp  1986 , p. 54). 
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 Another condition that should be met before a patient can give her 
informed consent for a treatment pertains to privacy in terms of both 
her diagnosis and her treatment. Within another document, the Helsinki 
Declaration, under the World Medical Association, within Section B, 
point 21 of the text (“Basic principles for all medical research”) is explicit 
concerning respecting patient privacy:

  The right of research subjects to safeguard their integrity must always be 
respected. Every precaution should be taken to respect the privacy of the 
subject, the confi dentiality of the patient’s information and to minimize the 
impact of the study on the subject’s physical and mental integrity and on the 
personality of the subject. (World Medical Association  1964 ) 

   Although the Helsinki Declaration concerns medical research, these ethi-
cal guidelines inform clinical practice as well. Part of the concern of the 
Helsinki Declaration and the Belmont Report, guidelines on conducting 
ethically sound medical research prompted in part as a response to the 
Tuskegee Syphilis Study made public in 1972, is the recognition of and 
respect for patient autonomy. All of these ethical guidelines put together 
over most of the twentieth century, demonstrate that respect and recog-
nition in medical practice comes in part by recognizing and respecting 
patient privacy, including protecting patients’ informational privacy. So 
when a patient gives informed consent to allow her doctor and nurses to 
perform particular procedures on her, is she also giving informed consent 
to her healthcare providers to use and share her private information in 
ethically sound ways? Most often, she is not. 

 Notwithstanding the legislation and clinical practices in place that osten-
sibly protect patient privacy, patients in the USA do not give informed 
consent to how their information is used or shared, as I discuss at length 
in Chapter   4    . Patients are required to acknowledge that the practice’s pri-
vacy regulations were presented to them, but they are not consenting to 
anything that the practice might do with their private data. 

 Biologically derived data, information that is fundamentally about who 
we are, is often considered a “form of intangible property,” at least by 
patients and even healthcare providers, who co-produce and disclose this 
data. Signifi cantly, since these data are produced and stored digitally, many 
who argue for health data privacy argue for digital personhood—just as 
we “own” our bodies, so too we “own” our data personhood. One such 
person is Hugo Campos, an “e-patient” advocate who wants patients to 
have access to the data their bodies produce through implanted  medical 
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devices such as pace makers. He points out, “[i]t’s my body, my life, my 
health. Why shouldn’t I have access to do as I please with this data?” 
(Standen  2012 ). As I discuss in Chapter   5     more extensively, US law does 
not recognize patients who produce health data as owning it, nor does the 
law provide them the right to access or profi t from it, as the case of  Sorrell 
v. IMS Health Inc.  made clear. The power over health data and digital per-
sonhood has never been in the hands of the patient.  

       NOTES 
     1.    While abortion stories were certainly published in the pre-Internet days, for 

instance in  Our Bodies, Our Selves  (Boston Women’s Health Book Collective 
 2011 ), there are now several online outlets in which women are disclosing 
their narratives of terminating a pregnancy. Some of these outlets include 
1in3campaign.org, a page maintained by the National Abortion Rights 
Action League (  www.prochoiceamerica.org/womens-voices/womens-sto-
ries/    ), and the Twitter hashtag #ShoutYourAbortion.   

   2.    As both Kapsalis ( 1997 ) and Holloway ( 2011 ) argue, the control of wom-
en’s reproduction has long been a matter of public interest in the 
USA. Kapsalis describes the invention of the modern speculum, perfected 
on non-consenting, enslaved Black women’s bodies by Dr. J. Marion Sims 
(dubbed the “architect of the vagina”), and displayed on White women’s 
bodies in public demonstrations. Holloway similarly describes the public 
control of women’s fertility and reproductive capacities, especially within 
the economic context of slavery.   

   3.    The  Los Angeles Times  reported in January 2014 that Seay, a bereaved father 
who had recently lost his teenaged daughter in a car accident, received market-
ing material from the offi ce supply retailer Offi ceMax addressed to “Mike 
Seay, Daughter Killed in Car Crash” as mentioned in Chapter   1     (Pearce  2014 ).   

   4.    In a  Los Angeles Times  article about Borrego’s case, a spokesman for the 
hospital system where Borrego’s arrest occurred stated that while it goes 
against hospital policy to deny care to patients based on their immigration 
status, authorities were contacted because Borrego used a fraudulent ID 
card (Hennessy-Fiske  2015 ).         
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    CHAPTER 4   

          Most of us who access healthcare in the USA expect to receive a pile of 
forms when we check in at the front desks of our doctors’ offi ces. As 
patients, we often do not give a second thought to the type of contractual 
and transactional relationship with our doctors, nurses, with the entire 
healthcare industry that we are consenting to when we seek out health-
care. Do we enter into an equitable relationship or is it, by nature of the 
institution, always asymmetrical? We walk into the clinic and we know the 
drill; we are very familiar with the rituals in which we are required to par-
ticipate. This humble detective is no different. 

 As I returned to the seating area of the clinic’s waiting room, I peeked 
at the forms that the medical assistant behind the check-in desk handed 
me. On top of the pile, there were two pages of pink paper dedicated 
to a checklist, a long list of symptoms. In the last month, have you suf-
fered from headaches or blurred vision, do you have a family history of 
diabetes or heart disease? Check yes or no. The third page was different. 
It outlined the clinic’s policies and practices in regard to how it shares my 
health information with other “covered entities.” It emphasized that the 
clinic takes efforts to protect my privacy. The sheet was printed in blue 
ink on white paper, the ink had bled a bit around each letter, and the 
type appeared to be about a nine-point font. The text was formatted in 
bullet points containing brief single-spaced paragraphs. The form head-
ing, in bold Helvetica typeface, was titled: “HIPAA: Notice of Privacy 
Practices.” Below the heading was a subheading: “This Notice Describes 
How Medical Information About You May Be Used and Disclosed and 
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How You Can Get Access To This Information. Please Read it Carefully. 
Changes On This Notice Will Not Be Honored.” I took that sheet more 
seriously than the others. There were three columns that ran its length. 
The fi rst paragraph explained that the clinic was concerned about protect-
ing my privacy, as required by law, and that they would only disclose my 
“protected health information (PHI)” as permitted by applicable law. The 
fi rst two columns fell under the heading “Uses and Disclosures of Your 
PHI,” the last one under the label “Rights That You Have.” 

 Any good detective knows that the devil is in the details, sister, and any 
gumshoe worth her weight in data bits reads, closely and carefully, line by 
line before signing any offi cial or binding document. But I was confused 
as to what exactly I was signing. Was it a consent form? Was this a legally 
binding document of some kind? If I didn’t sign it, could my doctor still 
see me? A simple form tells me I should sign the sheet in acknowledge-
ment that I have read the clinic’s Notice of Privacy Practices (NPP). I 
looked into both the sheets for an explanation, but there was none. 

 Despite my anxiety about getting the forms completed quickly so that 
I could see the doctor soon and hopefully fi nd some explanation of my 
inability to get pregnant, I read the NPP. It astounded me. The very title 
of the form was in direct confl ict with itself. Was this a notice of the steps 
that the clinic takes to protect my privacy or was it telling me how it would 
use and  disclose  my private health information? The opening paragraph 
didn’t clarify this confusion but only deepened it. The notice informed me 
that the clinic reserves the right to change the terms of the notice at any 
time. Before detailing how and when the clinic is legally permitted to dis-
close my PHI, the sheet informed me that, in particular circumstances, the 
clinic would not disclose or share my PHI unless I signed an authorization 
form. But the form accompanying the Notice of Privacy Practices said that 
by signing it, I  acknowledged  that I was given the clinic’s NPP. It did not 
say anything about me giving authorization to the clinic to share my PHI. I 
didn’t have the time to dwell on this in the waiting room, so I moved on 
to the uses and disclosures of my PHI. The sheet detailed three instances 
in which the clinic must obtain prior authorization before they disclosed 
my PHI: the release of psychotherapy notes, use of my PHI for market-
ing purposes by third parties, and the sale of my PHI. Furthermore, I was 
informed that my PHI would be shared with “covered entities” or third 
parties that are involved with the provision of my healthcare, although the 
form did not defi ne who is a “covered entity,” I assumed it was another 
part of the hospital system or maybe my health insurer, but I wasn’t sure. 
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I was also informed that my PHI could be shared with certain entities that 
were not “covered” for certain purposes, such as when the clinic contracts 
with third-party businesses. 

 The paragraph titled “Other Uses and Disclosures” piqued my atten-
tion. It read: “We are permitted or required by law to make certain other 
uses and disclosures of your PHI without your consent or authorization. 
Subject to conditions specifi ed by law: We may release your PHI for any 
purpose required by law.” Was this an informed consent form protecting 
my private data or a form acknowledging that the clinic allowed me to 
read their NPP? Exactly what was I consenting to? Another paragraph 
deepened my anxiety:

  Restrictions on Use and Disclosure of Your PHI.  You have the right to 
request restrictions on certain of our uses and disclosures of your PHI for 
treatment, payment or healthcare operations. A restriction request form can 
be obtained from the doctor’s offi ce or hospital that you visited.  We are not 
required to agree to your restriction request, unless otherwise described in this 
notice ,  but we will attempt to accommodate reasonable requests when appropri-
ate and retain the right to terminate an agreed-to restriction if we believe such 
termination is appropriate . In the event that we have terminated an agreed 
upon restriction, we will notify you of such termination. (my emphasis) 

   Dejected by the realization that, in essence, I had no rights to con-
trol  my data, I returned to the front desk administrator in a last-ditch 
effort to ask for help in understanding all of this paperwork. She had 
stepped away from the desk, so, not knowing what else to do, and mind-
ful that I needed my doctor’s and the clinic’s assistance to make a much- 
wanted baby, I left my pile of paperwork, completed and reluctantly 
signed, on the desk. 

 My doctor’s privacy notice, I found out later, is fairly typical in its 
incomprehensibility. In their analysis of Notices of Privacy Policies from 
the top 185 hospitals in the USA, for instance, public health researchers 
Peter Breese and William Burman determined that 183 of the 185 NPPs 
studied scored fairly to very diffi cult to read, using the Flesch Reading 
Ease Formula, with 92 percent of the notices requiring a patient to be in 
possession a PhD-level education to understand them (Breese and Burman 
 2005 , p. 1593). Notwithstanding the fact that I do have a PhD, I found 
that not only could I  not  understand my doctor’s notice, I discerned a 
malevolent intent behind its ambiguous and obfuscating language—its 
real message was a threat of disclosure. The true meaning of the notice’s 
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message is that I have no rights or control over my health data, that the 
data produced by my health status, by my own body, in collaboration with 
doctors, nurses, and medical billing professionals, are not mine. By virtue 
of that fact, I have little to no say in how, when, or to whom my data will 
be disclosed. While the document’s title implies that the text will discuss 
privacy, not once in the text is it said that any of my data will be kept 
private—just the opposite. The document lists all of the ways and with 
whom my data may be  shared . The notice uses “doublespeak” language 
that “pretends to communicate, but really does not,” shifting responsibil-
ity away from the institution and onto the patient, and reinforcing the 
asymmetry of the relationship (Lutz  1989 , p. 4). Through the text’s dou-
blespeak, the document embodies all of the heft and power of the medical 
institution, backed and endorsed by the law. 

 If the function of such a text, these documents produced within 
bureaucratic systems, is to connect local social relationships to larger 
structural forces, then this NPP is the embodiment of the clinic’s objec-
tive institutional power over my data. Sociologist Dorothy Smith ( 2001 , 
 2005 ) describes the power that texts have in reinforcing the sociopolitical 
interests of the greater system (including fi nancial interests), all the way 
down to how people are to relate to one another in a doctor’s offi ce. She 
describes texts as “key devices in hooking people’s activities in particular 
local settings and at particular times into the transcending organization 
of ruling relations” (Smith  2001 , p. 164). The NPP emphasizes that the 
ways in which the clinic possibly will use and disclose my private health 
data are all permissible  by law , thus linking local medical practices to the 
larger legislative bodies that have already determined how I am to relate to 
my doctor. But implicit in the text as well is how the practice of disclosure 
is fundamental to the healthcare industry’s commercial and political inter-
ests. In fact, I argue that the NPP is the embodiment of the commercial 
interests of the American healthcare system. 

 Despite the document’s doublespeak, in fact  because  of it, the ruling 
relations behind the clinical interaction are made clear: By agreeing to 
receive medical support through the clinic, I am also ceding control over 
any data that is produced out of that relationship to the clinic (Smith  2005 , 
p. 119). While I may have some rights, at least as it is stated in the column 
labeled “Rights You Have,” to control portions of my health record or to 
whom some of my data might be disclosed, the clinic reserves the ultimate 
right to ignore my requests for control. The menace embodied in the NPP 
raises questions about what kind of informational or “data” relationship 
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I have with my doctor and the entire healthcare system since I know that 
my data will be shared—at a minimum—with my health plan and with the 
pharmacy that will fi ll my prescriptions. How does the data image cre-
ated from my health record differ from who I actually am as patient, as a 
human being? Will the healthcare system, and those who are charged with 
my care, interact with my data image fi rst rather than with me? How will 
my health data image be used in other contexts, such as in combination 
with my Fair Isaac Corporation (FICO) credit risk score or other matrices, 
such as Experian’s Mosaic marketing segmentation described in Chapter   2    ? 
These  instruments are no longer used to merely assess the potential 
fi nancial risk of a client; credit and consumer scores are now used to ren-
der citizens legible in the databased society. Without a FICO score one is 
invisible. And how much more powerful such scores will be enriched with 
a person’s health data. 

 The purposeful ambiguity of the NPP, with its implication of perilous 
doom, leaves me doubting what I am consenting to, and moreover, makes 
me seriously question if I even have the power to consent. While medical 
consent can be ambiguous and problematic (is it ever possible for a patient 
to truly understand all potential risks?), nonetheless there is a consent 
process involved that includes informing the patient and seeking permis-
sion from her before a cut is made or a needle punctures her fl esh (O’Neill 
 2003 ; Rose et al.  2005 ; Konow  2014 ). Yet with the case of health data 
gleaned from my body, before I even sit down face-to-face with my doctor 
to share with her information about my health, before I allow her to touch 
my body, take tissue samples, or collect biometric data such as the weight 
of my fl esh, the rate of my pulse, or my blood pressure, the NPP presents 
me with an asymmetrical power relationship. This relationship is overde-
termined by the fi nancial and political interests of the healthcare system 
(Rothman  1991 ). I am not informed of all of the dangers and risks that 
disclosing my data may entail nor am I asked for my permission to disclose 
my information by the clinic. I do not have the opportunity to consent. 

   PATIENT PRIVACY AND THE ELIMINATION 
OF INFORMATIONAL CONSENT 

 What are the institutional “ruling relations” that brought the NPP into 
being? How are patients and health professionals to navigate this text? To 
answer these questions, we need to understand how institutions defi ne, 
through legislation and through social practice, terms like “ privacy,” 
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“ consent,” “trust,” and “security.” These defi nitions are currently gov-
erned by the Health Insurance Portability and Accountability Act 
(HIPAA), as well as the several amendments to HIPAA and subsequent 
laws, including the Privacy, Security and Omnibus Rules. NPPs carry all 
the institutional baggage that cascade down from this legislation. As I 
argue in this chapter, HIPAA legislation and the health privacy laws that 
followed were not designed to protect patient privacy. Rather, they were 
designed to create a regulatory information system that can securely  dis-
close  patient data for the necessary functioning of healthcare provision and 
medical capitalism. HIPAA legislation created a secure system through 
which health practitioners could get paid for providing medical services, 
fraud could be caught, and payers—health insurers as well as Medicare 
and Medicaid—could control the healthcare provisioning through the use 
of health informatics to determine what patients should be allowed what 
procedures and at what cost. HIPAA is a deeply contradictory piece of 
legislation, at least in the eyes of health practitioners who handle patient 
data every day. These practitioners have direct contact and intimate medi-
cal relationships with patients, and therefore, are often the most diligent 
protectors of patient privacy. Because of this, however, they are also the 
most vulnerable to penalty when structural contradictions produce data 
breaches or disclosures that harm patients. 

 Congress passed the HIPAA in August 1996. Initially, HIPAA estab-
lished guidelines for three areas: (1) the portability and continuation of 
health insurance plans for workers who lose or change their jobs; (2) med-
ical insurance fraud and waste; and (3) the standardization of administra-
tive procedures, especially regarding electronic health records and billing 
(Ali Pabrai  2003 , p. 4). At the time that HIPAA was drafted, the expan-
sion of electronic health records was growing exponentially and health 
professionals and regulators became concerned about developing privacy 
standards for the collection and transmission of digital records (Nass  et al . 
 2009 , p. 63). These concerns over patient data privacy were not refl ected 
in the passed legislation, however. HIPAA’s 1996 version contained no 
provisions in its 168 pages  1   guaranteeing the privacy of patient health data 
or providing informed consent to patients as to how their data could be 
used and disclosed. While the legislation provided  recommendations  for 
standards regarding patient privacy, as well as a mandate to clarify what 
data privacy rights patients should be entitled to (in Section 264, subsec-
tions A through C), the statute did not delineate patient privacy rights nor 
did it require providers to obtain consent to disclose information (104th 
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Congress  1996 : vol. 1936, pp. 2033–34).  2   It took legislators close to two 
decades, until 2013, to refi ne and delineate the data privacy and security 
regulations. In 1996, the statute emphasized data security over patient 
informational privacy, especially the security of digital records in the con-
text of fraud detection and reporting. This awareness of informational 
security’s importance was evident particularly in the sections about the 
standardization of administrative procedures (such as billing), because 
those processes inherently involved private patient data and, increasingly, 
those data were digitized. For HIPAA’s drafters, digital information posed 
more data security risks than paper records. Sociologist Amitai Etzioni 
observes that at the time that HIPAA was passed, the drive toward elec-
tronic health records and the creation of networked databases, along with 
the collection and dissemination of health data digitally, increased health 
data surveillance for reasons other than individual or public health ben-
efi ts. Etzioni notes that by the early 1990s, health insurers were already 
collecting non-clinical patient data to deny coverage, and third-party com-
panies like credit bureaus and data marketing fi rms were linking lifestyle 
data collected online to individual patients (Etzioni  1999 , pp. 142–43). 
The new ability to link and mine an individual’s health data across sev-
eral sectors, unlike in the previous era of paper-based record keeping, was 
already a great concern among privacy scholars and patient advocates. Yet 
privacy, as far as legal scholars defi ne it, is concerned with an individual’s 
 right to control  how personal information is collected, used, and disclosed, 
and under what conditions this happens (Allen  2011 ). Because HIPAA 
focused on securing data to  enable  its disclosure, to prevent insurance 
and other types of fraud above all else, the law did not provision patients 
with a right to control whether or how their private health information 
was collected, used, or disclosed, nor did it provide patients the right to 
determine the conditions of how these processes occurred. As described 
in Chapter   3    , a patient’s ability to control the conditions of these three 
activities are essential to meeting the minimum standards of informational 
privacy. 

 The bill’s “administrative simplifi cation” provisions  3   instructed the US 
Department of Health and Human Services (HHS) Secretary to regu-
late how electronic patient health data should be transmitted, disclosed, 
handled, and stored. The simplifi cation process added another layer to 
HIPAA’s implementation, as its Privacy Rule is administered through the 
HHS Offi ce of Civil Rights. The fact that the Privacy Rule is adjudicated 
through the Offi ce of Civil Rights, rather than some other administrative 
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unit, is telling; the Privacy Rule is understood legislatively as a basic patient 
right. The Privacy Rule regulations created a special class of data that is 
to be handled with particular care: the PHI, the identifying information 
connected to each patient and her health. 

 Protected health information includes eighteen points of data, includ-
ing a patient’s name, date of birth, gender, age, diagnoses, procedural 
codes,  4   and zip code, among other information that can be used to identify 
an individual. In November 1999, the HHS published the Privacy Rule 
draft with an informational consent clause, and opened the proposed leg-
islation to public comment until February 2000. Within that commentary 
period, the HHS received more than 52,000 comments from the public. 
These comments informed the fi nal Privacy Rule, published in December 
2000, which required patient consent for health practices to disclose the 
patient’s PHI (US Department of Health and Human Services  2003b , 
p. 4). However, as laws are living things, the Privacy Rule didn’t last in this 
format for long and underwent more revisions and additional public com-
mentary periods until the bill was fi nalized in August 2002, with a compli-
ance deadline for most health systems and plans by April 2003. Thus, for 
relatively brief period under HIPAA, patients were able to give consent to 
how their PHI could be used and disclosed by their doctors, health plans, 
and other entities involved with their healthcare provision. The fi nalized 
2002 Privacy Rule  eliminated  the informational consent requirement 
(Sobel  2007 , p. 41). For a period of a little less than three years, patients 
enjoyed the right to say whether or not they agreed to how and under 
what conditions their private health data would be used and disclosed. 
While some health practices do give patients informational consent forms 
that claim that if the patient refuses to sign the form, the practice will not 
be able to treat the patient, this is in direct contradiction with regulations.  5   
This is just a further indication that practices are not only confused about 
what the regulations require in regard to informational consent but also 
that some healthcare practitioners use similar tactics to obtain consent that 
companies such as Google, or Facebook or Experian use to obtain data 
from users. 

 When you sign a HIPAA authorization, which you are actually not 
legally required to do, you are agreeing that you were given a copy of 
the NPP and that your signature is an  acknowledgement  that the clinic 
gave you a copy. You are not authorizing anything with the signature. 
Furthermore, a patient cannot be denied healthcare services if she refuses 
to sign any HIPAA or NPP form given to her by her doctor. 
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 Informed consent is what strengthens trust in medicine, especially in 
light of medicine’s historical (and contemporary) horrifi c violations of 
patient trust, as I outlined in Chapter   3    . For most health practitioners, 
informed consent is a process, a conversation that goes beyond a signature 
on a document. Bill Knowles, an orthopedic surgeon who has worked in 
a community hospital for twenty years, argues that informational consent 
should be treated like this, but he notes that there is no informed consent 
procedure for a patient to understand what will happen to her data, much 
less for her to agree to it:

  There is no such requirement for anybody to explain the content of a 
HIPAA authorization to the patient. Not the secretary at the front desk, 
not the doctor. …‘Can you explain to me what this says on page four?’ Even 
the orthopedic surgeon might not understand it. … [T]here is no informed 
consent process for HIPAA. … [F]or clinical care, if you’re coming in for, 
again I’ll say a knee replacement, everything will be about the knee surgery. 
There’s nothing in the informed consent for the surgery that has to do with 
oh, by the way, how will your data be used if it’s shared. That’s an entirely 
business relationship that is done through the HIPAA authorization. 

   These conditions and the ruling relations embedded in the NPP create a 
coercive environment for protected health information to be disclosed.  

   NETWORKS OF DISCLOSURE UNDER THE THREE RULES 
 Through the fi nal Privacy Rule, the HHS created several classes of regu-
lated and legally accountable subjects. The fi rst is the “consumer,” which 
is the term the HHS used for “patient.” This moniker signaled how legis-
lators, health practitioners, and patients themselves were (and continue) to 
understand the market relationships that defi ne the American healthcare 
system (Ebeling  2011 ; Cohen  2003 ). The second is the “covered entity,” 
organizations such as hospitals, doctors’ offi ces, healthcare clearinghouses, 
and health insurers, that either produce, handle, disclose, or disseminate 
PHI in electronic form. Thus, HIPAA combined and “covered” these 
varied entities under its privacy regulations. Through the creation of cov-
ered entities, regulators attempted to streamline the informational  disclo-
sure  process, so that once a patient’s health data was produced within a 
covered entity as an electronic health record (EHR) it could then more 
easily be shared or disclosed to other covered entities. Ostensibly, because 
a patient’s record was created under the HIPAA umbrella, the data was 
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presumed to be “protected” and the patient’s PHI would remain private 
as long as it remained within the network of covered entities. Through 
HIPAA’s covered entities data system, data privacy rights shift from the 
body of the patient upward to the covered entities—the healthcare provid-
ers, the health insurers, and others who handle the patient’s PHI within 
the “closed system.” This shift is very apparent in the move from paper 
to digital records as it entails a reconceptualization of privacy and security 
of the entire digital system, not just the privacy of a single paper record. 

 The third class of accountable subjects created by HIPAA are “business 
associates” that are not covered entities, per se, but are involved none-
theless in providing ancillary healthcare services, such a prescription ben-
efi ts management company or legal counsel for a health insurer. The law 
assumes that business associates come into contact with patient electronic 
health data through disclosures made by covered entities (US Department 
of Health and Human Services  2003a ). The services that these third-party 
businesses provide, such as medical transcription, often are essential to 
healthcare provision by the covered entity, but it is considered more effi -
cient—and cheaper—for covered entities to outsource these services rather 
than do them in-house. As is the case with manufacturing, software, and 
other information technologies industries, increasingly these services are 
conducted overseas at a fraction of the costs of doing the work in-house 
or even within the USA. 

 To give a sense of the complexity and opacity of the network that 
digitized patient data traverses, let us consider the network’s size. The 
HHS estimates there are more than one million healthcare providers and 
two million health plans that span the USA, all of which are considered 
“covered entities” (Offi ce of Civil Rights (OCR), HHS  2003 , p. 8364; 
 2013 , p. 5567).  6   To understand the breadth and depth of the third-party, 
ancillary businesses that comprise the supply chain within the American 
healthcare industry, much less the entire network that electronic patient 
data potentially moves through, is a much bigger challenge. The HHS 
estimates that the number of business associates that possibly handle a 
patient’s PHI is upwards of 500,000 ( 2013 , p.  5567).  7   Through the 
contractual arrangements made between covered entities and their busi-
ness associates (e.g., the contracts between a hospital and its legal coun-
sel), the latter are bound to the same regulatory standards as the covered 
entity with regard to handling a patient’s PHI. In other words, a business 
 associate that handles a patient’s PHI faces the same penalties as a covered 
entity if data is breached or mishandled. 
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 In the early 2000s, the healthcare network and its digital data became 
increasingly complex, due to changes in networked computing and the 
structures of healthcare provision, such as the proliferation of managed 
care (Conklin  2002 ; Plsek and Greenhalgh  2001 ). In response, regulators 
and legislators wanted to add an amendment to HIPAA to standardize 
digital health records. The Security Rule, passed in February 2003, was 
the answer. It regulates how digital health records can be disclosed, how 
they must be stored and protected both physically and technically, and 
stipulates the security standards for covered entities that are responsible 
for producing, disclosing, storing, and sharing protected health informa-
tion electronically. 

 The Privacy Rule created new classes of regulated subjects; the Security 
Rule created new classes of regulated data objects. For the next several 
years, covered entities were regulated by both the Privacy Rule and the 
Security Rule, and these legal measures standardized how they produced, 
transmitted, stored, and secured electronic patient records. Through these 
rules, covered entities were legally accountable to the HHS Offi ce of Civil 
Rights and, in the case of breaches, would be fi ned (depending on the 
severity of the leak, sometimes millions of dollars). Business associates, 
by law, are not covered entities, but nonetheless, were made account-
able to covered entities through the contractual obligations with which 
they provided services. If there was a breach of privacy concerning elec-
tronic patient records along the supply chain, prior to new laws passed in 
2013, the HHS would sue the covered entity, not the business associates. 
The contracts that the business associate entered into with covered entities 
stipulated that business associates must comply with the same privacy and 
security standards as the covered entities. This system lasted until 2013, 
when new rules were developed out of economic stimulus legislation. 

 In the wake of the largest global economic crisis since the Great 
Depression, the Obama Administration implemented the American 
Recovery and Reinvestment Act of 2009 (The Recovery Act) in an 
urgent, legislative effort to stimulate the economy and pull fl agging locali-
ties out of recession. Through the Recovery Act, the Health Information 
Technology for Economic and Clinical Health (HITECH) Act also was 
passed, and at the time of the bill’s passage it granted $19.2 billion in 
resources to the healthcare system to implement requirements. The 
HITECH Act was widely described as a way to modernize the nation’s 
health information infrastructure, in which many healthcare providers still 
kept paper medical records. In many ways, the Act embodies technological 
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optimism—technologies can solve national economic challenges—yet the 
law also represents the entanglements of corporate interests in legislation.  8   

 The HITECH Act mandated the creation of a nation-wide elec-
tronic health data infrastructure to enable the unhindered fl ow of med-
ical records.  9   It also required all healthcare providers to convert paper 
records into electronic ones, threatening stiff penalties to those providers 
that do not demonstrate “meaningful use” of electronic health records 
by certain dates. In doing so, this Act became a windfall for the elec-
tronic records industry, as well as helped to create new companies and 
products aimed at helping providers become HITECH- and HIPAA- 
compliant. The HITECH Act also compelled all medical practices, from 
independent physicians’ practices to community hospitals with less than 
300 beds to large, for-profi t hospital systems, to completely transition to 
digital health records by 2015. For practices to be compliant, this required 
enormous capital investment, upwards of $19 million for a small hospital, 
and a loss of productivity, as employees had to shift their attention away 
from the day-to-day operations of a health practice toward entering paper 
record data into computerized systems (Menachemi and Collum  2011 , 
pp. 51–52). In Chapter   5    , I discuss in more detail how the HITECH Act 
empowers the EHR industry to own patient data. 

 The Omnibus Rule,  10   presented to the public by HHS in January 2013 
as the fi nal rule on privacy protection and data security standards under 
HIPAA, emerged from the HITECH Act. The Omnibus Rule was passed 
to tighten up certain patient privacy issues that the HHS claimed slipped 
through the legal gap between the Privacy Rule and the Security Rule 
(HHS Press Offi ce  2013 ). Yet, considering that the Privacy Rule really is 
not about privacy in the fi rst place, but about ensuring that patient data is 
“secured” for disclosure, perhaps we should consider the Omnibus Rule 
as the fi nal say on the security of data, rather than on patient informa-
tional privacy. Since our purpose here is to understand the ruling relations 
of patient informational privacy as embodied in the NPP, I will focus on 
only those aspects of the fi nal rule. The Omnibus Rule states that patients 
have a right to request a copy of their digital health record in electronic 
form, and that covered entities must obtain a patient’s permission before 
they can sell a patient’s PHI. It also tightened the rules on how a patient’s 
PHI can be used for marketing or fundraising purposes. Despite these 
provisions, there are many more third-party entities, such as credit card 
companies and ARC® Inc., the fertility medical fi nancing company men-
tioned in Chapter   1    , that do not fall under the Omnibus Rule or HIPAA 
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regulations.  11   These entities can still easily receive, disclose, buy, and sell 
protected health data. And this is exactly what happened with regard to 
my health information; my marketing baby was created through this loop-
hole in this highly fragmented and confusing legislation, a loophole that 
isn’t coincidental but built into the structure of the law itself. 

 Bill Knowles, the orthopedic surgeon that we met earlier in the chap-
ter, notes how clinical patient data that is protected under HIPAA can be 
released without the patient’s or the doctor’s knowledge to third parties 
outside of HIPAA regulations:

  I can tell you from the clinician’s point of view, the intent is to look at their 
data and examine their data so that they can improve the care they give their 
patients. Unless you belong to Kaiser Permanente, most small practice doc-
tors don’t have the computer networks and … these big drug companies 
and these big medical device companies all do. … [M]edical device compa-
nies are very sophisticated. While they want to make the right products for 
their subjects, they also want to do everything that Facebook does. They 
want to study this big data and use it for marketing purposes. They may say 
to the doctor and to the patient, we’ll use the [data of] our business partners 
and you’ll have no concept of who their business partners are. Even if it is 
within the one company, these companies are gigantic international corpo-
rations with all sorts of subsidiaries. They may use it for all sorts of stuff only 
peripherally related to the surgery that they’ve had. … Just like Facebook is 
trying to take data that we give it voluntarily, and then fi gure out who they 
can sell the data to that it targets. That’s my thoughts on how clinicians 
might be sharing the data [unknowingly with third parties]. 

   Bear in mind that portions of these data that are collected by a data 
broker, such as an inferred diagnosis based on online search terms or a 
health provider visit, or a web user’s name and other identifying informa-
tion scraped by brokers, coincide with a patient’s PHI and can be triangu-
lated to pinpoint that individual (Libert  2015 ). During my conversation 
with data broker Doug Sheehan, who works for an aggregator that sells 
data to Wall Street’s fi nancial industry, he mentioned that while his fi rm 
was not “playing in the health data arena” just quite yet, they are trying to 
fi gure out how they can enter the fi eld. For Doug’s company, the way in 
is through medical devices:

  There’s a number of different ways to try and get this information. One of 
the ways that we’ve looked at this in the past is working again with a com-
pany that serves, for example, the hospitals but using data other than the 
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purpose of serving those hospitals. Maybe looking at an inventory software 
system in a hospital to understand their purchase habits. There’s also other 
ways of doing it as well, satellite data looking at the number of trucks leav-
ing a warehouse where you know medical device manufacturing facilities to 
be located. 

   While what Doug is describing is high-level data collection on the med-
ical device industry through targeted analyses of specifi c manufacturers 
and hospitals, and not necessarily the clinical data collected by medical 
devices themselves, these aggregated data are sold and used for purposes 
other than the care of patients. 

 A portion of the Omnibus Rule is supposed to protect the PHI of 
patients that are self-paying, especially those patients who may have a health 
plan but choose to pay either cash or with some form of credit for certain 
healthcare operations. According to the fi nal rule, patients may request 
that their healthcare provider does not disclose to their health insurer the 
procedures that they pay for out of pocket. For example, an HIV-positive 
patient may not want to have her status recorded in her health record, 
which will be shared with her employer-sponsored health plan. Even if a 
patient has health insurance or uses a single-payer plan like Medicare, some 
medical procedures or prescriptions are not covered by insurance and must 
be paid for by the patient. The data associated with these types of self-
paying transactions are certainly collected by the doctor’s offi ce, pharmacy, 
the health insurer (if there is one), and bank or credit card company (if a 
card is used). Even if it is a cash payment, that transactional data is recorded 
by the doctor’s offi ce and possibly by the health insurer if the cash trans-
action is a co-pay. If a patient self-pays using her credit card, her monthly 
card statement will have the amount charged and the name of the doctor’s 
offi ce. The name of the clinic’s specialty (e.g., cardiology) can also contain 
information about the procedure. All health services received at a doctor’s 
offi ce or hospital is data that becomes part of a patient’s health record, 
both on the doctor’s side and, more importantly, on the side of the bank 
or fi nancial institution. Similarly, if a patient does online research about 
local clinics before making an appointment with a doctor, and this data is 
scraped by a data broker and sold to a marketer, these data and marketing 
companies also are not liable under HIPAA. Doug Sheehan, the data bro-
ker mentioned earlier, told me that one of the core datasets his company 
uses is the credit card transactional data of fi ve million cardholders. 

 All of these businesses are not covered under HIPAA regulations, yet 
many of them regularly handle and trade in protected and identifi able 
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health information. Moreover, while I discuss data ownership more thor-
oughly in the following chapter, it is important to note here that many 
credit card companies have agreements with data brokers to sell de- 
identifi ed transactional data of millions of customers (including private 
health data) for data mining and predictive analytics purposes. These data 
sharing arrangements show how a patient’s data becomes the “property” 
of the credit card company through the transaction, as well as how these 
data also become the property of the data broker. 

 An estimate of the total healthcare network’s size cannot really account 
for all of the businesses that fall outside of HIPAA regulations and that 
potentially see parts of a patient’s record or PHI.  Health data privacy 
scholar Latanya Sweeney, developed a network map of covered entities, 
business associates, and third parties that may share or receive a patient’s 
data. In her Data Map, Sweeney attempts to account for all of the pos-
sible nodes in which a patient’s data record may pass through, includ-
ing those entities outside of the HIPAA regulatory regime (see Fig.  4.1 ). 

  Fig. 4.1    The Data Map. Sweeney 2013.       
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Sweeney’s Data Lab has also mapped how mobile phone software applica-
tions (“apps”), more than one hundred downloadable health and medi-
cine apps, share a patient’s PHI with third parties (Sweeney  2016 ).

   In many ways, the total size and breadth of the network that comes 
into contact with a patient’s private health data is too immense to quan-
tify. When I asked the health professionals I interviewed if they knew how 
large the network is or how many people will handle patient data once 
it leaves their hands, most responded that they imagined “hundreds” of 
people may see a record, or at least parts of a record. No one could say for 
sure how many people may actually be able access an individual patient’s 
private health information.  

   PRIVACY AND CONSENT FROM BELOW 
 Empires are built through paperwork. Paperwork shapes material prac-
tices, even when there is not one scrap of paper to be found. In Ben Kafka’s 
retelling of how the eighteenth-century neologism “bureaucracy” became 
the modern symbol of inscrutable and indifferent power, he describes 
how those who have do the paperwork, the “paper pushers” in govern-
ment and industry, become the “thresholds of interpretation” of state and 
industrial power. Even if they remain critical interpreters, their work is to 
translate that power downwards through their paperwork (Kafka  2009 ). 
Similarly, in healthcare settings, doctors, nurses and healthcare adminis-
trators translate the power of the network of disclosure downward to the 
patient, even as they themselves are subjects of that power. 

 What does informational consent and privacy mean to the people that 
work with patients and their data day in and day out? For the majority of 
the health professionals that I spoke with, and especially nurses, privacy 
means HIPAA.  In practice, the legislation represents regulations about 
data disclosure, and not necessarily about patient privacy (Sobel  2007 , 
p.  40). During my interview with pediatric oncologist Tim Oberg, he 
argues that, in fact, it is a good thing that informed consent is not given 
for a patient’s data or information, as it would be a breach of medical 
 ethics to give informed consent for something as complex as how data is 
used and shared within medicine. 

 For many health workers who handle patient data on a daily basis, the 
acronym HIPAA is shorthand for the steps that they must take to pro-
tect patient privacy. I fi nd this cultural practice very curious, considering 
that HIPAA was designed to enable the sharing and disclosing of patient 
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health data, not about keeping patient data secret. In fact, the Notice of 
Privacy Practices that I describe at the beginning of this chapter listed all 
the ways that my doctor’s offi ce would disclose my private health data. It 
said nothing about how it would  not  disclose my data and keep my health 
information in confi dence. 

 Healthcare practitioners—the doctors, nurses, medical assistants, and 
technicians charged with caring for patients—are, in general, deeply 
concerned with providing high-quality care in the best interests of their 
patients. Along with this concern comes an abiding attentiveness to 
respecting the dignity and autonomy of patients, and protecting their pri-
vacy. While privacy is of utmost concern for providers in theory, in practice 
it becomes a much more fungible concept. Not a single health profes-
sional that I spoke with, including surgeons, general practitioners, pediat-
ric specialists, and nurses, had read their own practice’s Notice of Privacy 
Practices. Many expressed having a sense that patients were given some-
thing to read when they checked in at the front desk, and some recalled 
seeing the NPP posted within the hospital. Many, though, were unsure 
what actually happened during the check-in process. They were equally 
unaware of whether or not patients were giving consent for how their 
data might be used or if they were instead simply informed that their data 
might be shared. Despite their lack of knowledge of their practices’ privacy 
policies, most expressed deep concern about protecting their patient’s pri-
vacy, at least while under their care. 

 HIPAA and its three amendments created a data infrastructure to 
disclose and share the private health information of patients. This data 
infrastructure was created “from above,” primarily by legislators, policy-
makers, and legal experts, with little input from those who have to trans-
late policy into clinical practices “on the ground”—the nurses, medical 
assistants, residents, lab technicians, orderlies, surgeons, and physicians 
of various specialties involved with patient care. Through this construc-
tion, two seemingly contradictory privacy contexts, and two coterminous 
social realities, were created: a digital network emphasizing disclosure 
(albeit highly regulated in regard to data security) and a clinical standard 
emphasizing privacy. 

 The security practices of these two privacy contexts overlap at times—a 
nurse knows not to write his passwords on a sticky note and stick it to a 
monitor, and he knows to always click off a record once he is done with it. 
One oncologist mentioned that although he carries his laptop everywhere 
he goes, he keeps no data on it, and only uses his laptop as a portal to 
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access de-identifi ed datasets for diagnostic research through the hospital’s 
secured virtual private network (VPN). Yet for those who are occupied 
with the immediate care of patients, the digital network is asymmetrically 
tilted against clinical attentiveness. All the care that a surgeon may take 
to ensuring patient privacy, by not talking about her patients in an eleva-
tor or by locking her computer with extra passwords, is rendered essen-
tially meaningless with every bit of data that she enters into an electronic 
record. That data is captured, moved through the various nodes in the 
network, and sold by third-party businesses. Many healthcare profession-
als are aware that despite all of their privacy work within the controlled 
space of the hospital or doctor’s offi ce, once that data is entered into the 
digital network, that control is lost. Amelia Cook is an emergency-room 
registered nurse, and in our interview about her privacy practices, she 
described her awareness of this loss of control:

  But I mean, it’s out there. It’s like sort of like cookies on your computer. 
‘Wait a minute how do they know, all of sudden I was looking for this and 
now all these ads are popping up.’ … [W]e go to Home Depot and buy 
something and then all of a sudden someone has my credit card informa-
tion. So, it’s all the same thing, how secure is health data that’s electronic? 
How secure is it? Nothing seems very secure any more. … [I]nformation 
is out there, whether it is in this cloud or its in the Midwest in these big 
CPUs, but its still there that somebody could get to. I sort of operate that 
it’s all out there for the taking. … So I feel like, … do people really care? 
Because we care once it happens but are people asking for copies of their 
HIPAA that privacy thing? And [to be] perfectly honest, I don’t know what 
that thing says. Do we as healthcare providers …should I know what it says 
if somebody asks me about their information? 

   The nurses, doctors, and surgeons that I interviewed about how 
they handle patient informational privacy (every interviewee called this 
“HIPAA”), sensed a Sword of Damocles hanging over their clinical and 
research practice. Their fi rst priority is the effective and ethical treatment 
of their patients, but this treatment is overshadowed by their requirement 
to secure and disclose private patient health data. 

 Inside the hospital or clinic, health practitioners co-produce and handle 
patient data almost every minute of their shifts. Most of the data ends up 
being digitized, even if the original data entry was conducted on paper. In 
the words of one physician I interviewed, “it is a cultural phenomenon” 
in which several doctors, nurses, admissions staff, and medical technicians 

84 M.F.E. EBELING



input data and update chart notes, often on different devices that are con-
nected to one digital platform, at least within mid-sized to large healthcare 
settings such as an urban hospital. Through this cultural work around 
data, practitioners actively and systematically conduct the translational 
labor necessary to decipher legislative data privacy regulations into clinical 
practices. 

 Cook is an emergency-room nurse, and her job involves long hours of 
providing bedside care to her patients. For every patient that she sees, she 
must access their health record using the EHR software, EPIC. Virtually 
all the patient data produced and held in her hospital are stored on servers 
on the hospital’s campus, and accessible through the networked system. 
Before walking into a patient’s room, Cook opens the patient’s record to 
learn a number of things: the reason they are in the hospital, if they have 
a history of hospital visits, what kinds of medications they may be on, 
any lab work they had done, and baseline data concerning their present 
health condition including blood pressure, heart rate, and other vitals. 
When she walks into the room, she needs these data to provide good care 
to her patient. And her patients often will expect that she has knowledge 
not only about their present state of health but also the history of their 
diagnoses, allergies, and other key information. Her knowledge of these 
things ensures they can trust her to provide good medical care as well as 
demonstrates that she is dealing with the patient in front of her, and not 
a data image. 

 Many clinical settings have rituals around privacy that are formalized 
through such things as required annual or semi-annual HIPAA trainings 
and re-certifi cations. Such trainings are usually conducted through propri-
etary online, self-directed training software that produces a certifi cate when 
the training is successfully completed to go into the employee’s personnel 
fi le.  12   There are also more informal privacy rituals, such as writing “subjec-
tive, objective, assessment and plan” (SOAP) notes—a method of clinical 
documentation in which providers can use coded language to convey non- 
medical information, such as a patient with a “diffi cult” personality, to the 
next attending physician or nurse, without violating the patient’s dignity 
or privacy. When the next caretaker opens the SOAP notes, she does inter-
pretive work, inferring meaning while protecting privacy. 

 In emergency room (ER) settings, where there is a much greater 
chance that conversations about a patient might be overheard or someone 
might see that a patient has been admitted by looking at a dry-erase white 
board, for instance, some practitioners have devised practices to address 
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privacy. For example, some ER practitioners only write patients’ initials 
on the white boards or only speak about cases in the break room, away 
from family members waiting outside. Everyone knows not to look up a 
patient’s record if there is no immediate, clinical need to do so, especially 
if the patient is not in their immediate care, because digital platforms keep 
a record of each time a record is accessed and by whom. The penalties for 
a breach, which include a fi ne up to $50,000 and the possibility of being 
fi red, are well known and steep enough to quell any temptation to look 
up a patient’s record when one shouldn’t be (Stebner  2013 ). Even if there 
is information in a patient’s record regarding active medications that they 
are taking, a nurse or physician will always ask a patient’s permission to 
call their pharmacy to get accurate information. Some EHRs even build in 
this informal, informational consent regarding medications: when a doc-
tor downloads a pharmacy’s medications list for a patient, a pop-up win-
dow asks the user to say “I agree that I have consent,” which the doctor 
must click before the fi le can be opened. 

 Often the work of translating legislative regulation into clinical practice 
appears to shore up patient privacy against a constant threat of harm and 
exposure. In one of the hospitals where several of the practitioners that 
I interviewed work, there are signs posted as a constant reminder of the 
threat to patients’ privacy, which attributed that threat to the sloppy prac-
tices of the practitioners themselves. I observed one sign in an elevator 
reminding staff not to discuss patient cases in the elevator or other public 
locations. The sign also explained the appropriate reporting protocol if 
one happens to overhear such an incidental disclosure: The reporting per-
son should obtain the names of the speakers and report them to the hos-
pital’s compliance offi cer so that the offenders may be properly educated. 

 For all of their vigilance, many health practitioners are aware that pri-
vate patient data, when digitized, has a way of becoming accessible to 
those who are not concerned directly with patient care. Sondra Burns, an 
attending pediatrician at a children’s hospital emergency room, noted how 
this privacy aporia shapes her data privacy practices:

  Facebook has been around the entire time of my adult life, pretty much I’m 
of the generation that I know that everything I do electronically is tracked by 
somebody. So I’m not going to do anything on a computer that I don’t want 
anyone to know about because somebody is always going to fi nd out … there 
is no such thing as privacy, is kind of my … it would be nice if there were 
probably but I conduct myself as a physician as if there were no such thing. 
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   Through formal and informal practices, health practitioners maintain 
privacy, but they also know that it is as futile as the security rituals that 
we all perform at airports (take off your shoes, take off your belt, empty 
your pockets, walk through the machine) because they have little power to 
protect a patient’s data privacy beyond their immediate role within clini-
cal practice. They have no control once the patient’s information moves 
from the hospital room to the various laboratories, third-party transcrip-
tion companies, billing offi ces, health insurers, third-party health services 
management companies, pharmacies, and data brokers.  

   COERCIVE CONSENT IN CAPITALIST HEALTHCARE 
 Anthropologist of bureaucracy David Graeber notes in his article, “Dead 
Zones of the Imagination,” that bureaucratic institutions, including 
health facilities, are violent by their very nature, as they are extensions 
of state power. He explains that the “violence I’m referring to here is 
not epistemic. It’s quite concrete. All of these are institutions involved in 
the allocation of resources within a system of property rights regulated 
and guaranteed by governments in a system that ultimately rests on the 
threat of force. ‘Force,’ in turn, is just a euphemistic way to refer to vio-
lence” ( 2012 , p. 112). Graeber goes on to explain that this threat of harm 
is embedded in the everyday material practices of bureaucracies. Despite 
their banality and boringness, if we fail to cooperate with bureaucrats 
by, say, using a false ID to receive healthcare, as was the case for Blanca 
Borrego in Chapter   3    , the state (and industry—the two are intertwined 
in late capitalism) will use its monopoly on violence to enforce the rules. 

 Political and legal theorists, including Mitchell Dean, John C. Scott, and 
Dean Spade, point to the creation of institutions that embark on the mass 
collection and standardization of data from populations—information on 
everything from people’s fi nances and fi nancial behaviors, to their sexual 
practices and eating habits and on. Such collection and  standardization 
of population data serves the intertwined projects of biopower, caretak-
ing, and surveillance (Scott  1999 ; Spade  2011 , pp. 140–41; Dean  2012 ). 
Bureaucrats such as the administrators and enforcers of HIPAA and HHS 
Offi ce of Civil Rights workers have the legislative backing and heft of state 
power and violence, which creates a context of coercive consent in regard 
to private health data. 

 “Coercion is defi ned as intentionally compelling someone to a choice 
at the threat of imposing a penalty for non-compliance” (Konow  2014 , 
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p. 50), and the data network created by HIPAA legislation is a network 
of coercion. HIPAA’s most coercive aspect is the lack of informational 
consent, but while the coercion does not happen at the level of every-
day interactions between, say, an intake specialist and a patient, where 
the specialist becomes frustrated when a patient refuses to sign a HIPAA 
acknowledgement form. No, the coercive relationship is embedded in the 
entire context of HIPAA, and it is not only the patients, but those “paper 
pushers”—health practitioners in this case—who live in fear of privacy 
breaches. After all, practitioners face huge fi nes, job loss, and even possible 
jail time. The heft of the organizational structure behind clinical practices 
renders the entire structure coercive, for patients and for health practitio-
ners alike. It is death by a thousand paper cuts. 

 The parallel network of disclosure and, as I demonstrate in the follow-
ing chapter, of data  ownership , however, contains built-in legal loopholes 
for data to slip out in ways directly benefi ting private interests, such as IMS 
Health Inc. which makes money off the private health data of patients. 
Again, these legal data disclosures are coercive. Employee “wellness pro-
grams” are perhaps the most striking example of coercive disclosures of 
patients’ private health information that can benefi t private interests. The 
Affordable Care Act of 2010 (ACA) mandates that employers must pro-
vide these programs to their employees (111th Congress  2010 ).  13   For 
employees to receive a “discount” on their employer-sponsored or subsi-
dized health insurance, they must sign up for a wellness program, which 
is often provided by a third-party company that fi nancially benefi ts from 
each client enrolled. The enrollment process usually requires the employee 
to complete a survey about behavioral health information, such as eating 
habits, whether they smoke or drink, stress levels, and how much exercise 
they get during the week, as well as information on prescriptions, mental 
health, and whether the employee is undergoing a divorce. Often these 
survey data will be combined with biometric information either gleaned 
from a physical mandated as a condition of enrollment or taken from the 
patient’s health insurance record. The combined information can have 
serious implications for the employee, both fi nancially and in terms of 
their health privacy. A patient’s health insurance premiums may increase, 
for example, if they are found to be non-compliant by not changing their 
diet if they are obese, or by giving up on smoking cessation programs if 
they are smokers. Furthermore, giving employers access to employees’ 
private health data through a third-party wellness program has profound 
implications for workplace surveillance and patient-employee privacy. 
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Deanna Fei details this power dynamic in her book  Girl in Glass , in which 
she describes how the CEO of the company her husband worked for 
“outed” her premature baby’s medical expenses during a company-wide 
meeting, and blamed Fei’s family for the increase in the rates of the com-
pany’s health plan (Singer  2013a ,  b ,  c ; Lewis  2015 ; Fei  2015 ). In contrast 
to the health practitioners working in the clinical context of privacy, those 
who work within the network of disclosure (like data brokers, insurers and 
third-party businesses who take advantage of loopholes in HIPAA legisla-
tion) make money when data moves out of the clinic and into their hands. 
Health practitioners face jail time for similar movements of data. Yet for 
data brokers, such disclosures are legal—they are not breaches but legiti-
mate leaks—since the network of disclosure is built to allow disclosures 
that are fi nancially valuable to third parties. Just as with their patients, 
medical practitioners are on the shorter end of the privacy stick in the 
asymmetrical relationship between health data and the network of disclo-
sure. In the following chapter, I consider the network of health informa-
tion disclosure constructed by HIPAA legislation and how property rights 
over data are claimed more closely.  

                NOTES 
     1.    HIPAA’s amendments were much lengthier than the original bill, making 

the original legislation seem thin and direct. With the Privacy Rule and 
Security Rule measuring 115 pages, the regulations on Meaningful Use of 
Electronic Health Records measuring 700 pages, and the Omnibus Rule 
measuring 500 pages, the legislation regulating the proper handling of 
patient records overwhelms many health practitioners.   

   2.    HIPAA Section 264, Subsection b, addresses the recommended estab-
lishment of standards that address what patient informational privacy 
rights should be and the creation of guidelines for patients to exercise 
those rights: “(b) SUBJECTS FOR RECOMMENDATIONS—The rec-
ommendations under subsection (a) shall address at least the following: (1) 
The rights that an individual who is a subject of individually identifi able 
health information should have. (2) The procedures that should be estab-
lished for the exercise of such rights.”   

   3.    Given HIPAA’s lengthiness, and its bureaucratization of healthcare prac-
tices, it can hardly be considered administratively streamlined or simple. The 
term “administrative simplifi cation” is another example of doublespeak.   

   4.    All of these procedures are categorized as the ICD-10-CM (International 
Classifi cation of Diseases, Tenth Revision, Clinical Modifi cation), a classi-
fi cation system for diagnoses and conditions, as well as their associated 
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medical procedures within clinical settings. It was developed by the World 
Health Organization in 1994, and has become the standard for the entire 
US medical system. The patient’s PHI and the ICD-10-CM codes used to 
describe what happens during a doctor’s visit are considered “protected” 
information, so her doctor and her health insurer must protect all of that 
information. Revisions to the process through which doctors and hospitals 
are reimbursed by Medicaid and Medicare, a process that is the bellwether 
of the entire healthcare system, mean that insurers no longer pay a per-
service fee for the overall health outcomes of a patient.   

   5.    Interestingly, during the writing of this book, one evening, I had a health 
emergency one, which landed me in the emergency room of the same medi-
cal system where I had received fertility treatments for years. Apparently in 
the haze of the emergency room, a nurse had me sign a single sheet of paper 
labeled “General consent to use and disclose Protected Health Information.” 
The form’s text explained that the medical system was asking permission to 
use and disclose my health information, that the information is identifi able 
and that it can be traced back to me, and that by signing this form I am 
consenting to the clinic’s uses and disclosures that they will make of my 
private health data. Furthermore, the form explained by signing that I am 
also acknowledging that I have received the Notice. The form’s last line 
read: “If you refuse to sign this consent form, we will not be able to treat 
you.” I was told that I signed this form only months later when I returned 
to the hospital for a follow-up appointment related to my health emergency. 
Only then was I informed that I had  consented to the hospital using and 
disclosing my private health information.   

   6.    These estimates are revised versions of those published in a 2000 HHS 
report. In the 2000 report, the department estimated the number of cov-
ered entities to be around 600,000. This was directly affected by changes in 
the regulations. The number was revised to 700,000 in 2013.   

   7.    This estimate is derived from the text of the Omnibus Rule, Section A Part 
3, Table 1:  Estimated Costs of the Final Rule . There, HHS estimates the total 
number of covered entities at 700,000 in 2013, with about 500,000 agree-
ments with business associates providing ancillary services to covered 
entities.   

   8.    In his 2011 State of the Union Address, President Obama relied upon this 
familiar trope when he declared that America will “win the future” by out-
innovating India and China. Obama stated that: “[t]he fi rst step in winning 
the future is encouraging American innovation. None of us can predict with 
certainty what the next big industry will be or where the new jobs will come 
from. Thirty years ago, we couldn’t know that something called the Internet 
would lead to an economic revolution. What we can do—what America 
does better than anyone else—is spark the creativity and imagination of our 
people. We’re the nation that put cars in driveways and computers in offi ces; 
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the nation of Edison and the Wright brothers; of Google and Facebook. In 
America, innovation doesn’t just change our lives. It is how we make our 
living” (Obama  2011 ). In many respects, “Big Data” as an innovation- 
based industry is also being pitched as a technology that will win the future 
for the US economy. Social historians of science and technology have long 
noted the rhetorical link made by American policy makers, legislators, econ-
omists, politicians, and commercial leaders between technological progress 
driving economic prosperity and American exceptionalism, See, for exam-
ple, Noble’s  America by Design  ( 1977 ) or Berman’s more recent  Creating 
the Market University: How Academic Science Became an Economic Engine  
( 2012 ).   

   9.    The HITECH Act set forth a framework for a national health information 
exchange (HIE) that would require all healthcare providers to provide 
interoperable health data that can move.   

   10.    The HIPAA Omnibus Rule is so called because it is encompassing all of the 
legislation developed in the Privacy Rule and the Security Act. It is not an 
omnibus privacy law that covers all sectors; it only covers the HIPAA regu-
lated health and medicine sectors.   

   11.    While fi nancial transactions made within a clinical setting may not necessar-
ily fall under HIPAA regulations, they do fall under the fi nancial privacy 
requirements of the Gramm-Leach-Bliley Act (1999) that regulates how 
fi nancial institutions, as well as service providers, must secure transactional 
and non-public personal information (Federal Trade Commission  2002 ).   

   12.    One such platform, HIPAAtraining.com, promises to make compliance 
“fast, easy, and painless.” See   http://www.hipaatraining.com    .   

   13.    In November 2012, Proposed Rules were implemented through the ACA 
that directly address workplace wellness programs that are connected to 
group health plans (US Department of Labor  2012 ).         
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    CHAPTER 5   

          One late autumn day, in the late stages of research for this book, I received 
a mysterious and somewhat curious email. At fi rst, I thought it was spam. 
But as I investigated it, the missive revealed the boiled-down biopolitical 
problematics of private health data in the hands of marketers and data 
brokers. An email was sent to my free, web-based account that I use for 
personal communications, and the message was automatically categorized 
as “fi nance” by the email system. 

 I found the origins of the email concerning and I determined to get to 
the bottom of it. Who was “personalhealth@webmdhealth.com”? Though 
I have, in the past, visited the public WebMD website to look up symp-
toms in an attempt to self-diagnose (even this hard-boiled detective is 
susceptible to the occasional bout of mild hypochondria), I didn’t recall 
signing up for a “personal health record.” In fact, I had no recollection 
whatsoever of entering any identifying information into the WebMD plat-
form. I knew better than to do that. In all my visits, I had only clicked 
through the website’s pages. 

 Going against my better judgment about what to do when receiving an 
unsolicited email, I clicked on the link labeled “Click here to get to your 
member site.” When I did, I was redirected to my health insurer’s web-
site, Independence Blue Cross (IBX). Phew, it wasn’t spam. But concern 
quickly overtook my relief. Has my health insurer handed over my data to 
WebMD? Well, yes, apparently. The email is the result of a new business 
relationship between WebMD and my employer-sponsored health insurer, 
IBX. IBX brokered a deal with the NASDAQ-traded health information 

 The Biopolitics of Lively Data                     



services company to create a web-based, consumer-facing platform that 
allows policyholders, such as myself, to access their personal health data 
and insurance claims. 

 Being the thorough detective that I am, I clicked through all of the pri-
vacy policies that WebMD provided in the email. Although the WebMD 
policy made it clear that I did not have a choice in whether I would allow 
yet another information services company to access, secure, store, disclose, 
and analyze my private health data, the text tried to reassure me that their 
company takes my privacy and the security of my data very seriously. Yet, 
I only learned of WebMD’s possession of my data after the deal was done. 

 This email illustrates how the network of disclosure created by Health 
Insurance Portability and Accountability Act (HIPAA) legislation (dis-
cussed in Chapter   4    ) stretches and distorts privacy and security to include 
third parties. What I demonstrate in this chapter is not how our patient 
privacy is at risk from security breaches, but rather how it is at risk from 
the normal, “business-as-usual” selling of patients’ private data. I show the 
harm and pain that this network of disclosure can cause. Robert Gordon, 
a health information technologies expert, during an interview with me 
stated that “the system persists because the harm and pain that it causes is 
anonymous and dispersed.” In this chapter, I give that suffering a voice. 

 Neither patients nor healthcare providers concerned about patient pri-
vacy have much power to control what happens to patient data. This is 
primarily because even though that data may be  about  us, we do not  own  
it. And since we don’t own it, we have little say in what happens to it. 
My concern here is a feminist one: Struggles over health data property 
rights have parallels in struggles over the ownership and commodifi cation 
of bodies. Anne Phillips observes that while there is virtually global juridi-
cal consensus that human bodies are not property nor should body parts 
be sold or made into commodities, there are nonetheless thriving mar-
kets for both, from commercial surrogacy to the markets in oocytes and 
sperm (Phillips  2013 , p. 2; Almeling  2011 ; Waldby and Mitchell  2006 ; 
Scheper-Hughes  2001 ). Following the work of feminist scholars such as 
Carole Pateman, Nancy Scheper-Hughes and Margaret Radin, Phillips 
underlines the slippage toward self-alienation when we think of our bod-
ies as our property that we can rent or sell as we please in the marketplace. 
Instead, she suggests, we should be thinking of our bodily integrity and 
bodily labor capacities (what Catherine Waldby and Melinda Cooper call 
“biolabor”), such as the bodily labor a woman performs to donate her 
eggs to an infertile couple (Waldby and Cooper  2010 ; Pateman  2002 ; 
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Scheper-Hughes  2001 ; Radin  1996 ). Much of this biolabor, of course, 
is under- or un-compensated, fi nancially or otherwise. Catherine Waldby 
and Melinda Cooper stress how women are particularly dispossessed of 
the surplus value that their bodies produce for the fertility medical indus-
try, for example, the profi t realized out of oocyte production (Waldby 
and Cooper  2010 ). For some feminist scholars, while we may not own 
our bodies or our tissues (and many US laws legislate declare that we do 
not “own” our bodies), we nonetheless “own” our biolaboring capacities 
(Phillips  2013 ). Can our biolaboring capacities extend to the data that our 
bodies produce? 

 In this chapter, I describe the property relationships between protected 
health data and the healthcare information industry, primarily third-party 
companies that have positioned themselves on the outer nodes of the 
HIPAA network of disclosure, such as electronic medical records software 
companies and health informatics enterprises. Here I hope to disentangle, 
or at least trouble, the complex web of the health-data biopolitical econ-
omy. I analyze how ownership claims are made through possessing data 
and transformatively innovating it, a process which yields new data assets. 
These assets are mobilized back out into the network of disclosure. This 
data ownership mandates a patient’s dispossession of their biolabor—and 
any ownership claims they may try to make over their health data—to pro-
duce data commodities. I demonstrate how, for data brokers and aggrega-
tors of health data, data is only useful if it is mobilized as new assets. 

 To do this analysis, I utilize a biopolitical framework. Biopolitics here 
names a regime, a way of organizing social life and “nature” through capi-
talist socialization, in which “life itself becomes an object of technologi-
cal intervention, and nature ‘has become capital’” (Lemke  2011 , p. 69). 
Life—tissues, cells, DNA, blood, and organs—and data that is produced 
by life become subject to and the object of capital’s speculative power. 
Life is sliced up, mixed together, mined, instrumentalized, optimized, and 
innovated upon to create new assets, new commodities, and new produc-
tive and reproductive relationships of labor, value, and profi t.  1   Biopolitics 
enables accumulation through dispossession, wherein producers are dis-
possessed of property rights over land, resources, and even the productive 
forces of their own bodies, by capital’s accumulative power. While this 
is the bedrock of commodity capitalism (the transformation of natural 
resources into commodities to be sold at market), the distinguishing fac-
tor now is that life is essential to the productive, as opposed to exploitive, 
forces of late capitalism. Life is optimized and made to produce new forms 
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of value. Michel Foucault points to how in capitalist societies capital and 
the human body are co-constitutive of biopolitics:

  [C]apitalism … started by socializing its fi rst object, the body, as a factor 
of productive force, as labor power. Society’s control over individuals was 
accomplished not only through consciousness or ideology but also through 
the body and with the body. For capitalist society it was biopolitics, the 
biological, the somatic, the corporal that mattered more than anything else. 
The body is a biopolitical reality; medicine is the biopolitical strategy. ( 2003 , 
p. 321) 

   Michael Hardt and Antonio Negri explain that biopolitics is a pro-
ductive, rather than disciplinary, power in contemporary Western societ-
ies and, for our purposes in this chapter, US capitalist medicine (Hardt 
and Negri  2000 , p. 27). The body, especially the human body, is the site 
of medical capitalism. Protected health data, taken from the bodies of 
patients who are dispossessed of any ownership claims over their data and 
its fi nancial value, is standardized and instrumentalized through inno-
vations made upon the data, through processes such as anonymization 
or big data analytics. These innovations unleash the data’s accumulative 
forces that are harnessed by speculative medical capitalism. In what fol-
lows, I describe two innovations on private health data, de-identifi cation 
and analytics, that make data useful and valuably productive. 

   THE PRIVACY PROMISES AND MARKET VALUES 
OF ANONYMIZATION 

 As I explained in the previous chapter, the data standardization regula-
tions under HIPAA, namely the Privacy Rule, the Security Rule, and the 
Omnibus Rule mandate that health providers and those organizations 
directly involved in some aspect of a patient’s healthcare (such as a health-
care clearinghouse or a health insurer) must follow specifi c protocols to 
protect her information. The Security Rule regulates how digital informa-
tion on a patient is appropriately secured (primarily through encryption), 
stored, and disclosed, by providing guidelines for data security standards 
and fi ning practices and hospitals when a breach occurs. The Omnibus 
Rule, passed in 2013, regulates the privacy and security of patient data, 
and includes third-party businesses in the protocol regime. Under this 
rule, both third parties and covered entities are liable for breaches. 
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 The fi rst innovation done to protected health data once it is collected 
and abstracted from the bodies and lives of patients is de-identifi cation. 
The promises of privacy pivot on the anonymization of health data. 
Privacy is big business in healthcare and it is through de-identifi cation 
that a patient’s data becomes a commodity. It is important to note here 
that there is a legal distinction between privacy and security. Data privacy 
is achieved through standardizing and securing personal health data. The 
HIPAA Privacy Rule mandates a “built-in” privacy function: the anony-
mization of health data. Before a patient’s health data can move through 
the digitized data network, the individual record must be shorn of its 
identifying information, the 18 data points that comprise the protected 
health information (PHI)  of a patient. This de-identifi cation process is 
called the Safe Harbor method of data standardization, as outlined in 
§164.514(b) of the Privacy Rule. “Safe harboring” of protected health 
information must happen before the information is released to entities 
not directly involved in “healthcare operations,” for example, before it is 
made into a database that is sold for medical and health research or for 
marketing purposes. 

 The PHI de-identifi cation process is a crucial innovation that not only 
enables patient information to be mobilized though the network of disclo-
sure but also enables it to be transformed into data assets that are bought 
and sold by third parties. The use of anonymized datasets—gleaned from 
sources as varied as the Centers for Disease Control (CDC), the Veterans 
Health Administration (VHA), electronic health records (EHR) software 
companies, and even from private data brokers—is, without a doubt, cen-
tral to public health and medical research data analytics. Such analytics 
serve a vital public good, leading to benefi cial outcomes for patients and 
the healthcare system on the whole. While data anonymization can and 
does serve this important purpose, it also provides fi nancial benefi ts to 
private interests. 

 Let’s take as an example prescription data, which is a key site of innova-
tion and fi nancial value for third-party companies. In an interview, Brogan 
Callahan, a data analyst who works for a subsidiary of the largest health 
informatics company in the world, IMS Health Inc., explained what hap-
pens to prescription data once it is received by a pharmacy. When a doctor 
writes a script for a patient, the prescription is electronically transferred 
through the doctor’s EHR platform, faxed, or delivered on paper by the 
patient to a pharmacy. Once the prescription data is entered into the phar-
macy’s digital platform, the script is verifi ed by a “switch” company, a 

THE BIOPOLITICS OF LIVELY DATA 99



third-party clearinghouse that checks the doctor’s medical license, verifi es 
that the doctor is authorized to prescribe the class of medication being 
ordered, validates the patient’s information, and, for certain medications 
such as opioids, ascertains that a patient does not have multiple prescrip-
tions fi lled at different pharmacies. All of these checks are done on the 
script’s identifi able information. Once the prescription is validated as being 
legal and authentic by the switch company, the data is sent to the payer 
(the health insurer) for payment authorization, co-payment information, 
or claim rejection. All of this happens within a few minutes of receipt of 
the script. After all of the prescription fulfi llment processes are complete, 
the script is de-identifi ed by a third-party company that specializes in ano-
nymizing health data (this process is often referred to as “data hygiene”). 
Josh Sims, a health informatics specialist who de-identifi es health data for 
a large analytics corporation, explained to me that many who work in the 
data industry, hospitals, and health insurance companies consider identifi -
able health data to be something akin to nuclear waste: Everyone wants to 
get it off of their hands as quickly as possible because of the breach risks 
(and thus high penalties from Health and Human Services’[HHS] Offi ce 
of Civil Rights). Once the data is cleaned of identifying information, it 
is ready to be sold to another third-party data analytics company, such 
as Callahan’s company IMS Health Inc., which deals in a wide spectrum 
of health data, or Symphony Health Solutions, a company that focuses 
on prescription data. De-identifi ed prescription data, along with data col-
lected by the prescriber’s electronic health records platform and other 
third-party datasets, is aggregated and packaged to become the data assets 
of these health informatics companies.  

   ON THE INTERNET, EVERYBODY KNOWS YOU’RE A PATIENT 
 Although the de-identifi cation of electronic health data might bring some 
a sense of security, this is nothing short of a collective delusion. The early 
years of the Internet promised that online anonymity would mean free-
dom and security. This is embodied in the iconic 1993  New Yorker  car-
toon depicting a dog in front of a computer, telling his dog-mate, “On 
the Internet, nobody knows that you’re a dog.” Looking back, this sense 
of security through anonymity seems downright naïve to us in the Age of 
Big Data (Steiner  1993 ). While I may feel better knowing that when my 
health record moves through the Internet it has been shorn of any identi-
fying information that may link me to the record of my health and illness, 
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I really should not; nor should the health practitioners who are charged 
with stripping my record before it is released from their offi ce. Even if they 
are complying with all regulations, it does not mean that they have secured 
my record and protected my privacy. As I described in Chapter   4    , medical 
providers are doing the best they can, given the institutional constraints 
that they work within, and overwhelmingly, at least for the professionals 
that I interviewed, most healthcare workers endeavor to do what’s best for 
their patients. All of us—patients, doctors, health records administrators, 
and chief privacy and HIPAA compliance offi cers—co-produce rituals of 
privacy, but in the end, these are magical-thinking practices. 

 While the de-identifi cation of protected health information is one of 
those rituals that fulfi lls HIPAA’s privacy and security requirements, a 
ritual that allows data to be mobilized, many privacy scholars have dem-
onstrated that patients and their healthcare providers should not take 
much comfort in it—it is easy for data analysts to triangulate data and 
pinpoint individuals through even just a few data points. Privacy legal 
scholar Paul Ohm ( 2010 ) details how and why we should not trust the 
safe harboring of records, and warns that an individual can be re-identifi ed 
with only few data points that appear to be completely anonymous, such 
as a zip code or a Netfl ix rating (Ohm  2010 , p. 1705). There are sev-
eral studies that demonstrate how easy it is to re-identify patients and 
directly connect them to protected health information. Latanya Sweeney, 
whose Data Map was described in the previous chapter, has conducted 
several re-identifi cation studies on anonymized records, including her 
highly infl uential 1997 study that re-identifi ed the hospitalization records 
of then-Massachusetts governor William Weld by using publicly available 
datasets and voter registration rolls. Her study ultimately changed safe 
harboring protocols (Barth-Jones  2012 ; Ohm  2010 ). Through her study 
of Weld’s data, Sweeney demonstrated that for 87 percent of Americans, 
only three data points are needed to link a de-identifi ed health record to 
a patient: zip code, sex, and birthdate (Ohm  2010 , p. 1705).  2   After the 
passage of the 2003 Privacy Rule, Sweeney conducted another study of 
anonymized prescription data. In that study, the rate of re-identifi cation 
under the Privacy Rule’s safe harboring process was much higher than pre-
dicted: 6.1 percent rate of individuals were re-identifi ed, compared to the 
predicted rate of 0.04 percent (Sweeney  2011 , pp. 1–2). In another study, 
using a publicly available dataset of hospital admissions in the state of 
Washington, combined with information from news stories gleaned from 
LexisNexis, Sweeny was able to identify individual patients at a rate of 43 
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percent (Sweeney  2013 , p. 9). Similarly, Yves-Alexandre de Montjoye and 
his co-authors demonstrate how easy it is to re-identify data from credit 
card records, which, as I discussed in Chapter   4    , are used for payments 
for medical procedures. Using a dataset of 1.1 million credit card users 
who made purchases at 10,000 retailers in an Organisation for Economic 
Co-operation and Development (OECD) country, the researchers show 
that it only takes three data points—the date of the credit card trans-
action, the name of the vendor where the transaction was made, and 
the price of the transaction—to determine the cardholder’s identity (de 
Montjoye et al.  2015 ). Finally, using only the metadata of research partici-
pants’ phones ( N  = 546), Jonathan Mayer and Patrick Mutchler were able 
to pinpoint phone calls made on individual phones to health clinics and 
pharmacies, as well as online searches for medical information on heart ail-
ments and HIV status. They were able to infer particular health conditions 
for each anonymous research subject in their study (Mayer and Mutchler 
 2014 ). As I described in Chapter   2    , data brokers aggregate a combina-
tion of public data (Department of Motor Vehicles (DMV) records, voter 
registration) and private data (credit card transactions, browser cookies) 
into large datasets that can be sliced and funneled down to make infer-
ences about an individual’s consumer behavior for a variety of marketing 
purposes. In the case of health data, these methods are used to make infer-
ences about an individual’s health status, inferences, which are also used 
for marketing. As one list broker described to me, the current “hot spot” 
in the data marketing industry is health data. 

 Consider this common scenario: A patient has health insurance, and her 
doctor may bill her insurer for all or some of the procedures performed 
by herself or a nurse. Many health plans also include co-pays, which this 
patient pays for using her credit or debit card. This patient also uses funds 
from her fl exible spending account (FSA), the tax-free savings account 
offered through her employer-sponsored healthcare plan and which comes 
with a VISA, MasterCard or Discover debit card which she must use to 
make payments from her FSA.  3   Although this patient’s health data is de- 
identifi ed and made “secure” under HIPAA before being transmitted to 
a third-party, the patient’s debit or credit card data is not, regardless of 
whether the card is connected to a FSA or directly to the patient’s bank 
account. For our patient’s fi nancial transaction to be authorized, certain 
identifying information will be transmitted from the clinic to a fi nancial 
institution. Once this identifi able information is securely received by the 
bank or fi nancing company, this data can be de-identifi ed and leased or 
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sold to any number of third parties, such as credit reporting bureaus or 
data brokerage fi rms.  

   OWNERSHIP DEFINES US: THE “VALUE-ADD” 
OF ANONYMIZATION AND HOW DATA OWNERSHIP 

IS CLAIMED 
 Resting data is dead data. For data to be useful within the network of 
disclosure, it must be reanimated and given new, productive life. Once the 
data are innovated upon by being de-identifi ed, they become new objects: 
data assets. The data assets are then aggregated, analyzed, and distributed, 
producing value for those who claim ownership. US courts have consis-
tently determined that data are owned by those who innovate on them, 
not those who produce them. Patients, and some health practitioners, 
may believe that patients own their health data or medical records, but, as 
many court cases have borne out, the law recognizes the property claims 
of innovators, not patients. There are parallels to these data ownership 
claims in other medical contexts, such as medical waste used in research 
and drug development. The most signifi cant legal precedent for this logic 
is was provided by the California Supreme Court in  Moore v. Regents of 
the University of California, et al . ( 1990 ). In this appellate case, plaintiff 
John Moore had been diagnosed with hairy-cell leukemia and had sought 
treatment from Dr. David Golde, an oncologist and medical researcher 
based at University of California, Los Angeles (UCLA). Golde removed 
Moore’s spleen as part of his cancer treatment. In the process, he noticed 
that Moore’s spleen was unusually productive of lymphokines, a protein 
essential to the immune system, which happens to be diffi cult to reproduce 
in large enough quantities for medical use. Golde recognized the market 
value of Moore’s diseased spleen and, in collaboration with drug-maker 
Sandoz Pharmaceuticals, used Moore’s “medical waste” to innovate a new 
therapeutic medicine for leukemia. At the time that Moore’s spleen was 
removed, he was not informed that his tissues would be used to develop a 
new medicine, nor did he give his consent to this use of his tissue. Golde 
and Sandoz’s innovation on Moore’s cells was patented. The Court found 
that their innovation nullifi ed any ownership claims that Moore may have 
felt were his over a piece of his body. Moore’s spleen, and any result-
ing invention based upon it, became the bio-asset of Golde, UCLA, and 
Sandoz, who all made a lot of money from that asset. Moore lost his suit 
when the Supreme Court judges found in favor of the defendants, writing 
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in the majority opinion that since Golde had performed necessary inno-
vative labor to transform Moore’s cells into a profi table commodity, the 
property rights cohere to the inventor, not to the original possessor of the 
tissue (Waldby and Mitchell  2006 , pp. 88–93). 

 The network of disclosure mirrors this innovation-equals-ownership 
model for protected health information. Data ownership claims are made 
at several nodes within the network: by the hospital or doctor’s offi ce, by 
electronic health record vendors, by pharmacies that receive prescriptions, 
by health plans, and by third-party data aggregators and information ser-
vices companies. The processes that make patient data secure under HIPAA 
are considered “innovations” upon those data. Consider the material and 
epistemic difference between locking a drawer and the HIPAA-compliant 
process that includes de-identifying thousands of patient records, encrypt-
ing data fi les through proprietary algorithms, and transmitting data 
through a networked software platform that is licensed to a hospital and 
stored on offsite, third-party servers; in digitized healthcare, securing data 
 is  innovation. In big data healthcare, data ownership and privacy rights 
shift away from the producers of data—patients, doctors, and nurses—to 
the innovators of data. In the bio-economic intellectual property regime, 
data is legally understood to be signifi cantly transformed by the “inven-
tive labor” of data security specialists and by data analytics, with profound 
consequences (Waldby and Mitchell  2006 , p. 93). 

 As described in Chapter   2    , many companies and organizations that are 
not in the business of aggregating and selling data as their core opera-
tions nevertheless will often turn to data that they possess as a potential 
revenue stream. The American Medical Association (AMA) maintains a 
database, the Physicians Masterfi le, of more than 1.4 million licensed phy-
sicians across the USA, Puerto Rico, and other US territories. The list 
includes doctors regardless of their AMA affi liation, and includes identifi -
able information about each physician. The database is used for a variety 
of purposes, including verifi cation and fraud detection. The AMA also sells 
this database to data brokers, primarily IMS Health Inc., which report-
edly earns the association more than $40 million annually (Steinbrook 
 2006 , p.  2747).  4   This database combines and triangulates prescription 
data that is purchased from retail pharmacies as well as from large prescrip-
tion plans, such as Express Scripts Inc., which claim ownership over these 
prescription records.  5   IMS Health provides information on every script 
written by every physician in the AMA database to pharmaceutical makers 
for distribution to their sales forces. When news broke in 2013 that IMS 
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Health was purchasing the prescription behaviors of clinicians, many AMA 
physicians demanded an “opt-out” option. The AMA responded with the 
Physician Data Restriction Program, which enables members to declare 
that their prescription data can only be used for research purposes, and 
cannot be shared with drug marketing or sales forces (American Medical 
Association  2013 ). It should be noted that only about 4 percent of doctors 
use the opt-out option. Most doctors don’t know about the option, or the 
fact that their prescription data is being sold in the fi rst place (Thomas 
 2013 ). The opt-out only applies to the AMA data; there is no legal way 
that doctors can prevent pharmacies or health insurers from selling their 
prescription data (Thomas  2013 ). When doctors, patients and even state 
legislatures reacted against the practice of selling prescription data, espe-
cially without the consent of doctors or patients, the US Supreme Court 
favored data innovators in the 2011 case  Sorrell v. IMS Health Inc.  The 
majority of the court sided with data brokers’ First Amendment right to 
sell prescription data as part of commercial speech (Boumil  et al .  2012 ). 
While physicians are certainly an aggrieved group who rightly protest the 
sale of their prescription data, the traumas from these sales can be more 
acute for their patients, such as Marcy Campbell Krinsk, described in 
Chapter   1    , who like me, was haunted by a marketing baby for a decade, 
after her prescription data had been sold after she purchased fertility drugs 
at a pharmacy in San Diego (Freudenheim  2009 ). 

 The data products provided by IMS Health are updated weekly in 
the databases of many pharmaceutical companies, according to Miranda 
Rosen, a pharmaceutical sales representative who specializes in drugs for 
pediatric epilepsy who I interviewed to learn more about how prescription 
data is used by third parties, such as drug companies. Rosen uses this data 
in her regular sales visits that she makes to the two hundred physicians in 
her “portfolio,” and the prescribing information is essential to how she 
targets her marketing messages to doctors. 

 Brogan Callahan, the data analyst mentioned earlier in the chapter, 
explains that while there can be many ownership claims made over health 
data, courts continuously recognize innovators, like IMS Health or phar-
macies, as owning health data:

  [Health data] can be owned, really, by multiple entities. … If you look at 
pure ownership, in terms of if you licensed it, and then improved it or did 
something with the information, applied some sort of analytical overlay, 
and then used it internally, then that is inherently different than what was 
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 initially received. It’s sort of like what we refer to in our industry as a value- 
added re-seller. … If I license data to you, I license it, I don’t sell it, and if 
you then want to turn around and license it to somebody else, you have to 
do something to it: you have to put it in a product that provides different 
types of information. … [I]f you collect information from a public domain 
and then aggregate it all together, and then license it to somebody else, then 
that’s a product that you’ve just created, based on a lot of disparate pieces of 
information. That, in my eyes, would be ownership, but then you talk to the 
person who the data is referencing, and they might say, ‘That’s my informa-
tion, and it’s mine, and you can’t do anything with it,’ but yet it’s publicly 
available, so, then, who’s right? 

   It is signifi cant how Callahan characterizes personal data collected from 
the public domain, as what is “public” is a fungible concept, at least in 
the eyes of data brokers. It is through this fungibility of public and private 
information that data commodities are made and mobilized. Those work-
ing to protect the data of patients, especially in regard to ownership and 
profi tability, are keenly aware of this as well. In May 2013, the Executive 
Offi ce of Management and Budget (OMB) released a memorandum titled 
“Open Data Policy—Managing Information as an Asset” to the heads 
of all federal departments. It outlined Executive Order of May 9, 2013 
requiring government data to be “machine readable” and easily acces-
sible by the public (Burwell  et al .  2013 ). The memorandum’s opening 
paragraph refl ects the common boosterism rhetoric that links big data to 
economic prosperity: “Making information resources accessible, discov-
erable, and usable by the public can help fuel entrepreneurship, innova-
tion, and scientifi c discovery—all of which improve Americans’ lives and 
contribute signifi cantly to job creation” (Burwell et al.  2013 , p. 1). The 
executive order’s Open Data mandate stated that all data produced by tax-
payer funds should be considered “owned” by the public, and therefore, 
should be publicly available online. One regulator at the Veterans Health 
Administration (VHA) who was charged with protecting the health data of 
those veterans who receive VHA healthcare and those who participate in 
VHA medical research was concerned that the Open Data mandate would 
result in a public data free-for-all for private enterprise. He knew that data 
brokers scrape federal websites for public data and commodify it. So in 
response to the Open Data mandate, the VHA put in place a data manage-
ment plan that follows the OMB’s mandate but respects the data owner-
ship rights of veterans by meeting the bare minimum of the mandate and 
severely restricting the use and access of veteran health data (Puglisi  2015 ).  
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   POSSESSION PLUS INNOVATION EQUALS OWNERSHIP 
 Data privacy, security, and ownership take on signifi cantly different mean-
ings in digital forms. Josh Sims, the bioinformatics analyst introduced in 
Chapter   2    , describes this difference as one where the innovations in data 
security cannot keep up with the algorithms that are invented to disclose and 
re-identify health data. The Health Information Technology for Economic 
and Clinical Health (HITECH) Act (introduced in Chapter   4    ) and the 
Affordable Care Act (111th Congress  2010 ) both mandate health practice 
changes that use either fi nancial incentives or non- compliance penalties to 
induce patients to disclose their health information. Primarily, the HITECH 
Act mandates that all US health providers demonstrate “meaningful use” of 
electronic health records (EHR) for all of their patients. The Act also regu-
lates the security of EHRs. Between 2011 and 2014, healthcare providers 
received fi nancial incentives to adopt the use of health records software and 
transfer all of their records to electronic systems. In 2015, those rewards 
converted to punishments in the form of reductions in Medicare reimburse-
ments for non- or slow-adopters (Athena Health Inc.  2009 ). Prior to the 
2015 deadline, practices could use the fi nancial incentives to help offset the 
costs of EHR implementation. The EHR requirements have not been as 
burdensome for larger health systems as they have for mid-sized and smaller 
systems and practices. The cost of purchasing and maintaining software, 
servers, and other equipment, as well as the diverted labor and compliance 
consulting, was quite steep for some smaller practices, some of which chose 
to close down rather than be compliant with HITECH. 

 Since it was folded into the larger stimulus package to reverse the 
2008 economic crisis, the HITECH Act was a boon for certain sectors of 
healthcare industry. One of the most obvious benefi ciaries of this legisla-
tion is the EHR industry, as companies like Epic Systems Corporation and 
Allscripts Healthcare Solutions Inc. realized a ready-made market (Perna 
 2012 ; SK&A  2015 ). In 2015, the global EHR software market exceeded 
$23 billion, and within the USA, the market is dominated by a handful 
of vendors (Monegain  2014 ; SK&A  2015 ). As far back as 1995, before 
HIPAA was fi nalized, there was concern among legislators over the pur-
chase of patient data contained within electronic health records, when the 
EHR industry was in its infancy, by IMS Health Inc. or data broker and 
credit bureau, Equifax Inc. (Kolata  1995 ). 

 In an interview, Amelia Cook, the emergency-room nurse that we met 
in the previous chapter, she described the process of moving from paper to 
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digital records at her hospital. Cook has worked as an emergency pediatric 
nurse at the same hospital for 13 years, and during that entire time she has 
seen patient health records move from paper to digital fi les. This trans-
fer has accelerated in the last six years, to the point where her hospital’s 
recordkeeping is now almost fully electronic. As one can imagine, such a 
migration from paper to electronic records is much more of a challenge 
for small, community hospitals and family practices than for the large and 
powerful healthcare system that Cook works for. 

 Under HITECH, a patient cannot “opt-out” of digital records, 
nor can they ask for their medical and health information to be stored on 
paper. Furthermore, many EHR software companies compel physicians 
to either sell or hand over patient data to the software vendor through 
their data use agreements. These agreements often cede ownership of de-
identifi ed patient data to the EHR vendor, especially those vendors that 
offer “free” cloud-based platforms. In many ways, these digital health 
records platforms are much like Facebook in that all of the information 
input through the software becomes the property of the vendor. For 
example, the cloud- based EHR vendor, Practice Fusion, offers healthcare 
systems a freeware version of their web-based platform. The freeware ver-
sion actually does come with a price tag: There are advertisements within 
the software, similar to those in Facebook or Gmail, and through the 
user agreements, practices agree to share the data within the platform 
with Practice Fusion, including the data collected when a doctor or nurse 
clicks on an in- platform ad (Pottenger  2010 ).  6   Practice Fusion assuredly 
explains in their promotional literature for the product that these data 
are HIPAA-compliant and anonymized (Pottenger  2010 , p. 3). The data 
contained within a doctor or nurse’s clicking behavior, just like in the case 
of Facebook, becomes the property of Practice Fusion, who can sell it to 
other third parties. This means that when patient discloses her information 
to her doctor, and he enters it into her electronic health record, this data 
no longer is owned by the patient whose body and health produced the 
data, nor by the doctor who purchased the software license and consulted 
with the patient to input the data. Instead, it is owned by a third party. 
Again, the data innovator has ownership, not the data producer. 

 Under the Omnibus Rule, a patient does have the right to request and 
receive her health record, either printed or in a digital format, from her 
doctor. In my research for this book, I requested my full medical record 
from the fertility clinic, and for a charge of $67.50 plus tax, I was sent a 
paper copy—a 186-page pile of paper. Within the copy, not only was there 
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a record of every visit, every lab (but no ultrasound images), and every 
phone call, but also all of the data collected during my participation in 
the clinical trial. In addition to being able to access a printed copy of her 
record, a patient also has a right to gain online access to portions of her 
health record, as long as she is verifi ed and registered through her doctor’s 
web-based system. Despite a patient’s right to access her health record, 
she does not own her data, as she ceded her ownership rights through 
her health disclosures to her doctor. In my interviews with health practi-
tioners, only one person, a surgeon and the oldest person to participate 
in interviews, asserted that a patient owns her record. No other doctor 
or nurse that I interviewed made such a claim. Most either were unsure 
or fl atly stated that while they can have access to their medical records, 
patients do not own them; those ownership rights belong to the health 
practice. Only Callahan, the data analyst, claimed that third-party innova-
tors of health data own the record. 

 This point was underlined in my interview with Brianna Herve, a clin-
ical informatics specialist working in an urban hospital system. During 
our discussion about the EHR platforms that are used within her hos-
pital, which are her specialty, she mentioned that the hospital is working 
toward implementing a web-based system that allows patients to access 
their EHR. This has implications for data ownership, privacy, and control. 
When asked who owns a patient’s data, Brianna said hesitantly and some-
what apologetically:

  If you asked me I would say we would like, in a perfect world, for the patient 
to own the data. Because it’s their data. In my experience, if a patient fi nds 
something in their chart that they don’t agree with or they don’t like, it is 
nearly impossible to get it removed. I wouldn’t say that we’re at that perfect 
level yet. 

   In the network of disclosure, data ownership is granted, time and again, 
to those who are in possession of the information and those who innovate 
upon the data, either through de-identifi cation or analytics. Similarly, as 
Brogan Callahan, the health data analyst, boiled down data ownership 
claims made by data brokers on patient records, that “[i]t’s similar to the 
‘who owns a genetic code’ [question]. Does the company own the gene 
sequence that they took from people during some unrelated procedure, or 
does it belong to the person who it came from?” Despite the claim made 
by healthcare practitioners, like Brianna, that patients do indeed own their 
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data and their health record, legislation, court cases, and industry practices 
do not bear this out. Patients and even their doctors, simply do not own 
their health data.  

         NOTES 
     1.    Several scholars have developed rich and engaging scholarship on biocapital, 

which takes up where Foucault left off with biopolitics to consider the pro-
duction of “biovalue,” “bio-assets,” “biolabor,” and new forms of capitalist 
speculation and promissory capital based on genomics, reproductive tech-
nologies, and other life sciences. See, for example, Rose’s  The Politics of Life 
Itself  ( 2007 ); Melinda Cooper’s and Catherine Waldby’s work on biolabor 
and surplus biovalue in fertility medicine (Cooper and Waldby  2014 ; Waldby 
and Cooper  2010 ), and Kaushik Sunder Rajan’s work on genomics, bio-
speculation, and biocapitalism (Rajan  2005 ,  2006 ).   

   2.    Ohm ( 2010 ) observes that some scholars, such as Phillipe Golle, replicated 
Sweeney’s original experiment but could not produce the same results of 87 
percent. However, Golle’s fi ndings still showed that 63 percent of the popu-
lation could be uniquely identifi ed.   

   3.    Retail and investment banks, such as Bank of America, offer services directly 
to employers to implement and manage the FSA benefi t at their workplaces. 
See, for example, Bank of America’s website for such services:   http://
healthaccounts.bankofamerica.com    .   

   4.    Despite my best efforts to retrieve a more up-to-date Physicians Masterfi le 
revenue fi gure, including downloading the AMA’s most recently available IRS 
990 return, I was unable to fi nd it. Steinbrook’s fi gure was gleaned from the 
AMA’s 2005 Annual Report, a document that is only available to members.   

   5.    In  Steinberg v. CVS Caremark Corp . a civil lawsuit brought to the District 
Court of Pennsylvania in 2012, plaintiffs sued the retail pharmacy for their 
unauthorized sale of patient prescription data. The Court dismissed the 
case, in part due to the pharmacy’s data ownership claims: CVS argued that 
the company de-identifi es and aggregates prescription data before selling it 
to pharmaceutical companies ( Arthur Steinberg, et  al. v. CVS Caremark 
Corporation, et al.   2012 ).   

   6.    In a company white paper that describes the revenue model for its freeware 
version of Practice Fusion, the author notes that “…by embedding adver-
tisements in a banner at the bottom of its electronic medical record system 
and by selling anonymized patient and doctor data from its system to third 
parties, maintaining HIPAA compliance along the way [sic]. Practice Fusion 
also gives physicians the option to operate an ad-free electronic medical 
record system for $250 per month. However, as expected, most physicians 
choose to run the advertisement- based model” (Pottenger  2010 , p. 3).         
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    CHAPTER 6   

            COMRADES 
 As I lay prone, naked from the waist down and my feet in stirrups, with the 
speculum protruding from my vagina, I strained under the discomfort of 
my very full bladder as it pressed into my lower abdomen, demanding to 
be emptied. I had been directed by the nurse assisting in the embryo trans-
fer to drink plenty of fl uids because they needed my bladder to be full so 
that when the embryologist made the embryo transfer, my bladder would 
appear on the ultrasound’s monitor as a white, glowing blob. This would 
provide a good, visual contrast for her to see the air bubble containing the 
two embryos as it traveled out of the catheter and into my uterus. During 
that moment, I too would be able to “see” my embryos for a moment 
before they nestled into the infi nite blackness of the screen’s pixels. 

 My doctor was not on duty that day. Reproductive biology works on 
its own timing and thus, my artifi cial cycle was out-of-sync with the clin-
ic’s duty schedule, despite their efforts to engineer my body’s hormonal 
rhythm to align with the work cycle of the clinic. Although my usual doc-
tor was Dr. Gaonkar, that day there was a new doctor on call sitting next 
to me, someone I had never met before. As we waited for the embryolo-
gist to come into the operating room to make the transfer, we traded nods 
and small talk. He smiled politely and remained seated, close to my head, 
but he still looked down to meet my gaze, as I was lying with my pelvis 
slightly raised. That position would afford the clinicians performing the 
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transfer optimum access both physically and visually to my vagina, the os 
of my cervix, and uterus. 

 “Hi, I’m Dr. Phillips, Dr. Gaonkar is not on duty today, so I’m going to 
oversee the transfer for her,” he said and offered his hand, reaching across 
the bed and the green sheet covering my chest. My breasts were heavy 
and tender under the infl uence of all of the synthetic hormones coursing 
through my veins. 

 I shook his hand. 
 “Oh, thanks for helping today,” was about all I could muster over the 

pounding of my bladder, which was made more intense by the speculum 
sticking out of me. I offered a small smile, trying to convey a complexity 
of meaning: It was an expression that I hoped indicated I was a compliant 
patient but also one that suggested to him that I was very aware of the 
awkwardness of the situation. After all, I was lying below him, him fully 
dressed, me half naked, with my vagina and cervix propped up under the 
glare of the examination lights. 

 “You’re participating in the clinical trial that Dr. Gaonkar is heading 
up?” he asked. I wasn’t sure he received the intended meaning of my smile. 

 “Yeah, we are really happy to be able to participate, because this is our 
last chance to try and have a baby. We couldn’t afford any more IVF [in 
vitro fertilization].” After eight unsuccessful cycles of intrauterine insemi-
nation, and three rounds of IVF, one in which I failed to produce enough 
ripened eggs, one that resulted in a miscarriage, and one in which I didn’t 
get pregnant at all, this Phase III clinical trial testing the effectiveness of an 
IVF drug was our last-ditch effort to try and produce a child with assisted 
reproductive technologies. 

 Dr. Phillips gently nodded and pursed his lips in understanding. 
 “So, what do you do?” Dr. Phillips asked in a friendly, small talk, chatty 

sort of way. He seemed somewhat oblivious to my discomfort, but it did 
occur to me that this was his regular “workday” experience: a woman 
splayed, on display, and dying to pee. 

 “Well, I’m a sociologist. In fact, some of what I study is science and 
medicine.” I replied, with a wry, little grin that I hoped was just sugges-
tive enough to Dr. Phillips that he would keep on his toes that morning 
because it was quite possible that I was studying him and the clinic. 

 “Ah, interesting,” he said and, for an instant his face hardened, almost 
imperceptibly. After a beat he added, “You see all of this?” 

 He gestured around the room at the ultrasound machine with the vaginal 
probe, the magic wand that is inserted to see what is happening deep inside 
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my uterus, the cabinets fi lled with syringes and sponges, the computer screen 
in the corner displaying my electronic health record (EHR). Finally, he turned 
his eyes back to land on me, as I lay on the gurney. “This is all capitalism.” 

 I perked up and raised myself a bit on my elbows, despite my bladder. 
How I wished I had my notebook and voice recorder right now! 

 From there, Dr. Phillips cited numerous succinct and clipped examples 
to relay his critical analysis of the political economy of global reproduc-
tive biocapitalism, which produces subjects, commodities, and objects 
that are enmeshed in complex, dialogic relationships (Rajan  2006 ). He 
illustrated the global production and trade in highly lucrative synthetic 
hormones through the story of the development of follicle stimulating 
hormone (FSH), an essential drug used in assisted reproduction. He told 
me that hormonal production on a mass scale was made possible by post- 
menopausal nuns living in convents across Italy who collected their morn-
ing urine—voluntarily and without remuneration—and donated it to the 
Vatican-invested pharmaceutical manufacturer EMD Serono, the inventor 
of the synthetic FSH hormone GONAL-F (Dichek  2011 ).  1   He deftly con-
nected those elderly nuns’ bodies and their biolabor to pregnant horses in 
North America that are kept in continuous breeding cycles so that peo-
ple can collect and synthesize estrogens from their urine for the large- 
scale manufacture of synthetic estrogens such as PREMARIN (“ Pre gnant 
 Mar es’ Ur in e”) for use in humans, and to the global market for oocytes 
often sourced from women who live lives of economic and political pre-
cariousness (Waldby and Cooper  2010 ).  2   In fact, he told me, for an addi-
tional $800 paid to the clinic, I could review the clinic’s catalogue of 
available egg “donors” or the adoptable embryos “left over” from other 
couples’ successful IVF cycles. I could choose eggs drawn from women 
who, despite their self-descriptions of the altruistic motives for donating 
their eggs to strangers, could not help but be swayed by the $10,000 they 
would be paid. He explained that innovations in medical science and tech-
nologies are often impossible without the work done within the university 
hospital setting, much like the one that we both found ourselves in, an 
institution supported by a mix of public and private investment. Through 
his gaze and words, he connected all of this back to patients like myself: I 
was part of and produced by this global, fl eshy network of biocommodi-
ties. So was Dr. Phillips. We are all a part of it, enmeshed in it. 

 Could Dr. Phillips be reading the same books that I was during his time 
off from the clinic? What he was describing, presumably born out of his 
own embedded experiences within the reproductive medicine industry, 
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resonated closely with the scholarship of social scientists and philosophers 
who study the biomedical and life sciences as outsiders. In his ground-
breaking book on the global genomics industry, anthropologist Kaushik 
S. Rajan ( 2006 ) develops a theory of biocapitalism, and he richly describes 
the global circuits of genomic “currencies”—the fi nancial investment 
funds that focus on life science start-ups, or on biological materials such 
as cell lines and engineered life forms like Onco Mouse. Rajan and other 
scholars, such as Catherine Waldby and Nikolas Rose, whose work was 
introduced in previous chapters, argue that these commodities contain 
new forms of value: biovalue (Rajan  2006 , p. 43; Waldby and Mitchell 
 2006 ; Rose  2007 ). Philosopher and queer-feminist theorist Paul Preciado 
similarly conceptualizes the global hormonal circuits that Dr. Phillips 
described to me, as cybercommunication within the “pharmacoporno-
graphic era,” or the epoch of techno-biopower that connects human and 
non-human bodies, through which a pharmaco-technical subjectivity is 
produced by  live  capital, or biocapitalism (Preciado  2013 ; Haraway  1997 , 
 2008 ). Preciado writes, “pharmacopornographic biocapitalism does not 
produce things. It produces movable ideas, living organs, symbols, desires, 
chemical reactions, and affects. … [T]here are no objects to produce; it’s 
a matter of inventing a subject and producing it on a global scale” ( 2013 , 
loc 587). In his book  Testo Junkie  ( 2013 ), Preciado documents his use of 
testosterone during his time of experimentation with the fl uidness of gen-
der embodiment. Through his experiential narrative, he expands Rajan’s 
concept of the biocapital circuit of commodities to include the immate-
rial qualities of biocommodities, including affect, kinship, and intellectual 
properties. These immaterial qualities fuel and lubricate the network that 
ultimately produces subjects of biocapital, and not merely biocommodi-
ties alone. Biocapitalism produces mobile subjects and objects that circu-
late. Preciado notes that Foucault’s architectural and epistemic structural 
subjects of biopower cannot account for the fl ows of hormonal gender 
normativity, including the desire to make babies with the hormones, 
oocytes, spermatozoa, and uteri of others. Preciado fi rmly situates himself 
as a pharmacopornographic subject within global biocapital each time he 
(as Beatriz) rubs himself serendipitously with self-administered testoster-
one. He does this as an act of bioterrorism and defi ance, as a ritual of 
mourning, and as an experimental re-engineering and re-inventing of the 
gendered body. Similarly, I was also a biocapital subject with each shot of 
FSH and progesterone that I injected into my legs and stomach (Preciado 
 2013 ; Thompson  1999 ).  3   And Dr. Phillips told me as much as well. 
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 Dr. Phillips, I detected, or perhaps I projected this upon him, was 
not pleased with the global biocapital-pharmacological system that he 
found himself entangled in alongside his patients, colleagues, and myriad 
unnamed and unknown others. That day at the clinic, I was not able to 
engage him further on the topic, as the embryologist, covered in ster-
ile paper scrubs and mask, and delicately holding the long, thin catheter 
containing my three-day-old, eight-celled embryos, interrupted our con-
versation. She crouched down close to my vagina, and gently inserted the 
catheter into the frowning os of my cervix, which lost its roundness when 
I gave birth to my daughter years ago. The three of us, with our heads 
turned toward the black, white, and gray screen watched intently as Dr. 
Phillips rubbed my lower belly with the ultrasound’s wand. 

 “There! You see it?” With his free hand, Dr. Phillips lightly touched the 
screen. The gray pixels momentarily lightened as the embryonic bubbles 
bobbed and then faded into the darkness. 

 Dr. Phillips sat silently next to me still watching the screen. I fantasize 
that I had a covert, insider anti-biocapitalist comrade and saboteur sitting 
next to me through the two minutes of the procedure. Like a night-terror 
apparition that dissolves in the morning light, after the transfer was com-
plete, I never saw Dr. Phillips again.  

   MY BODY AS DATA SUBJECT-OBJECT OF BIOCAPITAL 
 I enrolled in the randomized, double-blind controlled clinical trial 
PURSUE hoping to become pregnant and to give birth to a live baby. 
The trial was sponsored by the pharmaceutical giant Schering-Plough,  4   
and tested corifollitropin alfa, a follicular stimulant. I did not participate 
in the clinical trial selfl essly, using my body and the data that it pro-
duces to help others. I used my body because I wanted to help myself, 
as many other patients do who participate in randomized trials as part 
of their clinical care. I balanced the chance of receiving the placebo 
against receiving treatment that I could no longer afford (Timmermans 
 2010 ). I still had to pay for some trial procedures out of pocket (I put 
them on my credit card), such as “assisted hatching,” where my fertil-
ized eggs were hatched with chemicals or a laser so that the embryonic 
cells could more easily grow and reproduce in vitro. While my hope was 
partially realized—I did get pregnant from that trial—the pregnancy 
did not result in a living, breathing baby. Instead it produced a ghostly 
marketing baby. 
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 All of the data that my body produced for the trial, as well as all of 
the data from my past experiences of trying to get pregnant and give 
birth through reproductive technologies, lives on as a data commodity, 
a biocommodity, a data  thing  activated by lively capital (Haraway  2008 , 
pp. 45–46). Data concerning my body’s chemical-physiological responses 
to the study drug were carefully collected by the clinic’s research nurses, 
entered into an electronic record, and algorithmically anonymized by 
numerical code. The data was handed back to Schering-Plough, but it was 
also entered into the electronic medical record kept by the clinic—which 
was attached to my identity. During my participation in the trial, I care-
fully recorded data about myself in a study log (a paper notebook) that 
was given to me by the head research nurse. All of these data were also 
entered into my anonymized record. Finally, the results of this medical 
procedure—the fact that I did indeed get pregnant because of IVF and the 
clinical trial—became marketing and promotional data used by Schering- 
Plough to demonstrate the effi cacy of the study drug. That material 
comprised part of the pharmaceutical company’s New Drug Application 
(NDA) to the US Food and Drug Administration (FDA). Certainly as 
well, my pregnancy was used to promote the clinic. After all, at my fi rst 
appointment, Dr. Gaonkar showed me a table of the clinic’s pregnancy 
and live birth rates, as a way of “selling” the clinic to me as a new patient. 

 My data was transformed into a commodity through the innovations 
made upon it and through its transfer from the clinic to the pharmaceuti-
cal company, which, as I described in Chapter   5    , legally owns my data. 
With this transformation, data’s exchange value is realized and captured. 
The bio-based data commodity is imbued with a “phantom-like objec-
tivity” that takes on a power and agency of its own (Marx  1976 , vol. 1, 
p. 128). Social conditions—the clinical trial, the fact that I was a patient, 
the global reproductive medicine industry, the big data industry—help 
construct the data commodity. There is an aura that surrounds the data 
commodity that is invisible but eerily, and ever, present. It is now quite 
common to hear someone say that she is “creeped out” when the online 
ads in her browser seem to “know” that she has a certain diagnosis. In a 
2015  Bloomberg News  article about “matchbacks,” a marketing technique 
that can identify web users through matching their prescription data with 
their browsers to “serve” them customized ads, one patient interviewed 
said, “[i]t’s this uncanny sense of, is this computer reading my mind? It’s 
almost as if the computer pops up the ad even before the thought pops 
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in your head” (Robertson and Pettypiece  2014 ). That uncanniness is the 
data commodity’s aura shining through the computer screen. 

 Market logics suffuse the anonymization, repackaging, and abstraction 
of health data (Rajan  2006 , p.  42). This is the value of the thing and 
through this transmutation, the data goes on to live a life of its own in the 
databases of the clinic, the pharmaceutical company sponsoring the drug 
study, and, quite possibly, health informatics analysts or medical research-
ers unconnected to the clinical trial. Clearly, at least some of my medical 
data and my protected health information, sourced from my credit card 
transactions and prescription data, was sold to data brokers who combined 
it with my online searches about assisted reproduction, as I described in 
Chapter   5    . Out of these sociotechnical confl uences, these data things are 
born and take on lives of their own.  

   THE DATA COMMODITY COMES TO HAUNT ME 
 Marx recognized that capital’s objects, commodities, are things that are 
bruised by the traumas that go into their making: “Capital [and commodi-
ties] comes [into the world] dripping from head to toe, from every pore, 
of blood and dirt” (Marx  1976 , vol. 1, p. 926, my additions in brackets). 
What are data commodities? How do they haunt us? How are they bruised 
and bloodied by trauma? Data commodities are “things” that are both 
material and immaterial. These objects are both made by us and precede 
us. Data things are deep and shallow; they are familiar and strange. Data 
things, like my marketing baby data revenant, are uncanny (Freud  2003 ). 
Data things are both subjects and objects; they have agency and power. In 
the Age of Big Data, we are made into data things; we are both subjects 
and objects, as I showed in Chapters   2     and   5    . Data things often collapse 
into a “data image” that looks a lot like data phrenology, or what some 
media theorists call an algorithmic identity, where data brokers infer and 
construct our identities that I mentioned in Chapter   2    . In the process, 
data make us legible and marketable (Cheney-Lippold  2011 ; Markham 
 2013 ). As I have already shown, for data brokers as well as for the network 
of disclosure, we  are  commodities and at the same time, data commodities 
are made  of  us and return to confront us in new forms, like in the shape 
of a FICO credit score. Furthermore, these data commodities are marked 
by the violence that went into their making. Daniel Solove describes the 
violence of databases and the data commodities that arise from them:
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  [T]he problem with databases and the practices currently associated with 
them is that they disempower people. They make people vulnerable by strip-
ping them of control over their personal information. There is no diabolical 
motive or secret plan for domination: rather there is a web of thoughtless 
decisions made by low-level bureaucrats, standardized policies, rigid rou-
tines, and a way of relating to individuals and their information that often 
becomes indifferent to their welfare. (Solove  2006 , p. 41) 

   Data commodities are immaterial things that, in the process of rema-
terialization, can cause real, material harm. They are both mundane and 
horrifi c. 

 Cultural anthropologists understand things as cultural artifacts, as 
objects, that embody the social relations that went into making them. 
As such, things have both a material form and a ghostly aura. Things can 
embody a society’s aspirations and goals, or index a culture’s demons, like 
a straw man or effi gy that is burnt and destroyed to symbolically rid the 
culture of an undesired value or fear (Brown  2001 ). Things are hollow 
and covered with a shell, or a skin, of the “real.” But if you scratch the 
surface, there is a void. We make things. Things make us as well. This mak-
ing is always violent, and the dispossession we undergo is traumatizing. 

 Do data subjects make data things, as with Victor Frankenstein and 
his Creature? Or is the relationship more ambivalent? Are data things 
asserting themselves as active agents in a particular subject-object relation 
(Brown  2001 , p. 4)? Are data things, like all commodities, projections of 
our desires? A data thing that thinks and that speaks. My marketing baby 
is a data thing that visits me through marketing materials, knocks at my 
door and asks to be let in. At times, I have welcomed this phantom. At 
times, there is something reassuring in the thought that I do indeed have 
a baby, somewhere, even if it is comprised of crystals, electrons, and beams 
of fl ashing lights, and lives a highly distributed life across the databases of 
untold data brokers. 

 My marketing baby, the embodiment of my health and consumer 
data, was summoned from disparate databases by Experian’s patented 
algorithm, reassembled into a mailing list that was sold to American List 
Counsel Inc., and transported into their “ Newborn Network ” database 
(Chamberlain  et al .  2015 ; Engel and Kigler  2013 ). In this chapter, I use 
my marketing baby to consider how health data is rematerialized and rean-
imated into a data commodity or a data thing. I demonstrate how infor-
mation about our most intimate traumas and losses, our bodies rendered 
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legible through data by capitalist medicine, can be commodifi ed. Rajan 
observes that within biocapitalism, the bio-based commodity fetish—and 
I consider my marketing baby to be a bio-derived data commodity—does 
not result from a process of alienation, with “the assumption of a tran-
scendental thing-in-itself,” but rather from a process of interpellation, 
where the “thing” hails the subject (the patient) directly ( 2006 , p. 168; 
Althusser  2001 ). Health data commodities are not entirely alienated from 
the patient, even though the patient may be dispossessed of their data and 
no longer recognize the value of what they produced. Every time that my 
marketing baby rings my doorbell, calls me up on the phone, appears in 
places such as  American Baby  magazine, shows up in my Facebook feed, 
asks me to reply to an unsolicited email, and implores me to buy it things, 
it increases its life as a data commodity and multiplies the marketing value 
of my health data. 

 My marketing baby has a birth month (March 2011), a home, and even 
a class identity, which I discuss in the next chapter. However, my market-
ing baby does not have a name, and its gender and racial identity may be 
left to speculation, inferred by the data brokers who were the midwives 
at my marketing baby’s birth. How do I know that my marketing baby is 
living a life of its own? Because it comes to visit me with fl esh of paper and 
ink. I have seen it, touched it, and held it.  

   I AM NOT A BABY 
 In late March 2011, I received a piece of direct marketing mail, which I 
sketched into my detective’s notebook as another bit of evidence (Fig. 
 6.1 ). When it arrived, I was carrying my dead fetus in my uterus, waiting 
for the dilation and curettage procedure to be done by Dr. Gaonkar. Yes, 
it is possible to be “not quite pregnant” and to house death within one’s 
living body. For two agonizing weeks I was full of death. Figure  6.1  is 
a drawing that depicts a piece of evidence that comprises my marketing 
baby’s “body”: a direct marketing envelope from Enfamil, addressed to 
me, which contains coupons and information about the Enfamil product 
line of breast milk substitutes. This envelope was one small part of the 
entire “body of evidence” that I collected as “proof” that my market-
ing baby was alive and being summoned by data marketers out of data 
warehouses.

   The envelope was printed with the image of a swaddled newborn, and 
the text below declares in bold Helvetica font, “I am not a baby. I am 
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a newborn.” This envelope has taken on the signifi cance of a magical, 
powerful object for this detective (Layne  2000a , p. 132; Mitchell  2005 , 
pp. 121–24). This is not an envelope, no, it is an object that is transub-
stantiated through the algorithmic and branding powers of direct mar-
keting, and activated—enlivened—with signifi cance, symbolism, affect, 
and kinship. It is a fetish (Marx  1976 , vol. 1, pp. 163–65). Through the 
power of big data marketing analytics, this envelope becomes a commod-
ity fetish, enlivened and crackling with the social relations that went into 
its making. I was dispossessed of my health data through the network of 
health data disclosure, only for it to come back to me in the form of this 
targeted, personalized marketing. 

  Fig. 6.1    “I am not a baby” branding campaign for Enfamil, a baby formula. 
Printed matter and free samples of Enfamil were mailed to me during my 
miscarriage. Illustration by the author, 2016.       

 

124 M.F.E. EBELING



 You might assume that I “own” this envelope, as it was mailed directly 
to me and since the day that it was delivered, has been in my exclusive pos-
session. Yet, when I contacted Mead Johnson Inc., the manufacturers of 
Enfamil, for permission to reprint an image of it in this book, they turned 
down my request, especially after I refused their counter-request that I 
send them the chapter I was writing about the advertisement for their 
approval. This denial of reprint permission underlined for me again that 
despite the fact that I possess a material representation of my health data, 
(in this case a piece of direct marketing mail), the object is not mine, just 
as my data is not mine. It is owned by a company: Mead Johnson in the 
case of the envelope, Experian in the case of my data, and any number of 
direct marketers that own my “consumer data profi le.” Michael Taussig, 
an economic anthropologist who writes about commodities, fetishes, and 
power that both possess says that the power of drawings, as opposed to 
photographs, is in their ability to encompass time. Drawings, unlike pho-
tographs or even words, “intervene in the reckoning of reality” (Taussig 
 2011 , p. 13). If a photograph is taken to be a depiction of “what is real,” 
then a drawing disrupts the notion that reality can be captured and trans-
lated verbatim by a technological device (Mitchell  2005 ). Of course, this is 
a fallacy, as photographs create their own reality, just as much as drawings 
do. The reality that I am capturing through my hand-drawn illustration of 
a piece of evidence from my marketing baby’s body is one of ownership, 
of affect, of kinship. If I cannot own the photograph of my marketing 
baby or even the data that went in to its birth, then I will  draw  it to  own  
it. I will draw my desires for kinship ties, my affections, my love, though 
thwarted, so that these might live again in ink and paper. This piece of 
printed, folded paper, as well as my drawing of it, to paraphrase both 
Karen Barad and W.J.T. Mitchell, is matter that  matters . It shows that my 
ephemeral data revenant has a body, it has a voice, and it demands to be 
heard (Mitchell  2005 , p. 153; Barad  2003 ). Through my drawing of the 
evidence of my marketing baby’s body, too, I take back some control over 
my data image from marketers who claim to own it.  

   THE IMMATERIAL GETS “REAL” 
 What is this thing, my marketing baby? Is it the ghostly image of my data, 
interpreted by marketers as a living, breathing baby? Is it a golem con-
demned to roam the data warehouses of the American desert? Is it a data 
changeling, activated by marketing trolls and fairies to do their bidding? Is it 
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a fl at data image, or a representation that is so life-like it is uncanny? Flat but 
made fl eshy and enlivened through its transformation into a data commod-
ity that takes on a life of its own (Marx  1976 , vol. 1, p. 128)? Am I to be 
blamed for my own haunting, like Ester blamed herself for her data revenant 
in Chapter   1    ? Did I make this creature not out of mud and charnel-house 
materials, but out of my personal information that I carelessly released into 
the world, through my loyalty card swipes, through my Google searches, 
through my signing away of my digital privacy (Shelley  2003 )?  5   

 What are we to make of my data baby, embodied as it is in this bit of 
marketing material? For the entirety of this noir, dear reader, this humble 
detective pursued a mysterious person, and now fi nds herself confronted 
with the object of her investigation. One of the most striking things about 
my marketing baby’s fl at fl eshiness is that it echoes René Magritte’s 1929 
painting  The Treachery of Images . The painting has become a canonical 
example of surrealism and of the instability between language, images, 
and the material world. The painting contains an image of a pipe, ren-
dered somewhat “realistically,” fl oating in a neutral fi eld of beige oil paint. 
Painted underneath, in a cursive script, is the emphatic phrase “ Ceci n’est 
pas une pipe ” [this is not a pipe]. Through the image and text, Magritte 
presents us with a riddle. The painting itself is an object, and it is also an 
image depicting an object. It is also a sign, a material, conceptual, and 
emotional thing with a linguistic signifi cation, a sign that is also depicted 
as an image in the word “pipe.” Magritte’s painting embodies the per-
petual tension and instability between the subject and the thing, between 
the immaterial and the material, between the concept and the object. In 
her book  The Wretched of the Screen , Hito Steyerl argues for the life-like 
fullness and plumpness of digital images ( 2013 ). Of the digital image’s 
agency she writes, “[s]enses and things, abstraction and excitement, spec-
ulation and power, desire and matter actually converge within images. … 
[t]his image is not some ideological misconception, but a thing simulta-
neously couched in affect and availability, a fetish made of crystals and 
electricity, animated by our wishes and fears—a perfect embodiment of 
its own conditions of existence. … The bruises of things are deciphered, 
and then subjected to interpretation. Things are made to speak—often by 
subjecting them to additional violence” (Steyerl  2013 , p. 52). 

 This envelope poses a similar riddle to me as Magritte’s painting. The 
envelope is simultaneously an object, an image, and the material and sym-
bolic manifestation of my lack of a living child. “I am not a baby.” No 
you’re not … but you are. The object, the thing, the data commodity 
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speaks (Arvatov and Kiaer  1997 , p.  126). It says that it is not what it 
appears to be, but I can see exactly what it is. I made this baby through my 
body, through my desires, and through my health traumas, but instead of 
being made of my genetic material, this baby was made of my health and 
consumer data.  6   

 Perhaps I can trace my marketing baby, born of dead matter and digi-
tal information, to middle-class Victorians who would have photographic 
portraits made of their dead children, seated or standing in “life-like” 
poses or positioned among their living siblings and parents (Blood and 
Cacciatore  2014 ).  7   Media scholars Michele White and Lisa Nakamura, 
along with sociologist Linda Layne theorize how a miscarried fetus’ imma-
teriality is articulated via digital media and made “real,” touchable, and 
“life-like” (White  2010 ,  2015 ; Nakamura  2008 ; Layne  2000a ,  b ). One 
of the ways the immateriality of trauma is made in fl esh is in the phe-
nomenon of the Reborn dolls that White writes about. Reborn dolls are 
manufactured vinyl dolls that are recrafted by enthusiasts, who customize 
off-the-shelf dolls’ heads, torsos and limbs into very realistic looking fi g-
ures of newly born babies. White carefully, and often tenderly, analyzes the 
women artists and “mothers” who create the uncanny Reborn baby dolls, 
some of which are made to memorialize their miscarried, stillborn, or dead 
children. Such dolls are available for “adoption” on eBay and other auc-
tion sites, thus given a life beyond death. While this form of life may look 
like a substitute for the real one that never was, for those mothers who 
give birth to Reborn dolls, the “babies” are alive with their affect. Both 
Nakamura’s analysis of emoticons and other digital ephemera created by 
women who have miscarried or had stillborn babies and Layne’s analy-
sis of ways that women memorialize their miscarried babies using ultra-
sound images demonstrate how immaterial things, or at least things that 
are inaccessible to one’s touch or gaze, are rematerialized. They are given 
an ersatz life to participate in affective and kinship networks: Dead things 
are reborn online, through images and data. All of these are commodity 
fetishes in the sense that they are the material (and immaterial) manifesta-
tion of social relations. They are objects that are animated with affective 
relations; they are not merely pixels on a screen or fi nely painted plastic. 
Their value inheres in the emotional response that they evoke in those 
who create and possess them. Although Michael Taussig describes com-
modity fetishes as denoting “an attribution of life, autonomy, power, and 
even dominance to otherwise inanimate objects and presupposes a drain-
ing of these qualities from the human actors who bestow the  attribution” 
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to things, I, along with these grieving mothers, am twisting the power of 
the fetish back on itself (Taussig  2010 , pp. 31–32). 

 For me, my marketing baby is more than a collection of infant formula 
canisters or printed brochures that promote child life insurance. I drain 
the agential force of these marketing artifacts, objects sent to me in a 
bid to persuade me to buy goods and participate in the grand capitalist 
masquerade that hides its injustices in the shiny objects it produces. No, 
instead of letting the fetish drain me, I take these bits of paper and pow-
dered milk, mix in my tears and the bloody detritus of my womb, and fi ll 
this dead thing with a new life free of the branded mothering of Gerber 
or Met Life, and full of my own tenderness, my own anger, and my own 
desires. I fi ll my marketing baby with my own meaning. 

 Boris Arvatov, a Russian Constructivist art critic and historian, pro-
posed that the ultimate revolutionary act is to make commodities intimate, 
especially commodities alienated from those who produce them, to make 
them kin (Arvatov and Kiaer  1997 ). Arvatov’s 1925 essay “Everyday Life 
and the Culture of the Thing (Toward the Formulation of the Question),” 
is almost prescient in its description of the ways that we attach emotional 
and affective meanings to consumer commodities, things, and thus, the 
power of things is unleashed through our relationships to them and 
through them. Arvatov asks us to reimagine a thing, an object, that is “ dif-
ferently  animated from the commodity fetish … [and by doing so] there 
is an attempt to return a kind of social agency to the fetish” (Kiaer  1997 , 
p. 111, emphasis in the original). Objects, like my marketing baby, can be 
inserted into my affective kinship networks, and made to perform social 
work that my miscarriage could not. A colleague of Arvatov’s, Alexander 
Rodchenko, argued for the liberation of things, along with people, from 
the status of mere commodity. Through this release from the enslavement 
of consumption, we should see things integrated into our social worlds as 
friends, comrades, and lovers: “Objects will be understood, will become 
people’s friends and comrades, and people will begin to know how to laugh 
and enjoy and converse with things” (quoted in Kravets  2013 , p. 421). 

 This is how I see my marketing baby. Through freeing it from the con-
ditions and the intentions of its “birth” in Experian’s Marketing Services 
databases, I take it into my arms, hold it, and call this marketing baby my 
own fl esh and blood. It turns out, as in most noirs, the mysterious person 
I’ve been searching for is both my baby, constructed by database marketing, 
and myself. I am the commodity as well. The subject becomes an object. 
A fl eshy, lively being becomes a thing. A thing is born out of dead matter.  
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          NOTES 
     1.    Dr. Bruno Ludenfeld, the inventor of manufactured FSH, was interviewed 

in 2011 about this history. He said, “it turned out that the Vatican owned a 
majority of the shares in the Serono company. So, with a direct request from 
the Pope’s nephew, Don Giulio Pacelli, who was a member of the Serono 
Board of Directors, it was easy to get the cooperation of nuns living in old-
age homes throughout Italy” (Dichek  2011 ). The brand name GONAL-F 
is now owned by EMD Serono Inc., a division of Merck Inc.   

   2.    The direct-to-consumer website of the drug PREMARIN ®  is found at 
  https://www.premarin.com    .   

   3.    Preciado places himself within this matrix in  Testo Junkie , Chap.   8    .   
   4.    Schering-Plough was purchased by Merck Inc. in 2009 in a $41.1- billion 

merger. The Schering-Plough Research Institute was still operational and 
conducting drug investigations in 2011 during the PURSUE study. In 
2013, the FDA accepted Merck Inc.’s New Drug Application for standard 
review of the PURSUE study drug, corifollitropin alfa (Eisele  2013 ).   

   5.    Perhaps I also shared Victor Frankenstein’s hubris when he similarly threw 
together the materials of life to make his Creature, thinking that all that is 
needed to make life out of nothing is a passionate intelligence and material 
resources.   

   6.    As of August 2015, Experian Marketing Services Inc. had 34 patent applica-
tions for various algorithms, database structures, and data processes, and 33 
issued patents. Information on US patent holders is found at   http://www.
uspto.gov    .   

   7.    The practice of memorializing stillbirths in family photographs continues 
in the twenty-fi rst century. The website   www.nowilaymedowntosleep.org     
provides volunteer photographers who will come to the hospital rooms of 
grieving parents to create loving portraits of stillborn and premature 
babies.         
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    CHAPTER 7   

          My marketing baby’s bones and fl esh of direct mail marketing and cus-
tomized online ads have become the body of evidence for my hard-boiled 
investigation; that pile of bones speaks to me and taunts me to pursue it, 
to fi nd it, to make it whole again. This body of evidence has my name on 
it (see Fig.  7.1 ). It gurgles and coos: “go to South Boston.”

    Southie  is what the residents of this historically working-class—and 
now gentrifying—neighborhood call it. A community of long-time and 
newer residents, who live side-by-side in redeveloped waterfront proper-
ties, warehouses-cum-luxury condos, or nineteenth-century row houses 
and older public housing blocks. Some houses appear to be long vacated 
by poorer residents, while others remain in homes passed down through 
generations. Freshly painted and well-appointed cheese shops with names 
like  Fromage  and gastro pubs called  The Lincoln  incongruously abut the 
shabbiness of the discount dollar stores, the South Boston community 
health center, and corners festooned with Irish fl ags. Southie boasts some 
of the most expensive real estate in Boston, which contrast sharply with 
the neighborhood’s historic home prices. It was not that long ago that 
these streets were controlled, and terrorized, by mob boss James “Whitey” 
Bulger, and signs of community struggles still visibly mark the neighbor-
hood. The day I arrived was unseasonably cold and blustery. As I walked 
north on Dorchester Street toward the bay, I turned up my collar to keep 
the wind off my neck. I caught something out of the corner of my eye: a 
fl yer taped to a shop window announcing a public vigil for those who have 

 The Body of Evidence                     



died from drug overdoses. The hardscrabble live cheek-to-jowl with the 
well-heeled in these parts. 

 I wondered aloud, speaking only to myself, how the data analysts working 
on Experian’s Mosaic market segmentation tool would categorize the resi-
dents of this neighborhood. Certainly they would plunk the neighborhood 
into “Urban Essence,” “Aspiring Contemporatires [ sic ],” or “Struggling 
Societies” but then what (Experian Marketing Services  2009 , p. 2)? How to 
subcategorize the diversity of struggles and aspirations that no doubt these 
residents experienced every day? “Metro Beginnings?” “Struggling City 
Centers?” “Minority Metro Communities?” “Getting By?” The essence of 
people’s private traumas boiled down, dried, and sliced up to be sold. 

 “So, I’m supposed to fi nd my marketing baby here, in Southie?” I mum-
bled to myself as I walked toward my destination: the Direct Marketing 
Association’s (DMA) annual conference “&Then.” 

 I arrived at the Boston Convention and Exhibition Center, a hulking 
mass of concrete and glass that faced east toward the bay, and entered into 
one of the largest trade shows for the data marketing industry in the USA, 
possibly the world. I had been told by several sources that if there was any 
place that I was going to fi nd my marketing baby, it would be the DMA. 

  Fig. 7.1    The Body of Evidence. Credit: Jay Muhlin 2016.       
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 During the entirety of my sleuthing work, I had not had the opportu-
nity to meet my marketing baby’s midwives—the data analysts, data engi-
neers, and data brokers who collated, chopped up, and reassembled my 
data into sellable data assets—but now they would all be in one place. In 
fact, Experian Marketing Services, the one data broker that Eliza named 
as a confi rmed source that had sold my data, was scheduled to be on the 
convention fl oor. At that point, the company had responded with frustrat-
ing silence to my several requests to speak to a person at Experian or to 
obtain a full copy of all of the data and data sources that Experian holds on 
me to put together my data image. I even went as far as to recruit a data 
rights watchdog organization, Request Initiative, and through the group’s 
lawyer, Samir Dathi,  1   had sent Experian a data subject request. Experian 
responded by sending me an unsolicited copy of my credit report. After 
this failed attempt to receive my data, I found buried on the Experian 
website a way of requesting my marketing data from the company—I had 
to print off a request form, along with a photocopy of my driver’s license, 
as well as two copies of utility bills addressed to me, and mail it to a PO 
box in Texas. Six weeks later, I received a brief, “consumer marketing 
report” which contained bare-bone and generalized information on me, 
not the information that I requested. I decided to treat the DMA conven-
tion as the site of the fi nal “showdown” with Experian.  2   I suspected that 
some of my data that Experian captured came from the credit card transac-
tions that I made in the fertility clinic—$25,000 worth. I was determined 
to fi nd someone at the trade show who could confi rm that my detective 
hunches were right: My marketing baby was built, at least in part, from 
transactional data. 

 My investigations into the information circuits that are covered under 
HIPAA and through which my data traversed led me to more questions 
than answers, and only deepened my confusion and uncertainty about 
where I might fi nd my baby. I began my detective work fi ercely deter-
mined to master the network of disclosure, to understand the complex, 
totality of the system, to hunt down the company that owned my baby, 
and to have a fi nal confrontation. I fantasized a lot about how the fi nal 
confrontation would go down: I would march through the door of their 
low-slung, prefab, business-park building and demand to hold my baby, 
to feel the weight and warmth of its data body in my arms, look down and 
coo into its pixel eyes. 

 Despite this imagined triumph, I found myself ensnared once again 
in a trap electrifi ed by futile desires, as I was similarly entangled for four 
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years in the fertility industry’s hormonally amplifi ed web of aspirational 
fecundity. And I was about to enter the lair of aspirational consumerism. 
The pursuits of both my fl eshly and my digital baby were propelled and 
sustained by false hopes. Thus fueled and sustained, I followed some of 
the leads and clues that I had scribbled down in my detective’s notebook 
during my interviews with informants. 

 In Boston that day, I was hopeful that after years of glimpses and senses 
(but never full head-on looks), fi nally I could come face-to-face with 
my baby made of data. The fi nal challenge was nigh. The banners that 
streamed from the vaulted steel beam ceilings advertised the data analytics 
companies that were present in the trade show. One particularly caught 
my eye, for the Belgium-based company Selligent. The banner featured a 
photograph of a European male, who appeared affl uent (perhaps it was the 
haircut, the freshly-scrubbed fair skin, the collar of a tailor-made shirt peek-
ing out from under an expensive jacket, the positioning of the model in a 
fi rst-class lounge, the serene expression?), softly smiling as he looked at his 
smart phone. The banner’s text read: “Enhance the Moment” and “John, 
your fl ight is now boarding.” The banner emblematizes what the direct 
marketing industry is striving for: personalized marketing to identifi able 
individuals. The Selligent marketing services representatives that I spoke 
to at the convention used phrases like “moment of engagement,” “deliver-
ing personalized brand experiences,” and “hyperconnection” to describe 
their offerings. Unlike health informatics or fi nancial analytics researchers, 
who use large, aggregated, and anonymized datasets (say data derived from 
census tracts) to study overall trends or the movement of a social or eco-
nomic phenomenon, data marketers use big data to narrow in on individual 
“prospects” and target identifi able consumers with marketing. Of course, 
data marketers also conduct analyses to identify trends, but in the case of 
targeted marketing, the aim is to drill down to an identifi able person. In the 
promotional text for one of Experian Marketing Services’ analytical tools, 
for example, a tool to help marketers identify a single costumer, notes that 
“[u]nderstanding your customer’s identity and behavior across channels is 
crucial to developing and sharing your brand story effectively” (Experian 
Marketing Services  2016 ). In “From Big Data to Big Marketing,” a white 
paper by Fair Isaac Corporation (FICO), the developers of the FICO score, 
a graphic explains how big data analytics can tunnel through mass sets of 
data to single out an individual, identifi able consumer, in this case pictured 
as a young, smiling, white woman holding four colorful shopping bags, her 
image under a magnifying glass (Fair Isaac Corporation  2012 , p. 3). 
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 Direct marketing has its origins in developing mailing lists based on 
data from the US Postal Service and the White Pages (R.R. Donnelly, the 
publisher of phone directories was at the &Then conference in Boston, as 
was the US Postal Service) to send direct mailings of promotional materi-
als to customers. In the era of big data, social media, and online marketing, 
what was once applied to paper records, marketers now apply sophisti-
cated algorithms to massive databases to identify and profi le a single per-
son. As I described in Chapter   2    , segmentation marketing is the process by 
which data on virtually every US household are divvied up into marketing 
categories. Target marketing uses these segmented data to tailor messages 
to the customers that are most likely to read the email or the mailer on 
top of all the junk mail. Target marketing endeavors to cut through the 
continuous stream of marketing messages (US consumers are exposed to 
about 5,000 marketing message  per day ), and capture the attention of the 
prospects most likely to be converted into long-term customers. 

   DATA PARANOIA 
 Some of us respond with “data paranoia” to the uncanny ability of tar-
get marketers, who use browser tools and other algorithmic “magic” to 
predict what we are thinking and what we desire before we even know it. 
This grows out of our worries about how our data, especially data that 
we produce from our online behaviors, is being tracked by forces that we 
know exist but remain nameless and faceless, a big “They.” 

 About a year ago, Toshi, a fi lmmaker who used to produce advertising 
campaigns for pharmaceutical companies, noticed a curious phenomenon. 
During an interview about how her health information was coming back 
to haunt her online, she told me a story that illustrated for her “data para-
noia.” When she searched for a product that she needed, in the example she 
offered, a consumer-end laser printer for her home offi ce, she began receiv-
ing emails from Amazon.com offering her the same item she was searching 
for. Knowing not to fall for Amazon’s “click-bait” by clicking through the 
link to the sale item, she deleted the fi rst email. A week later, she received 
another unsolicited email from Amazon, which said: “We noticed you 
didn’t purchase the printer, it is still on sale.” She said of the experience:

  It has been bothering me. At fi rst I thought it was creepy, but now I think 
this is the new paradigm that we live with, and now I’ve come to accept it, 
and it’s not right to accept this. Why is it that I accept it? I feel there is an 
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informational overload and I can’t keep track. When I see these things pop 
in [emails and pop-up advertisements] all within the past year, I see this as 
the new norm, and it doesn’t have that sting any more, and it should. 

   When faced with the fact that this type of data surveillance by target 
marketers is the new norm, at fi rst we may be appalled. But then many 
of us learn to accept it, and even to ignore it. Target marketers are aware 
of this, and innovate new ways to target customers knowing that we will 
delete and ignore their messages. Toshi’s example illustrates target mar-
keting quite well, as data-based direct marketing’s goal is to have total 
data surveillance across all media platforms so that marketers can send rel-
evant and highly targeted communications directly to individuals. It does 
not matter, for the databases, whether one is looking for a printer or for 
information about diabetes; all of this data will be swept up and spat back 
out to us in the form of direct marketing. Target marketers want to follow 
us across all of the media platforms that we use—our phones, computers, 
Internet-connected televisions, junk mail—to engage us in personalized 
and intimate conversations about the stuff we buy. 

 At the conference in Boston, I found my way through the maze of 
exhibitor booths fi lled with tat—squeeze balls, plush toys, pens, key 
chains, USB thumb drives, mini-speakers, magnets, Moscow Mule copper 
mugs (fi lled with the iced vodka cocktail), shopping bags—all emblazoned 
with a company’s logo and placed on tables to entice conventioneers to 
take a longer look. There was even a whole section of the convention 
fl oor featuring vendors who market promotional products. I came across 
the Selligent booth, the Belgian data marketing fi rm introduced earlier. 
I couldn’t resist the Belgian waffl es and cappuccinos they were offering, 
so I stopped and listened while munching. I learned that Selligent is a 
customer relationship management (CRM) platform company, providing 
software that helps companies interact with their customers through web-
sites, online retail transactions, emails, and mobile communications. CRM 
fi rms may also provide data analytic support on the data that is collected 
through their platform by the licensees who purchase the software. These 
companies are similar to the credit bureaus and electronic health records 
vendors that also provide software that collects customer data in order to 
perform data analytics. 

 In addition to the companies working in data acquisition, data compi-
lation, data hygiene, list compilation, and mailing and printing services, 
Experian was present on the trade show fl oor. Experian’s representation, 
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however, was limited to their marketing and data hygiene services. Data 
hygiene refers to “cleaning up” data for sale. In Chapter   4    , I described 
how retail and specialty pharmacies sell de-identifi ed prescription infor-
mation to data brokers, such as IMS Health Inc.: Patient’s identifi ers are 
replaced with numerical codes as a way to de-identify patients’ protected 
health information and be compliant with HIPAA regulations. And in the 
network of disclosure, there are third-party companies that specialize in 
data security to de-identify records. Similarly, there are also third-party 
companies that conduct “data hygiene”: submitting datasets to algorithms 
specifi cally programmed to clean up data. What characterizes “clean data” 
for the data marketing industry? Clean data is  accurate  information (as 
much as is possible, given technical and regulatory constraints) about a 
person’s name, mailing address, number of children in the household, 
income level, inferred or self-reported race, ethnicity and gender, home 
ownership, political affi nities, and inferred “interests” (ranging from dis-
eases or health conditions to sports and hobbies).  3   Data hygienists aim 
to produce data commodities that are fi nely grained, highly reliable, and 
precise, to sell to direct marketers. 

 At the DMA conference, I heard and saw several mantras repeated, 
including “We Live Data,” “We Make Connections,” “Individualized 
Insights,” “Engage Your Customers through the Omnichannel Journey,” 
and “Connect. Cultivate. Convert.”  4   Some of the more intriguing claims 
about what these data management companies can do caught my atten-
tion: company claims to delve into a customer’s “DNA,” advertisements 
proclaiming that the digital revolution means a marketing evolution, the 
words “Adapt or Die” overlaid on an image of Charles Darwin. In fact, I 
have seen this connection made between marketing data and genetics quite 
a few times outside the trade show as well, in places like marketing white 
papers, downloaded from the websites of Experian Marketing Services 
and McKinsey Digital (the data marketing arm of the consulting fi rm 
McKinsey & Co.), with titles such as “Mapping Your Customer’s DNA: A 
CMO Imperative” (Experian Marketing Services  2015 ) or “Cracking the 
Digital-Shopper Genome” (BenMark and Maher  2015 ). It seems that the 
data marketing industry has borrowed the genetic code and evolutionary 
metaphors of post-humanist media scholars such as Eugene Thacker or 
N.  Katherine Hayles to describe the embodiment of consumption and 
how, through the use of data analytics, a marketer can perform a “vivisec-
tion” upon a customer’s digital body to make her “reveal her (shopping) 
secrets” (Hayles  1999 ; Thacker  2003a ,  b ; Merchant  2008 ). Thacker, 
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who looks at how biologists use computational DNA, and Hayles, who 
 studies cybernetic information, both lay bare “the cultural perception that 
information and materiality are conceptually distinct and that information 
is in some sense more essential, more important and more fundamen-
tal than materiality” (Hayles  1999 , p. 18). Materiality instantiates data, 
and although data marketers use a different language, they too mine (and 
profi t from) the materiality of data. 

 In my wanderings around the convention fl oor, I came upon a vendor’s 
booth that I thought might be able to help me understand what happens 
to credit and debit card transactional data. In its promotional materials, 
the company described itself as providing “strategic solutions for insur-
ance and fi nancial services companies looking to advance and improve 
their direct marketing strategy” (Direct Marketing Association  2015 ). At 
the booth, I found Arun Nichani, a fi nancial data expert who worked out 
of the company’s New York City offi ce, and a self-described “data geek.” 
Perhaps he could help me understand what happens to the transactional 
data that results from making card payments at a clinic or hospital. 

 Nichani was friendly and excited to share with me what he knew about 
transactional data. He explained how these data move out of a doctor’s 
offi ce when a credit card is swiped: When you hand over your card for a 
co-payment or for a self-pay procedure transaction, the doctor’s offi ce 
swipes your card using a point-of-sale terminal, sometimes called a “rail,” 
that collects key information from both the transaction and from the 
patient’s card. This information is transferred to the card processing com-
pany, using the hardwired terminal the processing company set up in the 
doctor’s offi ce. In the USA, the two dominant card processors are First 
Credit and Chase Paymentech. The card is swiped and the data is broken 
up into three levels: The fi rst level contains data for transactions made 
between a consumer and a business using a consumer credit or debit card; 
the second level is for business-to-business transactions using a corporate- 
issued card; and the third level is for corporate- or government-issued 
cards and transactions (Jennings  2015 ). 

 Level one data has the fewest details about the transaction. It includes 
the doctor’s merchant category code, the unique identifying code for 
each terminal (which will also include the name of the doctor’s offi ce and 
the location), the amount of the transaction, and the date of the transac-
tion. Nichani used the example of the level-one transactional data gener-
ated when I used my VISA credit card, a card issued through my bank, 
J.P. Morgan Chase—the  issuing bank  is Chase and Visa is the  network  or 
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the “brand” of the card. Nichani explained what transactional data at level 
one typically will look like to the issuing bank and to the network:

  Nichani: [Chase will] know that it’s $25 and there will be that MCC code 
that gets assigned, which is the merchant category code. This classifi cation is 
very important because this allows Chase to identify that do you qualify for 
the 5 percent bonus this quarter. They use that; they’re doing some analytics 
on this. They want to know what sort of expenses was [ sic ]. They’ll prob-
ably know that it’s a healthcare related [transaction], patients probably they 
will certainly know it’s healthcare related. That’s the extent of information 
they have. 

 Mary: Will they have my doctor’s name? 
 Nichani: Oh yes. If it’s a practice with 10 doctors, they won’t have every 

doctor’s name, but they’ll have all the details. They know exactly where this 
card was swiped. They know exactly who that business belongs to. First 
Data  5   assuming, or in this case it would be Chase Paymentech who sold 
the terminal to the doctor. Chase Paymentech has all of that information in 
one system. Are they all talking to each other? Maybe not yet, but eventu-
ally that’s the goal that all the issuers, all the networks want to do is how to 
do more analytics with this information. They’re starting to, in some cases, 
resell this information. 

   That information, that issuers and networks are reselling transactional 
data, perked up my ears. I verifi ed what Nichani told me against a share-
holders’ seminar report I found on Experian’s “investor relations” website 
detailing Experian’s purchase of data on one billion consumer MasterCard 
transactions, as well a  Wall Street Journal  article detailing the technology 
that data brokers and card networks use to link credit card transactional 
data made in offl ine retailers to online ads served to a cardholder, much 
like the prescription matchbacks described in Chapter   6     (Steel  2011 ; 
Robert  2013 , p. 8). In fact, VISA holds a patent for an algorithm that 
could potentially be used to link a cardholder’s DNA to their consumer 
profi le (Steel  2011 ). These types of data sales are the “business-as-usual” 
transactions of data marketers. 

 Nichani went on to explain that certain card networks, namely Discover 
Card and American Express, are both the processor and the network. This 
way, they have more control over the data that moves through the trans-
actional network, and it is easier for them to submit the data to valuable 
analytics, because they hold the data and do not have to collate the data 
from other owners. Retailers hold transactional data that is very valuable 
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to issuing banks and card networks because the retailers have a record of 
the items purchased during a transaction. There are new companies that 
have entered the fi eld to address a gap in data access: e-commerce trans-
action companies. For example, Slice, an online consumer platform that 
enables users to organize and keep track of their online and offl ine pur-
chases through e-receipts and emails, has fi gured out how to get at trans-
actional data directly through the cardholder. The platform follows the 
social media model and, just like Facebook, Slice offers the tool for “free” 
to users—cardholders—in exchange for access to their very valuable data. 
Slice then owns all of the transactional data within a customer’s receipt, so 
that even if a purchase was made through Target.com and Target claims 
proprietary ownership of the transactional data, Slice can do an end run 
around it by scraping the data from the customer’s use of the Slice plat-
form. Slice can then sell or lease that information to another party for 
analytics, marketing, or other uses.  

   EXPERIAN OWNS US 
 Nichani also explained to me that holders of consumer credit data are 
always looking for new ways to innovate upon it. As mentioned in Chapter 
  2    , many data services companies use disparate sources of information to 
innovate new products and assets. Some of these innovations include the 
use of data that seems unrelated, such as posts that a user may make to 
Facebook or social media, to be combined with another source of data, 
such as a person’s Fair Isaac Corporation (FICO) credit risk score, to con-
struct a “three-dimensional” data image of an individual. While on the 
face of it, it may seem that this is a business-as-usual operation for data 
brokers, for certain kinds of data, such as those that are related to fi nance 
or health, this can have serious implications. It’s these sorts of innovations 
that Nichani found worrisome, in particular how credit bureaus are seeking 
to incorporate customers’ social media use, health risk factors, and ethnic-
ity in credit risk scores. He described these developments as a type of “data 
red-lining.” It is through this type of data red-lining that companies such as 
Experian own us, not only do they own our data but they potentially own 
our life chances as well, through the determination of our credit risk based 
on data that may or may not have anything to do with our creditworthi-
ness but has more to do with “social engineering.” Another concern about 
these innovations is the ability of card issuers or networks to combine trans-
actional data with a card user’s phone to provide real time advertisements:
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  [T]hey’re calling it geo-fencing. What that is, is the second you swipe that 
card at your doctor’s offi ce, all the businesses in the vicinity [near the doc-
tor’s offi ce] and based on, [where] they know [a card holder is at the time of 
the transaction in real time] … Let’s say you shop at the Gap. If they know 
that you are likely to shop at the Gap, they’ll send you an offer at that time 
for a discount or a deal or some percentage [discount] at Gap as soon as you 
swipe there. Because they know that the Gap store is less than 500 feet from 
your doctor’s offi ce. … [So] you’re in your doctor’s offi ce, you swipe [your 
card] … As soon as you swipe, now VISA and Chase know where you are, 
because they know the physical location of the terminal that the card was 
swiped at [and can send you advertisements for the Gap that may be next 
door to your doctor’s offi ce]. Once they know, and that’s why they call it 
… geographical fencing. Now they hone in and they zone in and they go, 
‘Ah. this is where she’s at.’ Is there any other business around here that we 
want [to target her for because she frequents it] … and they want to touch 
you [with personalized and targeted advertising] when it’s relevant. Because 
you’ll tune them out very quick if they are unnecessarily bothering you. 
That’s the game that they have to play smart.” 

   While we were talking, I built up my courage, sensing that I may have 
found an ally, another comrade. I told Nichani that I was actually not a 
sociologist, but a detective in the middle of a case. I told him about my 
marketing baby. Nichani was astonished: “how could this happen? This I 
could say I think it’s wrong.” He speculated about some of the ways that 
that my marketing baby could have been born, and for him it came down 
to algorithmic identities:

  [N]ow they’re able to infer that if this is the case that’s happening right here. 
That’s probably what it is. It’s all these disjointed sets, which historically 
could never have been connected but today they are. … Because this is not 
[a] human [putting it together], this is all algorithms at work. 

   Before I left Nichani’s exhibition booth, he offered me an idea about 
how I might fi nally get all of my data from Experian. He asked me, “Have 
you fi led a complaint with the Consumer Financial Protection Bureau?” 
I told him I had not, that I hadn’t even thought it was possible to do 
so. I thought that the Consumer Financial Protection Bureau (CFPB), 
a  governmental agency originally proposed  by economist and consumer 
credit rights advocate Senator Elizabeth Warren (D-MA) and founded 
under the Obama Administration, was a consumer fi nancial rights watch-
dog and regulator that only handled complaints against banks, not against 
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credit bureaus and data marketing companies (Eichelberger  2014 ). I 
promised him that I would look into it. With that bit of advice, as I sus-
pected, Nichani was indeed a comrade.  

   EMPATHY AND THE VIOLENCE OF “DUMB” DATA 
 As I mentioned in previous chapters, bureaucracies, databases and data 
contain within them the potency of structural violence, which if trig-
gered, can be unleashed to produce material harm. As media scholar 
Daniel Solove, who has written a lot about databases, summarized quite 
neatly the trauma my marketing baby has caused me as well as how the 
data industry, while they may not intend to, inadvertently, do cause harm 
as discussed in Chapter   6     (Solove  2006a ,  b ). Often times, this harm is 
wrought by “dumb” data, or data that is inaccurate (and in a certain sense 
all data owned by data brokers is dumb) or that inadequately refl ects the 
complexities of our lives. Data’s violence is in its fl attening of its subjects—
us—into a data image that can never capture the full dimensionality of our 
vitality, no matter how sophisticated a marketer’s algorithm may be. 

 During my fi eldwork at the convention, I asked virtually every data 
broker and analyst that agreed to speak with me if they could help me fi nd 
my marketing baby. Could they help me reassemble its data body—how 
was it conceived, where it was born, where does it live now, how old is it? 
Is it lonely, does it miss me when it is dispersed across databases or within 
the data warehouses? Some of those that I interviewed—such as Nichani, 
health data sales experts, and those who work for data aggregators or 
compilers—took pity on this poor detective, and tried to guess where I 
might look. Most were intrigued that I was interested in learning about 
the work that they do, and were willing to share. When I told them that 
I was looking for my marketing baby, they were genuinely shocked and 
appalled to hear about my haunting and tried to fi gure out how it could 
have happened. My mystery became theirs as well. 

 Maybe you fi lled out a survey online? Did you tell anyone on Facebook 
that you were pregnant? Did someone email congratulations to you? 
Maybe someone in the doctor’s offi ce leaked out the information? Some 
told me that I would never fi nd what I was looking for because the system 
has fi rewalls in place and my data could never come back to haunt me. 
Others explained that personal identifying information, especially concern-
ing someone’s health or fi nancial information, is siloed and quarantined, 
and thus could not be used to target a specifi c consumer. That’s not how 
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the system works, they said. How it is supposed to work, they relayed, is 
that the data of millions of consumers is aggregated and segmented into 
large datasets. There is supposedly no algorithmic way to drill down to an 
identifi able individual. Still others told me that a payment made by credit 
card at my doctor’s offi ce, for instance, cannot be “seen” by my issuing 
bank, and anyway, all of the data is de-identifi ed and anonymized; there is 
no possibility that any could leak out or be reconnected to me. The data, 
they said, is secure. Yet, there I stood before these data-marketing profes-
sionals as living proof that the system is  built to identify me , to rematerial-
ize my data into a living, breathing commodity. 

 This is why I found it so surprising that when I relayed my personal story 
of being haunted by my own data, these insiders expressed shock and were 
sincerely appalled that I was marketed to in such a way. I imagined that 
this was the fi rst time they were confronted with a living, breathing human 
being that was directly affected by their target marketing efforts. I was not 
an anonymous or abstract dataset of a million customers. I was a single 
individual that was re-identifi ed and marketed to based on an inferred 
health status: a pregnancy with a due date dreamed up algorithmically. 

 Although I didn’t fi nd a way to reassemble the body of my marketing 
baby (yes, I knew it was a futile pursuit. After all, this was a noir detective 
story.), I came a little closer to the origins of its conception, and I found 
comrades in my quest. I also found a much more interesting story. The 
story of my marketing baby became a story about a machine-controlled 
network of data and disclosure where the human agents who are tasked 
with its stewardship don’t understand all of the ways that data is coming 
together and being used. They know how it is  supposed  to work, yet not 
how it really does work. This means that the story they tell themselves—
the social imaginary that they use to collectively construct this network of 
lively data—enables them to trust that the system works, that something 
like what happened to me is not  supposed  to happen (Taylor  2003 ). This 
big black box of data, in which really smart people try to innovate on and 
gain insights from that data, somehow has become an autonomous “data 
machine” with its own agency—a golem stomping around the country-
side, wreaking havoc. Through standing face-to-face with these industry 
insiders and sharing my story of trauma wrought by  dumb  data, I was able 
to humanize data commodities. In my sharing, I found empathy, not a 
defense of the data marketing industry as I had expected that I would fi nd. 
In fact, I realized that I have more comrades than I had imagined, and 
even managed to recruit a few more detectives onto the case. Ultimately, 
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however, I found that we are all algorithmic subjects. As Natasha Dow 
Schüll demonstrates in her book  Addiction by Design , a 20-year ethno-
graphic study of the gaming industry, surveillance and data collection 
technologies work in confl uence with architecture, algorithms, and phar-
macology to produce a “whirring assemblage” that suspends players in the 
“machine zone,” a zone that ensnares players with psychological rewards 
to encourage more game playing by providing always-unfulfi lled hope and 
encouraging risk taking (Schüll  2012 ). Similarly, big data becomes a black 
box that ensnares all of us—database marketers and consumers alike—into 
a “whirring assemblage” of algorithms, data, and marketing. Big data is 
a black box for the insiders that construct the box as much as it is for the 
subjects of the black box.  

        NOTES 
     1.    I am using the actual name of the Request Initiative lawyer, with his kind 

permission. Before going to the &Then DMA convention, I had worked 
with the Request Initiative, a UK-based data rights organization, to track 
down my marketing baby. I recruited Request Initiative onto the case for 
three reasons: The organization’s modus operandi is to make data subject 
requests as a way of pressuring government and corporations to be transpar-
ent about the data they hold on people; Experian is, ostensibly, an European 
Union (EU) company headquartered in Dublin, and therefore beholden to 
EU and UK data subject laws; and fi nally, due to the more stringent EU data 
laws, Request Initiative could submit a data subject access request directly to 
a company, with the backing of UK and EU data rights legislation. While 
the organization, and especially Samir, worked hard to help me obtain my 
data, in the end, we could not get anything out of Experian other than a 
credit report and an “opt-out” form for credit card offers.   

   2.    When I approached the representatives working at the Experian exhibition 
booth, they refused to speak to me, once I explained to them that I was a 
sociologist conducting fi eldwork on how data brokers use health data. While 
I found this frustrating and disappointing, it was also hardly surprising to me 
that this would happen. In fact, this was the only time during all of my fi eld-
work for this project where I was refused an interview with industry profes-
sionals. So, the explosive showdown that I fantasized about turned out to be 
a dud—it fi zzled.   

   3.    During interviews with data brokers at the trade show, most used golf as an 
example of an inferred sports interest. Golf, of course, is a sport that has 
certain race, gender, and class implications that indicated what kind of cus-
tomer brokers have in mind when targeting them.   
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   4.    I found these mantras on the banners and trade show booths for Epsilon Data 
Management LLC, Teradata Corp., and Infogroup. They also appear on 
these companies’ websites and other promotional materials. The marketing 
refrains show how the industry understands how data can serve clients who 
are trying to procure or retain customers, and ultimately increase revenue.   

   5.    First Data and Chase Paymentech are both payment processing and mer-
chant services companies.         
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    CHAPTER 8   

          Like all good noirs, this hard-boiled tale, this dark quest for knowledge, 
was doomed from the start. My object of pursuit, my marketing baby, was 
nothing more than an apparition, a phantom, though one that pointed to 
a much bigger but infi nitely unknowable conspiracy. Like most noirs, this 
one has an ambiguous and inconclusive ending. 

 The closing scene in my search found this detective sitting at a dimly 
lit desk in a darkened offi ce, my head—crowned with a fresh crop of gray 
hairs, earned through the dogged pursuit of a tenacious specter—hovered 
over the fi nal piece of evidence: a four-page letter from Experian. Rubbing 
my weary eyes, I read the company’s boiler-plate prose:

  Thank you for your recent inquiry to Experian. Your privacy is very impor-
tant to us and we want to provide you with a clear understanding of the 
type of information that may be contained in our marketing database. The 
information is used by companies and non-profi t organizations to provide 
you with offers that may be relevant and of interest to you. 

 This marketing data summary describes the type of information related 
to your household that has been collected by Experian and is maintained in 
Experian’s marketing database. Experian obtains information from a num-
ber of public and proprietary sources, as described below, and uses quality 
control procedures to help identify inaccurate or out-of-date information. 
… You can be confi dent that the data compilation process at Experian not 
only complies with state and federal laws, but also is developed with care-
ful consideration of both past and anticipated privacy legislation and public 
opinion. … As a leader in the direct-marketing industry, Experian strives to 
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achieve a balance between consumer privacy expectations and our clients’ 
business needs to ensure that both benefi t. (Experian Marketing Services 
 2015 , p. 1) 

   The letter did not describe further the public and proprietary data 
sources as promised, but the footer of each page was emblazoned with the 
phrase: “Experian confi dential and proprietary.” I read the following three 
pages with some incredulity, tinged with resignation. Known and Inferred 
Age: 40–49; Inferred Gender: Female; Estimated Education: Graduate 
Degree; Known and Inferred Presence of Children: Yes. 

 I put the letter down. No birth date for my marketing baby? No inferred 
gender? No known or inferred health status or “interests”? (Although, 
how can a data revenant have a health status…a dead thing reanimated by 
segmentation studies and algorithms?) 

 That was it. Like the shadow that vaporizes into a steamy dark alley, my 
marketing baby disappeared into the darkness of databases. 

   THE UNCANNY LIFE OF DATA 
 What kind of life does data take on without us? My investigation for this 
book led me to follow the data trails that possibly could lead back to my 
marketing baby. For four years, I have pursued the data that I produced 
in the fertility clinic, data that was captured by the network of disclosure 
through my electronic health record and through the prescription informa-
tion written for me by Dr. Gaonkar. After it was stripped of my identifying 
information, my data was most certainly sold to third parties. My proce-
dural data was sent to my health insurer for reimbursement, as was all of the 
transactional data that was produced from the $25,000 that I charged to 
my credit card to pay for the in vitro fertilization (IVF) expenses not cov-
ered by my insurance. Additionally, I participated in a clinical trial and the 
data that my body produced while under study was certainly captured digi-
tally and disclosed to the sponsor of the clinical study and used to promote 
the success of the study drug. Presumably, all of this data, some of it de-
identifi ed, some of it not, ended up in Experian’s data warehouses where it 
was recombined with “public and proprietary” data sources—my house’s 
deed and mortgage, my online browser behaviors, my retail pharmacy pur-
chases of ovulation detection and pregnancy tests. With this, data brokers 
developed a data marketing image of me as an individual, pregnant con-
sumer and sold that data marketing “me” onwards as a data commodity. 
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 Having little success meeting my marketing baby face-to-face, despite 
enlisting the help of Request Initiative data and human rights lawyer Samir 
Dathi, asking data brokers at the &Then data marketing trade show in 
Boston, and repeatedly phoning, emailing, and sending requests directly 
to Experian, I held on to one last hope: submitting a complaint with the 
Consumer Financial Protection Bureau (CFPB). Perhaps, by fi ling a com-
plaint against Experian Marketing Services with the heft of a governmen-
tal organization behind me, this grizzled gumshoe might fi nally come 
face-to-face with my data revenant, my marketing baby. 

 I tracked down the online complaint form, where I can choose to lodge 
a grievance with a credit bureau. With some trepidation (I have grown 
quite “data paranoid” during this investigation), I completed it. I wrote 
that my core complaint was that I received unsolicited marketing based 
on my health data and tracked down the origins of the direct marketing 
to Experian. The last part of the form asked about my desired outcome. 
Here is what I wrote:

   Question 3: Desired Resolution  
 I want detailed, accurate information on all of my personal data held, all 

of the data sources that were used, and all of the marketing segments and 
products that my data was funneled into by Experian Marketing Services. 

 For example, Experian Marketing Services has a segmentation platform 
called MOSAIC, and they claim to hold data on 98 percent of American 
households within this product and have categorized all of us based on 
our gender, race, income, the value of property we may own, where we 
live, what diseases we may have, and so on. They sell these segmentation 
studies through their Marketing Services. I would like to know, through 
this product, how my personal data is segmented. I want to SEE how I 
am characterized, what kind of data image Experian sells about my life, 
especially about my health. So a fair resolution for me would be for me to 
take POSSESSION of all of my own data, all of the details of my life that 
Experian claims to ‘own’ and which, based on this ownership claim, ‘sells’ to 
an unknown number of people, through their marketing services products. 

 Furthermore, I want to know about every single data source that Experian 
Marketing Services uses to collect data on me. According to my discussions 
with ALC, for example, Experian claims to use forty data sources to con-
struct the ‘ Newborn Network’  list, and Experian claims that those sources 
are ‘proprietary information.’ I would like the name of each data source and 
to know exactly which of my data came from which source. And beyond 
the particular Newborn Network product, I would like to know exactly 
all of the data sources and what kinds of data are used for other marketing 
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services within Experian. Finally, I want to know exactly how much data 
as well as what kinds of data are shared between the credit bureau services 
and the marketing services portions of the Experian business. Are data that 
is  collected from mortgage applications or credit card transactions by the 
credit bureau shared or used by the data marketing services or by MOSAIC? 
I want to see every bit of data that has been shared and made into a product. 

 I would also like to know how much money Experian has made off of my 
data, how much fi nancial value has my trauma and suffering produced for 
Experian Marketing Services? I want a dollar fi gure on my pain. That, for 
me, would be a fair resolution. 

   I clicked the “Submit” button. Immediately, I felt lighter, less bur-
dened. They couldn’t ignore me now, I thought. I had fi nally had my say 
on precisely what I wanted from Experian: for the data broker to give me 
back what they took from me and to recognize that their acquisition of my 
data was my dispossession, that they profi t on the suffering of millions of 
faceless, but not nameless, consumers. 

 I waited. 
 Six weeks later, I received another unsolicited credit report and an opt- 

out form for credit card offers.  

   FROM THE BLACK BOX TO THE DATABASED SOCIETY 
 What are the logics of a society that is rendered at the same time vis-
ible and invisible through the database? One in which life is disassembled 
into component and corresponding bits, to produce more value than the 
whole. In such a society, all qualities of human life, of existence, are quan-
tifi ed, cut up, digitized, and reassembled to take on new lives and new 
meanings that are barely recognizable from the original sources. 

 Throughout this detective’s tale, like in many noir narratives, the search 
for the truth led a detective down unforeseen paths and entrapped her in 
some unexpected warrens. Although it may not have produced the truth 
about my marketing baby per se, my investigation nonetheless produced 
several truths about our uncanny data lives in the databased society. As 
patients, we do not give our informed consent to the collection, use, and 
disclosure of our health data. In the databased society, both patients and 
health practitioners alike are produced as biocapital data subjects by the 
network of disclosure. We are all produced by and simultaneously produce 
the network. While we may be the producers of valuable health data, we do 
not own that data. Instead, data innovators and holders claim ownership. 
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It is no accident that on each page of the Consumer Marketing Report 
sent to me by Experian Marketing Services, the data broker branded itself 
the proprietor of my data. It is not mine; it is theirs. This, of course, 
underlines the asymmetrical power relations of data. We can resist and we 
do in a variety of ways, perhaps most obviously when patients submit a 
data breach complaint to  the Department of Health and Human Services 
(HHS)’s Offi ce of Civil Rights—but to do so, patients need to know that 
their data has been breached in the fi rst place. In many regards, doctors 
and nurses are very cognizant of protecting and respecting the privacy 
rights of their patients; they see it as part of the overall quality of care that 
they provide. Yet, they similarly are subjects of the network of disclosure, 
of the databased society, as much as patients are. Healthcare providers 
have very limited control over what happens to patient data beyond their 
individual, day-to-day, vigilant privacy practices. Although we have some 
control over our data, most of that power is asymmetrically skewed toward 
those who claim ownership of data, and that isn’t us. Data breach com-
plaints address one node in a complex network, but at any point our data 
can be breached—legally. As I have shown in this book, we need to con-
cern ourselves with the normative precedents laid down by the data bro-
kerage industry, the “business-as-usual” disclosures and commodifi cation 
of health data. If a data privacy and legal scholar like Helen Nissenbaum 
( 2010 ), who has dedicated her career to studying how data surveillance 
operates, says that she doesn’t know how all of our data is collected and 
used, if she can’t keep up with the algorithms that control our lives, what 
hope do we—who have less time, money, social capital, and resources—
have of turning this boat around and gaining some control? 

 In her book  Dark Matters  (Browne  2015 ), mentioned in Chapter   1    , 
Simone Browne proposes a political project in regard to biometric data, 
the data that are connected to our bodies but used by the security and 
surveillance state to profi le us, to assess the level of danger and risk associ-
ated with our bodies, with our features, with what she calls, borrowing 
from Frantz Fanon, our “epidermalization” threat level. She shows how 
the social meanings of race are traced, or as Browne persuasively demon-
strates, are  branded , onto our skin by biometric technologies. Browne 
argues that we must develop a “critical biometric consciousness,” simi-
lar to what Eugene Thacker proposes with genomic data, one in which 
the public are engaged in informed debates over the use of their biologi-
cally derived data (Thacker  2003a ,  b ). She also calls for the creation of 
state and private accountability systems in which access to and ownership 
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of data produced by people’s bodies is a right of the data producers—us—
and not of the data innovators (Browne  2015 , p. 116). There are patient 
and data rights activists that are working on this very proposal. Take, for 
example, Hugo Campos, who has fought for his rights over the data pro-
duced by his heart through his pacemaker implanted in his body, or the 
patients who upload their medical and health data to Patientslikeme.com, 
where instead of losing control over the use and disclosure of their data in 
the network of disclosure, these patients crowd source, open source, and 
redefi ne, on their own terms, the value of their data. 

 In his book  The Black Box Society: The Secret Algorithms That Control 
Money and Information  ( 2015 ), Frank Pasquale argues that the network 
of disclosure, where our data is scraped by data brokers to steal this value, 
characterizes a black box society, where capitalism uses “automated pro-
cesses to assess risk and allocate opportunity” through a proprietary and 
algorithmic logic of secrecy, dispossession, and ownership (Pasquale  2015 , 
p. 216). He notes that this secrecy has produced system-wide trauma and 
harm:

  [B]ad information is as likely to endure as good, and to result in unfair 
and even disastrous [outcomes]. This is why the wholesale use of black box 
modeling, however profi table it is for the insiders who manage it, is danger-
ous to society as a whole. It’s bad enough when innocent individuals are 
hurt, branded as security threats or goldbrickers or credit risks or by inac-
curacies that they can’t contest and not even know about. …. Moreover, 
when the errors are systematic enough, algorithmic control fails on its own 
terms. Educated citizenship today requires more than an understanding of 
government … it also demands an understanding of the companies that 
infl uence our government and culture … [corporations that] increasingly 
determine the value and visibility of labor, companies and investments. 
( 2015 , pp. 216–217) 

   Pasquale contends that if we do not, as a society, move away from 
what he calls the black box society to the intelligible society, power will 
always skew toward those who own the algorithms, those who own 
the databases, those who own our data. As with Schüll’s “whirring 
assemblage” built by the gaming industry that ensnares gamblers in a 
pharmacotechnological trap, similarly, the databased society ensnares 
people through a confl uence of database architectures, incentives, 
rewards, and bargains that are always skewed against us; they are never 
deals that benefi t us (Schüll  2012 ). 
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 What kind of society are we making for ourselves when every aspect of 
our lives is spliced up into data bits, drained of vitality, rendered, boiled 
down, and reassembled into commodities that produce value for those 
who hold the keys to the black box in the fi rst place? This book has taken 
up Pasquale’s demand to open the black box of the databased society, 
to expose the structures of power undergirding the data industry. Yet, 
my investigation also shows that it is not enough to simply expose the 
algorithms to make it intelligible. We also need to question what kind of 
databased society are we constructing in the fi rst place. We need to not 
only question, but to refuse our consent every time we are asked to hand 
over our data to feed into the machine. 

      THE NOIR ENDING 
 Like all good noirs, though, I bring the conclusion of this detective story 
to an indeterminate and inconclusive end. What I can say, here, at the 
end, is that while I didn’t fi nd my marketing baby—in many ways I always 
knew that it was a futile search—I found a much more interesting story. 
In his lyrical fi lm  Nostalgia for the Light , fi lmmaker Patricio Guzmán pres-
ents a mediation on state violence, time, and loss, told through interviews 
with astronomers, archeologists, and prisoners who all share in the trauma 
and silence of Chile’s recent past. During the fi lm, Guzmán focuses his 
lens on a group of women who have, for close to thirty years, painstak-
ingly searched, by hand, the Atacama desert for the bones of their loved 
ones who “disappeared” there during the Pinochet regime. Through the 
decades, these women have grown old; they are grayer and a bit more 
frail. While their bodies are bent, they are sloped downwards not with 
age, but with their constant searching of the desert’s parched  ground. 
Guzmán’s interviews Vicky Saavedra about her hunt for the bones of her 
brother José struck a deep vein of recognition in me, and pulled at my 
heart. Saavedra describes the relentless aching and agony that drives her 
search, knowing that her brother’s body is dispersed among the ancient 
rocks. Saavedra explains that when she fi nally found her brother’s foot 
during the excavation of a mass grave—she knew it was his foot from the 
color of the sock and shoe—she held that one piece of him and cried. 
Eventually, she placed his foot on her mantelpiece and every evening she 
takes it down and gently cradles it, not as an object of death but as an 
uncanny thing enlivened through her tears and love with José’s life force. 
Despite this macabre reunion—one that brings Saavedra no resolution 
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and no peace—after 28 years of combing the sand for bone fragments, 
Saavedra tells the fi lmmaker that she will not stop searching the desert 
fl oor until she has assembled the entirety of her brother’s body. 

 While my losses or my anticipated reunion with my marketing baby in 
no way can compare to Saavedra’s story of loss through genocidal vio-
lence, there is something in what she describes that resonates with me. 
I, too, have an abiding need to reassemble the pieces into a whole, into 
a body, to reanimate the life that was connected to my own body. My 
marketing baby and I are part of a kinship network that stretches into the 
past and future. Yet, my marketing baby was torn from me to become a 
corpse. I understand the desire for a reunion with the uncanny thing made 
alive again.     
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