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Foreword

The International Year of Planet Earth (IYPE) was established as a means of raising
worldwide public and political awareness of the vast, though frequently under-used,
potential the Earth Sciences possess for improving the quality of life of the peoples
of the world and safeguarding Earth’s rich and diverse environments.

The International Year project was jointly initiated in 2000 by the International
Union of Geological Sciences (IUGS) and the Earth Science Division of the
United Nations Educational, Scientific and Cultural Organisation (UNESCO). IUGS,
which is a Non-Governmental Organisation, and UNESCO, an Inter-Governmental
Organisation, already shared a long record of productive cooperation in the natu-
ral sciences and their application to societal problems, including the International
Geoscience Programme (IGCP) now in its fourth decade.

With its main goals of raising public awareness of, and enhancing research in the
Earth sciences on a global scale in both the developed and less-developed countries
of the world, two operational programmes were demanded. In 2002 and 2003, the
Series Editors together with Dr. Ted Nield and Dr. Henk Schalke (all four being core
members of the Management Team at that time) drew up outlines of a Science and
an Outreach Programme. In 2005, following the UN proclamation of 2008 as the
United Nations International Year of Planet Earth, the “Year” grew into a triennium
(2007–2009).

The Outreach Programme, targeting all levels of human society from decision
makers to the general public, achieved considerable success in the hands of mem-
ber states representing over 80% of the global population. The Science Programme
concentrated on bringing together like-minded scientists from around the world to
advance collaborative science in a number of areas of global concern. A strong
emphasis on enhancing the role of the Earth sciences in building a healthier, safer
and wealthier society was adopted – as declared in the Year’s logo strap-line “Earth
Sciences for Society”.

The organisational approach adopted by the Science Programme involved recog-
nition of ten global themes that embrace a broad range of problems of widespread
national and international concern, as follows.

• Human health: this theme involves improving understanding of the processes
by which geological materials affect human health as a means identifying and
reducing a range of pathological effects.

• Climate: particularly emphasises improved detail and understanding of the nonhu-
man factor in climate change.
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vi Foreword

• Groundwater: considers the occurrence, quantity and quality of this vital resource
for all living things against a background that includes potential political tension
between competing neighbour-nations.

• Ocean: aims to improve understanding of the processes and environment of the
ocean floors with relevance to the history of planet Earth and the potential for
improved understanding of life and resources.

• Soils: this thin “skin” on Earth’s surface is the vital source of nutrients that sustain
life on the world’s landmasses, but this living skin is vulnerable to degradation if
not used wisely. This theme emphasizes greater use of soil science information in
the selection, use and ensuring sustainability of agricultural soils so as to enhance
production and diminish soil loss.

• Deep Earth: in view of the fundamental importance of deep the Earth in supplying
basic needs, including mitigating the impact of certain natural hazards and control-
ling environmental degradation, this theme concentrates on developing scientific
models that assist in the reconstruction of past processes and the forecasting of
future processes that take place in the solid Earth.

• Megacities: this theme is concerned with means of building safer structures and
expanding urban areas, including utilization of subsurface space.

• Geohazards: aims to reduce the risks posed to human communities by both natural
and human-induced hazards using current knowledge and new information derived
from research.

• Resources: involves advancing our knowledge of Earth’s natural resources and
their sustainable extraction.

• Earth and Life: it is over two and half billion years since the first effects of life
began to affect Earth’s atmosphere, oceans and landmasses. Earth’s biological
“cloak”, known as the biosphere, makes our planet unique but it needs to be better
known and protected. This theme aims to advance understanding of the dynamic
processes of the biosphere and to use that understanding to help keep this global
life-support system in good health for the benefit of all living things.

The first task of the leading Earth scientists appointed as Theme Leaders was the
production of a set of theme brochures. Some 3,500 of these were published, initially
in English only but later translated into Portuguese, Chinese, Hungarian, Vietnamese,
Italian, Spanish, Turkish, Lithuanian, Polish, Arabic, Japanese and Greek. Most of
these were published in hard copy and all are listed on the IYPE website.

It is fitting that, as the International Year’s triennium terminates at the end of 2009,
the more than 100 scientists who participated in the ten science themes should bring
together the results of their wide ranging international deliberations in a series of
state-of-the-art volumes that will stand as a legacy of the International Year of Planet
Earth. The book series was a direct result of interaction between the International
Year and the Springer Verlag Company, a partnership which was formalised in 2008
during the acme of the triennium.

This IYPE-Springer book series contains the latest thinking on the chosen themes
by a large number of Earth science professionals from around the world. The books
are written at the advanced level demanded by a potential readership consisting of
Earth science professionals and students. Thus, the series is a legacy of the Science
Programme, but it is also a counterweight to the Earth science information in sev-
eral media formats already delivered by the numerous National Committees of the
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International Year in their pursuit of world-wide popularization under the Outreach
Programme.

The discerning reader will recognise that the books in this series provide not only a
comprehensive account of the individual themes but also share much common ground
that makes the series greater than the sum of the individual volumes. It is to be hoped
that the scientific perspective thus provided will enhance the reader’s appreciation of
the nature and scale of Earth science as well as the guidance it can offer to govern-
ments, decision-makers and others seeking solutions to national and global problems,
thereby improving everyday life for present and future residents of Planet Earth.

Eduardo F.J. de Mulder Edward Derbyshire
Executive Director International Secretariat Goodwill Ambassador
International Year of Planet Earth International Year of Planet Earth



Preface

This book series is one of the many important results of the International Year of
Planet Earth (IYPE), a joint initiative of UNESCO and the International Union of
Geological Sciences (IUGS), launched with the aim of ensuring greater and more
effective use by society of the knowledge and skills provided by the Earth Sciences.

It was originally intended that the IYPE would run from the beginning of 2007
until the end of 2009, with the core year of the triennium (2008) being proclaimed as
a UN Year by the United Nations General Assembly. During all three years, a series
of activities included in the IYPE’s science and outreach programmes had a strong
mobilizing effect around the globe, not only among Earth Scientists but also within
the general public and, especially, among children and young people.

The Outreach Programme has served to enhance cooperation among earth scien-
tists, administrators, politicians and civil society and to generate public awareness of
the wide ranging importance of the geosciences for human life and prosperity. It has
also helped to develop a better understanding of Planet Earth and the importance of
this knowledge in the building of a safer, healthier and wealthier society.

The Scientific Programme, focused upon ten themes of relevance to society, has
successfully raised geoscientists’ awareness of the need to develop further the interna-
tional coordination of their activities. The Programme has also led to some important
updating of the main challenges the geosciences are, and will be confronting within
an agenda closely focused on societal benefit.

An important outcome of the work of the IYPE’s scientific themes includes this
thematic book as one of the volumes making up the IYPE-Springer Series, which
was designed to provide an important element of the legacy of the International Year
of Planet Earth. Many prestigious scientists, drawn from different disciplines and
with a wide range of nationalities, are warmly thanked for their contributions to a
series of books that epitomize the most advanced, up-to-date and useful information
on evolution and life, water resources, soils, changing climate, deep earth, oceans,
non-renewable resources, earth and health, natural hazards, megacities.

This legacy opens a bridge to the future. It is published in the hope that the core
message and the concerted actions of the International Year of Planet Earth through-
out the triennium will continue and, ultimately, go some way towards helping to
establish an improved equilibrium between human society and its home planet. As
stated by the Director General of UNESCO, Koichiro Matsuura, “Our knowledge of
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the Earth system is our insurance policy for the future of our planet”. This book series
is an important step in that direction.

R. Missotten Alberto C. Riccardi
Chief, Global Earth Observation Section President
UNESCO IUGS
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Introduction

Changing climates can bring benefits and threats to societies and the range of these
will have a disproportional spread. The negatives often befall those societies that have
the lowest capacity to cope. The upward global temperature trend shows that each
recent decade has been warmer than its predecessor and there is abundant evidence
that major components of the climate system are shifting. As a consequence there are
clear and abundant signs of change in patterns of vegetation, fire, ice, water and land
cover. These are all linked as part of the Earth System, and there are strong feedbacks
between them all. Humans utterly depend on Earth System resources and services for
economic and cultural well-being. It follows that changes in climate will ultimately
drive significant changes in the life chances of people, well-being of societies and the
future of nations.

The science is clear that a significant part of recent global warming is driven by
human activities. One of the main components of this is the accumulation of anthro-
pogenically derived greenhouse active gases in the Earth’s atmosphere. This gives
rise to an example of a major feedback loop. In it, human economic activity (energy
and resource use, agriculture, forestry and more) leads to changes in Earth system
elements (climate, land cover, sea level change and more) which feedback into the
distribution and kinds of human activities which are economic. Societies have no
option but to mitigate the causes to slow the effect, or adapt to the new order. The
scale of the problem is so large that no single nation can solve the problem alone.
The problem is compounded by the fact that the complexity of the total change is a
combination of natural, solar and anthropogenic forcings. We are faced with the need
to develop new knowledge, a better understanding of how biophysical and socio-
economic systems interact, develop new strategies and actions, and new international
co-operative arrangements in order to solve what is the defining challenge of the
twenty-first century.

Recently a large number of books have been published on the theme of climate
change. In this volume we have opted for a different approach. We have endeavoured
to identify a selection of major themes and to cover these well. Chapters on vegeta-
tion, fire, deserts and ice sheets consider the past from palaeo-data sets and outline
likely trajectories based on the implications of future climate change. Embedded in
each of these chapters is information on the methods employed to give state-of-art
analyses.

The chapters on peatlands, lakes and rivers focus more on aquatic and semi-aquatic
environments. These settings contain some of the most detailed palaeo-data sets and
the authors give up-to-date overviews on the types of records these systems contain,

xix



xx Introduction

how they are obtained, and developing generalized syntheses of regional variation
and the kinds of changes at risk within them that might result from climate change.

The final set of chapters (9–12) focus on the human dimensions of climate change.
The two main thematic topics covered are human health and food security; the final
two chapters outline the role of policy and organisational structures that are likely to
have some success for humans to make progress on the enormous challenge ahead.
This is likely to be the largest challenge of all as Copenhagen 2009 demonstrated.

Australian Nuclear Science and Technology Organisation John Dodson
Australia



Setting the Scene: How Do We Get to a Fitting Future?

John Dodson

Abstract Climate is a term referring to long-term
patterns of weather conditions, and it is sometimes dif-
ficult to say where weather ends and climate begins.
There is abundant evidence that climates have changed
significantly in the past and that these were driven
by a great complex of natural and usually interlinked
processes with strong feedback mechanisms. It is a
complex science. There is now clear evidence that
human impact on land cover and environmental sys-
tems, through economic activity, have added a new
driver of climate trends and variability. The best sci-
ence we have informs us that certain kinds of extremes
will occur more frequently and generally upward
trends in temperature will disrupt many environmen-
tal and socio-economic systems. Records from the past
show that many societies failed to recognize the onset
of new trends in climate and lived in denial of change
until it was too late. Humans now live in a globalized
world of linked economies, resources, information, and
agriculture and we are vulnerable together. The scale
of the projected changes requires global cooperation
and action for solutions. The cost of abatement or
adaptation increases greatly as action is deferred. Only
national governments can direct the scale of changes
required, and few have done this. Are we being forced
to follow the old behavioral pattern of denial on a
global scale?

J. Dodson (�)
Institute for Environmental Research, Australian Nuclear
Science and Technology Organisation, Sydney, NSW,
2234 Australia
e-mail: John.Dodson@ansto.gov.au

Keywords Climate change · Paleoclimates · Societal
response · Economics · International action

Introduction

It seems that hardly a week goes by without news of
loss of life or damage caused by extremes in weather
somewhere in the world. Bushfires, cyclones, floods,
droughts, heat waves, and snowstorms are generated
by weather systems, and this is the way it has been for
millions of years. Some of the earliest written records
of societies contain references to extreme events, and
large magnitude weather events can place burdens on
societies for many years.

For most of us weather refers to daily, weekly, or
seasonal variations, and we use forecasts to help plan
our day or weekend. For others it helps predict oppor-
tunity or difficulty for the day or days ahead. Many
societies have sophisticated weather prediction sys-
tems. These are based on models and comparative
records of past observations. They require a sophis-
ticated understanding of how weather systems form,
and the relationships between air masses, topogra-
phy, moisture sources, and sea conditions. We are
often concerned with how these compare to normal or
average conditions at any particular time of the year.

Climate refers to long-term patterns, with the main
drivers set by latitude, altitude, ocean currents, distri-
bution of land, sea and ice, and patterns of prevailing
winds and the mean locations of high or low pres-
sure systems. These combine in usually different ways
from place to place and give us what we recognize as
regional climates.

1J. Dodson (ed.), Changing Climates, Earth Systems and Society, International Year of Planet Earth,
DOI 10.1007/978-90-481-8716-4_1, © Springer Science+Business Media B.V. 2010



2 J. Dodson

It is knowledge of climate patterns that sets the
scene for the kinds of environmental processes, vege-
tation, fire patterns, lifestyles, agriculture, forestry, and
building codes. Most of these have long-term currency.
Good climate science also reveals information about
variability and risk, which can be used to develop pol-
icy and build systems to mitigate extreme events and
to identify change in climate patterns.

Climate Change

Trends in climate which alter mean states, increase
variability, or the frequency of extreme events can
greatly alter biophysical, economic, and social sys-
tems. It is therefore fundamentally important to accu-
rately predict any likelihood or degree of change. By
its very nature, since climate refers to long-term aver-
ages and adaptation to them, change can lead to lack of
fitness in physical and social systems to new climates.
And this is THE big risk for societies. Investment for
the future requires identification of what the future
might look like.

Advances in the earth and biological sciences have
recognized that climates have changed substantially in
the past. Sediments in oceans and lakes, land form
types especially those created by ice sheets and deserts,
fossil soils, dust accumulations on land, ice and ocean
floors, and tree ring, and coral and speleothem records
among other records contain features of past climates.
The science of climate change in the past has revealed
quite clearly that the measured records that have good
global coverage over the last 50–100 years show only a
small portion of the variability that Earth’s climate sys-
tems may undergo. Recent advances in technology in
drilling, geochemical analyses, and nuclear techniques
in dating and isotope analyses show that not only have
there been great changes in the past but in many cases
these can be sudden, with one climate state switching
to another within a year or two. Some ancient societies
have had to deal with this.

The measured records of temperature change
(NASA, 2010) reveal the year-to-year variability we
all experience and know about. Aggregated tempera-
ture records, when compared to the 1951–1980 taken
as a mean, show that each decade since that time has
shown warming at a rate of about 0.2◦C per decade.
Each decade has been warmer that the one before.

The Northern Hemisphere has recorded a greater rise
over all but for the Southern Hemisphere 2009 is the
warmest since temperature records began (about the
1880s). Global temperature in 2009 is virtually tied
with 1998, 2002, 2003, 2006 and 2007, and these are
the warmest on record. Despite the objectivity of this
kind of data we still hear climate skeptics telling the
press that the world is cooling.

The many thousands of records of past climates
allow regional and inter-regional comparisons to be
made. They reveal that some climate shifts are global
in scale, as in the case of the ice ages themselves, while
others are strongly regionalized in their expression or
impact. This has provided a sound basis to examine
how climate phenomena are linked and in some cases
to identify the key driving or forcing factors. This pro-
vides the key elements in understanding the physics of
climate systems, and the basis for modeling and fore-
casting of climate. The ability to do the latter well on
regional and relevant time scales may be just the key
toward producing information relevant for the future
of societies. More on this later.

Climate Impacts on Societies

Human nature has probably been relatively constant
for many tens of thousands of years. At least we
know that brain capacity and physiological systems
are constant on such time scales. People have cho-
sen to live in social groups, develop hierarchies,
complex decision-making processes, and strive to
improve life chances, security, and dominance over
foes and the environment. This has been a great
driver of technological innovation, and from this social
change. Not all changes have been positive for all
groups.

Much human behavior is driven by knowledge,
experience, and inbuilt expectations. In the case of
experience, societies have tended to think that cli-
mates of the future will look much like those of
their recent experience. If the current year is colder,
drier, or stormier than recent years, then not to worry,
the usual pattern will return next year or the year
after.

One way of testing how humans respond to major
climate change is to compare evidence from places
where there are good archaeological and well-dated
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and clearly associated paleoclimate records. There are
now many documented stories of this kind.

The classic Mayan civilization ruled Mesoamerica
for 600 years from 250 AD. It was a very sophisti-
cated society in that it was highly stratified and had
widespread and spectacular urban centres connected
by vast trade networks. They used mathematics, had
their own sporting contests, and had a complex calen-
dar to record seasons and events and to help in forecast-
ing. However, around 850–900 AD the Mayan empire
collapsed dramatically. Until 1995 many hypotheses
had been raised to account for the collapse. The first
solid evidence that this might be due to climate change
came from sediments in closed lake basins of the
Yucatan Peninsula (Hodell et al. 1995). These studies
give a record of climate variability of climate over the
last 7,000 years, and crucially right through the Mayan
period. The sediments indicate an unprecedented dry
period coincided with the collapse of the Maya. Pollen
analyses show (Rosenmeier et al. 2002) that rainfor-
est was also severely disrupted, and marine sediments
off the coast of Venezuela (Haug et al. 2003) had indi-
cations of major soil erosion at the same time. The
drought probably lasted for about 160 years, which was
likely to be an impossible length of time for any society
to weather.

While climate itself may not have been the main
cause of the collapse it must have been a contribut-
ing factor, even for a sophisticated society like the
Maya. One can imagine the first year or so of drought
being ridden out by drawing on resources, and a gen-
eral feeling that order would be restored once the
weather systems returned to “normal.” Of course in
this case they did not. Societal resilience was gradually
“broken down” and it appears that human sacrifices
to the Sun God were made in an attempt to break
the pattern. Eventually the classic Mayan civilization
collapsed.

One may ask how modern societies might cope
with new conditions that are outside the norm of
experience. Do we learn from experience? Will cli-
mate change mean more frequent hurricanes in the
Caribbean? Many believe so. If so is it wise to recon-
struct the city of New Orleans in the same way it
was before? The recent severe bushfires in Southern
Australia have caused massive loss of life and property.
Such fires are expected to occur more frequently under
future climate scenarios. Already people are thinking
of rebuilding in these devastated regions. Is this wise?

Climate Models

Forecasting future climates depends on the ability to
model the science of climate systems. This essentially
involves writing equations to describe how wind pat-
terns, and temperature and precipitation will vary over
regions. These are constructed into models that incor-
porate three-dimensional representations of the ocean
and sea ice, and they couple these with the carbon
cycle and atmospheric chemistry. All the components
have feedbacks, which the various systems must take
account of. The most realistic models are very hungry
for computing power and the solutions of many embed-
ded equations are approximations. Models are not
flawless, as many are willing to point out, but they are
the best we have at present. And great strides have been
made in improving the underlying science and param-
eterizations, and the various models have been tested
against each other by hindcasting to simulate past pat-
terns of climate established from geological records.
Progress in improving models has been substantial
over the last decade or so.

In general climate models simulate the broad pat-
terns of climate quite well. Precipitation patterns are
less well-modeled than temperature, and for the latter
models simulate slightly higher values for 1979–1998,
for example, than has been measured. These are evi-
dence that models are on the right track but also show
there are other factors that have not been identified or
included just yet.

These limitations are probably small compared to
the uncertainty of future economic and population
growth, and political decisions that will substantially
affect greenhouse gas and aerosol composition of the
atmosphere.

Considerable effort is now being made to improve
climate models and to link them to other kinds of
models such as economic models, ecosystem models,
and agricultural crop models, for example, for wheat,
rice, and soya production. These are usually set up to
account for feedbacks between the various components
of model types and can guide policy and company
decision makers as they ponder future impacts and
business opportunities or possible problems in profit
futures.

The Intergovernmental Panel on Climate Change
(2007) is the world’s largest co-operative effort to
consider the state of climate science, and extensive
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use of models is applied to help identify adaptation
and mitigation strategies to minimize future impacts
on biophysical and economic systems. It is economic
and technological systems that have caused the human
impacts on the climate system. We can already mea-
sure the feedbacks to society from human induced
climate change. Those who choose to ignore or deny
these will eventually have to concede that to do nothing
will ultimately find the feedbacks so strong that they
cannot be denied for longer. Stern (2006) and Garnaut
(2008) provide two recent analyses and judgements on
the economic impacts of future climate. The gist of
their conclusions is that future societies will have a
softer economic landing if wise decisions on emissions
are made soon. The alternative will be very expensive
in both monetary and social and political terms.

Two weeks of negotiation in December 2009 have
just concluded in Copenhagen. Over 190 of the world’s
leaders came together to negotiate an agreement for
a global approach to reduce the quantum of future
anthropogenic driven climate change. Nothing on
this scale had ever been attempted before and the
General Secretary of the United Nations, Ban Ki-
Moon, described the outcome as the beginning of hope.
The spirit is clear – there is agreement that warming
should be less than 2◦C globally, to minimize risk to
environment and economic systems, and there is to be
a fund of $100 billion to help undeveloped economies
adapt.

This is a remarkable achievement given the huge
disparity between the various vested interests in the
countries involved. It carries significant political risk
for those who helped craft the agreement. In my own
country (Australia, and a nation particularly vulnerable
to future climate change) there is a significant minor-
ity in favor of limiting action on climate change as it
will have a net cost to the economy. They choose to
ignore the Stern and Garnault arguments that the cost
to future generations grows greatly as the environmen-
tal impacts impinge ever more on economic and social
systems.

However, the Copenhagen Agreement brought
despair to a significant proportion of environmental-
ists, and many people from low lying nations such
as the Maldives and Bangladesh for not going far
enough. There is a growing body of voices calling
the Copenhagen Agreement a fiasco, and expressing

the view that politics will prevent such meetings
ever achieving united effort to mitigate anthropogenic
driven climate change.

Where to now? The Copenhagen Agreement needs
to be suitably hardened to ensure the main agree-
ments are honored. The world heads to Mexico City
later in 2010. Will we move forward? Systems need
to be put in place to encourage development of the
new technologies to confront movement to low car-
bon economies. These technologies need to be shared
generously with those less fortunate. Who will show
leadership? What a wonderful world this can be if we
all share a common future of increased opportunity
and life chances for all. This is something that armed
conflicts can never achieve.

This Book

In recent years a large number of books have appeared
on the climate change theme. Here we bring together
a number of world authorities on 13 themes. They
offer their perspective on how climates of the past and
present shape key themes; and how in future climates
may change the world as we know it. Forewarning and
action will better prepare our children and grandchil-
dren for the future.
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Impacts of Climate Change on Terrestrial Ecosystems
and Adaptation Measures for Natural Resource
Management
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Abstract Emissions from motor vehicles, power
plants, deforestation, and other human sources are
warming the Earth and damaging ecosystems and
human well-being. Field observations from around
the world have detected significant changes in terres-
trial ecosystems and attributed them to climate change
rather than other factors. Climate change has shifted
the ranges of plants, animals, and biomes, altered the
timing of life events such as plant flowering and ani-
mal migration, increased wildfires, and driven 75 frog
and other amphibian species to extinction. Projections
of future climate change and analyses of vulnerability
indicate that unless we substantially reduce greenhouse
gas emissions, further warming may overwhelm the
adaptive capacity of many species and ecosystems.
Climate change could convert extensive land areas
from one biome to another, alter global biogeochem-
ical cycles, and isolate or drive numerous species to
extinction. Natural resource managers are developing
adaptation measures to help species and ecosystems
cope with the impacts of climate change.
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Introduction

Emissions from motor vehicles, power plants, defor-
estation, and other human sources are warming
the Earth and damaging ecosystems and human
well-being. Climate change increased global aver-
age surface temperature 0.7 ± 0.2ºC from 1906 to
2005 (IPCC, 2007a). Field observations show that this
warming has shifted the geographic ranges of plants,
animals, and biomes (major vegetation formations)
around the world (IPCC, 2007b; Rosenzweig et al.,
2008; Gonzalez et al., 2010). Climate change has also
altered the phenology (timing of life events such as
plant flowering and animal migration) of numerous
species on all continents (IPCC, 2007b; Rosenzweig
et al., 2008). Climate change has lifted the cloud
deck in Costa Rica cloud forest, driving 75 frog and
other amphibian species to extinction (Pounds et al.,
2006).

Projections of future climate change using gen-
eral circulation models, dynamic global vegetation
models, and climate envelope models indicate that
unless we substantially reduce greenhouse gas emis-
sions, increased temperatures and other changes in
climate could exceed the resilience of many ecosys-
tems (IPCC, 2007b). Climate change could convert
extensive land areas from one biome to another,
increase wildfire, and isolate or drive to extinction
numerous plant and animal species. Approximately
20–30% of species assessed so far are at high risk
of extinction if global mean temperatures increase
2–3◦C above preindustrial levels (Thomas et al., 2004;
IPCC, 2007b). Greenhouse gas emissions and modi-
fied evaporation and runoff due to deforestation and
forest degradation could substantially change global

5J. Dodson (ed.), Changing Climates, Earth Systems and Society, International Year of Planet Earth,
DOI 10.1007/978-90-481-8716-4_2, © Springer Science+Business Media B.V. 2010



6 P. Gonzalez

biogeochemical cycles. All of these ecological impacts
of climate change threaten to reduce ecosystem ser-
vices, including the provision of erosion control, fire-
wood, flood control, food, forest carbon sequestration,

freshwater, medicine, timber, and other necessities for
survival (Millennium Ecosystem Assessment, 2006).

The world can avoid the worst impacts of climate
change by improving energy efficiency, expanding

Table 1 Major observed and projected impacts of climate change on terrestrial ecosystems and potential adaptation measures

Observed impacts in the
twentieth century with global
increase of 0.7ºC

Projected impacts in the
twenty-first century with
global increase of 2–4ºC Adaptation measures

Biomes Biome shifts toward polar or
equatorial regions and
upslope, in Africa, Europe,
and North America
(Gonzalez, 2001; Peñuelas
and Boada, 2003; Beckage
et al., 2008; Kullman and
Öberg, 2009, Gonzalez
et al., 2010)

Biome shifts toward polar or
equatorial regions and
upslope across extensive
areas (IPCC, 2007b; Sitch
et al., 2008; Gonzalez
et al., 2010)

Managing for habitat type,
management of climate
change refugia

Species ranges Range shifts in the direction
expected with climate
change for 80% of 434
plant and animal species
from around the world
(Parmesan and Yohe, 2003)

Range disappearance for
15–37% of plant and
animal species examined
from around the world
(Thomas et al., 2004)

Protection of climate change
refugia, habitat corridors

Phenology Earlier flowering, leafing, and
migration for 62% of 677
plant and animal species
from around the world
(Parmesan and Yohe, 2003)

Continued changes in
flowering, leafing, and
animal migration (IPCC,
2007b)

Food propagation for
mistimed migrants

Species extinctions Extinction of 75 frog and
other amphibian species in
Costa Rica (Pounds et al.,
2006), significant declines
in Antarctic penguins
(Emslie et al., 1998; Fraser
et al., 1992; Barbraud and
Weimerskirch, 2001;
Wilson et al., 2001)

High risk of extinction for
20–30% of assessed
species from around the
world (Thomas et al.,
2004; IPCC, 2007b)

Managed relocation

Wildfire Fire frequency increase of
400% in western United
States (Westerling et al.,
2006), increase of burned
forest area in Canada
(Gillett et al., 2004)

High fire forest dieback risk
for half of the area of the
Amazon (Golding and
Betts, 2008), increased fire
in boreal forest (Balshi
et al., 2009)

Prescribed burning

Pests Extensive forest dieback from
bark beetles in western
North America (Breshears
et al., 2005; Raffa et al.,
2008)

Continued bark beetle
infestations in western
North America (Kurz et al.,
2008)

Prescribed burning

Global biogeochemistry Increase in global net primary
productivity from CO2
fertilization and longer
growing seasons (Nemani
et al., 2003), decrease in
tropical forest biomass in
Costa Rica from increased
respiration at night (Clark
et al., 2003)

Enhanced vegetation growth
slows, then reverses by the
end of the twenty-first
century, so that the
terrestrial biosphere
converts from a carbon
sink to a carbon source
(IPCC, 2007a)

Natural regeneration and
enrichment planting of
adapted plant species
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public transit, installing wind, solar, and other renew-
able energy systems, conserving forests, and using
other currently available measures to reduce green-
house gas emissions (Pacala and Socolow, 2004; IPCC,
2007c). Nevertheless, a lag between emissions to the
atmosphere and warming of the land and oceans com-
mits the world to another 0.3–0.9ºC of warming from
2000 to 2100, due to cumulative emissions since the
beginning of the Industrial Revolution (Wigley, 2005;
IPCC, 2007a). Consequently, human communities and
ecosystems will need to adapt to a certain amount of
warming. Natural resource managers are developing
adaptation measures to help species and ecosystems
cope with the impacts of climate change (IPCC, 2007b;
US CCSP, 2008).

This chapter discusses the impacts of climate
change on terrestrial ecosystems and adaptation mea-
sures for natural resource management. Terrestrial
ecosystems include tundra, forests, woodlands, grass-
lands, and deserts. Other chapters in the book cover
agricultural, coastal, freshwater, marine, and wetland
ecosystems. This chapter first presents information
on ecological impacts that field observations have
already detected and attributed to twentieth century
climate change. It then presents projections of potential
impacts of continued climate change in the twenty-first
century. The sections on observed and projected
impacts each examine three broad areas: vegetation,
fauna, and global biogeochemical cycles of carbon
and water. Finally, the chapter presents adaptation
solutions that could help species and ecosystems cope
with climate change. Table 1 summarizes the major
impacts and adaptation options. This chapter depends
especially on the findings of the Intergovernmental
Panel on Climate Change (IPCC).

Observed Impacts

Observed Changes in Climate

Human activities have raised carbon dioxide (CO2),
the principal greenhouse gas, to its highest level in
the atmosphere in 800,000 years (Lüthi et al., 2008).
Analyses reveal that the added gas bears the unique
chemical signature of burned coal and oil and not
the sign of gases from volcanoes or geysers (IPCC,
2007a). The accumulation of greenhouse gases has
raised global temperatures to their warmest levels in

1,300–1,700 years (Mann et al., 2008). Orbital cycles
and other natural factors account for only 7% of
observed warming (IPCC, 2007a).

In 2008, motor vehicles, power plants, and other
fossil fuel-burning industrial sources emitted green-
house gases to the atmosphere at a rate (mean ± 66%
confidence interval) of 8.7 ± 0.5 Gt C/y and defor-
estation contributed emissions of 1.2 ± 0.75 Gt C/y,
while global vegetation and soils removed greenhouse
gases from the atmosphere at a rate of 4.7 ± 1.2 Gt
C/y (IPCC, 2007a; Le Quéré et al., 2009). While the
biosphere is currently a net carbon sink, human activ-
ities emit twice the amount of greenhouse gases than
vegetation, soils, and the oceans can naturally absorb.
That is the fundamental imbalance that causes climate
change.

Climate change warmed global temperatures 0.7 ±
0.2ºC from 1906 to 2005 (IPCC, 2007a). Temperatures
in the Arctic have been warming at almost twice the
rate of the rest of the world (ACIA, 2004; IPCC,
2007a). Winter temperatures in some parts of the tem-
perate zone have warmed almost as quickly as annual
temperatures in polar areas (USGCRP, 2009).

In the twentieth century, climate change reduced
Northern Hemisphere snow cover 7% and accelerated
the melting of glaciers around the world to its greatest
rate in 5,000 years (IPCC, 2007a). From 1890 to 1986,
warm temperatures melted 160 m of ice thickness from
Tasman Glacier, New Zealand (Kirkbride, 1995). In
the western United States, more precipitation has been
falling as rain than as snow since 1949 (Knowles et al.,
2006). Climate change is increasing the proportion
of Atlantic hurricanes in the most intense categories
(Mann et al., 2009).

Climate change has increased the intensity and
length of droughts since 1970, especially in subtrop-
ical and tropical areas (IPCC, 2007a). Warmer ocean
temperatures and the reduction of continental vegeta-
tion cover significantly reduced rainfall in the African
Sahel during the nineteenth and twentieth centuries in
the most severe drought in the instrumental record in
the world (Zeng et al., 1999; Giannini et al., 2003; Dai
et al., 2004).

Observed Impacts on Vegetation

Field observations demonstrate that climate change
has altered the distribution and condition of vegetation
around the world. Warmer temperatures and changing
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patterns of precipitation have shifted the geographic
range of plants and biomes, altered plant phenol-
ogy, increased wildfire, and exacerbated pest outbreaks
(IPCC, 2001b; IPCC, 2007b). Climate change affects
ecosystems at the same time as other potential stresses,
including acid rain, agricultural expansion, air and
water pollution, dams, deforestation, desertification,
increased livestock herding, invasive species, ozone,
urbanization, and water withdrawals. Although ecosys-
tems are not static, climate change and these other
stresses are pushing some ecosystems out of historic
ranges of variability.

Determination of impacts of climate change on
ecosystems involves two distinct research procedures:
detection and attribution. Detection is measurement
of historical changes that are statistically signifi-
cantly different from natural variability (IPCC, 2001a).
Attribution is determination of the relative impor-
tance of different factors in causing observed change.
If statistical analysis and multiple lines of evidence
demonstrate that observed changes are (1) unlikely to
be due entirely to natural variability, (2) consistent
with estimated or modeled responses, and (3) incon-
sistent with alternative plausible explanations, then
the analysis and evidence can reasonably attribute the
cause of the observed change to climate change (IPCC,
2001a). Attribution of ecological impacts to the human
activities that cause climate change requires a two-
step ‘joint attribution’: attribute ecological changes
to changes in climate factors, then attribute changes
in climate factors to human emissions of greenhouse
gases (IPCC, 2007b; Rosenzweig et al., 2008).

Building on IPCC (2001b, 2007b) detection of
numerous ecological changes and their attribution
to human-caused climate change, Rosenzweig et al.
(2008) assembled over 29,500 time series of statisti-
cally significant temperature-related changes detected
in physical and ecological systems and statistically
attributed over 90% of those changes to observed
human-caused increases in temperature. The database
of observed changes included any published statis-
tically significant trend in a physical or ecological
system related to temperature, occurring between 1970
and 2004 and documented with at least 20 years of
data. Over 28,000 of the cases examined terrestrial
ecosystems.

Biomes are the major vegetation formations of the
world, including tundra, forests, woodlands, grass-
lands, and desert. Spatial patterns of temperature

and precipitation determine the global distribution of
biomes. When climate change exceeds plant physi-
ological thresholds, alters mortality and recruitment,
and modifies wildfire and other disturbances, it can
shift the location of biomes latitudinally (toward polar
and equatorial regions) and elevationally (up mountain
slopes).

Observed changes in temperature or precipitation
that fall one-half to two standard deviations outside
of historical mean values have caused biome changes
in the twentieth century (Gonzalez, 2001; Peñuelas
and Boada, 2003; Beckage et al., 2008; Kullman and
Öberg, 2009, Gonzalez et al., 2010). In Africa, climate
change and desertification have caused a long-term
decline in rainfall that has caused extensive forest
dieback (Fig. 1) and shifted the Sahel (savanna), Sudan
(woodland), and Guinea (tropical forest) ecological

Fig. 1 Yir (Prosopis africana) tree that died in Senegal as part
of a vegetation shift in the African Sahel driven by a rainfall
decline caused by climate change (Gonzalez, 2001). Photo by
P. Gonzalez



Impacts of Climate Change on Terrestrial Ecosystems and Adaptation Measures 9

zones 25–30 km toward the Equator from 1945 to
1993 (Gonzalez, 2001). In Spain, temperate broadleaf
forest has shifted upslope into montane heathland
(Peñuelas and Boada, 2003). In the northeast United
States, temperate broadleaf forest has shifted upslope
to replace boreal conifer forest (Beckage et al., 2008).
In Scandinavia, boreal conifer forest has shifted ups-
lope to replace alpine grassland (Kullman and Öberg,
2009).

Field observations have detected range shifts of
many individual plant species. Of 434 plant and ani-
mal species examined with distribution data spanning
at least 20 years, Parmesan and Yohe (2003) found
that 80% shifted in the direction expected with cli-
mate change. For the 99 Northern Hemisphere plant
and animal species with suitable range data, Parmesan
and Yohe (2003) calculated average shifts of 6.1 km
per decade northward or 6.1 m per decade upslope.
Examining over 1,400 plant and animal species with
suitable distribution data spanning at least 10 years,
Root et al. (2003) found that 80% have shifted in the
direction expected with climate change. For 171 forest
plant species in France, Lenoir et al. (2008) found that
the average optimum elevation (elevation with maxi-
mum probability of finding a species) shifted upslope
by 29 m per decade between the periods 1905–1985
and 1986–2005. Numerous cases of drought-induced
forest dieback around the world demonstrate that cli-
mate change has increased tree mortality in many
ecosystems (Allen et al., 2010).

Plant species and biomes also shifted extensively
across the globe during the 11,000–21,000 years from
the Last Glacial Maximum to the present (Overpeck
et al., 2003). Tree lines shifted 1,000 km away from
the poles during those long millennia (ACIA, 2004).
In contrast, climate change in the late twentieth century
has shifted some plant ranges by that same magnitude
in less than a century (NAS, 2008).

Phenology is the timing of life events, including, for
plants, leaf unfolding, spring flowering, fruit ripening,
leaf coloring, and leaf fall. Climate change has altered
the phenology of numerous plant species (Parmesan
and Yohe, 2003; Root et al., 2003; IPCC, 2007b).
Meta-analysis of published research on 677 plant and
animal species examined with data spanning at least
20 years found 62% of the species exhibited spring
advance (Parmesan and Yohe, 2003).

In 21 European countries, climate change advanced
flowering times earlier in the spring for 78% of 542

plant species from 1971 to 2000 (Menzel et al., 2006).
In England, climate change has advanced spring flow-
ering for 385 plant species (Fitter and Fitter, 2002). In
the eastern United States, climate change advanced the
date of spring flowering of 100 tree and forb species
by an average of 2.4 days from 1970 to 1999 (Abu-
Asab et al., 2001). Examination of the longest series of
direct phenology observations in the world, the records
of cherry (Prunus spp.) blossoming in Japan, shows no
clear trend from 1400 to 1900, but significant advance
after 1952 (Menzel and Dose, 2005). Records of tree
leaf unfolding in England since 1736 show an average
advance of 2.5 ± 1.7 days/century for oaks (Quercus
spp.; Thompson and Clark, 2008). Analysis of 172
plant and animal species showed an average advance
of spring phenology events of 2.3 days per decade, pri-
marily in the twentieth century (Parmesan and Yohe,
2003).

Fire forms a natural component of forest and
grassland ecosystems (Bowman et al., 2009). Many
plant species depend on fire to initiate germination,
remove competing plant species, or control insects
and pathogens. Fire-dependent vegetation covers much
of the world, especially in the tropics and subtrop-
ics. Climate change is altering key factors that con-
trol fire: temperature, precipitation, humidity, wind,
biomass, vegetation species composition and structure,
and soil moisture. Consequently, wildfire frequency
and extent has increased in some ecosystems. In mid-
elevation conifer forests of the western United States,
an increase in spring and summer temperatures of
1ºC from 1970 to 2003, earlier snowmelt, and longer
summers increased fire frequency 400% and burned
area 650% (Westerling et al., 2006). An increase of
burned area in forests across Canada from 1920 to
1999 is consistent with climate change and not nat-
ural variability (Gillett et al., 2004). Across North
American boreal forest, total burned area increased by
a factor of 2.5 from 1959 to 1999, whereas burned area
of human-ignited fires remained constant (Kasischke
and Turetsky, 2006).

Climate warming is changing the abundance and
range of pests and pathogens (IPCC, 2007b). In the
United States, climate change extended the range of
at least two species of damaging bark beetles from
1960 to 1994 (Williams and Liebhold, 2002). An epi-
demic of mountain pine beetle and spruce bark beetle
now spreads across western North America, damaging
conifer tree species across at least 47,000 km2 (Raffa
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et al., 2008). Intense drought and beetle damage have
caused massive dieback of pinyon pine (Pinus edulis)
across the southwest United States (Breshears et al.,
2005).

Observed Impacts on Fauna

Climate change has lifted the cloud deck in the
Monteverde cloud forest, Costa Rica, causing a fun-
gus infection that has driven the golden toad (Bufo
periglenes) and 74 other amphibian species to extinc-
tion (Pounds et al., 2006). These comprise the only
documented species extinctions to date caused by cli-
mate change. Climate change has also driven other
amphibian population declines in Latin America and
the Caribbean (Alexander and Eischeid, 2001; Ron
et al., 2003; Burrowes et al., 2004).

Polar bears (Ursus maritimus) inhabit sea ice over
the continental shelves and inter-island archipelagos
of the Arctic, depending for food on seals that breed
on the ice. On Hudson Bay, Canada, break-up of sea
ice advanced three weeks from the 1970s to the 1990s,
driving polar bears ashore earlier with reduced fat
reserves and causing them to fast for longer periods
of time (Stirling et al., 1999). Preliminary estimates
indicate that the western Hudson Bay population has
declined from 1,200 bears in 1987 to 950 bears in 2004
(Stirling et al., 1999).

Melting of Antarctic sea ice has caused significant
population declines of Adélie penguins (Pygoscelis
adeliae) and emperor penguins (Aptenodytes forsteri)
because they depend on sea ice to feed on marine
species (Emslie et al., 1998; Fraser et al., 1992; Wilson
et al., 2001). At Terre Adélie (66ºS), emperor pen-
guin populations declined 50% from 1952 to 2000
(Barbraud and Weimerskirch, 2001). On Anvers Island
(64–65ºS), Adélie penguin populations have declined
70% (Emslie et al., 1998; Fraser et al., 1992), although
populations are thriving further south at Ross Island
(77ºS), an effective poleward range shift (Wilson et al.,
2001).

Climate change has shifted the range of many types
of animals (IPCC, 2007b). Field observations doc-
ument upslope range shifts of 16 butterfly species
in Spain (Wilson et al., 2005), 37 dragonfly and
damselfly species in Great Britain (Hickling et al.,
2005), the white stork (Ciconia ciconia) in Poland
(Tryjanowski et al., 2005), and the grey-headed flying

fox (Pteropus poliocephalus) in Australia (Tidemann
et al., 1999). From 1914 to 2006, half of 28 small
mammal species monitored in Yosemite National Park,
USA, shifted upslope an average of ~500 m, con-
sistent with an observed 3◦C increase in minimum
temperatures (Moritz et al., 2008). From 1900 to 1998,
two-thirds of 35 nonmigratory butterfly species exam-
ined in Europe shifted their range north, while only two
species ranges shifted south (Parmesan et al., 1999).

As described in the previous section, meta-analyses
of time series of at least 10 or 20 years have
demonstrated twentieth century changes in the phe-
nology of numerous plant and animal species. Animal
life events that are occurring earlier include emer-
gence from hibernation, amphibian calling and mat-
ing, spring bird migration, egg-laying, and appear-
ance of butterflies (Parmesan and Yohe, 2003; Root
et al., 2003; Rosenzweig et al., 2008). Short-range
bird migration has advanced for nine bird species in
Australia (Green and Pickering, 2002), 36 bird species
in Sweden (Stervander et al., 2005), and 52 bird
species in the eastern United States (Butler, 2003).
In the Rocky Mountains, USA, emergence of yellow-
bellied marmots (Marmota flaviventris) from hiberna-
tion advanced 23 days from 1975 to 1999, consistent
with a local temperature increase of 1.4ºC (Inouye
et al., 2000). During the same period, snowmelt and
plant flowering did not change, generating a possible
phenology mismatch between marmots and their food
plants.

Observed Impacts on Global
Biogeochemistry

Biogeochemical cycles are the circulation of carbon,
water, and other chemical compounds essential to life
through the atmosphere, oceans, land, vegetation, and
animals of the Earth. Satellite data, field sampling, and
computer modeling indicate that climate change is par-
ticularly altering the global carbon and water cycles
(IPCC, 2001a; IPCC, 2007a). This section describes
some of the major connections between observed
impacts of climate change on terrestrial ecosystems
and global biogeochemical cycles.

Increased atmospheric CO2 concentrations can
enhance vegetation growth though the ‘CO2 fer-
tilization’ effect. CO2 fertilization and lengthening
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Fig. 2 Tropical rainforest at
La Selva Biological Station,
Costa Rica, viewed from the
carbon flux tower that
furnished data to help detect a
decrease in forest biomass
caused by climate change
(Clark et al., 2003). Photo by
P. Gonzalez

of the growing season together may be increasing
global carbon sequestration by vegetation. Analysis of
the satellite-derived Normalized Difference Vegetation
Index (NDVI); (Tucker, 1979) showed a 6% increase
in global net primary productivity (NPP) from 1982 to
1999, with substantial increases in tropical ecosystems
(Nemani et al., 2003). A review of observations from
various forest ecosystems also suggest global increases
in forest productivity (Boisvenue and Running, 2006).
In the Amazon, CO2 fertilization and faster forest
turnover rates may be causing an increase in the den-
sity of lianas (Phillips et al., 2002). On the other hand,
warmer night temperatures reduced forest biomass in
Costa Rica tropical rainforest (Fig. 2) from 1984 to
2000, due to increased respiration at night (Clark et al.,
2003).

In a self-reinforcing cycle, climate change is
increasing wildfire in some forest ecosystems (Gillett
et al., 2004; Westerling et al., 2006), releasing more
CO2, which causes climate change. Wildfire currently
emits 2–4 Pg C/y, up to half the amount of green-
house gases of fossil fuel burning (Schultz et al., 2008;
Bowman et al., 2009). Of the 2–4 Pg C/y of wildfire
emissions, burning to deforest land may account for
0.6 Pg C/y (Bowman et al., 2009).

The increase in the proportion of Atlantic hurricanes
in the most intense categories due to climate change
(Mann et al., 2009) may also be increasing physical
disturbance of forest ecosystems, windthrow, and car-
bon emissions from dead trees. One storm, Hurricane
Katrina, felled trees containing ~0.1 Pg C (Chambers
et al., 2007).

Due to increased inputs of heat energy into
the atmosphere, land, and oceans, climate change
is increasing convection and precipitation globally
(IPCC, 2007a). In a self-reinforcing cycle, increased
precipitation contributes to increased growth in forest
ecosystems, increasing evapotranspiration inputs that
contribute to cloud formation and precipitation. On the
other hand, warmer temperatures in some ecosystems
may be reducing soil moisture, increasing evapotran-
spiration, and decreasing moisture available for plant
growth (NAS, 2008).

Projected Impacts

Projected Changes in Climate
and Uncertainties

Climate change is a function of two sets of factors:
greenhouse gas emissions and the complex responses
of the atmosphere, land, and oceans. Consequently,
projections of future climate depend on emissions sce-
narios (derived from trends in population, resource
use per person, and emissions per unit of resource
use) and general circulation models (GCMs; com-
puter simulations of the atmosphere, land, and oceans).
The relatively straightforward physics of the green-
house effect governs global temperatures. In con-
trast, changes in precipitation, cloudiness, cyclones,
the El Niño-Southern Oscillation, and other climate
phenomena depend on more complex processes.
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IPCC has developed a standard set of six emissions
scenarios, ranging from a high-energy efficiency future
to continuation of business-as-usual, on which research
groups in 10 countries have run 23 GCMs (IPCC,
2007a). Uncertainties in projections of future climate
change derive mainly from the range in emissions
estimates from the scenarios and accuracy differences
among the GCMs.

IPCC projects global average temperature increases
of 1.8–4ºC between the periods 1980–1999 and 2090–
2099 for the six scenarios (IPCC, 2007a). Analyses
of potential mitigating effects of emissions reduc-
tions policies project warming of 0.8–7.8◦C with no
emissions reductions and 0.5–4.4◦C with a range of
emissions reduction policies (Van Vuuren et al., 2008).
Actual greenhouse gas emissions through 2004 have
exceeded the highest IPCC emissions scenario, sug-
gesting warming in the upper part of the range of
projections (Raupach et al., 2007).

Global average temperatures in the Last Glacial
Maximum were approximately 4–7◦C cooler than
present (IPCC, 2007a; NAS, 2008). The warming after
the ice ages occurred over 10–20 millennia, in con-
trast to projections of future warming of a similar
magnitude in just one century.

GCMs project an increase in global average pre-
cipitation. Boreal and polar areas may receive large
increases while subtropical areas may experience
decreases in rainfall (IPCC, 2007a). Most projections
indicate more frequent extremes in temperature and
precipitation, leading to more frequent droughts and
flooding.

Projected Impacts on Vegetation

The magnitude of projected climate changes would
render ecosystems vulnerable to biome shifts, phenol-
ogy changes, wildfire increases, species extinctions,
and other impacts. Assessment of potential impacts
requires analysis of the vulnerability of ecosystems.
Vulnerability to climate change is the degree to which
a system is susceptible to, and unable to cope with,
adverse effects (IPCC, 2007b). Vulnerability is a func-
tion of three components: exposure, sensitivity, and
adaptive capacity. Exposure consists of the climate that
a species or ecosystem experiences. Sensitivity is the
degree to which a species or ecosystem changes due
to climate change. Adaptive capacity is the ability of
a species or ecosystem to adjust, moderate potential

damage, take advantage of new conditions, or cope
with warming and other impacts (IPCC, 2007b).

Climate projections provide information on expo-
sure. To assess sensitivity and adaptive capacity,
dynamic global vegetation models (DGVMs) (Daly
et al., 2000; Sitch et al., 2008) simulate the spa-
tial distribution of vegetation, biomass, and wildfire
based on climate, soil, and observed characteristics
of plant functional types. Climate envelope, biocli-
matic, or niche models simulate the geographic range
of individual species based on areas that seem to fall
within the climate tolerance of a plant or animal (Elith
et al., 2006). Uncertainties in DGVMs and climate
envelope models arise from incomplete information
on relationships of organisms to climate parameters,
dispersal capabilities, inter-specific interactions, and
evolutionary adaptations.

Vulnerability analyses indicate that projected cli-
mate change, combined with deforestation, pollution,
and other stresses, could overwhelm the adaptive
capacity of many species and ecosystems by 2100
(IPCC, 2007b). Climate change and other stresses may
elicit threshold-type responses, in which species or
ecosystems experience sudden changes at threshold
levels where pressures overwhelm adaptive capacities
(Burkett et al., 2005). Some potential changes, such as
species extinctions, will be irreversible.

Spatial analyses of observed twentieth century cli-
mate change and projected twenty-first century veg-
etation indicates that one-tenth to one-half of global
land may be highly (confidence ~0.80) to very highly
(confidence ~0.95) vulnerable to vegetation shifts
(Gonzalez et al., 2010). DGVMs project extensive lat-
itudinal and elevational biome shifts (Fig. 3) around
the world (IPCC, 2007b; Sitch et al., 2008; Gonzalez
et al., 2010). The most vulnerable biomes may be
alpine grassland, tundra, and boreal forest, replaced in
many areas by temperate conifer forest, boreal forest,
and temperate conifer forest, respectively. Conditions
favorable to alpine ecosystems may completely disap-
pear from the tops of mountains.

Increased drought and fire threaten to cause exten-
sive dieback of Amazon rainforest. High fire risks are
projected for half of the area of the Amazon (Golding
and Betts, 2008). A global mean temperature rise >2ºC
could convert 20–90% of Amazon tropical evergreen
broadleaf forest to grassland (Jones et al., 2009).

Projected global increases in drought due to
climate change (Burke et al., 2006) threaten to
exacerbate desertification and cause biome changes in
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Fig. 3 Projected biome changes shown by modeling of global
vegetation under (a) observed climate in the period 1961–1990
and (b) projected climate in the period 2071–2100, showing
the worst case of nine combinations of three IPCC (2007a)

emissions scenarios and three general circulation models, with
global average temperature increases of 2.4–4.0ºC (Gonzalez
et al., 2010)

the African Sahel and other arid, semi-arid, and dry
subhumid areas (IPCC, 2001b). Drought in Southern
Africa could decrease vegetation cover in the Kalahari
enough to remobilize sand dunes (Thomas and Leason,
2005).

Climate change may also shift geographic ranges
of numerous individual plant species (IPCC, 2007b).
Contracting patches of habitat, dispersal limitations,
and novel climates that species have never before

encountered (Williams et al., 2007) may overwhelm
the adaptive capacities of some species. Climate enve-
lope modeling of the ranges of 1,103 plant and ani-
mal species under projected warming 2–3ºC above
preindustrial temperatures indicate that climate change
places 15–37% of examined species at risk of extinc-
tion (Thomas et al., 2004).

Climate change threatens the unique flora of South
Africa and Namibia, characterized by high numbers
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of endemic species with restricted ranges. Warming
of 1.5–2.7◦C above pre-industrial temperatures could
contract the area of the Succulent Karoo biome by 80%
and push 2,800 plant species to extinction (Hannah
et al., 2002; Midgley et al., 2002). Warming of 2.7◦C
above pre-industrial temperatures could contract the
area of the Cape Fynbos biome by 65%, driving 23% of
the species to extinction (Thomas et al., 2004). Warmer
temperatures and decreased rainfall under mid-range
climate projections could place 5% of the 159 endemic
plant species of Namibia at risk of extinction and ren-
der half of the species vulnerable to substantial range
contractions (Thuiller et al., 2006).

Although warming of the world after the Last
Glacial Maximum triggered extensive biome shifts
and extinctions (NAS, 2008), the slow pace of cli-
mate change allowed surviving species to move and
reassemble into functional ecosystems as the ice
retreated (Pitelka et al., 1997; Overpeck et al., 2003).
The rapid pace of current climate change may prevent
such an orderly reconfiguration.

In addition to range shifts, climate change may
increase fire frequencies around the world (IPCC,
2007b; Golding and Betts, 2008; Balshi et al., 2009),
although fire may decrease in areas of higher precip-
itation. Many projected impacts of climate change,
including warmer temperatures, decreased precipita-
tion, increased storm activity, and increased fuels from
dying vegetation, contribute to increased fire.

Projected Impacts on Fauna

Climate envelope modeling, as discussed in the pre-
vious section, indicates that climate change places
15–37% of examined plant and animal species at risk
of extinction (Thomas et al., 2004). The species most
at risk are limited-range endemics and alpine and polar
species. Unique characteristics of polar animals ren-
der them more vulnerable to climate change. Many
polar animal species depend on habitats with extensive
snow and ice. Polar ecosystems are relatively sim-
ple, with low densities of predators and competitors.
In the Arctic, most animals have evolved fewer traits
for competition, predator avoidance, and resistance to
pathogens not found in cold regions (ACIA, 2004).
Due to their high mobility, the dominant response
of many arctic animals to climate change may be
relocation rather than adaptation (ACIA, 2004).

Polar bears face a high risk of extinction with warm-
ing of 2.8◦C above preindustrial temperatures (ACIA,
2004). Climate change also threatens to reduce popula-
tions of emperor penguins (A. forsteri) (Barbraud and
Weimerskirch, 2001) and other Antarctic bird species
(Croxall et al., 2002).

Climate envelope models project substantial vulner-
ability of species in temperate and tropical ecosys-
tems. In Mexico, a warming of 2.3ºC above preindus-
trial temperatures could commit 2–20% of mammals,
3–8% of birds, and 3–15% of butterflies to extinction
(Peterson et al., 2002). In Kruger National Park, South
Africa, a 2.3ºC warming could commit 24–59% of
mammals, 28–40% of birds, 13–70% of butterflies, and
1–45% of reptiles to extinction (Erasmus et al., 2002).
Also in South Africa, a warming of 4ºC could reduce
the range of the Mountain Wheat-ear bird (Oenanthe
monticola) by half (Simmons et al., 2004). In
Queensland, Australia, warming > 4ºC could cause the
extinction of all endemic rainforest species, including
57 frog and mammal species (Williams et al., 2003).

Climate change can also increase the vulnerabil-
ity of animal species dependent on streams and rivers
fed by mountain snowpack, which climate change
is reducing. As described in the section “Observed
Impacts on Fauna”, changes in phenology could initi-
ate mistiming between animal behavior and food plant
development and between predator and prey activity.

Projected Impacts on Global
Biogeochemistry

Projected impacts of climate change on terrestrial
ecosystems could substantially alter global biogeo-
chemical cycles. Experimental enrichment of four for-
est sites to the CO2 concentrations that would accom-
pany a 3◦C warming above preindustrial temperatures
increased NPP 23 ± 2% (Norby et al., 2005). At higher
CO2 concentrations, plants would not need to open
their stomata as much, which, in other experiments,
yielded plant water savings of 5–15% (Wullschleger
and Norby, 2001; Cech et al., 2003). Projections
indicate that the combination of CO2 fertilization,
improved water use efficiency, and the expansion of
global forest area due to biome shifts will continue to
increase global NPP and total sequestration of carbon
in vegetation through much of the twenty-first century
(IPC, 2007a; Sitch et al., 2008).
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Yet, saturation of CO2 fertilization by mid-century,
nitrogen and phosphorus limitations to plant growth,
heat stress on plants, increased soil respiration,
increased fire and other disturbances, and methane
emissions from melting of tundra and permafrost may
convert terrestrial ecosystems into a net emitter of
greenhouse gases by 2100 (IPCC, 2007a). Continued
tropical deforestation would add even more emissions.

In polar and boreal areas, the replacement of snow-
covered ground by boreal conifer forest with dark
foliage can reduce albedo (reflectance) and increase
local temperature (Bala et al., 2007). This local warm-
ing, in addition to forest decline at the southern edge of
boreal forest and potential increases in wildfire, may
offset cooling effects of increased carbon sequestra-
tion in the new boreal forest areas (ACIA, 2004; IPCC,
2007a).

Projected increases in wildfire (Sitch et al., 2008;
Balshi et al., 2009) may create a positive feedback
for climate warming through significant emissions of
greenhouse gases that would further increase temper-
atures (Randerson et al., 2006). In another possible
positive feedback cycle, climate change may exac-
erbate outbreaks of bark beetles, causing extensive
forest dieback, increasing greenhouse gas emissions,
and further increasing global temperatures (Kurz et al.,
2008).

In addition to increasing greenhouse gas emissions
to the atmosphere, forest dieback and degradation
could substantially alter segments of the hydrologic
cycle (IPCC, 2007a). Forest dieback in the Amazon
and other tropical rainforests could reduce precipi-
tation regionally. Projected reductions of vegetation
cover in many areas could increase runoff, decrease
soil moisture, and decrease precipitation in affected
areas. Decreased precipitation could create positive
feedback cycles in affected areas by further reduc-
ing vegetation cover and increasing greenhouse gas
emissions.

Adaptation

Types of Adaptation

Adaptation is an adjustment in natural or human sys-
tems in response to climate change, to moderate harm
or exploit new conditions (IPCC, 2007b). Adaptation

to climate change falls into three broad types. First,
natural selection of individual plants and animals with
resilient characteristics will, as these individuals pass
their genes to offspring, drive the evolution of species
more adapted to changed climate conditions. Second,
natural resource management agencies and individual
people can adjust land and water management prac-
tices at specific sites to help individual plant and ani-
mal species cope with climate change. Third, natural
resource management agencies and other organizations
can adjust management plans across broad landscapes
to facilitate adaptation of species and ecosystems. In
the first type of adaptation, plant and animal species
are adapting. In the second and third types, agencies
and people are adapting.

Evolutionary Species Adaptation

Observations indicate that some species are evolving to
adapt to climate change. In Europe, the blackcap war-
bler (Sylvia atricapilla) evolved so that the direction
of its migration route extends its winter range north-
ward (Berthold et al., 2003). In England, the speckled
wood butterfly (Pararge aegeria) has evolved in a way
that dispersal morphology and life history traits have
allowed the species to expand its geographic range
(Hill et al., 1999; Hughes et al., 2003). The North
American red squirrel (Tamiasciurus hudsonicus) has
also evolved so breeding occurs slightly earlier as
climate change advances the beginning of spring
(Berteaux et al., 2004).

Species-Specific Natural Resource
Management Adaptation

This section provides examples of adaptation mea-
sures in which natural resource agencies and individual
people adjust land and water management practices
at specific sites to help individual plant and animal
species cope with climate change. Scott et al. (2008)
describe some of these examples.

Prescribed burning is the planned ignition of fire
to simulate the natural effects of fire in an ecosys-
tem adapted to fire. Fire forms a natural component
of forest and grassland ecosystems. In areas projected
to experience an increase in fire frequency due to cli-
mate change, the preemptive use of fire can reduce the
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amount of litter and woody debris that might cause
catastrophic stand-replacement fires and damage tree
species adapted to less intense fire regimes. Although
prescribed burning may release greenhouse gases in
the short term, it can create conditions favorable for the
growth of large trees, increasing carbon sequestration
in the long term.

Natural regeneration and enrichment planting of
adapted plant species starts with identification of
native species that already grow in an area and that
possess characteristics adapted to projected climate
conditions. Natural regeneration would involve protec-
tion of existing small trees of the species of interest
to increase their survival. Enrichment planting would
involve planting new seedlings where the existing den-
sity of the species is sparse. High genetic diversity of
species at the low elevation edge of their range may
require special protection of those areas to conserve
and propagate their seeds (Hampe and Petit, 2005).

Food propagation for mistimed migrants would
involve the planting of food plants in situations where
climate change has decoupled the phenology of ani-
mals and their food plants. This may be necessary, for
example, with migratory birds that arrive earlier in the
spring at breeding grounds where food plants are not
developing earlier.

Riparian reforestation of native riparian tree species
along river and stream banks could provide shade to
keep water temperatures from warming excessively
during summer months. This could create thermal
refugia for fish and other species.

Managed relocation is an intervention technique
that involves the intentional movement of populations
or species from current areas of occupancy to loca-
tions where the probability of future persistence is
projected to be higher (Richardson et al., 2009). It
may become necessary in extreme cases where cli-
mate change threatens to strand limited-range endemic
species, polar species, or alpine species on moun-
tain peaks or other locations where warming may
eventually eliminate all suitable habitat. The release
of species that could become invasive in the areas
of relocation presents a challenge to this adaptation
measure.

Monitoring species abundance and distributions in
permanent ecological plots will provide essential data
to track the effectiveness of adaptation measures.

Landscape-Scale Natural Resource
Management Adaptation

Biome shifts and other impacts of climate change
threaten to reduce the effectiveness of the existing net-
work of national parks, forests, reserves, and other
natural resource management areas because managers
generally designed those networks without considering
the dynamics of climate change. This section provides
examples of adaptation measures at the landscape
scale, in which natural resource management agen-
cies and other organizations adjust landscape man-
agement plans to facilitate adaptation of species and
ecosystems. Generally, landscape adaptation measures
concern the structured configuration of a network of
existing natural resource areas combined with the tar-
geted acquisition of new areas. Scott et al. (2008)
describe some of these examples.

Analysis of vulnerability of geographic areas to
climate change would involve spatial analyses to cat-
egorize areas within a landscape into three classes:
areas of high, medium, or low vulnerability (Gonzalez
et al., 2010). Analyses would require spatial data on
exposure (climate projections), sensitivity (ecologi-
cal models), and adaptive capacity (field data). The
results would guide prioritization of geographic areas
and planning of management actions (Hannah et al.,
2002). In British Columbia, Canada, one proposed
adaptation system classifies forest areas based on four
combinations of exposure (low or high) and adaptive
capacity (low or high) and assigns natural regenera-
tion, mixed-species planting, enrichment planting, fire
fuel reduction, and strict protection measures based on
the classification (Nitschke and Innes, 2008). A global
analysis of observed climate and projected vegetation
identifies vulnerable areas and potential refugia around
the world (Gonzalez et al., 2010).

In existing management areas, prioritization of
places of higher vulnerability for adaptation mea-
sures would channel resources to those areas that
may require more intensive management. Potentially
greater disturbances and species turnover in vulnerable
areas would require costly adaptation measures such
as prescribed burning and invasive species removal.
Areas of unique ecological or cultural value would
continue to merit high priority.
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Acquisition of new areas in climate change refugia
would take advantage of less demanding management
needs of those areas. Climate change refugia are loca-
tions more resistant to climate change due to wide
climate tolerances of individual species, the presence
of resilient assemblages of species, and local topo-
graphic and environmental factors. Because of the
lower probability of drastic change, refugia will likely
require less intense management interventions to main-
tain viable habitat and cost less than management of
vulnerable areas (Griffith et al., 2009). Acquisition of
new areas should continue to adhere to the princi-
ples of representation, the protection of examples of
different ecosystem types practiced, for example, by
Parks Canada, and replication, the protection of several
separate areas of the same type of habitat to provide
insurance of loss of any single replicate (US CCSP,
2008).

Establishment and maintenance of corridors will
facilitate species dispersal and migration as climate
change shifts the location of habitats over time.
Fragmentation of habitat will impair the ability of
species to adapt to climate change (IPCC, 2007b).
Because fundamental ecosystem functions, including
fire, food webs, and nutrient cycling, often require
land areas of thousands of km2, corridors can eco-
nomically increase range sizes by linking up existing,
but often small, management areas. Projects to reduce
deforestation and degradation (REDD) can also serve
to reduce fragmentation and to restore forest ecosys-
tem services, including carbon sequestration.

Managing for habitat type rather than managing
for specific species would involve the identification
and conservation of functional groups (e.g., perennial
grasses in a grassland ecosystem) or habitat types (e.g.,
tropical rainforest) instead of specific species. This
potential adaptation measure recognizes that assur-
ing the vibrant functioning of an ecosystem could
more effectively conserve more species than dedi-
cating scarce resources to the conservation of a few
individual endangered species.

Monitoring ecosystem-level indicators, such as
species richness, biomass, and densities of plants
and animals, in permanent ecological plots will pro-
vide essential information to track impacts of climate
change, ecosystem function, and the effectiveness of
adaptation measures.
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Fire in the Earth System
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Abstract Fire is an important component of the
Earth System that is tightly coupled with climate,
vegetation, biogeochemical cycles, and human activ-
ities. Observations of how fire regimes change on
seasonal to millennial timescales are providing an
improved understanding of the hierarchy of controls
on fire regimes. Climate is the principal control on
fire regimes, although human activities have had an
increasing influence on the distribution and incidence
of fire in recent centuries. Understanding of the con-
trols and variability of fire also underpins the develop-
ment of models, both conceptual and numerical, that
allow us to predict how future climate and land-use
changes might influence fire regimes. Although fires
in fire-adapted ecosystems can be important for bio-
diversity and ecosystem function, positive effects are
being increasingly outweighed by losses of ecosys-
tem services. As humans encroach further into the
natural habitat of fire, social and economic costs are
also escalating. The prospect of near-term rapid and
large climate changes, and the escalating costs of large
wildfires, necessitates a radical re-thinking and the
development of approaches to fire management that
promote the more harmonious co-existence of fire and
people.
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Introduction

Fire is a natural, recurring episodic event in almost all
types of vegetation, although most prominent in savan-
nas, Mediterranean woodlands, and boreal forests.
Climate has a strong influence on all aspects of the
fire regime, from the seasonal timing of lightning igni-
tions, through temperature and humidity control of fuel
drying, to wind-driven fire spread. Climate also influ-
ences the nature and availability of fuel, through its
influence on the productivity and type of vegetation.
As the major form of vegetation disturbance, wild-
fires are important in regulating ecosystem dynamics,
diversity and carbon cycling. Trace gas and parti-
cle emissions associated with wildfires have a major
impact on atmospheric composition and chemistry and
through this on climate itself. The increase in large
fires seen in recent years in many parts of the world has
caused major concern – not least because, while these
large wildfires have probably become more frequent
in response to anthropogenic climate change, the dev-
astation caused has been exacerbated by land-use and
socioeconomic changes. Indeed, the natural fire regime
is being increasingly influenced by human activities.
Humans set and suppress fires and use them to man-
age agricultural and natural ecosystems. Humans also
have indirect effects on natural fire regimes – the mod-
ification and fragmentation of the natural vegetation
cover through agricultural expansion and urbaniza-
tion during the twentieth century, for example, has
tended to reduce the incidence of wildfires. However,
when wildfires do occur in proximity to settlements,
the consequences from a human perspective are much
greater.
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Wildfires are fires that are uncontrolled and
unplanned, regardless of whether they are ignited by
lightning or humans. Wildfires are thus differentiated
from controlled burns and agricultural fires, although
agricultural fires that escape may become wildfires.
The complexity of fire behaviour is often simplified
by characterizing wildfires in terms of regional fire
regimes (see, e.g., Lavorel et al., 2007). The term fire
regime is loosely used to describe multiple character-
istics of the regional fire record, including whether the
fires are a result of human or natural ignitions, the tim-
ing or seasonality of fire, the type of fire (surface or
crown), the typical size of the fire (which is related to
fire type), the intensity of the fire and hence its sever-
ity in terms of the amount of biomass burnt, and the
characteristic frequency of fires, or return time (see,
e.g., Gill, 1977; Bond and Keeley, 2005). Changes in
the external controls on fire may provoke simultane-
ous changes in several of these characteristics, but they
can also change independently. Furthermore, given that
climate varies continuously on decadal to millennial
timescales, characterizing regional regimes solely in
terms of frequency or return time is not helpful. Thus,
while it is useful to continue to use the term fire
regime to describe various aspects of fire behaviour, it
is important to realize the dynamic and ever-changing
nature of fire regimes.

From an Earth System perspective, fire is an impor-
tant global process that is tightly coupled with cli-
mate, vegetation, biogeochemical cycles, and human
activities. Improved understanding of the role of fire
requires an approach that recognizes this interconnect-
edness, and as Bowman et al. (2009) have recently
argued, there is an urgent need to develop a coordi-
nated and holistic approach to fire science in order
to manage fire better. In this chapter, we draw on
empirical observations and modeling work to charac-
terize pyrogeography, emphasizing the links between
climate and fire (e.g., via examination of the varia-
tion of fire in time and space), fire and climate (e.g.,
via effects on radiative forcing), fire and vegetation
(e.g., via feedbacks to the climate system that in turn
drive further vegetation changes), and fire and human
activities (e.g., via explicit as well as hidden economic
costs). This holistic approach provides a long-term and
broad-scale context for current fire regime changes
and draws attention to the role of fire as a catalyst
as well as a consequence of global environmental
change.

Observations of Wildfire Regimes

There are many different sources of information on
wildfire. However, these sources differ widely in their
purpose, type, scale, quality, temporal and spatial
resolution, and processing methods, making compar-
isons and integration of information about fire across
a range of temporal and spatial scales challenging.
Nevertheless, there are global-scale data sets that doc-
ument how the spatial patterns of fire change on a
variety of different timescales ranging from seasonal,
through interannual, decadal or centennial, and to the
multi-millennial or longer-term variability shown in
geologic records (Fig. 1).

Contemporary Fire Patterns

Satellite remote sensing systems are now the primary
means for studying the contemporary and recent tem-
poral (Fig. 1a) and spatial (Fig. 2) variability of fires
because only remote sensing can provide detailed and
consistent information from regional (e.g., Sukhinin
et al., 2004; JRC-EU, 2005; van der Werf et al., 2008a)
to global scales (Carmona-Moreno et al., 2005; Giglio
et al., 2006; Mota et al., 2006; Randerson et al., 2007;
Frolking et al., 2009). Such data are especially criti-
cal for documenting fire in remote areas, such as in
the boreal forest, where ground-based data are exigu-
ous. Remote sensing systems identify the areas burnt
by fires and also can detect active fires (i.e., the energy
radiated by fire: Ellicott et al., 2009). Emissions of
trace gases and particulates are not measured directly
but are commonly estimated as the product of burnt
area, fuel load, and combustion completeness for a par-
ticular time interval and spatial domain (van der Werf
et al., 2006). Burnt areas from past fires are determined
by analyzing the unique signatures left by charred
vegetation and patterns of regrowth after fires (Giglio
et al., 2006).

Most of the fire-related global products available
document variations in burnt area (e.g., Carmona-
Moreno et al., 2005; van der Werf et al., 2006; Riaño
et al., 2007; Roy et al., 2008; Tansey et al., 2008) or
in the presence and timing of active fires (Giglio et al.,
2006). There are still substantial differences between
the available products, in part a result of the differ-
ent sensors and approaches used and in part because
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Fig. 1 Variability in global fire on different timescales. a Global
area burnt from 1997 to 2006 derived from satellite-based remote
sensing (GFED v2.1, van der Werf et al., 2006). b Global
area burnt over the twentieth century, estimated by combin-
ing data from tree-ring, historical and remotely sensed sources
(Mouillot and Field, 2005). c Estimates of global biomass burnt
over the past two millennia, based on compositing ca. 400
sedimentary charcoal records worldwide (Marlon et al., 2008).

d Estimates of global biomass burnt since the Last Glacial
Maximum, ca. 21,000 years ago, based on compositing ca. 700
sedimentary charcoal records worldwide (Daniau et al., submit-
ted). e Estimates of global biomass burnt during the last glacial
(ca. 80–11,000 years ago), based on compositing 30 sedimentary
charcoal records worldwide (Daniau et al., in press). f A quali-
tative index of global fire over the past 1 billion years based on
discontinuous sedimentary charcoal records (Berner, 1999)

each product covers a different interval of time. van
der Werf et al. (2006) have reconstructed global vari-
ations in fire from 1997 to 2004 (Fig. 1a) by com-
bining fire data from several remote-sensing instru-
ments including the Moderate Resolution Imaging

Spectroradiometer (MODIS), Along Track Scanning
Radiometer (ATSR), the Visible Infrared Scanner
(VIRS) and the Advanced Very High Resolution
Radiometer (AVHRR). Newer satellite products pro-
vide additional information about the radiative energy
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Fig. 2 Spatial patterns in fire regimes under current climate con-
ditions. a Annual fractional burnt area and b observed month
of maximum burnt area for regions where the fractional burnt

area is greater than >0.1%, both averaged over 1997–2006, from
GFED v2.1 (van der Werf et al., 2006)

released by fires (Ickoku et al., 2008) and thus pro-
vide information about fire type (Smith and Wooster,
2005).

According to the GFED 2.1 data set (van der Werf
et al., 2006), 3–4 Mm2 of land burns every year, and
fires are relatively frequent on about a third of the land
surface (Chuvieco et al., 2008). The largest fractional
areas burnt occur in tropical and subtropical regions
of South America, Africa, Southeast Asia, Indonesia,
and Australia (Fig. 2a). Africa accounts for 40% of the
global area burnt. Most African fires are concentrated
in the Sahelian and Sudanian regions of sub-Saharan
Africa and in southern Africa (Silva et al., 2003). There
is much heterogeneity within these broad regions, with
semi-arid regions burning less due to fuel limitations,
and wetter areas burning more as a result of greater
fuel availability (van der Werf et al., 2008b; Archibald

et al., 2009). Fire is also a common feature in the
tropical and subtropical regions of South America and
Australasia. There has been a long history of fire in
seasonally dry tropical forests in these regions, but the
present level of burning in Amazonia and Indonesia
was attained only in the last few decades and reflects
human use of fire to clear forests for crops and pastures
(so-called deforestation fire). Fires in temperate and
boreal forests are less frequent than those in the trop-
ics but, when they occur, consume large quantities of
biomass (Kasischke and Bruhwiler, 2002; Campbell
et al., 2007).

The most striking pattern in the timing of the
fire season is the transition between a tropical region
with winter (dry) season dominance and an extratrop-
ical region with summer (warm) season dominance
(Fig. 2b). This pattern is seen in both hemispheres.
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Superimposed on this pattern is the tendency for
drier, fuel-limited regions in the subtropics to experi-
ence peak burning in the autumn, as fuel dries after
the peak growing season. Thus, maximum burning
tends to occur from December to February in the
Sahel, India, and Central America, during October
and November on the Saharan margin, and during
July through September in southern Europe and North
America. In the southern hemisphere, peak burn-
ing in the tropics and subtropics of southern Africa,
Australia and South America occurs during July
through September, while December through February
marks the peak fire season in the southern mid-latitude
regions.

The global record of fire over the last decade
(Fig. 1a) is dominated by the northern hemisphere
seasonal cycle. Nevertheless, the GFED record shows
interannual differences of the order of 10% (ca.
0.3 Mm2) around the long-term mean value of area
burnt (van der Werf et al., 2006). There is no dis-
cernible trend in the total area burnt over this rel-
atively short interval (1997–2006), but an AVHRR-
based reconstruction of relative changes in burnt area
covering the period 1982–2000 (Riaño et al., 2007)
shows a trend toward increasing fire over this longer
interval. This latter data set also shows substantial
interannual variability, including a marked transient
reduction in global burnt area after the El Chichon
(1982) and Pinatubo (1991) volcanic eruptions.

Historical Records of Fire

Although many countries now collect statistics
on fires, these records rarely extend back more
than a few decades (http://www.fire.uni-freiburg.de/)
although there are some records, e.g., national parks
or managed forests that extend back to the first
decades of the twentieth century (see, e.g., Fulé
et al., 2003). Information on earlier fires is largely
anecdotal, inferred from historical documents, pho-
tographs, ethnographic records or other archives
(see, e.g., Habeck, 1994). Much of the available
information is biased toward fires that resulted in
destruction of infrastructure, even if these fires
started naturally. More consistent longer-term fire
records can be obtained from fire scars in tree-
ring records (Swetnam, 1993; Kipfmueller and Baker,

2000; Kitzberger et al., 2001) and forest stand-age
data in areas with high-severity, stand-replacing fires
(Kipfmueller and Baker, 2000; Hallett et al., 2003).
Both sources can provide records covering several
centuries or even, in rare instances, millennia but
only provide information at local to subcontinental
scales.

Mouillot and Field (2005) combined data from his-
torical, dendrochronological, and satellite-derived fire
records with information about vegetation, population,
and land-use changes to reconstruct trends in annual
area burnt during the twentieth century (Fig. 1b).
Interpolation and smoothing techniques were used to
fill gaps and remove artifacts introduced by the differ-
ent data sources. As a result the estimates are highly
uncertain but, despite these problems, a smoothed
summary trend of the data shows features consistent
with independent evidence of variations in twentieth
century burning, including a decline in fire activity
at the beginning of the century and an increase in
area burnt during recent decades. The early twentieth
century decline in burning is consistent with a long-
term global decrease in biomass burnt that has been
independently inferred from charcoal data (Fig. 1c)
and dendrochronological studies (Veblen et al., 1999;
Grissino-Mayer et al., 2004; Drobyshev et al., 2008),
and the late twentieth century increase in area burnt
is consistent with local- to regional-scale observations
(Cochrane, 2003; Girardin, 2007; Fisher et al., 2009)
and with satellite and model-based reconstructions
(Pechony and Shindell, 2009).

Paleofires

Burning vegetation produces charcoal, black carbon,
and carbon spherules that accumulate naturally in
lake sediments, peat, soils, and marine sediments
(Tolonen, 1986; Ohlson and Tryterud, 2000; Conedera
et al., 2009; Power et al., 2010). The rate of sed-
iment accumulation, which depends on the type of
site, its geomorphic setting, and the control on ero-
sion rates exerted by topographic, land cover, and
climatic factors, determines the temporal resolution
of these records. In some cases, annually laminated
sediments have been used to explore year-to-year or
multi-year variation in biomass burning (Clark, 1990;
Atahan et al., 2004; Power et al., 2006) but in general
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paleo-records provide continuous reconstructions of
changing fire regimes on decadal or centennial
timescales (e.g., Walsh et al., 2008). Many hundreds of
individual charcoal records have been generated, from
all regions of the world. Although these records can-
not provide quantitative estimates of biomass burnt,
they can be interpreted in terms of relative changes in
biomass burning at subcontinental to global scales (see
e.g., Haberle and Ledru, 2001; Carcaillet et al., 2002;
Marlon et al., 2008; Power et al., 2008; Daniau et al.,
in press; Daniau et al., submitted).

The global sedimentary charcoal records for the past
two millennia (Fig. 1c) show a long-term decline in
biomass burning between 1 AD and ~1750 AD, with
centennial-scale variability associated with known cli-
mate fluctuations including the Medieval Warm Period
and the Little Ice Age (Marlon et al., 2008). The
largest changes in global biomass burning occur dur-
ing the past ~250 years, when warming after the Little
Ice Age coincided with major changes in population
and land use. The records show an initial increase in
biomass burning, but after ca. 1850 AD there is a pro-
nounced decrease. Marlon et al. (2008) have argued
that because this downturn pre-dates the introduction
of active fire-fighting, it is most plausibly explained as
an inadvertent consequence of human activities, result-
ing from landscape fragmentation and reduction of fuel
in intensively managed agricultural landscapes.

Charcoal records also provide information for long-
term trends during the last climatic cycle (Power et al.,
2008; Daniau et al., in press; Daniau et al., submitted).
Biomass burning was low during the coldest intervals
during the past climatic cycle, Marine Isotope Stage 4
(73.5–59.4 ka) and Marine Isotope Stage 2 (27.8–
14.7 ka), increased during the warmer, interstadial
interval of Marine Isotope Stage 3 (59.4–27.8 ka),
and has generally increased toward modern levels
since the Last Glacial Maximum ca. 21,000 years
ago (Fig. 1d). There are sufficient sites covering
the last deglaciation to show that fire regimes in
the northern and southern hemispheres during the
deglaciation (Daniau et al., in press), a relationship
first identified in temperature records from the polar
ice caps (EPICA Community Members, 2006) and
consistent with the association of these tempera-
tures with changes in the strength of the Meridional
Overturning Circulation. Both the past 21,000 years
and earlier periods of the last glacial (Fig. 1e)
are characterized by millennial-scale variability
in fire regimes, tracking the Dansgaard-Oeschger

(D-O) climate cycles seen in the Greenland ice core
record and the Heinrich Stadials recorded in the North
Atlantic (Marlon et al. 2009; Daniau et al., in press).
There is an increase in fire, seen both at a global scale
and at a continental scale in North America, during
the rapid D-O warming events (Fig. 1e). Fire initially
decreases during D-O or Heinrich cooling intervals,
but then recovers to pre-cooling levels. Analyses of
multiple climate cycles suggest that the response of
fire to the recorded climate changes is extremely fast
(Fig. 3).

There are fewer highly resolved records of biomass
burning over time scales longer than the last climatic
cycle. The longest continuous record of biomass burn-
ing is a million-year-long black carbon record from
marine sediments in the eastern equatorial Atlantic
(Bird and Cali, 1998; Bird and Cali, 2002). This record
represents fires in sub-Saharan West Africa and shows
large episodic increases in fire activity. Periods of high
burning occur during some interglacials; no fire is
recorded during glacial periods.

Older geological records of fire (Fig. 1f, Bowman
et al., 2009) show that burning occurred on Earth at
least as long ago as the Silurian (ca. 420 million years
ago) and Carboniferous (ca. 400 million years ago)
(Glasspool et al., 2004). The Permian (ca. 250–300
million years ago) was also characterized by high lev-
els of fire. On such long time scales, variations in
atmospheric oxygen are thought to be the primary con-
trol on whether and how much fire was possible (Scott,
2000; Scott and Glasspool, 2006). Experimental stud-
ies suggest fire cannot be sustained when the oxygen
content of the atmosphere is below about 15% (Jones
and Chaloner, 1991; Belcher and McElwain, 2008). At
oxygen levels above ca. 35%, wildfires would consume
most terrestrial vegetation (Scott, 2000; Lenton, 2001).
Modeling experiments suggest that the abundant char-
coal found in Carboniferous and Permian sediments
may reflect widespread wildfires that occurred once
atmospheric oxygen increased above ~21% (Berner,
1999). The Paleocene-Eocene thermal maximum (ca.
65 Ma) was also characterized by major increases in
biomass burning (Collinson et al., 2007; Marynowski
and Simoneit, 2009). Peaks in charcoal in marine
sediments ca. 7–8 million years ago (Fig. 1f) are con-
temporaneous with the expansion of open grasslands
and savanna vegetation globally (Keeley and Rundel,
2005).

There is a high degree of variability in fire-regime
patterns at different temporal scales, and this is more
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Fig. 3 The response of fire regimes to rapid climate changes.
a Superposed epoch analysis of ice-core and biomass-burning
records over the interval 80–10 ka, showing the response of fire
to rapid cooling and warming intervals during the Dansgaard-
Oeschger cycles (Daniau et al., in press). b Comparison of

the temporal evolution of composite charcoal records from the
northern extratropics through the Younger Dryas chronozone
(Daniau et al., submitted), which, as shown by the ice core
record, was characterized by rapid cooling and subsequent rapid
warming on the order of 10◦C in Greenland in about a decade
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than a reflection of differences in data sources and
methodological approaches. Satellite data show clear
seasonal cycles in fire, but at longer timescales changes
in fire are more episodic than periodic. Although
regional fire regimes are often characterized in terms of
return times, such regularity can only be maintained as
long as the major drivers of fire activity, including cli-
mate conditions, vegetation cover and ignition sources
remain unchanged. Both historical and paleo-records
suggest that stability is the exception rather than the
norm.

Controls of Fire

Globally (Fig. 2a), fire is controlled by climate
(Carmona-Moreno et al., 2005), which on short time
periods produces the familiar cycle of seasonal burn-
ing (Fig. 1a). Seasonal variations in climate are driven
by gradual increases and decreases in insolation that
result from the movement of the Earth around the Sun.
These insolation-driven climate changes are gener-
ally characterized by large temperature changes during
the year at mid- and high latitudes, and by changes
in precipitation at lower latitudes. Temperature and
precipitation interact to determine vegetation growth,
composition, and structure, which in turn influence
the patterns of fuel loading and moisture that directly
determine fire spread, severity, extent, and related fac-
tors (Stephenson, 1998; Dwyer et al., 2000), and hence
the seasonal variations in the incidence of fire (Fig. 2b).
The importance of fuel load versus fuel moisture varies
across climate gradients. In arid environments, lack
of precipitation constrains vegetation growth mak-
ing fuel availability the primary limiting factor on
the occurrence and spread of fire. In moist environ-
ments, fuels are abundant but their flammability is
limited by the length and intensity of the dry season
(Westerling et al., 2003; van der Werf et al., 2008b).
In the wettest climates, fuels never dry sufficiently
to burn.

Fire tends to occupy intermediate environments in
terms of climate, vegetation, and human population.
This generalization is supported by the distribution of
area burnt along climate and vegetation-productivity
gradients, such as available moisture versus net
primary productivity (Fig. 4a). The largest annual
area burnt tends to be in regions with net primary

productivity between about 400 and 1,000 gC/m2

and with intermediate levels of moisture availability
(between 0.3 and 0.8 on an index of actual to poten-
tial evaporation, AE/PE). Fire is largely absent from
extreme environments, such as low tundra, deserts, and
semi-arid regions where sparse vegetation results in
discontinuous fuel loads that prevent the spread of fire.
Fire is also rare in temperate oceanic margins and in
tropical rainforests, where the fuel is too wet to burn.
It is remarkable that the extremely heterogeneous pat-
tern of fire in geographical space (Fig. 2a) reduces to
a single broad maximum of fractional area burnt when
plotted in climate and vegetation space (Fig. 4a).

Comparing the distribution of fire against those of
biomes along NPP and AE/PE gradients shows that
seasonally dry tropical forests, savanna and dry wood-
lands have the largest annual area burnt (Fig. 4b),
while grassland and dry shrublands, and temperate
and boreal forests have intermediate annual area burnt.
Deserts and tundra have the lowest annual area burnt.
These patterns are consistent with the preferred “habi-
tat” of fire in woodlands, shrublands, and seasonally
dry forests with intermediate levels of biomass accu-
mulation and seasonal moisture stress.

Fire similarly is prevalent at intermediate levels of
lightning and population densities (Fig. 4c, d). Fire
is rare where lightning is infrequent, not necessar-
ily because ignition is a limiting factor but because
climate limits both lightning and fire for different rea-
sons: lightning is less frequent in high than in low
latitudes because of lower convective activity in high
latitudes, whereas fire is less frequent at high than at
low latitudes because of limited fuel availability. Fire
is also rare where lightning is most common – in trop-
ical rainforests – because the fuel is rarely dry enough
to sustain combustion. Lightning is only rarely consid-
ered to be an important limiting factor, such as in the
Chilean mattoral and in North American coastal rain-
forests during the early Holocene (Fuentes et al., 1994;
Brown and Hebda, 2002). Comparison of the distri-
butions of lightning, vegetation, and fire (Fig. 4a, c)
shows that there is abundant lightning in most regions
of low burnt area, except in the tundra.

Population densities and fire are not related in any
simple way (Fig. 4d). Regions with the highest burnt
area have intermediate levels of population. Overall,
the distribution of population resembles that of veg-
etation more fire, with low population densities in
tundra, boreal forest, and tropical forest biomes. In
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Fig. 4 Theoretical relationships between climate, lightning,
vegetation, population density, and fire at a global scale based on
satellite remotely sensed burnt-fraction data (GFEDv2.1) (van
der Werf et al., 2006). Model-based estimates of net primary pro-
ductivity (NPP) are from Cramer et al. (1999); values of actual
to equilibrium evapotranspiration (AE/PE) were calculated using

the CRU CL 2.0 data set (New et al., 2002). The distribu-
tion of biomes is plotted in climate space for comparison.
Lightning data are from the LIS/OTD HRMC V2.2 dataset
(http://gcmd.nasa.gov/records/GCMD_lohrmc.html) and popu-
lation density from the HYDE 3.0 data set (Klein Goldewijk and
van Drecht, 2006)

many areas, fire is uncommon at both very low and
very high population densities (Archibald et al., 2009).

A conceptual model of the major controls on fire
must include climate, vegetation, and human activity
(e.g., Lafon and Grissino-Mayer, 2007; Balshi et al.,
2007; Krawchuk et al., 2008). Climate controls fire
activity through changes in fire weather, which include
factors such as temperature, precipitation, wind, and
the length of dry spells between storms, all of which
show complex geographic variation. Fire weather also
determines the occurrence of natural ignitions through

lightning. Vegetation regulates fire because its com-
position and structure determine fuel characteristics
(amount and flammability). Net primary productiv-
ity (NPP), for example, is a strong predictor of fire
occurrence (Krawchuk and Moritz, 2009). However,
at broad spatial scales and on multi-annual timescales,
vegetation type and productivity are themselves deter-
mined by climate. Topography is a secondary con-
trol on fire that strongly influences fire behavior at
finer spatial and temporal scales (Heinselman, 1973;
Gavin et al., 2006; Parisien and Moritz, 2009). The
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atmosphere and soil link fire effects back to fire con-
trols through feedback processes (e.g., via trace gas
and aerosol emissions and via nutrient supplies that
affect vegetation productivity). Fuels, ignitions, and
fire weather are proximate determinants of fire that
are themselves determined by vegetation, climate, and
human activities.

People and Fire

There is a long and varied history of interactions
between people and fire (Pyne, 1995; Pausas and
Keeley, 2009). The interpretation of this history has
often been the subject of controversy, and much
of the debate is informed more by perception than
observation.

People can alter fire regimes directly both by light-
ing fires, either deliberately or accidentally, and by

excluding or suppressing fires. Available data sug-
gest that people are responsible for igniting the largest
number of fires today (FAO, 2007), except in boreal
forests where lightning is still the primary ignition
source. In southeast Asia, northeast Asia, and South
America, where fire is used extensively for land clear-
ance and the maintenance of pasture and agricultural
lands, people are estimated to light over 80% of all
fires (FAO, 2007). In the western US, about half of all
fires – and almost all fires that occur during the winter –
are ignited by people (Bartlein et al., 2008) (Fig. 5a,
b and c); however, more fires are started by lightning
during the summer fire season, and lightning-ignited
fires account for most of the area burnt (Kasischke
et al., 2006). This appears to be a common pattern:
although people have a strong impact on the number
of fire starts, they have a much smaller impact on the
amount of vegetation burnt, and thus comparatively lit-
tle influence on the magnitude of fire-induced changes
in the Earth system.
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Fig. 5 The influence of people on key aspects of fire regimes.
Number and timing of fires caused by a lightning, and b humans
compared to c total fires in the western USA (redrawn from

Bartlein et al., 2008). Percent d burnt area and e fire activity
(number of fires) as a function of population density in South
Africa (redrawn from Archibald et al., 2009)
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The high economic and social costs of fires have led
to active policies of fire suppression in many countries
(FAO, 2007). The impacts of fire suppression, however,
are not always as intended. The exclusion or suppres-
sion of fire has been claimed to contribute to dangerous
fuel build-up (Donovan and Brown, 2007; Mitchell
et al., 2009), changes in forest stand structure (includ-
ing a paradoxical reduction in carbon storage: Fellows
and Goulden, 2008), undesirable changes in species
composition, and pest and disease outbreaks (Castello
et al., 1995). Fires that do occur in areas where fire has
been suppressed by fire fighting can burn larger and
hotter, and thus become increasingly destructive rather
than restorative (Moritz and Stephens, 2008).

People also have an indirect but important impact on
fire regimes, through altering land use (e.g., Heyerdahl
et al., 2001; Marlon et al., 2008; Carcaillet et al., 2009;
Krawchuk and Moritz, 2009). Similar changes in land
use do not necessarily have the same effect in different
ecosystems. Evidence from South America indicates
reductions in fire occurrence associated with increased
grazing in prairies and savannas, but increases in fire
are associated with increased grazing in rain forests
(Bella et al., 2006). In fire-sensitive regions, such as
in seasonally dry tropical forests, the effects of human
“deforestation” fires are well known. Large fires are
novel to these ecosystems (Cochrane et al., 1999;
Bush et al., 2007a; Bush et al., 2007b; Field et al.,
2009), and there is concern about the effects of such
fires on ecosystem services and biodiversity (Cochrane
and Barber, 2009).

The pervasive use of fire by people have led some
modellers to estimate past fires and emissions by scal-
ing changes in fire to changes in population growth
(e.g., Dentener et al., 2006). Fire data from South
Africa, however, indicate that population density is
not linearly related to burnt area or number of fires
(Archibald et al., 2009). Instead, burnt area was found
to be inversely correlated with changes in population
density; burnt area declines very slightly at low lev-
els and then more rapidly declines as densities increase
further (Fig. 5d). Numbers of fires increase with popu-
lation density at low levels, but then decreases as pop-
ulation density continues to rise (Fig. 5e). Temporal
trends in fire history at the global scale show a sim-
ilar correlation between increasing population levels
and increasing biomass burnt up to a certain level (i.e.,
when global population reached about 1.6 billion at
1900 AD) followed by a rapid reduction in fire activity

as global population grew from 1.6 to over 6 billion in
2000 AD, significantly reducing the “available habitat”
for fire through land-use changes (Marlon et al., 2008).

Fire and Vegetation Dynamics

Wildfire is an agent of vegetation disturbance, ini-
tiating succession and promoting short-term changes
in biogeochemical cycling (Liu et al., 2005). Fire
also shapes population dynamics and interactions
(Mutch, 1970; Biganzoli et al., 2009). In the short-
term, smoke haze from large-scale fires reduce light
availability sufficiently to noticeably decrease pho-
tosynthesis (Schafer et al., 2002) and thus poten-
tially jeopardize the yield of annual species and
crops. Paleoecological data shows that changes in fire
regime associated with rapid climate changes have
lead to abrupt reorganizations of vegetation commu-
nities (Shuman et al., 2002; Williams et al., 2008).
Abrupt changes in fire regimes associated with the
relatively recent human colonization of regions such
as New Zealand appear to have promoted large-scale
and permanent changes in vegetation (McGlone and
Wilmshurst, 1999; McWethy et al., 2009). Similarly,
the use of fire for deforestation in tropical forests or the
introduction of invasive grasses in the more recent past
have led to the conversion of forests and woodlands
to more open, flammable communities (D’Antonio and
Vitousek, 1992; Cochrane et al., 1999). In tropical rain-
forests, deforestation fires initiate a positive feedback
cycle, whereby fire creates canopy openings, leading
to reduced fuel moisture and low relative humid-
ity and hence increasing the risk of fire (Cochrane
et al., 1999; Nepstad et al., 2004). In contrast, fires
in arid regions can destroy vegetation cover and fuel
continuity and prevent a recurrence of fire until the
system recovers. Increases in human-caused ignitions
can increase fire frequency beyond the range of natu-
ral variability thereby altering species composition and
decreasing soil fertility (Tilman and Lehman, 2001;
Syphard et al., 2009). Deliberate protection from fire
promotes the growth of closed forests. In some regions,
these changes in vegetation lead to changes in the type,
intensity and frequency of fires. For example, regrowth
of forests after fire exclusion leads to a switch from
frequent, low-intensity surface to less frequent but
high-intensity crown fires (Allen et al., 2002). Local
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circumstances that exclude fire may favour the persis-
tence of fire-sensitive vegetation types, such as tropical
rainforest, such that the occurrence or absence of fire
may be responsible for alternate stable ecosystems
within the same climate zone (Grimm, 1984; Wilson
and King, 1995; Bowman, 2000).

Many species possess survival or reproductive traits
that allow them to persist in fire-prone areas (Bond
and van Wilgen, 1996; Schwilk and Ackerly, 2001;
Pausas et al., 2004; Paula et al., 2009). The devel-
opment of thick bark, for example, allows trees to
survive low-intensity fires, while epicormic resprout-
ing after damage favours rapid regrowth after fire.
The association of plant species with distinct repro-
ductive and survival characteristics under different fire
regimes suggests that fire is a powerful biological fil-
ter on plant distribution, and has led to speculation
that fire has had a pronounced evolutionary effect on
the development of biotas. It has been suggested that
the expansion of savannas around 7–8 million years
ago, for example, was a result of increases in wildfire
that led to a drier climate through biophysical and bio-
geochemical feedbacks to climate, and thus promoted
expansion of drought-tolerant vegetation (Beerling and
Osborne, 2006). Similar arguments have been made
for the aridification of Australian vegetation following
aboriginal colonization ca. 45–50 thousand years ago
(Miller et al., 1999), although in this case there is evi-
dence for similar changes in fire regime in regions
not colonized until much later (Dodson et al., 2005;
Stevenson and Hope, 2005) and the observed aridi-
fication can be explained by external forcing alone
(Hope et al., 2004; Pitman and Hesse, 2007). Traits
that promote fire or recovery following fire are not
unambiguously the result of natural selection by fire
(Schwilk and Kerr, 2002), and both the expansion of
savannas and drought-tolerant vegetation at various
stages in Earth’s history is susceptible to a more direct
climatic explanation.

Potential Feedbacks to Climate

Changing climate and human activities lead to change
in fire regimes, but wildfires could in principle them-
selves contribute to changes in climate – via emissions
of long-lived greenhouse gases (CO2, CH4, N2O),
other trace gases including biogenic volatile organic

compounds (BVOCs), and aerosol precursors, and
physical land-surface changes resulting from changes
in vegetation structure induced by fire (Galanter et al.,
2000; Winkler et al., 2008; DeFries et al., 2008).
Disentangling the relative importance of different puta-
tive feedbacks among vegetation, fire, and climate is
challenging (Bonan, 2008) and represents an area of
Earth System Science that remains poorly quantified.

Carbon Cycle Feedbacks

Fires consume vast quantities of vegetation annu-
ally and in the process release carbon dioxide (CO2),
methane (CH4), carbon monoxide (CO), and nitrous
oxide (N2O) (Cofer et al., 1998; Rinsland et al., 2006;
Bian et al., 2007), which are primary, long-lived green-
house gases (Fig. 6). Terrestrial biomass represents
about a quarter to a third of the terrestrial carbon
reservoir (Field and Raupach, 2004; Houghton et al.,
2009). Biomass burning for deforestation is estimated
to have contributed ca. 19% of the atmospheric CO2

increase since pre-industrial times (Randerson et al.,
1997; Bowman et al., 2009). Annually, fires release
about 2.5 Pg of carbon per year (Pg C/year) to the
atmosphere (Lavoué et al., 2000; van der Werf et al.,
2006; Schultz et al., 2008). This amount is larger dur-
ing severe drought years (van der Werf et al., 2004;
van der Werf et al., 2006). During the 1997–1998 El
Niño, burning in Indonesia alone contributed about
40% of all carbon emitted globally that year, which
showed the largest annual increase in CO2 since pre-
cise records began in 1957 (Page et al., 2002). The
trend toward increasing fires in Indonesia and in the
tropical Americas is mainly attributed to deforestation
fires (Morton et al., 2008; Field et al., 2009), but
climate-induced increases in droughts are expected to
exacerbate the problem (van der Werf et al., 2008a;
Cochrane and Barber, 2009).

Fire emissions of CO2 add to the global atmo-
spheric CO2 budget when more carbon is added than
is sequestered by vegetation regrowth (Fig. 6). As a
result, fires in savanna and grassland ecosystems, for
example, where post-fire vegetation recovery is rapid,
have no net effect on the atmospheric CO2 budget in
the absence of a fire-regime shift. When post-fire veg-
etation recovery is slower as in temperate or boreal
forests, CO2 emissions may have long-lasting effects
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(Amiro et al., 2001; Litvak et al., 2003; Balshi et al.,
2009). Fire is becoming an increasing concern in
boreal and tundra regions in particular because of the
high sensitivity of these ecosystems to global warming.
Increased surface heating from higher fire frequencies
in tundra ecosystems associated with rapid warming
there could contribute to the release of large quanti-
ties of carbon from melting permafrost (Zoltai, 1993;
Mazhitova, 2000) increased fire activity in boreal
forests has the potential to significantly increase car-
bon emissions there (Kasischke et al., 1995; Kasischke
and Bruhwiler, 2002; Flannigan et al., 2005).

Atmospheric Chemistry Feedbacks

The main atmospheric impacts of fire (Fig. 6) are
related to emissions of particles, nitrogen oxides
(NOx), methane (CH4), and other volatile hydrocar-
bons, either directly or through secondary effects
including the formation of ozone (O3) and aerosols
(Andreae and Merlet, 2001). Methane is 25 times
more powerful than CO2 as a greenhouse gas, but
has a shorter atmospheric lifetime. Biomass burning
is only one source of CH4; emissions from wetlands
and agricultural activities are larger. Bowman et al.
(2009) estimate that biomass burning from deforesta-
tion fires currently contributes about 4% to the cur-
rent total radiative forcing of CH4 (Fig. 7). However,

there is substantial uncertainty regarding the contribu-
tion of biomass burning to variations in CH4, owing
to the variety of methane sources. Furthermore, the
interannual variability of global CH4 concentrations is
not well understood.

Attempts have been made to disentangle the rela-
tive importance of contributing factors to past changes
in atmospheric composition as shown in ice core
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Fig. 7 Estimated contribution of changes in fire regime due to
deforestation to radiative forcing over the industrial era, redrawn
from Bowman et al. (2009)
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records through paleoreconstructions and modeling
experiments (Ferretti et al., 2005; Fischer et al., 2008;
Houweling et al., 2008). Thonicke et al. (2005) simu-
lated changes in biomass burning at the Last Glacial
Maximum (LGM) compared to pre-industrial con-
ditions using a Dynamic Global Vegetation Model
with an explicit simulation of fire processes. In this
simulation, reduced biomass burning at the LGM
resulted in ca. 1 Pg less carbon released annually
to the atmosphere than under pre-industrial condi-
tions, and concomitant reductions in other pyrogenic
emissions. Assuming constant atmospheric lifetimes of
these gases, the reduction in pyrogenic CH4 and N2O
emissions would be equivalent to a change in radia-
tive forcing of ca. –0.2 W/m2 in both cases, which
is 7 and 8.5%, respectively, of the overall change in
radiative forcing associated with the total LGM to pre-
industrial change in the concentrations of these two
gases. The possible impact of reduced pyrogenic emis-
sions of CO2 at the LGM on the glacial-interglacial
change in atmospheric CO2 concentration is negli-
gible, compared to the large uptake of CO2 by the
land biosphere during the deglaciation and the even
larger release of CO2 by the ocean. However, changes
in pyrogenic emissions could have had further minor
impacts on radiative forcing through influencing ozone
production and atmospheric oxidizing capacity, with
implications, e.g., the lifetime of CH4 (Thonicke et al.,
2005).

Nitrogen oxides (NOx) other than N2O and volatile
organic carbons (BVOCs) from biomass burning con-
tribute to the formation of ozone (O3) in the tropo-
sphere. Global biomass burning emissions represent
ca. 25% of the global NOx emissions (Jaegle et al.,
2005). Hastings et al. (2009) used ice core data to
demonstrate that human activities have caused a rapid
recent increase in NOx. Tropospheric O3 is a green-
house gas. Bowman et al. (2009) estimate that biomass
burning for deforestation has contributed about 17%
to forcing due to tropospheric O3 during the industrial
period (Fig. 7). At ground level, ozone is also a pol-
lutant that reduces air quality, affects human health,
and damages vegetation and ecosystems. CO, NOx,
and BVOCs produced during wildfires can cause sig-
nificant increases in local and regional ozone levels
(Pfister et al., 2005; Winkler et al., 2008). Simulations
have demonstrated substantial sensitivity of radiative
forcing to variation in overall pyrogenic emissions and
relative changes in warming (black carbon, BC) and

cooling (secondary organic aerosol, SOA) aerosol (Ito
et al., 2007; Naik et al., 2007).

Impacts of Soot

Fires affect land-surface albedo by altering vegeta-
tion cover, darkening land through soot (black carbon)
deposition, and increasing snow exposure. Small-scale
changes in land-surface albedo have very little effect
on the global radiative budget (Randerson et al., 2006)
and in any case the impacts of these changes per-
sist for only a short time until the ecosystems begin
to recover. The impact of soot production on atmo-
spheric chemistry may be a more important influence.
Soot aerosols from biomass burning can affect regional
climate by absorbing radiation and heating the air
(Fig. 6); this in turn can alter regional atmospheric
stability and vertical motions, and thus influence large-
scale circulation and the hydrologic cycle (Menon
et al., 2002). Open biomass burning associated with
deforestation and crop residue removal produces ~40%
of global black carbon emissions (Bond et al., 2004).
Indirect effects on radiative forcing occur primarily
because aerosols affect cloud properties (Sherwood,
2002; Guyon et al., 2005). Unlike trace gases, aerosols
are not well mixed: aerosol distribution is heteroge-
neous spatially and through the atmospheric column
vertically. As a result, the effects of aerosols on cli-
mate are difficult to model and remain one of the
largest uncertainties in the simulation of global cli-
mate. Bowman et al. (2009) estimate a slight nega-
tive forcing from direct aerosol effects from biomass
burning but consider the indirect aerosol effects too
uncertain to estimate (Fig. 7).

Emissions of soot from wildfires decrease the
albedo of snow, ice, and land and thus can increase
surface temperatures (Hansen and Nazarenko, 2004).
Increasing concentrations of black carbon, in com-
bination with decreasing concentrations of sulfate
aerosols, have substantially contributed to rapid Arctic
warming during the past three decades (Shindell and
Faluvegi, 2009). Additionally, black carbon within
soot that is deposited over snow and ice significantly
increases solar absorption and melting (Ramanathan
and Carmichael, 2008), which may be one of the
important contributors to Arctic sea ice retreat (Flanner
et al., 2007). The impact of even small shifts in albedo
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on snow has large potential consequences for radiative
forcing due to positive feedbacks. Koch and Hansen
(2005) used a global climate model to show that soot
in the Arctic today comes from both industrial combus-
tion and biomass burning. Model experiments indicate
that soot has substantially contributed to rapid Arctic
warming during the past three decades (Shindell and
Faluvegi, 2009), and may be responsible for half of the
1.9ºC increase in Arctic temperatures between 1890
and 2007 because of its effects on snow and ice albedo
at high latitudes (Ramanathan and Carmichael, 2008).

Costs

Fires in Indonesia during the 1997–1998 droughts
brought the potential costs of uncontrolled wildfires
to global attention (Tacconi, 2003). The fires were
largely set to clear land for oil palm and timber planta-
tions and affected about 5 million hectares. Smoke and
haze from the burning peat and forest engulfed mil-
lions of people in Southeast Asia, reducing visibility,
causing respiratory illness, and increasing infant mor-
tality (Jayachandran, 2005). The economic costs were
estimated at between US$4.4–9 billion – an amount
that exceeds the funds needed annually to provide
basic sanitation, water, and sewerage services to all
of Indonesia’s 120 million rural poor (EEPSEA and
WWF, 1998). The fires have been widely regarded
as the largest environmental disaster of the century
(Glover, 2001).

The costs of these fires have been studied in detail
(Tomich et al., 2004; Lohman et al., 2007). Costs
related directly to suppression and control of the fires
were less than 1% of the total costs (Fig. 8c). Direct
losses incurred during and immediately after the fire
event, including the costs of lost timber, agriculture,
and tourist revenue amounted to ca. 28% of the total
cost. The less tangible indirect costs, which include
direct forest benefits (i.e., food, local medicines, raw
materials and recreation), indirect forest benefits (e.g.,
storm protection, water supply and regulation, ero-
sion control, soil formation, nutrient cycling, and
waste treatment), and costs associated with biodiver-
sity losses, and the release of carbon to the atmo-
sphere, were estimated as comprising the largest (ca.
48%) economic impact (Fig. 8c) while short-term
health costs were estimated as ca. 23% of the total

cost. Although this accounting appears comprehensive,
there are large uncertainties associated with the esti-
mates of indirect costs. The indirect costs associated
with carbon release and biodiversity loss, for exam-
ple, reflect income lost to Indonesia for conserving
its forest; but these are hypothetical, being estimated
as the price that agencies and organizations are will-
ing to pay to conserve tropical forests (EEPSEA and
WWF, 1998). On the other hand, additional costs asso-
ciated with evacuations, long-term health damages or
loss of life, or effects from the haze that may have
reduced crop productivity, photosynthesis, pollination,
and other biological processes (see e.g., Schafer et al.,
2002), were not taken into account. The estimated bio-
diversity costs do not take into account the intrinsic
value of species that have been extirpated or whose
extinction has been accelerated, the potential but cur-
rently unexploited value of ecotourism or medicines, or
losses of cultural diversity of indigenous forest-based
culture (EEPSEA and WWF, 1998).

There are few reliable data on the cost of wildfires
for many of the regions where fire is prevalent. Even
in developed countries, data on fire-related costs are
often uncertain and incomplete. According to the FAO
global fire assessment (FAO, 2007), the direct costs
of fire are in the hundreds of millions of dollars for
many countries, and in the billions for larger countries
and regions. India reported costs of US$107 million in
one year, for example. Russia reported costs of US$4.2
billion in 1998, and timber losses were estimated at
US$0.5–1 billion yearly in northeast Asia. Mexico
estimated losses of US$337 million in wood, US$6.6
million in firewood and US$39 million in reforestation
costs.

Wildfires are recognized as environmental disas-
ters by the international community; this fact pro-
vides an alternative tool for the assessment of
costs and impacts (International Disaster Database:
http://www.emdat.be/). Fifteen countries declared
wildfire disasters during the decade 2000–2009
(Fig. 8b). The predominance of countries with
Mediterranean-type climates in this list reflects the
strong control of climate on wildfires and points to
the vulnerability of these environments to fire in the
face of global warming. The analyses show large dis-
crepancies in the overall cost of wildfires between
countries. The estimated economic losses from wild-
fires in the USA dwarf the losses experienced by all of
the other countries (Fig. 8a). However, when expressed
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Fig. 8 The costs of wildfires. a Estimated costs of wildfire dis-
asters in the decade 2000–2009 by country in millions of US$,
where a wildfire disaster is defined as an event where more than
ten people were killed or more than 100 injured, where a state of
emergency was declared or international aid was solicited. Data
from the International Disaster Database (http://www.emdat.
be/). These costs are re-expressed b as a yearly cost per area
where area is total land area of the country and as a percentage of
gross domestic product (GDP) in 2008 (The World Bank: World

Development Indicators database: http://web.worldbank.org/
WBSITE/EXTERNAL/DATASTATISTICS/0„menuPK:232599~
pagePK:64133170~piPK:64133498~theSitePK:239419,00.html).
c Estimated costs of the fires in Indonesia during the 1997/1998
ENSO season, showing fire-fighting costs, direct costs from loss
of timber, agriculture or tourist revenue, indirect costs including
ecosystem services provided by forests, indirect benefits from
forest, carbon costs, and loss of biodiversity, and short-term
health costs. Redrawn from data in Lohman et al. (2007)
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either in terms of areal impact or as a proportion of
gross national product (GDP), the economic impact of
fire in the USA is much smaller than its impact in,
e.g., Australia or several countries in southern Europe
(Fig. 8b). The wildfire disasters in Portugal, in partic-
ular, cost the equivalent of 1.4% of GDP. This form
of accounting does not include indirect costs, and the
actual economic impact of wildfires may be much
larger than these numbers suggest.

The fire-fighting costs for the Indonesian fires were
US$ 34 million, or less than 1% of the total estimated
costs. By comparison, the fire-fighting costs in the
USA for the Yellowstone National Park fires of 1988
were US$ 120 million. After the “Black Saturday”
fires in February 2009, the Australian government bud-
geted nearly US$ 1 billion for costs associated with
fire-fighting, clean up, and rebuilding. Fire-fighting is
a much larger and better-funded endeavor in devel-
oped countries such as the US and Australia, typically
involving large hand-crews, tankers, bulldozers, heli-
copters, and airplanes to protect lives, homes, and
structures even though a change in weather conditions
is always, in reality, the main agency that stops large
wildfires.

Fire suppression activities are relatively easy to
quantify because they occur during and immediately
after the fire event. Other direct costs, such as loss of
property or timber are also relatively easy to assess
(Dale, 2009). However, the longer-term, indirect con-
sequences of fires have far-reaching effects that can
dwarf the costs related to fire suppression. Long-term
damages to watershed values and other ecosystem ser-
vices, such as the regulation of water and soil quality
and quantity, and of carbon sequestration, for exam-
ple, may represent the most significant costs from large
fire events (Lynch, 2004). The California Fire Plan
delineates a comprehensive list of both cultural and
environmental assets potentially at risk from wildfire
in order to identify areas where the potential cost of
a major wildfire event is largest, and thereby help
prioritize pre-fire management activities. The asset
analysis includes items such as air and water quality,
hydropower generation, flood control, water storage
capacity, historic buildings, and scenic areas. Areas are
ranked based on the potential physical effects of fire as
well as the human valuation of those effects.

A recent analysis estimated the total cost of fire
in Australia at over US$7.7 billion per annum, or
about 1.15% of the country’s GDP (Ashe et al., 2009).

Similar analyses show that total fire-related costs in the
UK, USA, Canada, and Denmark all fall in the range of
0.9–2% of GDP. In the USA, fire-related costs are ca.
2% of GDP and rapidly increasing not only because
of an increase in the number of big fires but because
of rapid development of homes in the wildland-urban
interface (USDA, 2006; Rasker, 2009). Ashe et al.
(2009) have shown that Australia is investing about
US$6.6 billion (or 85% of the total cost of fire) to
manage a loss of about US$1.2 billion (or 15% of the
total cost of fire). Such analyses raise critical ques-
tions about current approaches to fire management, in
Australia and elsewhere.

Future Fire Regimes

Increases in the number of large fires and in the area
burnt have been observed during recent years in many
regions, including Canada (Stocks et al., 2002; Gillett
et al., 2004), the United States (Westerling et al., 2006),
southern Europe (Piñol et al., 1998), Siberia (Kajii
et al., 2002), eastern Eurasia (Balzter et al., 2007;
Groisman et al., 2007), and Australia (Cary, 2002).
It seems increasingly likely that these increases are
a result of anthropogenic climate changes (e.g., see
Running, 2006), and this has led to a growing con-
cern for predicting how potential changes in climate
over the twenty-first century might affect natural fire
regimes.

Most of the assessments of the impact of anthro-
pogenic climate changes on regional wildfire regimes
have been based on observed relationships between cli-
mate and some aspect of the fire regime at a regional
or sub-continental scale (e.g., Flannigan et al., 2001;
Cardoso et al., 2003; Balshi et al., 2009; Girardin
and Mudelsee, 2008). Krawchuk et al. (2009) have
used various statistical relationships to project future
changes in fire regimes globally. Although they show
major increases in the probability of fire in for exam-
ple the boreal zone, this increase is offset by reductions
in the incidence of fire elsewhere, and overall there is
no discernible change in fire at the global scale. A key
issue with all of these future predictions is the degree to
which statistical relationships characteristic of modern
fire-climate interactions hold under potentially differ-
ent climates and CO2 concentrations. Flannigan et al.
(2001) addressed this by showing that application of
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the modern statistical relationship between fire weather
and fire incidence to simulated climates for 6,000 years
ago produced patterns of changes in fire regimes
across Canada consistent with charcoal-based recon-
structions of changes in biomass burning during the
mid-Holocene. In general, however, there have been
few attempts to test whether statistical relationships
observed under modern conditions are likely to hold
when climate changes beyond the modern observed
range.

Process-based modeling provides a way of over-
coming the limitations of statistical modeling. There
are now many fire models, some adapted for spe-
cific ecosystems (e.g., Ito and Penner, 2005; Crevoisier
et al., 2007) while others are global in scope (Lenihan
et al., 1998; Kucharik et al., 2000; Thonicke et al.,
2001; Venevsky et al., 2002). Some models have
been designed to be coupled within climate models
(e.g., Arora and Boer, 2005; Krinner et al., 2005)

in order to investigate feedbacks. There have been
only a few attempts to apply such models to esti-
mate future changes in fire regimes either at a regional
(Bachelet et al., 2005; Lenihan et al., 2008) or at
a global scale (Scholze et al., 2006). Nevertheless,
some robust features are beginning to emerge. In gen-
eral, there is an overall increase in fire in response to
warming over the twenty-first century (Fig. 9). Some
regions, however, experience reduced fires: in tropical
regions, this decrease reflects the fact that warming is
accompanied by an increase in precipitation while in
semi-arid regions the decrease occurs because regional
warming results in considerable reduction of fuel loads
and decreases in fuel connectivity. The changes in
fire regimes, whether these are regional increases or
decreases in fire, become more marked through the
century (compare Fig. 9a, b, and c) and with the mag-
nitude of the global increase in temperature (compare,
e.g., Fig. 9c with f).
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Fig. 9 Changes in global fire regimes during the twenty-first
century as simulated by the coupled fire-vegetation model LPX
(Prentice et al., in preparation) driven by output from the

HADCM3 coupled climate model pattern-scaled to produce
either a 2◦C or a 4◦C warming by 2050 (Harrison et al., in
preparation)
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The recognition that there will be regional differ-
ences in the direction of future changes in fire regime
is common to both statistical and process-based mod-
eling projections, as is the general idea that the changes
in fire regime will become more severe during the
twenty-first century. However, detailed comparisons of
the predictions show few other similarities. Krawchuk
et al. (2009) show increased fire across much of the
boreal zone, whereas Scholze et al. (2006) show a
decrease in fire in large parts of the boreal zone and
major increases in fire in the temperate forests and
in semi-arid regions. The simulations presented here
(Fig. 9) show more extreme changes in fire regimes
than either of these two previous studies. There is an
urgent need to evaluate and improve approaches to
predicting changes in future wildfires in response to
anthropogenic climate changes, both because of the
large costs and because of the potential feedbacks from
fire to climate (Flannigan et al., 2009). It is also impor-
tant because future climate changes could amplify
direct human impacts on fire regimes in that human-set
fires are more likely to escape control and to persist for
longer during drought conditions (van der Werf et al.,
2008b).

Prognostic modeling of fire is relatively new and
there are, as yet, no model-based investigations of the
potential magnitude of pyrogenic feedbacks through
atmospheric chemistry to climate. It is difficult to esti-
mate the overall impact of potential future changes
in biomass burning on radiative forcing without tar-
geted model experiments because the changes in
biomass burning are regionally specific and the influ-
ence of changes in pyrogenic emissions on atmo-
spheric chemistry are sensitive to location (Naik et al.,
2007). Although Bowman et al. (2009) have suggested
that deforestation fires during the industrial era were
responsible for ca. 19% of the total increase in radiative
forcing since pre-industrial times, Arneth et al. (in revi-
sion) have estimated that the additional net radiative
forcing over the twenty-first century would be small,
of the order of 0.02 W/m2.

Mitigation and Adaptation: Can We
Manage Future Fire?

The observed increases in large wildfires in recent
decades, together with predictions of changes in
regional fire regimes during the twenty-first century,

raise urgent questions as to how fires should be man-
aged. Policies geared toward the total suppression
of wildfire are not tenable as a strategy for deal-
ing with projected changes in fire regimes during the
twenty-first century. Even in the most developed coun-
tries, fire-fighting capacity has been insufficient to
deal with wildfires in recent years (Lohman et al.,
2007; Bowman et al., 2009) and the costs of protec-
tion and fire-fighting continue to escalate (FAO, 2007).
There is also increasing awareness of the deleterious
effects of fire suppression, and particularly of the fact
that fire suppression may lead to bigger and more
devastating fires through the build-up of dangerous
levels of fuel (Dombeck et al., 2004; Lynch, 2004).
However, even when property is not at risk and there
are obvious benefits to be gained from letting fires
burn naturally, existing incentives, policy restrictions,
and personnel limitations can overwhelmingly predis-
pose institutions to continue to suppress fires (USDA,
2006).

The impact of fire suppression can be seen in the
contrasting histories of recent fire in Arizona (Skroch
and Swetnam, 2008). As a result of a change in
management policy, lightning-ignited fires have been
allowed to burn in the Rincon Mountains of Saguaro
National Park since 1983. The forests now contain
more mature trees and less understory fuels. However,
fire-suppression policy still remains the policy in the
more populated Santa Catalina Mountains nearby. As
a result, build-up of fuel helped promote high-intensity
crown fires which swept through the Catalinas in the
summer of 2008, destroying hundreds of homes and
costing millions of dollars to extinguish.

Fire suppression, and indeed controlled burning to
some extent, may have a deleterious impact on bio-
diversity (Gill et al., 1999; Brown and Smith, 2000;
Granström, 2001; Tilman and Lehman, 2001; Hutto,
2008). Many plant species are fire tolerant, require
fire for regeneration, or promote fire as a competi-
tive strategy (Bond and Midgley, 1995; Whelan, 1995;
Schwilk and Ackerly, 2001). Savanna ecosystems,
which occupy ca. 20% of the land surface, support
a large proportion of the world’s human population
and most of its rangeland, livestock, and wild herbi-
vore biomass (Scholes and Archer, 1997; Grace, 2006).
Most savannas only exist as a result of fire (Bond,
2008; Lehmann et al., 2008). Thus, preserving natural
fire regimes may be a necessary component of biodi-
versity management in the future (Shlisky et al., 2007;
Hutto, 2008).
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Reducing the risk of large wildfires through con-
trolled burning (Pyne et al., 1996; Fernandez and
Botelho, 2003) is increasingly seen as a manage-
ment option in many parts of the world. Initiatives
such as Firescape in southeast Arizona and the Four
Forests Initiative on the Mogollon Rim, for example,
are coordinating fire and fuel reduction activities at the
landscape scale (Skroch and Swetnam, 2008). For such
initiatives to be effective, however, the public needs
to accept more frequent (albeit less destructive) fires
despite the inherent risks associated with implement
controlled burns and the inconvenience of smoke.

Controlled burning has also been proposed as a
climate-change mitigation strategy (Myneni et al.,
2001). Wildfires release substantial amounts of carbon.
Bushfires in the savanna areas of northern Australia,
for example, result in the loss of ca. 340,000 km2

of vegetation annually and produce between 2 and
4% of Australia’s accountable greenhouse gas emis-
sions (Russell-Smith et al., 2007; Cook and Meyer,
2009). Similarly, the amount of CO2 emitted by fires
in the USA is equivalent to 4–6% of anthropogenic
emissions at the continental scale (Wiedinmyer and
Neff, 2007). It is not surprising, then, that the idea
that mitigation of wildfire impacts through prescribed
burning could potentially lead to major abatement in
pyrogenic emissions has been discussed in the con-
text of forests in Australia (Williams et al., 2004;
Bushfire Cooperative Research Centre, 2006; Beringer
et al., 2007), Europe (Narayan et al., 2007), and North
America (Hurteau et al., 2008). The underlying idea
is that prescribed burning decreases both the intensity
and extent of subsequent wildfires by reducing fuel
loads. Decreasing the intensity of fires, particularly in
savannas, means that biomass is lost through decom-
position rather than combustion, resulting in reduced
emissions of CH4 and N2O. In savannas, prescribed
burning in the early dry season, even though it may
not affect the total area burnt, has nevertheless been
shown to reduce emissions by reducing average fire
intensity (Williams et al., 2002). On the other hand,
low intensity (incomplete) burns may actually release
more methane than intense complete burns (Crutzen
and Andreae, 1990; Hao and Ward, 1993). Prescribed
fire has been used successfully in northern Australia to
achieve greenhouse-gas emission abatement (Russell-
Smith et al., 2007). However, in general the magnitude
of any reduction in emissions through fire manage-
ment and prescribed burning is dependent on the nature

of the vegetation and its dynamics, carbon stocks and
flows, the efficacy of prescribed burning and the trade-
offs between the different fire regimes. The gains
in terms of climate-change abatement are probably
small unless prescribed burning is useful to achieve
other land-management goals. Indeed, many countries
have already decided not to use fire management as
a climate-change mitigation strategy because current
agreements do not account for or protect against future
changes in natural disturbances whether by fire or fire-
promoted insect attack (Kurz et al., 2008). Additional
agreements would be required to encourage the inclu-
sion of forest management practices as a mitigation
strategy.

Perhaps the most urgent aspect of future fire
management concerns the reduction of economic
damage. Part of the escalating cost of fire man-
agement has resulted from expansion of housing
and urban infrastructure in inappropriate areas (i.e.,
adjacent to potentially lethal fire regimes) such as the
wildland-urban interface in fire-prone ecosystems (van
Wagtendonk, 2007). In many cases, people moving
into such areas are unaware of the wildfire risk and are
unprepared for it. The adoption of strategies to pro-
mote fire preparedness, such as creating defendable
space around homes and other structures by clear-
ing brush and keeping tree branches trimmed above
the ground, using fire-proof building materials, and
developing evacuation plans (Dombeck et al., 2004),
only provide a limited solution to the fire management
problem. The two primary options in addressing devel-
opment in the wildland-urban interface are to deforest
areas to remove the threat of fire, or to avoid devel-
opment in such locations. In either case, a change in
fire policy and management is becoming increasingly
urgent as all indicators suggest that wildfires will con-
tinue to burn larger, hotter, and longer for the near
future in such fire-prone ecosystems. At local scales,
human values, about fire are at the root of many of
our most serious fire-related problems. Issues such as
the social, economic, and environmental impacts of
fire and fire suppression, public safety, smoke, haz-
ard mitigation, and fire communication and education
must be examined within the mesh of political, social,
and economic contexts where they exist (Gill, 2005).
However, instituting policies that promote increased
fire use in locations with risk to private property, such
as cost/benefit analyses that aim to balance community
and ecosystem needs and redesigning urban growth
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plans (Moritz and Stephens, 2008) are often considered
politically infeasible (USDA, 2006).

The growing number, severity, and cost of fires
in recent decades across all latitudes and countries
have made it clear that governments and institutions
are unable to adequately manage fire (FAO, 2007;
Lohman et al., 2007). Networks of organizations have
taken on increasing responsibilities for disaster policy
design and administration, but their capacity is mixed,
and most lack the ability to assess risk and evalu-
ate their own activities (Charles and Michael, 2009).
Models of successful fire-management strategies exist
in some areas (Arno and Fiedler, 2004), and some of
these models may be applicable in broader contexts.
However, investment is needed in identifying others,
and in documenting existing efforts so that we can
learn from them.

Conclusions

Although highly variable in space and time, in general
fire is tightly linked to climate and climatic varia-
tions. Global changes of the twenty-first century make
it inevitable that the impact of large fires will con-
tinue and increase in magnitude. Changing patterns
of wildfire activity present significant environmental,
economic, and political challenges to communities and
nations. At the core of these challenges is a need to
increase public awareness of and political support for
restoring fire to ecosystems that need it, to protect envi-
ronments from fire only where fire is not needed or
wanted, and to form new relationships with fire in an
uncertain future. Adapting to climate change impacts
on wildfire will require greater emphasis on flexible,
adaptable approaches to fire management. New strate-
gies may be required that acknowledge the limitations
of fire-fighting capabilities and consequently focus on
avoidance rather than attack. A greater emphasis on
fire preparedness will also involve a shift in responsi-
bility for creating defensible space to those who benefit
most from fire protection services.
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Vanishing Polar Ice Sheets

Nancy A.N. Bertler and Peter J. Barrett

Abstract Global temperatures have increased by
0.8◦C since instrumental records began, and the last
decade has been the warmest. This warming has been
closely linked to increasing greenhouse gas concen-
trations due to human activities. Arctic warming is
leading to thinning and disappearance of sea ice on
the Arctic Ocean and the increased melting of the
Greenland ice sheet. In the last decade the Antarctic
ice sheet has also begun to respond. Shrinking ice
sheets have significant implications for sea level rise.
Knowledge of their behaviour in the geological past,
along with climate and ice sheet modelling, provides
guidance on what we can expect in the future. Over
the past 50 million years (m.y.), the world has evolved
from a largely ice-free Greenhouse Earth with atmo-
spheric CO2 concentrations 3–6 times pre-industrial
levels, and sea level over 60 m higher, into an Icehouse
Earth with lower CO2 concentrations. Concentrations
were low enough by 34 m.y. ago to reduce tem-
peratures and allow the formation of the first big
Antarctic ice sheets, and further cooling and reduc-
tion in greenhouse gases followed until the continental
Northern Hemisphere ice sheets formed about 2.5 m.y.
ago. Trapped gases in ice cores allow us to estimate
past atmospheric CO2 levels quite accurately for the
last 800,000 years. Geochemical estimates of earlier
CO2 levels are much less accurate but nevertheless
consistently indicate these have not exceeded 400 ppm
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in the last 24 m.y. Atmospheric CO2 concentration
has increased from 280 ppm in the pre-industrial
times to 390 ppm in early 2010. Earth’s atmosphere
last had such concentrations ~3 million years ago
when geochemical measurements indicate global sur-
face temperature was ~3◦C warmer than today, and
global sea-level was ~25±5 m higher. This implies the
loss of the Greenland ice sheet, the West Antarctic ice
sheet and a part of the much larger East Antarctic ice
sheet. Both field evidence and modelling studies imply
rates of ice loss are slow, of the order of a meter or two
of sea level equivalent per century, but there are signifi-
cant uncertainties because key boundary conditions for
ice sheet collapse are not well understood. Feed-back
effects on atmospheric warming and ice loss could well
accelerate the process. The Arctic is today warming as
fast as, or faster than, any other area on earth, with
the imminent loss of summer sea-ice and increasing
loss of ice from Greenland (adding to rising global
sea level). Antarctic warming has also begun to rise,
despite its suppression from the loss of the ozone hole
in the last three decades. Nevertheless the warming of
shallow to intermediate Southern Ocean waters and the
rise of Antarctic surface temperatures has led to the
collapse of ice shelves around the Antarctic Peninsula
since 1990 and in the last decade the acceleration of
ice loss from West Antarctica, as well as parts of East
Antarctica. The thermal inertia of oceans and ice sheets
means that they take decades to centuries to respond
but once ice loss has begun it could continue for mil-
lennia. The ice sheets have now begun to shrink. Both
modelling and palaeodata indicate a significant risk of
setting in train events leading to their inevitable loss
unless the release of CO2 from fossil fuels is curtailed
and CO2 sinks are found to return atmospheric CO2

levels to well below 400 ppm.
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Polar Ice Sheets – Drivers and Recorders
of the Global Climate System

The two polar regions host the last great ice sheets
of the planet, the Antarctic Ice Sheets in the South
and Greenland Ice Sheet in the North. The dimension,
characteristics and behaviour of these ice sheets are
remarkably different, owing largely to the asymmetry
of the hemispheres (Fig. 1). While the North Pole lies
in the middle of the Arctic Ocean, surrounded by the
Eurasian and North American continents, the Antarctic
continent occupies the South Pole and is surrounded by
the Southern Ocean.

Fig. 1 The great ice sheets: Greenland (left image) in the
Northern Hemisphere and Antarctica (right image) in the
Southern Hemisphere. Images obtained from Google Earth 2009
(Data SIO, NOAA, U.S. Navy, NGA, GEBCO)

The Polar-Tropical Power Struggle

Due to the tilt of the Earth’s axis (currently 23.4◦ rela-
tive to our orbital plane around the sun), we experience
seasons, with the most extreme seasonal change occur-
ring in latitudes above 66◦ North and South. These
areas experience 24 h of light during polar summers
and 24 h of darkness during polar winters. As a con-
sequence during the Southern Hemisphere summer,
Antarctica receives more solar radiation than any other
region on the planet. However, during the depths of
the austral winter, the sun never rises and Antarctica
experiences its polar night, with the coldest temper-
atures ever measured at Vostok Station (–89.2◦C).
While Antarctica endures winter, Greenland enjoys

summer, and vice versa. The change over from the full
polar day to the full polar night occurs at the South
Pole from mid-September to end of October and at the
North Pole from early March to mid-April with rapidly
shortening days and wonderful protracted sunsets. The
reverse is true for polar sunrises.

The tropical regions in contrast are more or less per-
pendicular to the incoming solar radiation and hence
receive the global annual maximum radiation with
little seasonal variability. Consequently, the tropics
receive an almost constant amount of solar radiation
(~342 W/m2). Averaged over the year, this is about five
times the amount received at the poles. In addition, the
white surface of the ice sheets and sea-ice reflect up
to 90% of the solar radiation back into space, which
further cools the polar regions. This effect is enhanced
by the dry atmosphere and clear skies over the poles
allows even more energy to escape back into space
(King and Turner, 1997).

Thus the tropical regions warm and the polar
regions cool the Earth, with the temperature gra-
dient between tropics and poles driving the major
atmospheric and ocean circulation pattern. The gra-
dient is currently greater in the Southern Hemisphere
because of the huge pole-centered Antarctic ice sheet.
However, this has also varied over geological time as
ice sheets have come and gone in both polar regions.
A larger gradient, i.e. a greater temperature differ-
ence between polar and tropical regions results in more
vigorous atmospheric circulation (King and Turner,
1997). An increased gradient also enhances sea-ice
formation in the polar regions and evaporation in the
tropical oceans, which together with the wind forc-
ing of the ACC and associated upwelling, help drive
the thermohaline ocean circulation, transporting vast
amounts of heat, salt, nutrients and gases around the
globe (Broecker, 1997).

Antarctica

Antarctica is the highest, driest, windiest and cold-
est continent on Earth, with an average elevation
of approximately 2,200 m. The continent hosts two
distinct ice sheets: the predominantly land-based East
Antarctic Ice Sheet (EAIS) and the smaller largely
marine-based West Antarctic Ice Sheet (WAIS), which
is grounded to depths of almost 2,000 m below sea-
level (Fig. 2). The two ice sheets are separated by the
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Fig. 2 Map of Antarctica, showing major ice shelves (light blue
shading), Vostok and EPICA Dome C Ice Core records (yel-
low circles), and ANDRILL and Cape Roberts marine sediment
cores (red stars)

Transantarctic Mountains, which extend over 3,500 km
from the Ross Sea to the Weddell Sea. The WAIS
occupies a significantly smaller area (1,970,000 km2)
than the EAIS (10,350,000 km2). Together they hold
about 70% of the world’s fresh water, the equiva-
lent of about 57 m global sea-level increase, with
about 5 m stored within the WAIS and about 52 m
within the EAIS (Lythe et al., 2001). A third dis-
tinct area is the Antarctic Peninsula with small ice
caps and glaciers holding the equivalent of just 0.5
m of sea level rise (Lythe et al., 2001). This most
northern part of the Antarctic has recorded over the
past decades the strongest temperature increase on the
globe (0.5◦C/decade) (Turner et al., 2009).

There are three different types of ice in Antarctica:
glacial ice that forms the large ice sheets, ice shelves,
which are formed by glacial ice sliding off the con-
tinent into the ocean, where it floats northward but
remains attached to the continent, and sea-ice, which
is frozen sea water. Snow accumulates slowly in the
Antarctic interior due to the cold dry air over the
continent, the annual snow accumulation averaging
between 3 and 5 cm of water equivalent per year. As
snow accumulates the overlying weight of new snow
compacts older snow to firn and with burial under tens
of metres of firn eventually to ice. In this way annual

layers of snow end up forming ice sheets over 4,000 m
thick.

While the EAIS as a feature is thought to have cov-
ered East Antarctica for many millions of years, the ice
itself is much younger. The reason for this is that the
ice is not stagnant but moves from the central ridge-
lines to the ocean like slow-moving rivers of ice. If the
ice is lost faster to the ocean than replenished through
snowfall in the interior, the ice sheet as a whole is
losing mass and shrinks. If snow accumulates faster
than ice slides into the ocean, the ice sheet is gaining
mass and grows. As Antarctica as a whole is holding
the equivalent of 57 m of global sea-level, even a 1%
change in its mass balance equates to over half a metre
change in global sea-level.

The oldest continuous ice record was drilled by the
European drilling consortium EPICA at Dome C in
2004. The 3,270 m long ice core record spans almost
1,000,000 years (EPICA Community Members, 2004).
However, it has been suggested that the EAIS might
contain even older ice in other places, perhaps up
to 1.4 m.y. (million years) old (IPICS, 2008). Even
older ice has been found in the form of remnants
from ancient glaciers that once flowed through the
McMurdo Dry Valleys. At one location the ice lies
beneath rock debris with an overlying volcanic ash
dated at 8 m.y. (Sugden et al., 2002).

Antarctic ice sheets are colder than the Greenland
Ice Sheet, as the southern continent is more or less cen-
tered over the South Pole and covers a much greater
area than Greenland. In addition, the circumpolar cur-
rents of the Southern Ocean and circumpolar westerly
winds further isolate Antarctica through their zonal
pattern (parallel to lines of latitude) (Turner et al.,
2009). In contrast, Greenland receives warmer air
masses and ocean currents that are forced northward by
the American continent from warmer regions at lower
latitudes (King and Turner, 1997).

Greenland

Greenland is the world’s largest island, and hosts
an ice sheet about the same size (1,700,000 km2,
Bamber et al., 2009) as the WAIS. The Greenland
ice sheet holds the equivalent of approximately 7 m
global sea-level rise. In contrast to the marine based
WAIS, the Greenland ice sheet rests on bedrock that
lies predominantly above sea-level. The average height
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of the ice sheet is about 2,100 m, with a maximum
thickness of 3,411 m. Owing to warmer tempera-
tures, Greenland receives substantially higher snow
precipitation than Antarctica, which affords higher res-
olution ice core records (Mayewski and White, 2002;
Steffensen et al., 2008) (Fig. 3). However, this causes
ice to flow faster from the Greenland interior to the
ocean, and hence the ice is much younger at the
base (maximum age of around 150,000–200,000 years)
(Buchardt and Dahl-Jensen, 2008) than the ice at the
base of the Antarctic Ice Sheet (EPICA Community
Members, 2004). Greenland has only small ice shelves.
While almost all ice loss in Antarctica occurs through
calving of icebergs from ice shelves into the ocean,
in Greenland ice loss occurs through calving and sur-
face ablation (surface melt and evaporation) in equal
amounts (Pritchard et al., 2009). Moreover in contrast
to Antarctica, Greenland has an indigenous popula-
tion, which are thought to have reached the island
about 4,500 years ago. Greenland’s population has
recently exceeded 50,000 inhabitants, with most living
in coastal settlements (ACIA, 2005).

Fig. 3 Map of Greenland, showing locations of major towns
(red circles) and ice core records (yellow circles)

To understand the vulnerability of the Antarctic and
Greenland ice sheets to current and future climate
change, we have to travel back to the time when these
ice sheets first came into existence.

The Deep Time History of Polar
Ice Sheets

The United Nations Framework Convention on
Climate Change (UNFCCC) has as its objective to
achieve “stabilization of greenhouse gas concentra-
tions in the atmosphere at a level that would prevent
dangerous anthropogenic interference with the climate
system” (United Nations Framework Convention on
Climate Change, 1992). To achieve this goal, more
than 100 countries have adopted a global warming
limit of 2◦C or below (relative to pre-industrial levels)
as a guiding principle for mitigation efforts to reduce
climate change risks, impacts and damages, accord-
ing to Meinshausen et al. (2009). More recently, the
2◦C target was also noted in the UNFCCC Conference
of the Parties meeting in Copenhagen in December
2009 under the “Copenhagen Accord.” However, even
if emissions in 2050 are reduced to half of 1990
levels, Meinshausen and colleagues (2009) estimate
a 12–45% probability of exceeding 2◦C for a range
of climate sensitivities. This equates to a greenhouse
gas concentration roughly equivalent to 450 parts per
million (CO2e ppm), However, the IPCC “business
as usual” scenario (A1F1 – no mitigation efforts)
projects an increase of CO2e concentrations centred on
1,000 ppm, more than 3.5 times pre-industrial levels
(280 ppm) by the end of the century (IPCC, 2007c). To
study a world with such high CO2 concentrations and
its effect on temperature and sea-level, we have to look
back more than 30 million years to a world without ice
sheets. This section looks at that world, and how the
Antarctic and Greenland ice sheets first formed, along
with their history in more recent times.

Continents in Motion

The distribution of continents and oceans has changed
dramatically over long geological periods. From 500 to
200 m.y. ago, the Earth’s landmasses were combined in
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the supercontinent Pangaea. About 200 m.y. ago, sea-
floor spreading tore Pangaea into two pieces: Laurasia,
which drifted northward to form the modern conti-
nents of North America, Greenland, Europe and Asia
(Eurasia), and southward drifting Gondwana, which
comprised the modern fragments of Antarctica, Africa,
South America, India, Australia and New Zealand
(Fig. 4). About 180 m.y. ago, seafloor spreading began
to break Gondwana apart, beginning with the drift of
Africa and India northward from Antarctica, the key-
stone continent, followed later by the other pieces.
As this was happening Antarctica moved southward,
reaching the polar region around 120 m.y. ago. It has
remained there to this day.

As the other fragments drifted away from
Antarctica, they opened the South Atlantic, Indian
and Southern Oceans (Lawver and Gahagan, 2003)
(Fig. 5). These geographic changes had a significant
effect on climate because of the changing shape and
size of the ocean basins and also through the growth
of mountain ranges where continents collided. The
movements of the continents have been tracked and
dated using magnetic lineations on the ocean floor
and ages of new ocean crust, so that past geography

for any particular time is known with some confi-
dence (Fig. 5). This allows us to use climate models
developed for understanding weather and climate of
today’s Earth and also to understand climate behaviour
on Earth in the distant past. However, these models
also need to be checked and constrained by data
from past climates, particularly past temperatures and
CO2 levels. The ways in which these are gauged are
explained in section “Gauging Past Temperatures and
CO2 Levels.”

Gauging Past Temperatures
and CO2 Levels

The ice sheets that are currently a permanent feature
of our polar regions developed a little over 30 m.y.
ago, as a consequence of a major change in Earth’s cli-
mate. Our review of this history leans heavily on the
framework that has been developed over the last two
centuries as geologists have measured, correlated and
dated layers of sedimentary strata and their features
around the world. In the last few decades, however,

Fig. 4 Location and constellation of the Gondwana landmasses 195 Ma ago
(Source: http://www.scotese.com/pangeanim.htmUH)
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Fig. 5 Earth’s changing geography of continents and oceans
over the last 70 m.y. (from Ben Cramer, unpublished, with per-
mission). The continents have largely retained their latitudinal
positions, with the outstanding exception of India, which has
moved from the Southern to the Northern Hemisphere and col-
lided with Asia to form the Himalayas. The Atlantic, Indian and
Southern Oceans Ocean have grown at the expense of the Pacific
Ocean

new advances have made it possible to estimate tem-
perature and atmospheric CO2 levels from ice cores
and sediments for time periods long before instruments
became available (Ruddiman, 2001).

Ice cores provide continuous and at times sub-
annually resolved records of temperature when the
snow fell thousands of years ago. This thermome-
ter can be read through measurements of the ratio

of light to heavy hydrogen and also light to heavy
oxygen atoms in the ice (Alley, 2000b; Mayewski and
White, 2002). The atmospheric CO2 levels can be mea-
sured directly from air bubbles trapped in the ice.
However, ice in the low and mid latitudes is only a few
decades to hundreds of years old (and shrinking fast)
and even Greenland ice goes back only 130,000 years.
The Antarctic ice record extends back at least 850,000
years, and scientists are seeking locations where the
ice may be over 1 million years old. However, to
obtain temperatures from lower latitudes or to look
back beyond even this relatively brief period of geo-
logical time, we have to rely on data from sediments
and fossils.

Beyond ice cores, there are three main ways of
estimating past temperatures:

i. Geochemical analysis of fossil material that pre-
serve isotopic (e.g. δ18O), elemental (e.g. Mg/Ca),
or compound (e.g. Alkenone) ratios reflecting
water temperature at the time of the organism’s
growth.

ii. Identifying fossils with known temperature ranges,
e.g. reptiles, plants and many marine microfossils.
(These two approaches can provide actual tem-
perature estimates if they can be calibrated using
present day measurements or species.)

iii. Recognising sediments that form in under partic-
ular climates, e.g. glacial deposits, desert sand or
coal.

Estimating past temperature history is still diffi-
cult because the most continuous and readily dated
records come from the ocean floor. However, hundreds
of cores from the world’s oceans provide an extensive
coverage in space and time over the last 100 mil-
lion years for a more or less continuous record of the
ocean floor temperature. This turns out to be useful
because the modern ocean circulation is driven largely
by cold salty dense bottom water flowing from the
poles towards the equator, so the ocean floor tempera-
tures are widely regarded as a reflection of high latitude
surface water temperatures (Miller et al., 2005). The
best established and most widespread recorders are
calcareous microfossils, some living near the sea sur-
face and others on the ocean floor. A component of
the oxygen isotopes measured from the shells results
from the effect of isotopically light ice building up
on land and depleting the ocean. Current research is
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log scale) over the last 65 m.y. See italicised section in the text

aimed at a reliable way for correcting for this “ice vol-
ume” effect. For the moment, however, we will follow
Hansen et al. (2008) and make a simple adjustment
assuming that half of the isotope shift results from this
effect when Antarctica has large ice sheets. This can be
then subtracted to give a sea floor temperature history
(Fig. 6a).

Getting a record of land surface temperature over
the same time period is much more difficult because
there are far fewer sites with continuous records, typ-
ically less than 100 sites to represent the 140 million
square km of their earth’s land surface. Nevertheless
there are a small though growing number of studies
that can provide a global average temperature for a few
key periods in the past, as shown in Fig. 6b. These
use Earth System models to simulate Earth’s surface
processes and can also incorporate past changes in
geography. The models can re-create ocean currents,
climate, vegetation and ice cover for particular periods

in the past and for various greenhouse gas levels,
but they are crucially dependent on geochemical and
palaeontological estimates of past temperature from a
range of latitudes for a particular time period as an
independent guide for checking model results, along
with indicators of past CO2 levels.

CO2 is the most abundant greenhouse gas (after
water vapour) and one that appears to have had
a large influence on earth’s history (Royer, 2006).
Atmospheric CO2 levels in the past can be estimated
rather crudely using several different techniques: car-
bon isotopes from carbonate concretions in palaeosols
(ancient soils), the density of stomata (pores for
gas exchange) in fossil leaves, carbon isotopes from
marine phytoplankton and boron levels in marine
sediments. Because atmospheric gases are constantly
mixed CO2 levels around the world are very simi-
lar, and, unlike temperature, sample location does not
matter. However, each technique has its complexities



56 N.A.N. Bertler and P.J. Barrett

that result in errors in the estimates made. Two tech-
niques have shown more consistency than others for
the last few tens of millions of years. One is based
on boron isotope ratios from calcareous microfossils
to estimate ocean acidity and hence CO2 levels in past
surface waters (Pearson and Palmer, 2000; Pearson
et al. 2009). Another is based on the isotopic ratio
of carbon in organic molecules (alkenones) from phy-
toplankton (Pagani et al., 2005; 2009). Results are
shown in Fig. 6c. While this body of data is still small,
and open to some uncertainty, it provides a useful
basis for comparing with other key proxy data and for
constraining earth system models.

(A) Deep ocean temperature, estimated from the deep
sea oxygen isotope record of Zachos et al. (2001a)
but with the ice volume component removed by
assuming it is the source for half of the variation
for the last 34 m.y. (blue section of curve). The
black curve is slightly smoothed from the orig-
inal data, whereas the red and blue curves are
smoothed to a resolution of 0.5 m.y. (Hansen et al.,
2008).

➀ Arrow indicates the 2◦C temperature rise in
deep ocean temperature since the Last Glacial
Maximum around 20,000 years ago (Adkins
et al., 2002).

(B) Global average surface temperature for key time
slices determined from climate models checked
against geological palaeotemperature proxies.

➁ Arrow indicates 6◦C temperature rise in
global surface temperature since the Last
Glacial Maximum (Schneider von Diemling
et al., 2006).

Estimates for each time slice came from the following
sources:

• Last Interglacial period 120,000–130,000 years
ago (Clark and Huybers, 2009)

• Mid-Pliocene global surface temperature
(Haywood and Valdes, 2004)

• Mid-Miocene global surface temperature (You
et al., 2009)

• Shift in global surface temperature from ~33.8 to
33.5 m.y. (Liu et al., 2009)

• Eocene global surface temperatures (Huber, 2008),
and references therein.

(C) Palaeo CO2 estimates over the last 65 m.y., show-
ing high but variable CO2 levels in earlier times,
falling to below 400 ppm around 24 m.y. ago. The
estimates are based on two different techniques –
boron isotopes from calcareous microfossils
(green triangles from Pearson and Palmer, 2000)
and carbon isotopes from phytoplankton (blue dia-
monds from Pagani et al., 2005). Error estimates
(not shown) are large – typically +40% and –20%.
New boron results from a detailed study of the cli-
mate shift at ~34 Ma (dark green triangles from
Pearson et al., 2009) are similar to those from
older carbon isotope results (Pagani et al., 2005).

➂ Arrow indicates range in CO2 values between
glacial and interglacial periods over the last
850,000 years (Lüthi et al., 2008)

From these histories of deep-sea temperature and
global average surface temperature we can see the
warm temperatures of Greenhouse Earth in both the
deep ocean and on the surface drop sharply at around
34 m.y. ago. This coincides with the formation of the
first big Antarctic ice sheets (Zachos et al., 1992) and
initiated the Icehouse Earth climate we evolved in. We
can also see that during Greenhouse Earth CO2 lev-
els were mostly high though variable (700–1,500 ppm)
until around 30 m.y. ago. Recent new data have pro-
vided more detail and better dating for the co-incidence
of falling temperature and CO2 levels below ~750 ppm
at 33.7 m.y. ago (Pearson et al., 2009). This is the CO2

threshold for Antarctic ice sheet growth indicated by a
recent modelling study (DeConto et al., 2008). It seems
the early ice sheets grew large enough during the fall in
CO2 at around 34 m.y. to survive the return to higher
CO2 levels until around 24 m.y. ago when they sank
below ~400 ppm, ensuring the ice sheets persisted until
the present day.

Green Antarctica

Even though Antarctica moved onto the pole 120 m.y.
ago, fossil records of diverse plant and animal ecosys-
tems show that Antarctica continued to experience a
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Fig. 7 Forests in the Antarctic Peninsula 70–100 m.y. ago.
Artistic reconstruction based on the work of J. Howe, J.E.
Francis, and other British Antarctic Survey geologists. Painted

by Robert Nicholls (upper). Fossil log showing annual growth
rings and circular burrows formed and filled after the tree died
(lower). Photo: Jane Francis

warm climate for many tens of millions of years, sup-
porting large forests, dinosaurs and mammals (Francis
et al., 2008) (Fig. 7). This is astonishing, as the polar
position of Antarctica caused the continent to experi-
ence polar nights, requiring its inhabiting plants and
animals to adapt to complete darkness through the win-
ter months, just as they do in the present day, north
of the arctic circle. Fossil tree trunks from Antarctica;
growing about 60 Ma years ago, contain clear seasonal
tree rings, providing further evidence that these trees
were well adapted to polar nights.

This period of sustained warmth, Greenhouse Earth,
reached its peak at around 50 Ma with global aver-
age temperatures 10–15◦C higher than present (Huber,
2008) and CO2 levels ranging from 700 to 1,500 ppm
based on phytoplankton and boron estimates. This
Greenhouse World was characterised by a much lower

temperature gradient between tropics and poles. The
evidence is strongest in the Arctic, where fossil palm
trees and crocodiles from this period have been found
at 80◦N (Francis et al., 2008). Most of Antarctica is
inaccessible beneath its present ice cover, but some
argue there may have been cool periods when it hosted
interior ice sheets large enough to change global sea
level as much as 20 m (Miller et al., 2005). This issue
is not yet resolved.

A remarkable feature of the Greenhouse world is the
occasional temperature spike, or hyperthermal event
(Bowen, 2006). The largest and best known of these
occurred 55 Ma ago, clearly recognised by a sharp
shift in both carbon and oxygen isotopes in less than
6,000 years (Kennett and Stott, 1991). Recent esti-
mates indicate deep-ocean temperature rose by ~5◦C
above an already warm background. The cause has
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been ascribed to the catastrophic release of around
2,000 Gt of carbon in the form of methane from
sub-sea-floor gas hydrates into the atmosphere (Zachos
et al., 2005). Methane is many times more effective
as a greenhouse gas than CO2 (IPCC, 2007c). While
methane lasts in the atmosphere is only ~10 years,
it oxidises to CO2, a much longer lived gas, perhaps
explaining why the core records show that Earth took
over 100,000 years for ocean temperature to return to
its former level.

Icy Antarctica – Big Dynamic Ice Sheets

As we saw earlier in Fig. 6a, high latitude ocean
warmth peaked at ~12◦C around 50 m.y. ago, and then
declined steadily towards the climate-transforming
shift just after 34 m.y. ago. Both north and southern
high latitudes cooled the same time (Liu et al., 2009)
consistent with a global cause. The most obvious rea-
son and one consistent with climate modelling is a
drop in atmospheric CO2 levels at a time when the
Earth’s pathway and alignment with the sun caused
a reduction in solar energy reaching Earth, inducing
a temporary cooling (DeConto et al., 2008). This led
to the most significant climatic tipping point in the
last 65 m.y. (Kump, 2009). A further indication of
this event comes the deep-sea record in the tropical
Pacific Ocean. Sediment cores show an increase in the
depth below which calcium carbonate dissolves from
3.5 to 5 km, reflecting a less acidic ocean. The tim-
ing coincides with the temperature and ice volume
changes between 33.9 and 33.6 m.y. (Coxall et al.,
2005).

The cause of the long term decline in temperature
has been comprehensively reviewed (Hay et al., 2002)
but remains speculative. Hay and colleagues consid-
ered many possibilities including “(1) variations in
solar energy output; (2) changes in the concentration
of dust in space; (3) variations in the Earth’s orbital
motions; (4) continental drift; (5) the effect of verti-
cal movements (‘uplift’) on the radiation balance and
atmospheric circulation; (6) changes in oceanic circu-
lation; (7) changes in sea-ice cover; (8) variations in
the concentration of greenhouse gasses in the atmo-
sphere; and (9) increased aerosol content of the atmo-
sphere.” In the end, they concluded that the decline

in CO2 levels over the last ~50 m.y. was most likely
a factor. Whatever the cause(s), the combination of
both direct and circumstantial evidence for a coupled
decline in temperature and CO2 levels, with a sharp
drop at around 33.7 m.y. ago, is becoming increasingly
robust.

Coincidentally, the last two fragments of Gondwana
(Australia and South America) finally drifted north-
ward away from Antarctica; Australia at about
35.5–32 Ma ago (Lawver and Gahagan, 2003; Stickley
et al., 2004), and South America over a longer period
between 40 and 8 Ma ago (Barker et al., 2007). This
allowed the Southern Ocean to surround the continent
creating the Antarctic Circumpolar Current (ACC).
Today, the ACC is the largest ocean current in the
world, extending to the sea floor in places (Böning
et al., 2008; Turner et al., 2009). Due to its zonal
flow, the development of the ACC further thermally
isolated Antarctica from the rest of the world, though
even if Drake Passage was opening at 34 Ma this could
have brought about only a fifth of the cooling achieved
from declining CO2 levels (DeConto and Pollard,
2009).

The first big Antarctic ice sheets were similar in
extent to modern Antarctic ice sheets, but warmer
and thinner, and highly dynamic. The most com-
plete record of their behaviour comes from drill cores
taken at Cape Roberts on the edge of the conti-
nent through a 1,500-m-thick sequence of shallow
marine sediments just seaward of the Transantarctic
Mountains. The record shown in Fig. 8 spans the
period from 33 to 17 m.y. ago, preserving 55 glacial-
interglacial cycles, but with many time breaks rep-
resented by the unconformities between them. Still,
the cycles that have been preserved provide win-
dows into the history of the ice sheet margin as it
flowed through the rising Transantarctic Mountains,
expanding and contracting in response to chang-
ing climate (Naish et al., 2009, 2001; Pollard and
DeConto, 2009), with sea-level rising and falling by
several tens of meters each time (Dunbar et al., 2008)
(Fig. 9).

Despite ice as extensive as today and the new geo-
graphic isolation of the Antarctic continent, none of
the ice sheets in this period were large enough to
destroy the Southern Beech forests. The fossil pollen
in the Cape Roberts cores reflects a slight cooling
from cool temperate to sub-polar, with tundra and a
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Fig. 8 A log of the Cape Roberts drill core, showing the history
of ice sheet advance (diamictite-glacial sediment) and retreat
(sand/mud) as well as sea level fall and rise (sand and mud) off
the Antarctic Victoria Land coast from 34 to 17 m.y. ago (Barrett,
2007). Insets show: a Location and setting for the Cape Roberts

Project (Naish et al., 2001). b Modern climatic analogue for the
Victoria Land coast 30 m.y. ago – West Coast of New Zealand’s
South Island. Photo: Tim Naish, and c the Victoria Land coast
off Cape Roberts in 1999

low woodland (Prebble et al., 2006), and more recent
drilling in McMurdo Sound records the flora per-
sisting and even flourishing in a warm period with
summer temperatures of up to 10◦C on the adjacent
coast around 15 m.y.ago (Warny et al., 2009). Around
100 km inland in the Olympus Range an even younger
vegetation record of moss and aquatic life has been

preserved in ice-marginal lake deposits beneath a shal-
low layer of glacial debris and lag gravel (Lewis et al.,
2008). However, the beech pollen here are of just one
species close to the limit for survival. The deposit is
dated by volcanic ash at 14 m.y. old and is currently
regarded as the last record of forest vegetation on the
Antarctic continent.
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Fig. 9 View of the Victoria Land coast off Cape Roberts during
glacial and interglacial periods from 33 to 17 m.y. ago, inter-
preted from the core in Fig. 8 (from Barrett, 2007). a Glacial
period, with an expanded inland ice sheet feeding thin, temper-
ate piedmont glaciers depositing sediment on a shallow shelf to
be reworked by waves and currents near shore with mud set-
tling out offshore, and b Interglacial period, with higher sea level
and a much reduced ice sheet. Sediment was carried to the coast

largely by proglacial rivers. Low woodland beech forest grew
at lower elevations. Insets for (a) and (b) show examples of the
modelled extent of an ice sheet that might have existed during
glacial and interglacial periods in early Oligocene times, repre-
senting 21 × 106 km3 of ice (50 m of sea level equivalent) in
a, and 10×106 km3 of ice (24 m of sea level equivalent) in b
(DeConto et al., 2007). The white filled circle in the inset marks
Cape Roberts

EAIS Freezes – WAIS Stays Dynamic

As the Cape Roberts core showed, for almost 20 m.y.
huge Antarctic ice sheets reached the continental mar-
gin regularly every 40,000 years and then retreated.
However, from 14.2 to 13.8 m.y. ago another cool-
ing event increased their volume and stabilised their
behaviour. There is as yet no satisfactory explanation
for this because there was little change in average
global temperature or atmospheric CO2 levels, by this
time tracking consistently below 400 ppm (Pagani
et al., 2010). However, there was certainly a profound

cooling in the high south latitudes in both deep and
surface waters of the Southern Ocean (Shevenell et al.,
2004), and this is seen globally in deep-sea records also
(Fig. 5a). In the McMurdo Dry Valleys, the event is
recorded in the transition from wet-based to dry-based
lacustrine and glacial deposits remarkably preserved at
the edge of the Antarctic ice sheet, and are dated at
around 13.8 m.y. (Lewis et al., 2007).

The rock surfaces in this region have eroded
extremely slowly over millions of years (Summerfield
et al., 1999) and indicate the persistence of a dry, cold
polar climate from this time to the present. Hence,
the prevailing view is that the cooling ~14 m.y. ago
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established the East Antarctic Ice Sheet pretty much in
the form we see now. However, recent studies reveal
numerous subglacial lakes and rivers under the ice
sheet (Siegert et al., 2005; Wingham et al., 2006), as
well as areas below sea level around the East Antarctic
margin, caution us to expect surprises to come.

The geological history of the WAIS is less well
known, but it seems likely that West Antarctica was
ice-covered from the time of the first big ice sheets.
The reasoning for this comes both from the large ice
volumes implied by the deep-sea isotopes (Miller et al.,
2005), and also because 34 m.y. ago West Antarctica
was mostly above sea level. Wilson and Luyendyk
(2009) showed that as the region stretched and cooled
over millions of years, it turned from subcontinent to
archipelago, reducing the volume of ice it could carry.
The WAIS is vulnerable to melting from warmer ocean
waters not only because its outlet glaciers discharge
into the surrounding ocean but also because tectonic
subsidence and glacial erosion have formed troughs
that deepen into the interior to almost 2,000 m below
sea level. As a consequence warm ocean currents melt-
ing the ice from underneath can lead to both thinning
and accelerating flow of the ice coastwards. This was
first recognised by Mercer (1978), who also warned of
the potential loss of the ice sheet once the ice shelves
that buttress most ice streams disappeared.

This has motivated much research and specula-
tion on the past behaviour of the WAIS in the recent
past, especially between 5 and 3 m.y. ago, a period
called the “Early Pliocene” and the last time Earth was
persistently warmer than today. The greater warmth
of the Early Pliocene globally has long been known
(Kennett, 1982), and indeed the prospect of the loss
of two-thirds or more of the East Antarctic Ice Sheet
has been proposed (Webb et al., 1984; Barrett et al.,
1992). However, significant countervailing evidence
was offered (e.g. Sugden et al., 1993, and many oth-
ers), and the primary evidence of rare Pliocene diatoms
from debris deposited by glaciers from the Antarctic
interior is now considered more likely contamination
from atmospheric transport (McKay et al., 2008).

However, curiosity over the response of the WAIS
(and perhaps part of the EAIS) has continued on
account of persistent estimates of Pliocene sea level
rise of 25 m (Dowsett and Cronin, 1990; Rohling et al.,
2009). This time period is especially relevant because,
as Pagani et al. (2010) have reported, atmospheric CO2

levels were between 365 and 415 ppm, i.e. similar to

those of today. Also global temperatures were 3–4◦C
warmer than today, the middle of the range expected
by 2100 with “business as usual.” So what did happen
to the WAIS over the last 5 million years?

Drilling the sea floor beneath the McMurdo Ice
Shelf in 2007 has captured this time period in the upper
part of a 1,285-m-long core as part of the ANDRILL
project (Fig. 10; Naish et al., 2009). The nature of the
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Fig. 10 Diagram of the ANDRILL drill on the McMurdo Ice
Shelf and the cored strata beneath (left), with a log of the upper
600 m of strata, covering the last 5 m.y. (right). Cyclic variations
in the rock types represent ice sheet expansion (grounded glacial
deposits, green), ice shelf conditions like today (marine mud,
grey) and ice sheet retreat with extensive open ocean (diatomite –
algae from blooms in surface waters, yellow). The pairs of
Antarctic maps (centre) show ice extent during glacial and inter-
glacial times in the last 2 million years (upper) and from 2 to
5 m.y. (lower)
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sediment layers records glacial advances (when the ice
grounded, depositing glacial debris from the south),
interglacial periods like today (when the fine mud and
some microplankton settled to the sea floor) and sur-
prisingly periods of open ocean (when virtually all
of the sediment deposited came from diatom blooms
in the warmer waters). The last 2 million years com-
prises mostly glacial debris from more extensive ice
and some thin mud layers like sediments today. But
prior to this the core revealed 13 layers of diatom ooze,
each recording the loss of the ice shelf for many thou-
sands of years, and with it most of the WAIS. Indeed, a
90-m-thick interval of diatom ooze shows the area was
ice-free from 3.3 to 3.6 m.y. ago.

Working in parallel with the ANDRILL team
Pollard and DeConto (2009) developed an ice sheet
model showing the response of ice shelves as well as
the ice sheets. They ran the model for a period cov-
ering the last 5 m.y. using the known variations in
solar forcing from the Earth’s orbit through this period,
and the deep-ocean isotope record as a measure of
ice gain/loss and melting. Their results show a close
match to the ANDRILL MIS core record, and indicate
an Antarctic contribution to global sea level rise of as
much as 7 m from the “super-interglacial” warm peri-
ods from 3 to 5 m.y. ago, implying some East Antarctic
melting as well as that from WAIS. The supplement to
their article includes an animation that shows slow ice
sheet growth and rapid retreat, which can be viewed
from the internet (http://www.eesi.psu.edu/grounding-
line2.mov).

If the contribution of 7 m from Greenland is added
then the 14 m is still well short of the 25 m esti-
mated from far-field geological evidence, and further
work is obviously needed to reconcile the figures.
However, what the geological record tells us is that
West Antarctica (and parts of East Antarctica) are
indeed vulnerable to temperatures we can expect in a
few decades. With warm ocean currents now acknowl-
edged as the main influence, once the melt has begun
it will be extremely hard to stop.

Both the sediment record and the modelling indi-
cate that the disintegration of the WAIS occurred with
a remarkable speed in geological terms, but more
research is needed to determine whether this can be
measured in decades or centuries. Still in Pliocene
times each period of ice sheet retreat was followed
by slow ice sheet growth – until the next significant
warming.

Northern Hemisphere Ice Sheets Take Over

As the world began to cool further, leading to stabilisa-
tion of the Antarctic sheets, the Northern Hemisphere
ice sheets began to form. While there are indications of
sea ice in the Arctic from 45 m.y. and increased sedi-
ment from sea ice and possibly ice bergs from glaciers
on land around 14 m.y. ago the first clear indications of
significant ice sheet development on Greenland are at
around 3.2 m.y. (Moran et al., 2006). By 2.7 Ma, how-
ever, vast regions of the Northern Hemisphere were
in the icy grip of huge ice sheets that covered exten-
sive areas of the Eurasian Arctic, northeast Asia and
Alaska. Just 200,000 years later, North America was
also covered (Denton and Hughes, 1981; Maslin et al.,
1998). While the Antarctic Ice Sheets were limited in
their ability to grow by the surrounding ocean basins,
the Northern Hemisphere ice sheets had no such con-
straints, being based on continents that extended from
the Arctic Ocean to mid latitudes.

About a million years ago, Earth’s glacial-
interglacial cycles changed tune. For the past 34 m.y.,
glacial–interglacial cycles virtually always came and
went every 40,000 years. However, around 1 m.y. ago,
their frequency changed to every 100,000 years. At the
same time glacial periods became significantly colder
and interglacials warmer (Imbrie and Imbrie, 1979;
Zachos et al., 2001b). The coincidence between the
geological dating of the cycles and the astronomical
dating of Earth’s orbital variations indicate these are
very likely the primary cause, as we will discuss in the
next section.

From Wobbles to Cycles

The “pacemaker” of these cycles is now seen to lie
in the variations in the Earth’s orbit around the sun
(Imbrie and Imbrie, 1979), and the cycles themselves
are called Milankovitch Cycles, after the Serbian
mathematician who first recognised their significance
(Milankovitch, 1941). As the Earth revolves around
the sun, it is also under the influence of the gravita-
tional pull of other planets, stars and distant galaxies.
For this reason, the rotation of the Earth around the
Sun is not constant but instead varies regularly with
three main frequencies: (a) 100,000 years (related
to orbital eccentricity), (b) 41,000 years (related to
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orbital obliquity) and (c) 21,000 years (related to the
precession of the Earth’s axis). These combine their
influence to vary the amount of solar radiation Earth
receives from the sun in a regular way. The variation is
small, around ~1.3 Watts/square metre or about 0.1%
of the radiation averaged over decades (IPCC, 2001).
Nevertheless the changes turn out to be significant
because they are amplified by greenhouse gases and
other elements in the Earth’s climate system, leading
to the regular climate changes found by geoscientists
in ice and sediment records. Weedon (2003) provides a
comprehensive review of theory and applications.

The variation in eccentricity changes our orbit
around the sun from a more circular to a more ellip-
tic passage on a 100,000-year cycle. When Earth is on
a more elliptical orbit, one hemisphere will be closer
to the sun during its summer (more energy per m2),
and further away during its winter (less energy per
m2), while the other hemisphere has warmer winters
and cooler summers – causing a climate forcing that
affects the northern and southern hemisphere differ-
ently. Obliquity is the change in the tilt of the Earth’s
axis from 22.2◦ to 24.5◦. The greater the tilt (e.g.
24.5◦), the greater the difference between the seasons
on Earth, with colder winters and warmer summers.
This forcing affects both hemispheres equally. Finally,
precession changes on an ~21,000-year cycle to where
the axis points. Imagine the axis of the Earth repre-
sented by a rod sticking out of the North and South
Pole. Precession changes the orientation of the tip of
the rod from pointing towards the sun to pointing away
from the sun. This changes the timing of seasons. For
example, at present the Northern Hemisphere experi-
ences its summer during June, July and August when
the Southern Hemisphere is in winter. However, about
~10,500 years ago, the rod pointed in the opposite
direction and the Northern Hemisphere experienced
its summer during December, January and February,
while the Southern Hemisphere had its winter.

The easiest way to grow an ice sheet in the Northern
Hemisphere, and so push Earth into another ice age, is
to reduce melt and hence allow more snow to accu-
mulate (Huybers, 2006). Until recently it was thought
that this could be done through cold summers (Bard,
2004), which is controlled by precession on a 21,000-
year cycle. However, new research suggests that the
short rather than cool Northern Hemispheric summers
are critical, and the length of summer is governed
by obliquity on a 41,000-year cycle (Huybers, 2006).

Eccentricity, obliquity and precession change concur-
rently but on different frequencies, hence sometimes
the effects enhance each other, and sometimes they
neutralise each other. For example during low eccen-
tricity, when Earth’s path around the sun is almost
circular, precession has very little influence, as there
will be very little difference between the point that
is furthest away and closest to the sun and hence it
is of little consequence where the Earth’s axis points.
However, during high eccentricity this effect becomes
very prominent.

For the past 30 or so million years the pacemaker for
these glaciations seems largely to have been obliquity,
the ice sheets coming and going with an ~41,000-
year cyclicity. However, a million years ago the ice
age rhythm changed to 100,000-year cycles, associated
with eccentricity cycles (Zachos et al., 2001a). The
extent, temperature and sea-level changes associated
with the 41,000-year glaciations were substantially
smaller than the 100,000-year glaciations (Zachos
et al., 2008, 2001b). The reasons for this large shift
are yet unknown, but for the past 1 Ma the Earth has
experienced some of the largest climatic changes in its
long history.

Swings of the Past 1 Million Years

In the last million years Earth’s climate has been
largely glacial, interrupted by interglacial episodes,
lasting for between 10,000 and 30,000 years in each
100,000-year cycle (Fig. 11). Global sea level fell
during glacial episodes to between 100 and 120
m below present day (Rohling et al., 2009) and
returned to roughly its present level during inter-
glacials. About 90% of the change came from the
Northern Hemisphere ice sheets. A particularly curi-
ous characteristic of these glacial/interglacial cycles is
that it took many tens of thousands of years to cool
the globe to full glacial conditions but warming once
started was rapid and the ice was quickly lost, giv-
ing both temperature and sea level curves a saw-tooth
shape (Petit et al., 1999). The saw-tooth pattern con-
trasts strongly with the smooth sine wave for the varia-
tion in solar radiation from the Milankovitch cycles. In
the next section we will see why, but first how we can
measure Earth’s past atmospheric composition and the
temperature variations on the ice sheets.
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Fig. 11 Sea level variation from ice-volume change over the last five glacial cycles (from Rohling et al., 2009). The data are from
carbonate 18O measurements on central Red Sea cores. The green symbols are coral and speleothem-based high sea-level markers

Stories from Tiny Bubbles

Ice cores provide a formidable archive for studying the
recent climate history of the polar regions. As snow
accumulates it captures information of atmospheric
conditions and composition, temperature, precipita-
tion, storminess and even sea-ice extent (Alley, 2000b;
Mayewski and White, 2002). Like tree rings, these lay-
ers of annual snow accumulate on top of each other and
can be read by scientists like pages of a detailed diary
of past climate. Ice cores from Greenland cover a con-
tinuous record of the past 130,000 years (Bender et al.,
1994; Steffensen et al., 2008), while ice cores from
Antarctica, where snow accumulation is much less, and
the ice is much thicker, spans 850,000 years (EPICA
Community Members, 2004). As the snow turns into
firn and eventually ice from the weight of new snow
accumulating above, the ice crystals enclose small bub-
bles that contain samples of the actual atmosphere of
times past. It is from these tiny bubbles that we can
measure past concentrations of greenhouse gases in
the atmosphere for almost the last million years (Petit
et al., 1999; Siegenthaler et al., 2005).

To reconstruct temperature, ice core scientists use
isotopic ratios in water (oxygen and deuterium). This
can be done because the Earth’s oceans, the prin-
cipal moisture source, provides a uniform mixture
of these isotopes over millennial time scales (Jouzel
et al., 1997). Somewhat simplified, we can assume
that during warmer time periods (these can be sum-
mer periods, warm days, or interglacials), there is
more energy available and hence more of the heavier
isotopes are evaporated from the ocean and trans-
ported by clouds to the ice sheet to precipitate out
as snow. During cooler time periods, less energy is
available and hence less of the heavy isotopes are

uplifted and transported to the ice sheets. There, heav-
ier isotopes precipitate preferentially depending on the
air temperature. The relationship between tempera-
ture and the amount of heavy isotopes in polar snow
is very robust and can therefore be used as a good
basic thermometer (Jouzel, 1999). Over longer time
periods such as glacial–interglacial oscillations, the
ice sheets accumulate so much ice on the continent
that the oceans become proportionally depleted in the
lighter isotopes. This requires the long stable isotope
records in ice to be corrected for ice volume in order
to calculate temperature (Jouzel, 1999; Jouzel et al.,
1997).

In Fig. 12, the records for temperature (black
curve), expressed as departure in 2H (deuterium)/1H
(hydrogen) isotope ratio and greenhouse gases (red –
methane, blue CO2) for the past 650,000 years is
shown from the EPICA Dome C ice core (Siegenthaler
et al., 2005). At first glance it is apparent that
the three curves are very similar. When temperature
is warmer (upwards), greenhouse gas concentrations
both for methane and CO2 are higher and vice versa.
Furthermore, as we move through time (from left to
right) we observe that interglacials start with an abrupt
warming, together with an abrupt increase in green-
house gas concentration. The warm time period per-
sists only for a few thousand years before a prolonged
step-like decrease in temperature and greenhouse gas
concentrations leads the planet into the next ice age
over the course of about 80,000 years (Broecker,
2000a). This stands in strong contrast to the orbital
forcing (eccentricity, obliquity and precession) which
create smooth, sinusoidal curves of energy received on
the Earth’s surface. So how is it that the ice age climate
shows a saw tooth pattern, with an abrupt warming
leading into an interglacial?
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Fig. 12 Record of atmospheric CO2, CH4 and temperature
extracted from Antarctic ice core by Petit et al. (1999) and
from in situ and other data for the past century. The temper-
ature change for the past century compared with the ice core
record for earlier times is twice the global mean temperature
change of Hansen et al. (2001). The temperature zero-point is the
mean for 1880–1899. Difference between glacial and interglacial
global temperatures calculated from mean after Schneider von
Diemling et al. (2006). Modified after Hansen et al. (2005)

The answer lies in feedbacks and here in particular
in the greenhouse gas feedback. A positive feedback
describes a mechanism that enhances an effect. For
example, interest paid on savings could be seen as
a positive feedback. As the interest accumulates, the
amount saved increases and so does the interest paid,
which means even more is saved. A negative feed-
back is a mechanism that reduces an effect. A practical
example would be a thermostat. As the temperature of
a room reaches the temperature set on the heater’s ther-
mostat, it switches off the heater until the temperature
falls below the setting and the thermostat switches the
heater on again. Negative feedbacks tend to encour-
age stable situations (steady temperature of the living

room), while positive feedbacks create runaway pro-
cesses (ever increasing savings).

It is a positive feedback that lifts Earth out of an ice
age. It begins with an orbital configuration that slightly
increases the energy received from the sun (Imbrie and
Imbrie, 1979), which triggers feedbacks that change
the greenhouse budget. These feedbacks are not yet
fully understood but include a number of key events
(Broecker, 2000b). One of the first feedbacks is a
decrease in wind strength, leading to less dust and
hence nutrients deposited to the oceans (Broecker,
2000b; Lambert et al., 2008). The Southern Ocean is
particularly deprived of iron (Boyd et al., 2000). As
winds of the continent weaken, less iron is transported
from the continents into the ocean, starving algae of
nutrients and hence reduce their activity and ability to
fixate CO2, (Boyd et al., 2000). This increases atmo-
spheric concentrations of CO2, which further enhances
warming (Boyd et al., 2000; Lambert et al., 2008),
which leads to further decreased wind, and so on.
Another feedback from warming over the continents
comes with the melting of permafrost regions, which
releases methane, which further increases greenhouse
gas concentrations and hence temperature, leading to
more melt of permafrost regions.

Furthermore, as the atmosphere and ocean warm,
the sea-ice and other ice starts to melt. As ice melts,
it reduces quickly the bright white blanket with a dark
ocean or continent. While up to 90% of incoming solar
radiation is reflected back into space from white sur-
faces such as sea-ice, the dark surfaces(such as oceans
or soils) reflect less than 50% back into space (IPCC,
2007c). The additional energy absorbed by the Earth
further increases warming.

Another major feedback comes from atmospheric
water vapour, the most influential of all gases (IPCC,
2007c). As temperatures increase, the warmer air is
capable of holding more moisture. Water vapour in
the upper troposphere (e.g. 5–10 km height) is par-
ticularly effective as a greenhouse gas (IPCC, 2007c;
Pierrehumbert, 2002). It is important to note that water
vapour is not a forcing of the climate system but
a response. So while it reinforces the warming (or
cooling), it is only responding to a warming or cool-
ing caused by other forces, e.g. solar radiation or
greenhouse gases.

This list of feedback processes represents only
examples and is by no means complete. In addition,
there are many feedbacks that are not yet understood
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and perhaps even discovered. However, an argument
that is at times confused in the public discussion is
that in the past, temperature rose before greenhouse
gas concentrations increased and hence greenhouse gas
concentration cannot be responsible for temperature
increases. Past records show us that this line of reason-
ing is not correct. Instead, while the initial temperature
increase was caused by orbital forcing (increase in
energy from the sun), it is the strong response in
the greenhouse gas budget that quickly led to further
warming, and with that even higher greenhouse gas
concentrations, leading to further warming yet again
(Boyd et al., 2000). It is these positive feedbacks that
led to the abrupt warming that terminated glaciations in
the past (EPICA Community Members, 2004). Today,
we initiate the same feedback mechanisms, but instead
of starting with a warming with orbital forcing, now it
originates from our own release of greenhouse gases
through burning fossil fuels and deforestation.

Looking at past greenhouse gas concentrations
gives us the opportunity to compare today’s concen-
tration to a “natural” background (Fig. 12). Over the
past 650,000 years, we can observe that greenhouse
gas concentrations fluctuated within very narrow band,
varying from about 180 ppm for CO2 during cold
glacials to about 280 ppm during very warm inter-
glacials (Siegenthaler et al., 2005). Today’s CO2 con-
centrations are at 386 ppm and rising ever faster. This
is also the case for methane, with a natural range from
320 to 790 ppb, reaching 1,785 ppb in 2009 and nitrous
oxide, which rose from 270 to 319 ppb. Plainly the
direct measurements of past and modern greenhouse
gas concentrations show they are higher now than dur-
ing any time of the past 650,000 years (IPCC, 2007c).
And as we saw earlier, they are likely higher than at
any time in the last 20 million years. As greenhouse
gases increase, what response can we expect of the
Greenland and Antarctic ice sheets?

The Polar See-Saw

For most of the last 100,000 years, Earth has been in
the grip of ice age conditions, only emerging from it
about 10,000 years ago. For the past ~13 years, high
resolution ice core records from both polar regions
provide us with an opportunity to study the expres-
sion of global events on both hemispheres (Bender

et al., 1994). Both hemispheres experienced the
glacial/interglacial cycle at the same time – that means
ice ages are a global phenomenon and so are inter-
glacials. However, if we look more closely, millennia-
scale climate variability does not seem to occur at the
same time (Jouzel et al., 2007). These abrupt climate
events are called Dansgaard-Oeschger (DO) Events
after renowned scientists Willie Dansgaard and Hans
Oeschger, who together with Chester Langway first
described these fluctuations. The DO cycles are warm
events first seen in Greenland ice cores that occur
during glacial time periods, reaching almost inter-
glacial temperatures (like today) before cooling again
to glacial conditions (Alley, 2000a; Mayewski et al.,
1994). During the most recent glacial, there were 25
DO cycles with temperature variations of up to 6◦C in
Greenland (Steffensen et al., 2008). The onset of an
DO event can happen in as little as 2.5 years, caus-
ing an abrupt warming of up to 6◦C in Greenland,
after which the warm temperatures continue for about
500 years, before cooling to glacial conditions again
(Steffensen et al., 2008). Such a rapid climate change
would be a challenge for any policymaker. However,
so far these events have occurred at this magnitude
only during glacial periods. DO events became colder
with each event. The coldest DO event is usually
accompanied by extensive iceberg rafting in the North
Atlantic as seen from deep sea cores (Heinrich, 1988).
These events were named Heinrich events after scien-
tist Hartmut Heinrich. A total of six Heinrich events
occurred during the past glacial time period (Heinrich,
1988) with far reaching effects, such as increasing the
runoff of the Amazon River (Broecker, 1995).

As higher resolution Antarctic ice core records
became available, it emerged that the hemispheres
were out of phase (Fig. 13) (Jouzel et al., 2007; Luthi
et al., 2008; Stocker, 1999, 2003), with Antarctica
being the first to warm. However, the warming is
gradual. When Antarctica reaches its warmest con-
ditions, Greenland starts to warm abruptly, after
which Antarctica starts to cool and Greenland fol-
lows. However, Antarctica’s temperature changes are
symmetrical (both warming and cooling are grad-
ual), while Greenland’s changes begin with an abrupt
warming followed by a gradual cooling (Jouzel et al.,
2007; Stocker, 1999, 2003). The mechanism for abrupt
changes is not yet fully understood, but they could
be caused by changes in the thermohaline circulation
(Broecker, 2003; Stocker, 1999, 2003; Wolff et al.,
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Fig. 13 Seesaw climate behaviour of the two hemispheres over the past 140,000 years, as shown from ice core records from
Greenland (green, North GRIP) and Antarctica (red, EPICA Dome C). Modified after Jouzel et al. (2007)

2009). During Heinrich events, the large input of fresh
water from iceberg armadas could slow or shut down
the thermohaline circulation. This would increase
Antarctica’s sea surface temperature and reduce sea
ice cover in the North Atlantic. In response, this could
kick-start the thermohaline circulation again, leading
to warm waters being transported from low latitudes
to Greenland, causing the observed abrupt increase
(Broecker, 2003; 2006; Steffensen et al., 2008; Stocker,
2003).

The observations indicate that slow, gradual
changes in climate forcing can lead to abrupt climate
shifts both within and beyond major regions of the
Earth, which shows why we need to better understand
processes and interactions between all parts of Earth’s
climate system (Barker et al., 2009; Severinghaus,
2009; Stocker, 2003). The 0.7◦C rise in temperature
in both hemispheres synchronously since 1850 AD is a
dramatic change to past behaviour, indicating that the
primary cause must have also changed (Turner et al.,
2009).

Modern Rise of Greenhouse Gases

For the past 10,000 years, our planet enjoyed warm
temperatures of an interglacial. Yet a closer look at
the past 10,000 years is useful as we compare past
atmospheric CO2 levels from ice core data with histor-
ical observations from Mauna Loa in Hawaii (IPCC,
2007c; Keeling et al., 1995). The direct overlap of the
two data sets shows that ice core, while difficult to
process and analyse, are reliable means of reconstruct-
ing past greenhouse gas concentrations. It is plain that
the rise of greenhouse gas concentrations in the last

century is unprecedented over the past 10,000 years,
which has been a period of relative stability in green-
house gas concentration and temperature (Fig. 14).
This increase coincides with the industrial revolution
and the rapid increase in human population (IPCC,
2007c), and has led to substantially different boundary
conditions for Earth’s climate.

Climate models run with only natural forcing
(solar + volcanic gases) cannot produce the warming
observed in the last few decades. In contrast, climate
models that add anthropogenic forcing to the natural
forcing shows a significant temperature increase for the
last few decades that compares closely with observed
temperature (Fig. 15).

Feeling the Heat

The last decade was the warmest decade in the instru-
mental record of global surface temperature since the
onset of the industrial evolution in 1850 AD (IPCC,
2007c). Since 1906 AD the Earth’s surface warmed by
0.74◦C in response to emissions of greenhouse gases
from fossil fuels and changes in agriculture and land
use (IPCC, 2007c). However, over the last 50 years the
warming has accelerated twice as fast as the warming
of the previous 100 years (0.13◦C per decade) (IPCC,
2007c). Moreover, the Arctic is expected to warm
faster than the rest of the globe, due to polar amplifi-
cation (Masson-Delmotte et al., 2006). The Antarctic
is responding more slowly on account of the loss
of ozone and thermal inertia from its huge ice sheet
(Thompson and Solomon, 2002), but the surrounding
oceans are warming (Böning et al., 2008). So how are
the polar ice sheets responding to the heat?
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Fig. 14 Atmospheric concentrations of carbon dioxide,
methane and nitrous oxide over the last 10,000 years (large
panels) and since 1750 (inset panels). Measurements are shown
from ice cores (symbols with different colours for different
studies) and atmospheric samples (red lines). The corresponding
radiative forcing is shown on the right hand axes of the large
panels. Source: Climate Change 2007: The Physical Science
Basis. Working Group I Contribution to the Fourth Assessment
Report of the Intergovernmental Panel on Climate Change.
Figure SPM1. Cambridge University Press (IPCC, 2007c)

Polar Bears Adrift

While individual temperature records are highly vari-
able, the Arctic has warmed on average at twice
the rate compared to the rest of the planet over
the past 100 years (ACIA, 2005; IPCC, 2007c). The
strongest warming has been observed during Northern
Hemisphere winter and spring months (IPCC, 2007c),
with winter temperature increasing in Alaska and west-
ern Canada by 3–4◦C over the past 50 years (ACIA,
2005). In addition, precipitation has increased by about
8% (ACIA, 2005). More importantly though, most of
the precipitation increase now occurs as rain and not
snow with a bias towards winter precipitation (ACIA,
2005). Pouring liquid water onto to snow and ice is one
of the most efficient methods of melting it. For this rea-
son with the increase in rainfall we can expect greater
and faster snow melt, and as a result occasional flash
flooding (ACIA, 2005). In response to warmer Arctic
temperatures, snow cover has decreased by about 10%
over the past 30 years (ACIA, 2005) while snow pre-
cipitation in Greenland has increased by about 10% as
warmer air can carry more moisture (IPCC, 2007c).
Also permafrost regions of the Arctic are thawing at
around 4 cm/year (IPCC, 2007c), ever increasing the
depth to which the permafrost melts (ACIA, 2005).

One of the most dramatic changes in the Arctic,
however, concerns sea ice extent. This has declined by
about by 3% per decade over the last 30 years until
2005 when in 2 years it shrank by 23% (Kwok et al.,
2009). It has recovered a little in the last couple of
years but the decline is expected to continue in the
next few years. However, even more severe changes
are observed, when the sea ice is distinguished by type.
First year ice is thin and fragile and easy to disinte-
grate in comparison to multi year ice, which is thicker
and hence more stable. Until very recently it posed
a major challenge to establish ice thickness short of
walking across the sea ice and drilling it. Due to the
vast area (albeit rapidly shrinking) in situ measure-
ments can only provide a snapshot of the health of the
Arctic sea ice. However, a new satellite “ICESat” – Ice,
Cloud and land Elevation Satellite has now the ability
to provide these important measurements for a 5-year
time period since its launch (Kwok et al., 2009). In
the time between 2003 and 2008, an astonishing 42%
reduction and ~0.6 m thinning of multiyear sea ice was
observed. Over this brief time period, the prominent
ice type changed from multiyear ice to first year ice
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Fig. 15 Modelled average global surface temperature (total-
land-ocean) comparing natural and all forcings with obser-
vations (black line) (Hegerl et al., 2007). Source: Climate
Change 2007: The Physical Science Basis. Working Group

I Contribution to the Fourth Assessment Report of the
Intergovernmental Panel on Climate Change. Figure SPM4
(lower panel). Cambridge University Press (IPCC, 2007b)

(Fig. 16). This is particularly important in the view of
new research that found that the strength of cyclones in
the Arctic basin increases with reduced September sea
ice extent and thickness, reducing sea ice still further

(Simmonds and Keay, 2009). In addition, the Arctic
sea surface temperatures are increasing. In 2007, ice
free areas were around 5◦C warmer than the long term
average (AMAP, 2009).

Fig. 16 Median sea ice
conditions shown as average
between 1981 and 2000 (left
upper panel) and compared
with 2009 conditions. Colour
coding distinguishes between
first year ice (orange), second
year ice (green) and older ice
(white). Numerical
visualisation shows relative
contribution of the three
sea-ice types by percentage
(top panel). Source: Courtesy
of C. Fowler and J. Maslanik,
University of Colorado
(Maslanik et al., 2007)
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In 2008 for the first time in recorded history
the Northeast and Northwest Passages were ice free
(AMAP, 2009), with the potential for future shipping
routes. That same year, the US Fish and Wildlife
Service listed the iconic polar bear as a threatened
species, on account of its sea ice habitat disappear-
ing (Regehr et al., 2009). Studies on tagged female
polar bear and their litter showed a strong correlation
between lower survival rates and increasing number
of days per year with open water in the continental
shelf area (Regehr et al., 2009). By the end of the cen-
tury it is likely that only the high latitude Canadian
archipelago and Greenland offer viable habitats for
polar bears (ACIA, 2005). Many more species are
affected (IPCC, 2007a), perhaps their decline will be
less noticed as they lack the iconic presence of the
polar bear.

Antarctica Loses Chill

Assessing Antarctica’s current temperature trend is
challenging due to the lack of long-term observational
records. In 1956/1957 the International Geophysical
Year (IGY) led to the establishment of 16 stations
to measure meteorological conditions throughout the
year, and now we have an ~50-year record of con-
tinuous observations (Turner et al., 2005). With the
exception of South Pole and Vostok Stations, all
longer term meteorological records are from coastal
sites. However, the spatial coverage has been greatly
improved with the onset of satellite observations.
These have provided good quality data since 1979
(Comiso, 2000). But longer records exist from two
sub-Antarctic Islands: South Orkney Islands (since
1903) and Faraday Station, Argentine Islands (since
1947) (Turner et al., 2009). These records are very
important because they lie in the region of the
Antarctic Peninsula, one of the most rapidly warming
places on Earth (+0.53◦C per decade) (Turner et al.,
2005).

In a recent study, Steig and colleagues (2009)
used climate-field reconstructions and a climate model
to establish temperature trends in the data sparse
areas of East and West Antarctica. They found that
large regions of West Antarctica might warm even
faster than the Antarctic Peninsula and that even
East Antarctica shows a slight temperature increase

Fig. 17 Warming over Antarctica since 1957 AD

(Source: Steig et al., 2009)

(Fig. 17). In addition to surface temperatures, we can
now also study temperatures throughout the atmo-
sphere with the help of satellite and weather bal-
loon measurements. This is important, as an increase
of atmospheric CO2 concentrations is expected to
increase temperatures of the troposphere (0–~8 km),
but lead to cooling in the stratosphere (from ~8–50 km
height). These measurements show that over the past
30 years the stratosphere above Antarctica has been
cooling and the troposphere warming at about 5.0–
7.0◦C per century (Turner et al., 2006). This is likely
because it is enhanced by ozone depletion (Turner
et al., 2006).

To determine when the warming started and to
assess the influence of oscillating climate variabil-
ity, we need to look further back in time beyond
meteorological records. The International Trans
Antarctic Scientific Expedition (ITASE) is a consor-
tium of 29 nations that have been collecting shallow
ice cores (~200 m) from across the Antarctic continent
for the past decade or so to reconstruct its climate
for the past 200 years (Mayewski et al., 2005). This
time period was chosen as it covers the transition
from pre-industrial (natural) background to today’s
anthropogenically altered climate. Also shallow ice
cores are logistically easier to recover than deep
ice cores. A first attempt to combine available well
dated and continuous records covering the past 100
years showed a statistically significant continent-wide
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increase of temperatures of 0.2◦C since the late
nineteenth century (Schneider et al., 2006). It further
showed large inter-annual to decadal variability, with
a strong antiphase behaviour between the Antarctic
Peninsula (warming) and the rest of the Antarctic
continent (less warming or cooling) (Schneider et al.,
2006).

Antarctic climate is dominated by two oscillat-
ing climate drivers: (a) the Southern Annular Mode
(SAM), which provides a measure of the strength of
the Westerly winds sweeping around the continent
between latitudes 40 and 60◦S (popularly known as
the “roaring forties” and “furious fifties”) (Thompson
and Solomon, 2002) and (b) the El Niño Southern
Oscillation, which changes the location of the domi-
nating pressure centres in the Southern Ocean (Bertler
et al., 2004; Turner, 2004). The stronger these winds,
the further south they move. As the cyclones spin faster
around Antarctica, they thermally isolate and hence
cool most of the continent (Mayewski et al., 2009).
Depending on their average locations, their position
can have strong regional impact (Bertler et al., 2006).
The Antarctic Peninsula, however, reaches into this
band of cyclones. As they move further south and
become stronger, relatively warm, moist air is forced
over the mountainous spine, creating a föhn effect,
with very warm, dry air descending into the Weddell
Sea, warming the Antarctic Peninsula (Marshall et al.,
2006; Thompson and Solomon, 2002). Over the past
50 years, SAM has steadily and significantly intensi-
fied (Thompson and Solomon, 2002). This is largely
due to the development of the Antarctic ozone hole and
the rise of global temperature (Arblaster and Meehl,
2006; Thompson and Solomon, 2002). The cooling
effect is now outweighed by the background warm-
ing of the globe, and Antarctica is warming. Can the
Southern Ocean keep Antarctica cool enough?

Southern Ocean Warming

It takes about 4.2 joules to heat 1 cm3 of water by 1◦C.
This means, it takes 4,200,000 joules (or ~11,700 Wh)
to heat 1 m3 of water by 1◦C. In short, it requires a
lot of energy to heat an ocean, yet the oceans have
begun to warm from the surface down, reaching depths
of between 1,000 m (Böning et al., 2008) (Fig. 18)
and 3,000 m (IPCC, 2007c). As a consequence, the

Fig. 18 Spatial pattern of changes in the ACC. The dots show
the distribution of the 52,447 Argo profiles used in this study.
The colour indicates the deviations of Argo potential tempera-
tures averaged over the neutral-density layer 26.9–27.7 from the
climatological mean (Böning et al., 2008)

oceans have absorbed over 80% of the heat added to
the Earth’s system through the increase of greenhouse
gas emissions (IPCC, 2007c). Since the 1970s, this is
the equivalent of 190,000 average nuclear power plants
heating directly the oceans.

Determining that the ocean is warming has been a
challenge for a number of reasons: it is a vast area, it is
difficult to reach the deeper basins of the ocean, oceans
are made up of different water masses moving at vari-
ous levels and different speeds, and these vary between
seasons and from year to year, with phenomena such
as the El Niño Southern Oscillation and seasonal sea-
ice cover. However, since 2001 current measurements
from a range of depths and locations world-wide have
been taken through the ARGO programme (Böning
et al., 2008). The ARGO floats are smart devices that
drift with ocean currents, and rise and sink to measure
temperature and salinity from the surface to depths
of 2,000 m. Every few days these floats surface and
transmit their data via satellite. A particular important
water mass that has been studied now with the ARGO
network is the Antarctic Circumpolar Current (ACC).
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The ARGO data set in conjunction with earlier spo-
radic ship-based measurements identified a warming
and freshening of the ACC to a depth of 1,000 m that
is consistent with predictions of climate models with
warmer global temperatures (Böning et al., 2008).

The ACC is the largest current in the world, and is
an effective carbon sink for anthropogenic greenhouse
gas emissions. The Southern Ocean south of 40◦S
absorbs over 40% of the total CO2 emitted (Turner
et al., 2009). However, as the ocean absorbs more CO2,
it becomes more acidic (Doney et al., 2009; Orr et al.,
2005), making it less able to more absorb CO2 (Sabine
et al., 2004; Turner et al., 2009). For this reason, we
could experience an increase in atmospheric CO2 con-
centration (even if emissions are stable), as a higher
proportion of anthropogenic CO2 remains in the atmo-
sphere (Sabine et al., 2004). At the same time, the
increasing acidity impacts on the vitality of marine
organisms, in particular those with calcium carbonate
shells (Doney et al., 2009; Orr et al., 2005; Turner
et al., 2009). This is particularly so for the Southern
Ocean, which has low saturation levels of CaCO3 and
because it is a primary sink for atmospheric CO2 (Orr
et al., 2005).

However, the polar oceans are also warming
(Böning et al., 2008), reducing the power of the
thermohaline circulation. The world’s ocean current
system works like a global conveyor belt (Fig. 19)
transporting vast amounts of energy from the warmer
tropics to the cooler polar regions. This conveyor is
driven by the sinking of cold (thermo), salty (haline)
water in the polar oceans, which is caused largely by
the formation of sea-ice (Broecker, 1997). The flowing
of these cold dense water masses from polar continen-
tal shelves to the deep mid-low latitude ocean basins
drives the currents that make up the entire ocean cir-
culation system. The sinking occurs predominantly
in three areas: in the Weddell and Ross Seas around
Antarctica and in the North Atlantic off the Greenland
ice sheet (Fig. 19). In the tropical regions, these water
masses surface due to upwelling initiated by exten-
sive evaporation. This allows warm currents to flow
towards the high latitudes again, where the water cools
and sinks (Clark et al., 2002; Rahmstorf, 2002). As the
ocean warms, and less sea-ice forms, less salty brines
are produced. The decrease in sinking water weakens
the circulation and with that reduces the heat transfer
around the globe. It is those critical areas where heavy
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Fig. 19 Image of the Ocean Thermohaline Circulation. Blue
currents depict cold, salty, deep currents, while red cur-
rents depict warm surface currents. Yellow currents depict
vertical motion – transiting from deep to shallow currents

and vice versa. Source: World ocean thermohaline circula-
tion (June 2007). In UNEP/GRID-Arendal Maps and Graphics
Library. Retrieved from http://maps.grida.no/go/graphic/world-
ocean-thermohaline-circulation1
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water sinks, where CO2 is drawn into the deep ocean,
storing it for hundreds of years. As the current slows,
less CO2 is drawn into the ocean and instead will
remain in the atmosphere, where it warms the atmo-
sphere and hence slows ocean currents further (Clark
et al., 2002; Mayewski et al., 2009; Rahmstorf, 2002;
Sabine et al., 2004; Turner et al., 2009).

As the ocean warms, another problems worries sci-
entists – could a warmer polar ocean melt the ice sheets
faster?

Ice Shelf Collapse

One of the most spectacular responses to warming
temperatures has been the recent disintegration of ice
shelves in the Antarctic. They are called “collapses”
because of the speed with which sections covering
hundreds of square kilometres have broken out. While
these events have been observed only from satellite
images and subsequent images can be separated by
days or weeks due to cloud cover, and the break outs
could well have taken just a few days.

But what is an ice shelf and how does it collapse?
An ice shelf is a floating platform of ice tens to hun-
dreds of metres thick that forms where a glacier or
ice sheet flows down to and beyond the coast, When
it extends far enough offshore to float (i.e. beyond
the point where water depth is greater than 90% of
the ice thickness), the ice begins to thin, the surface
becomes flat and pieces break off around the edge to
form ice bergs. This is normal and shelves are gener-
ally sustained by the glaciers feeding them, along with
some surface snow accumulation. Ice shelves become
vulnerable to collapse when either summer air tem-
peratures are above freezing, leading to surface melt
water, or the ocean waters beneath them are warm
enough to melt and thin them faster than they are
gathering snow and ice.

So far, all 13 Antarctic ice shelf collapses in recent
history have occurred in the Antarctica Peninsula, an
area that experiences the world’s steepest warming
trend with 0.53◦C per decade (Mayewski et al., 2009;
Turner et al., 2005). In 2002, the Larsen B ice shelf
collapsed over the course of 3 weeks (or perhaps less)
(Fig. 20). From marine sediment cores recovered from

Fig. 20 Satellite image of the Larsen B ice shelf collapse
as seen on 7 March 2002. (Source: Image courtesy of the
NASA/GSFC/LaRC/JPL, MISR Team)

there area, it is evident that the Larsen B ice shelf
existed at least for the past 10,000 years (Domack
et al., 2005). Shortly before the Larsen B ice shelf
disintegrated, melt pools were observed on its sur-
face. It is now understood that these were symptoms
of a structural weakening which might have started 20
years earlier with less visible processes (Glasser and
Scambos, 2008).

When an ice shelf collapses it does not contribute
to a rise in sea-level, as the ice is already floating
in the ocean. However, ice shelves have an impor-
tant buttressing effect, slowing the flow of glaciers
and ice sheets feeding into the shelf. Their removal
allows glacier ice to flow faster into the ocean, and
this increases sea-level (Rignot et al., 2004; Scambos
et al., 2004). The Larsen B ice shelf was a par-
ticularly interesting event, as glacial flow had been
measured prior to its disintegration. With the ice shelf
gone, these measurements were repeated and a two-
to sixfold increase in the centreline speed of at least
four glaciers draining into the Larsen B region was
observed (Scambos et al., 2004). The warming of the
Peninsula has a distinct North-South gradient, which
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is reflected in the ice shelf response as the warming
reaches further and further south. From the Larsen ice
shelf groups, the most northern ice shelf – Larsen A –
disintegrated in 1995, then followed Larsen B in 2003,
while its most southern ice shelf, Larsen C, still
exists, but shows significant thinning (Shepherd et al.,
2003).

The rapid collapse of ice shelves in the Antarctic
Peninsula concerns scientists, especially as they look
to the larger ice shelves. The Ross Ice Shelf is roughly
the size of France and the largest of its kind. The ice
moves at between 500 and 700 m/year, and the glaciers
feeding it drain about a third of the WAIS (Rignot
et al., 2008). As we saw in the “Green Anatarctica”
section, core studies from the ANDRILL show that
in the past, the Ross Ice Shelf collapsed many times
between 1 and 5 million years ago, when global tem-
peratures were around 3◦C warmer than today and
CO2 concentrations were less than 400 ppm (Naish
et al., 2009). Modelling studies indicate that these con-
ditions not only collapsed the Ross Ice Shelf but also
led to a huge loss of ice in West Antarctica and some
from East Antarctica, contributing to a rise of 7 m
in global sea level (Naish et al., 2009). What do the
latest mass balance estimates for the polar ice sheets
indicate?

Pace Picking Up

Global sea level on time scales of decades to centuries
varies primarily as a consequence of expansion or con-
traction of ocean water due to temperature changes and
loss or gain of ice on land. The Third IPCC Assessment
Report (IPCC, 2001) noted that the sea level changes
had been slight for the last 3,000 years, rising at around
0.1 mm/year. In the twentieth century, however, sea

level rose between 1 and 2 mm/year. With the inclu-
sion of satellite data IPCC (2007b) noted sea level
in the last decade of the twentieth century was ris-
ing at 3 mm/year. The data showed greatest increase
between the last three decades and the last to be from
thermal expansion (Table 1). However, the contribu-
tion of ice sheets to sea level rise has also increased
and the potential from this source is much greater than
from warming oceans. The IPCC projected the likely
rise in sea level to 2100 (IPCC, 2007a), their range
being 0.18–0.59 m, the value depending on the particu-
lar emissions scenario adopted. This was below similar
estimates by IPCC (2001), but specifically excluded
effects from increased ice sheet melt because the pro-
cesses, especially the influence of warm ocean waters
beneath ice margins, were not yet understood. Might
the ice sheets turn out to be greater contributors than
the earlier models suggested?

Measuring the rate of gain or loss on an ice sheet
4,000 km across is simple in principle but difficult in
practise. It amounts to gauging the mass balance of
the ice sheet, that is whether the ice sheet is grow-
ing (positive mass balance) or shrinking (negative
mass balance), and by how much. The factors deter-
mining this are the amount of snow that falls less
the amount of ice lost. This might be either through
calving (coastal ice margin calving into the ocean)
or surface ablation (melt and evaporation – yes, ice
does evaporate). If the ice sheet receives as much
snowfall as it loses through calving and/or ablation
then ice sheet is in balance (Pritchard et al., 2009;
Rignot et al., 2008). In Antarctica, owing to its cold
temperatures and margins mainly beyond the coast,
almost all ice is lost due to calving (ice breaking
off into the sea). In Greenland, calving and ablation
(loss of ice from evaporation and/or melting) account
for about equal amounts of ice loss (Pritchard et al.,
2009). Mass balance is calculated using three different

Table 1 Rates of sea level rise separated by source for the last decades and the last decade of the twentieth century (from IPCC,
2007a, Table SPM-1). Potential sea level rise from ice from Lythe et al. (2001) and Lemke et al. (2007)

Rate of sea level rise (mm/year) Potential sea level rise

Source of sea level rise 1961–2003 1993–2003
Thermal expansion 0.42 + 0.12 1.6 + 0.5 0.3 m for 3◦C rise
Glaciers and ice caps 0.50 + 0.18 0.77 + .22 ~0.4 m
Greenland ice sheet 0.05 + 0.12 0.21 + 0.07 7 m
Antarctic ice sheet 0.14 + 0.41 0.21 + 0.35 57 m
Sum of individual climate contributions to sea level rise 1.1 + 0.5 2.8 + 0.7
Observed total sea level rise 1.8 + 0.5 3.1 + 0.7
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and independent approaches: measurement of surface
elevation changes (lower surface elevation indicates
loss), difference in gravitational force (an decrease in
force indicates loss), and calculated balance between
addition of ice from snow accumulation and loss of ice
by measuring ice loss around the margin from known
glacier cross-sections and velocities (Pritchard et al.,
2009; Rignot et al., 2008; Turner et al., 2009). Most of
these measurements are made from satellite observa-
tions with only few in situ measurements and all have
their own limitations. These projects include Gravity
Recovery and Climate Experiment (GRACE) satel-
lites, interferometric synthetic-aperture radar (InSAR)
data and Ice, Cloud, and land Elevation Satellite
(ICESat) observations. Together these methods pro-
vide a convincing picture of rapid change (Pritchard
et al., 2009). A history of these measurements is shown
in Fig. 21.

Codes for Fig. 21 Greenland: B (orange; Box et al.,
2006), surface mass balance, using stated trend in
accumulation, ice flow discharge (assumed constant)
and standard error on regression of accumulation
trend, with added arrow indicating additional loss
from ice flow acceleration; H (brown; Hanna et al.,
2005), surface mass balance, with arrow as for B;
T (dark green; Thomas et al., 2006), laser altimetry,
showing new results and revision of Krabill et al.

(2000) to include firn densification changes; Z (violet;
Zwally et al., 2005), primarily radar altimetry, with
uncertainty reflecting the difference between a
thickness change due to ice everywhere and that
due to low-density firn in the accumulation zone;
R (red; Rignot and Kanagaratnam, 2006), ice dis-
charge combined with surface mass balance; V (blue;
Velicogna and Wahr, 2005) GRACE gravity; RL (blue;
Ramillien et al., 2006) GRACE gravity; J (magenta
dashed; Johannessen et al., 2005), radar altimetry
without firn densification correction and applying only
to central regions that are thickening but omitting
thinning of coastal regions, V2 (light blue; Velicogna,
2009).

Codes for Antarctica: Z (violet; Zwally et al., 2005),
radar altimetry, with uncertainty reflecting the differ-
ence between a thickness change due to ice everywhere
and that due to low-density firn everywhere; RT (dark
green; Rignot and Thomas, 2002), ice discharge and
surface mass balance, with dashed end line because
some of the accumulation rate data extend beyond
the time limits shown; RT2 (dark green; Rignot and
Thomas, 2002), updated to include additional mass
losses indicated by Thomas et al. (2004) and Rignot
et al. (2005) dashed because the original authors
did not produce this as an estimate for the whole
ice sheet nor are accumulation rates updated; V1

Fig. 21 Mass balance
estimates for Greenland (top)
and Antarctica (bottom). The
coloured rectangles indicate
the time span over which the
measurements apply and the
range, and follow Thomas
et al. (2006). The range
estimate is given as (mean +
uncertainty) as reported in the
original papers. See italicised
section in the text
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(light blue; Velicogna and Wahr, 2006), V2 (light
blue dashed; Velicogna, 2009), GRACE gravity; RL
(blue; Ramillien et al., 2006), GRACE gravity, R (red;
Rignot et al., 2008), and C (yellow; Chen et al.,
2009). Figure modified and based on Climate Change
2007: The Physical Science Basis. Working Group I
Contribution to the Fourth Assessment Report of the
Intergovernmental Panel on Climate Change, Fig. 18
Cambridge University Press (2007c).

Because the Greenland ice sheet loses mass through
surface melt as well as calving, estimating its mass
balance has been challenging. However, substantial
progress was made (Rignot and Kanagaratnam, 2006),
with new data from ICESat (Pritchard et al., 2009).
The data confirm the Greenland ice sheet is melting.
The area experiencing melt grew by 16% from 1979 to
2002, reaching up to 2,000 m elevation (ACIA, 2005).
Since then, the affected area has steadily grown further
(see Fig. 22) (ACIA, 2005) and new record maximum
melt achieved in 2007 (Wouters et al., 2008). The sum-
mer warmth produces slushy snow and created large,
turquoise melt ponds on the ice sheet surface. These
could instantly empty into the depths of the ice sheet,
contributing to the observed loss of around 170 Gt/year
(Sneed and Hamilton, 2007). The ice sheet is now
thinning most in the south-east and north west, while
high elevation sites in the south are thickening slightly
from increased snow (Pritchard et al., 2009). Of 111
glaciers that were surveyed, 81 had thinned dramati-
cally. Glaciers flowing faster than 100 m/year appear to
have thinned on average by 0.84 m/year. Most remark-
ably though, the thinning that began at coastal sites,

penetrated 120 km into the centre of the ice sheet and
to elevations of 2,000 m (Pritchard et al., 2009).

In Antarctica, the small average annual accumula-
tion of snow in the interior has in the past made it
difficult to calculate the mass balance. However, the
new satellite data, in particular ICESat and InSAR
data, allow elevation changes to be measured more
accurately (Pritchard et al., 2009; Rignot et al., 2008).
Between 1992 and 2006, WAIS ice loss increased by
59%, (132 ± 60 Gt/year; red circles Fig. 23). The rate
of ice loss was even greater in the Antarctic Peninsula,
increasing by 140% between 1996 and 2006, reach-
ing 60 ± 46 Gt/year (Rignot et al., 2008). In contrast,
EAIS mass balance showed essentially no change
(−4 ± 61 Gt/year). While some areas gained (blue cir-
cles, Fig. 23), others lost (red circles) (Rignot et al.,
2008).

The largest ice loss is seen in the Amundsen sector
(Rignot et al., 2008), where some glaciers thinned by
as much as 9 m/year (Pritchard et al., 2009). The area
around the Pine Island Glacier shows the largest ice
loss of all. The glaciers have accelerated between 20
and 75%, doubling their loss of ice in the decade from
1996 to 2006 (Rignot et al., 2008). As a result these
glaciers have thinned and become buoyant at their sea-
ward end, as the grounding line has retreated to within
100 km of the ice divide (Pritchard et al., 2009). At the
seaward end, the Getz ice shelf, the largest in the Pine
Island region, shows thinning of 2–3 m/year, likely due
to ocean-driven warming.

From both the sea-level record and recent satellite
measurements of ice mass balance, it seems that the

Fig. 22 Extent of melt on the
Greenland ice sheet during
1992 (light red) and 2006
(dark red). Graphic by Konrad
Steffen and Russell Huff of
the Cooperative Institute for
Research in Environmental
Sciences (CIRES) at the
University of Colorado at
Boulder.
Source: HUcires.colorado.edu/steffen/
greenland/melt2005/U
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Fig. 23 Mass balance measurements for Antarctica from satel-
lite measurements. Red circles indicate net loss, blue circles
indicate net gain. The size of the circles is proportional to
the amount lost or gained. Colours on the map indicated flow

velocities of ice and ice streams with blue and red indicating
high velocities (>0.1 km/year) and yellow and green indicating
slower movement (<0.1 km/year).
Source: Rignot (2008)

response of the ice sheets to warming is both real and
accelerating. The errors associated with the measure-
ments are still quite high (20–40%), but the different
methods are showing similar trends. These observa-
tions along with our knowledge of past level rise from
palaeoclimate studies indicates we should be plan-
ning to respond now, both to reduce the ice loss and
deal with the consequences of sea level rise “in the
pipeline.”

Bracing for the Future – It Is Our Choice

In this last section we summarise what we currently
know of both long term and recent history of the ice
sheets and consider their future prospects in the light of
climate change. The geological record tells us that the
first big ice sheets formed on Antarctica around 34 m.y.

ago, when global temperature dropped ~4◦ as part of a
steady decline over the last 50 m.y. The big Northern
Hemisphere ice sheets developed just 2.5 m.y. ago
as temperature dropped a further 2–3◦C Estimates of
CO2 levels in the distant past are more speculative
because of greater uncertainties in the techniques, but
they indicate levels ranging from two to eight times
pre-industrial in the Greenhouse world, and values less
than two times pre-industrial (likely less than 400 ppm)
for the last 24 million years of the Icehouse world.

Basic physics shows we can expect a causal rela-
tionship between CO2 and temperature as a conse-
quence of the “greenhouse effect,” and climate mod-
elling reveals the extent of the influence of CO2 on
temperature. The close connection is evident from
Antarctic ice core data which show both in “lock-step”
through the eight glacial cycles of the last 850,000
years. The connection is also clear from direct tem-
perature observations over the last 150 years and CO2
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Fig. 24 Projected atmospheric global temperature rise over the
next 6,000 years following the carbon discharge from all fos-
sil fuels over the next 200 years (“business as usual”) (modified

from Montenegro et al., 2007, Fig. 1). The persistence of global
average temperatures more than ~6◦C above pre-industrial risks
the loss of even the largest ice sheet

measurements from ice cores and air sampling over
the same time period. Here though, the suppression
of CO2-induced warming by aerosols from industrial
expansion after World War II needs to be factored in.

The last decade has been the warmest on record
(and possibly the warmest in the last millennium) and
CO2 levels are still on the rise. What consequences
can we expect for ice sheets? As we have noted ear-
lier satellite-based measurements indicate that both the
Greenland and the West Antarctic Ice Sheets have in
the last decade or so now begun to lose mass. Although
current estimates indicate the contribution of ice sheets
to sea level rise is still small (~0.4 + 0.2 mm; IPCC,
2007a) recent estimate indicates the rate has doubled
in the last 5 years (Velicogna, 2009).

Montonegro et al. (2007) provide a worst case
scenario with results from two climate models that
simulate Earth’s global surface temperature response
to atmospheric CO2 if all available fossil energy were
used over the next two centuries. They indicate the
persistence of CO2 in the atmosphere was such that
even after 6,000 years CO2 levels were still 3.3–5
times pre-industrial levels (Fig. 24). Ice sheet mod-
elling studies, though still at an early stage, indicate
much higher levels of CO2 are needed to remove ice
sheets than form them. DeConto et al. (2007) found
that 4–8 times pre-industrial CO2 levels was required
to remove the East Antarctic Ice Sheet, whereas the
threshold for its growth was just 750 ppm (~2.5 times
pre-industrial). Further model development is plainly
needed, but for the moment there remains the risk that

our current greenhouse gas emissions path will com-
mit human society in the distant future to a Greenhouse
world.

More Information

Review reports:
For further information we would like to point to a few
key references:

ACCE (2009) Antarctic Climate Change and the
Environment (529p). Scientific Committee on
Antarctic Research, Cambridge.

ACIA (2005) Arctic Climate Impact Assessment
(1042p). Cambridge: Cambridge University Press.

AMAP (2009) 2009 Update on Selected Climate
Issues of Concern (p. 15). Oslo: Arctic Monitoring
and Assessment Programme.

IPCC (2007) Climate Change 2007: The Physical
Science Basis (996p). Contribution of Working
Group I to the third assessment report of the
Intergovernmental Panel on Climate Change.
Cambridge, UK and New York, NY: Cambridge
University Press.

Koç N, Njåstad B, Armstrong R, Corell RW, Jensen
DD, Leslie KR, Rivera A, Tandong Y, Winther J-
G (Eds) (2009) Melting Snow and Ice: A Call for
Action. Centre for Ice, Climate and Ecosystems,
Norwegian Polar Institute.
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Mayewski PA, Meredith MP, Summerhayes CP, Turner
J, Worby A, Barrett PJ, Casassa G, Bertler NAN,
Bracegirdle T, Naveira-Garabato AC, et al. (2009)
State of the Antarctic and southern ocean climate
system (SASOCS). Rev Geophys 47:1–38.

Turner J, Bindschandler R, Convey P, di Prisco G,
Fahrbach E, Gutt J, Hodgson D, Mayewski PA,
Summerhayes CP (2009) Antarctic Climate Change
and the Environment (529p). Cambridge: Scientific
Committee on Antarctic Research.

Scientific webpage debate on recent findings:
http://www.realclimate.org
http://www.ipcc.ch
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Abstract Peatlands are an important natural archive
for past climatic changes, primarily due to their sen-
sitivity to changes in the water balance and the dating
possibilities of peat sediments. In addition, peatlands
are an important sink as well as potential source of
greenhouse gases. The first part of this chapter dis-
cusses a range of well-established and novel proxies
studied in peat cores (peat humification, macrofos-
sils, testate amoebae, stomatal records from subfossil
leaves, organic biomarkers and stable isotope ratios,
aeolian sediment influx and geochemistry) that are
used for climatic and environmental reconstructions,
as well as recent developments in the dating of these
sediments. The second part focuses on the role that
peatland ecosystems may play as a source or sink
of greenhouse gases. Emphasis is placed on the past
and future development of peatlands in the discontinu-
ous permafrost areas of northern Scandinavia, and the
role of regenerating mined peatlands in north-western
Europe as a carbon sink or source.

Keywords Bog surface wetness variations · 14C
dating · Plants’ responses to CO2 · Stable isotopes ·
Methane emissions from peatlands · Palsas

Introduction

Following the pioneering work of Blytt (1876),
Sernander (1908) and Von Post and Sernander
(1910), peatlands are regarded as important archives
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of climatic change (Blackford, 2000; Chambers
and Charman, 2004). Peatlands cover around 4.3
million km2 of the world’s surface, particularly in the
cooler regions of the Northern Hemisphere (Chambers
and Charman, 2004). Climatic changes throughout the
Holocene have been reconstructed from peat, using
a wide array of biological, geochemical and min-
eral proxies. Many different proxy-indicators can be
derived from peat cores, allowing for a multi-proxy
approach for climatic reconstructions (Chambers and
Charman, 2004). Peat-based climatic and environmen-
tal reconstructions are currently available from many
sites in Europe (see, e.g. Hughes et al., 2000; Barber
et al., 2003; Chambers and Charman, 2004), North
America (e.g. Jones et al., 2009), South America (e.g.
Chambers et al., 2007a), New Zealand (e.g. Hajdas
et al., 2006), South Atlantic Islands (e.g. Van der
Putten et al., 2004) and Australia (e.g. Fletcher and
Thomas, 2007). Such studies complement other recon-
structions (based on, e.g. treerings or lake sediments)
and thereby provide a more complete reconstruction of
past climatic and environmental changes (e.g. Kokfelt
et al., 2010).

Ombrotrophic peatlands, in particular, are fre-
quently used for climatic reconstructions since their
water balance and nutrient status depends on the input
of atmospheric water and evapotranspiration from the
bog surface (see Charman, 2002). In peatland systems
that function close to their climatic thresholds, small
changes in external factors may cause large alterations
in ecosystem functioning, making these areas sensitive
indicators of past as well as current climatic changes.
For example, this was observed in monitoring stud-
ies on peatlands in the Alpine region (e.g. Bragazza,
2008) and in the discontinuous permafrost regions of
northern Fennoscandia (e.g. Christensen et al., 2004).
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Currently, much research is focused on the role of
peatland areas as potentially large sources and sinks
of carbon dioxide and methane (Christensen et al.,
2004; Johansson et al., 2006). High-latitude wetland
ecosystems play an important role in the global car-
bon budget as they store up to one-third of global
soil carbon (Beilman et al., 2008). In general, these
ecosystems are net sinks for atmospheric CO2 owing to
the prevailing waterlogged, anoxic and cool conditions
that effectively reduce decomposition rates, thereby
favouring the formation of peat. However, these con-
ditions also favour anaerobic decomposition, making
wetlands significant sources of atmospheric methane
(Ström and Christensen, 2007). In a warming climate,
the release of methane due to permafrost decay may
have large feedbacks on the global climate (e.g. Zona
et al., 2009), and improved estimates of the amount of
greenhouse gases and their rate of release are required.
Although peatlands in permafrost areas receive most
attention in the greenhouse gas debate, the large num-
ber of mined peatlands in northwest Europe, when
restored, could potentially also act as a considerable
carbon store (Moore, 2002; Samaritani et al., 2010).

Here we review recent developments in a selection
of climate proxy-indicators, as well as advances in
dating methods. Reconstructions of atmospheric CO2

from subfossil leaves as well as the potential impact of
CO2 changes on plant physiology are also discussed.
We then briefly review recent findings on climatic
changes reconstructed from peatlands. In the third sec-
tion we focus on the role of peatlands as sources and
stores for carbon dioxide and as sources for methane.

Peatlands as Archives of Past Climate
Variability

With an increasing number of proxy reconstructions
from peat bogs becoming available from many regions
in the world, a direct comparison between records from
different sites and different archives can be made. In
theory, a compilation of multi-proxy reconstructions
from different terrestrial archives in one region covers
more climatic factors and seasons than reconstructions
based on only one type of archive. However, for a
reliable comparison two factors are of crucial impor-
tance: chronological errors must be minimal and the

‘climatic’ meaning of each different proxy must be
clear. Below we discuss a selection of frequently used
proxies. An overview of additional proxy methods can
be found in Blackford (2000), Charman (2002) and
Chambers and Charman (2004).

Chronologies of Wetlands

Peat stratigraphy was applied early to estimate the
ages of layers in peat (von Post, 1946). Layers of dif-
ferent peat composition were thought to reflect past
climate changes, and the superposition of these lay-
ers, when linked to independent dating evidence (e.g.
the Swedish varve chronology, links of pollen zones in
peat with archaeological zones), allowed for chronolo-
gies at millennial scale precision. These chronolo-
gies were relative, at best, because they depended on
inferred temporal links. With the application of radio-
carbon dating from the 1950s, absolute ages could
be obtained, resulting in precisely and independently
dated wetland archives (as long as the carbon in the
organic matter is younger than the limit of 14C dating at
50,000 14C years). Indeed, 14C dating of pollen zones
across the British Isles led Smith and Pilcher (1973)
to reject the previous paradigm that these zones were
simultaneous over large areas.

For 14C dating of a peat core, generally organic
material is sampled at regular intervals or at depths
with major proxy changes across the core. As only
milligrams of carbon are needed for an AMS (acceler-
ator mass spectrometer) 14C date, a cubic centimetre of
bulk peat (or several milligrams of selected fossil plant
remains such as leaves, seeds or pollen) often contains
sufficient carbon. However, small amounts of contam-
ination with modern carbon can result in unreliable
dates.

Radiocarbon dating of tree rings with den-
drochronologically obtained calendar ages allows cal-
ibration of the 14C time scale (Reimer et al., 2004).
Resulting calibrated age confidence intervals are often
considerably larger than the original lab-provided
measurement uncertainties, especially during periods
where the calibration curve shows wiggles or plateaus.
For peat deposits spanning the last few decades to
centuries, other types of dating can additionally be
applied, e.g. bomb-pulse 14C dating (van der Linden
et al., 2008) or lead-210 (210Pb) dating (Turetsky et al.,
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2004). Moreover, well-dated volcanic ash layers can
provide additional precise dating points, and can also
be used to link together proxy archives across a region
(Pilcher et al., 1995).

Reliability of dateable material and funding limita-
tions often prohibit dating at dense sediment intervals,
and additionally 14C dates themselves can have mea-
surement errors (Scott, 2007). Therefore some form of
interpolation is needed to provide age models for each
level of a core. The most basic method for such age-
depth models is linear interpolation between the depths
and ages of the dated levels (Bennett, 1994). More
ecologically realistic age-depth models include linear
accumulation (e.g. Belyea and Clymo, 2001; Blaauw
and Christen, 2005), convex models (as deposits reach
a height limit; Belyea and Baird, 2006), concave mod-
els (owing to decomposition of fossil matter; Yu et al.,
2001), and flexible Bayesian ‘Poisson’ models (Bronk
Ramsey, 2007). Each type of model has its merits and
limitations, and the choice of age-depth model will
affect the age estimates assigned to depths in a peat
core (Bennett and Fuller, 2002; Telford et al., 2004;
Yeloff et al., 2006; Blockley et al., 2007).

A special case of age-model which has been stud-
ied intensively in peat deposits is 14C wiggle-match
dating, where wiggles in high-density 14C dated sec-
tions of a core are matched to those of the 14C cal-
ibration curve by assuming linear accumulation rates
(van Geel and Mook, 1989; Christen et al., 1995;
Kilian et al., 1995; 2000; Mauquoy et al., 2002b;
Blaauw et al., 2003; Blaauw and Christen, 2005). This
works best during periods where the calibration curve
shows major wiggles, e.g. during the Little Ice Age
(Mauquoy et al., 2002b) or around ca. 3,000–2,000
years ago (Kilian et al., 1995, 2000). Although 14C
wiggle-match dating is a time-consuming and expen-
sive method as dozens of 14C dates are needed, it
can provide age-models at (multi-) decadal precision.
Moreover, using Bayesian methods, additional infor-
mation such as prior knowledge of accumulation rates
or hiatus sizes can be included to obtain more realistic
age-models (e.g. Blaauw and Christen, 2005).

Determination of Peat Humification

Peat humification is a measure of the degree of
peat breakdown or decomposition, most of which is

assumed to take place while the plant (and other) mate-
rial is in the upper part of the peat – the aerated
acrotelm, the assumption being that far less breakdown
occurs below in the permanently saturated catotelm
(Clymo, 1984; Belyea and Clymo, 2001). The degree
of peat humification is therefore taken to indicate
the prevailing environmental conditions at (or shortly
after) the time of peat accumulation (Aaby and Tauber,
1975), with dark-coloured highly humified peat indi-
cating dry or warm conditions (and so either a longer
time in the acrotelm, or faster decomposition), and
light-coloured unhumified peat accumulating under
wet or cool conditions (with a short transfer time to the
catotelm, or a slow rate of decomposition). It can be
assessed visually in the field using von Post’s 10-point
scale (von Post and Granlund, 1926), or Troels-Smith’s
(1955) 5-point scale, or by using a range of mea-
sures such as colour and fibrosity. The most widely
used laboratory technique is colorimetry, based on
light-absorbance or light transmission measured by
colorimeter or spectrophotometer at a fixed wavelength
through an alkali extract of 0.2 g dried and ground
peat (see Blackford and Chambers, 1993, for review;
http://www2.glos.ac.uk/accrotelm/humproto.html for
laboratory protocol).

The colorimetric technique was first applied
on Sphagnum-rich raised mire peats in Denmark
(Bahnson, 1968; Aaby and Tauber, 1975; Aaby, 1976).
Its potential for providing a proxy-climate signal from
highly humified blanket peat was then explored by
Chambers (1984). It has since been applied in a range
of peat types, especially in Northwest Europe (e.g.
Blackford and Chambers, 1991; Nilssen and Vorren,
1991; Borgmark, 2005) but also in North America (e.g.
Booth and Jackson, 2003) and more recently, in South
America (Chambers et al., 2007a). It has been regarded
as one of three standard principal proxy-climate indi-
cators from peats (cf. Hughes et al., 2006), the other
two being macrofossil analysis and analysis of testate
amoebae.

The strengths of the technique are that it is easy
to use, can be applied on slim (0.5 or 1 cm) contigu-
ous slices of peat, 0 is largely operator-independent
(provided the batches of samples adhere to a strict
time schedule) and the data are easily graphed for
visual inspection and interpretation. It can also pro-
vide proxy-climate information in those parts of a
Sphagnum peat core in which the peat macrofossil
composition is largely uniform, being ‘locked in’ to a
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species dominant, such as Sphagnum austinii (S. imbri-
catum), or S. magellanicum, and so not able to provide
any indication of climate change.

Practitioners have focussed on identifying ‘wet
shifts’, when relatively unhumified peat succeeds well-
humified peat, as these are thought to be less suscep-
tible to secondary decomposition and were believed
to be easier to date using conventional bulk-sample
radiocarbon dating, as the peat may be accumulating
faster. In moisture-receiving (as opposed to moisture-
shedding) peat macrotopes, such as valley or basin
mires, the degree of peat humification may instead
indicate the balance between the amount of woodland
(with moisture interception and high evapotranspira-
tion in the catchment) and the degree of woodland
clearance and agricultural land-use (and so higher
run-off) from surrounding land (Chambers, 1988).

The weaknesses of the technique include the ques-
tion as to what compounds are being measured and
what the data really indicate; that there is likely to
be a plant-species signal in the data (Chambers et al.,
1997; Yeloff and Mauquoy, 2006); that (theoretically)
there may be secondary decomposition if a very dry
spell of climate succeeds a wet period; and that the
technique can in some peat horizons give contrary
indications from other peat proxy-climate techniques,
especially testate amoebae data, with no clear explana-
tion. It is problematic when used in sedge-rich peat, as
very different readings can arise from adjacent sam-
ples if one sample mainly comprises decay-resistant
sedge macrofossils (e.g. Eriophorum, with the appear-
ance and texture of frayed string), and the next com-
prises more humified material. The assumption that the
use of alkali will extract mainly humic (and fulvic)
acids has been questioned by Caseldine et al. (2000)
and explored using size-exclusion chromatography by
Morgan et al. (2005).

In recent years, multi-proxy approaches, particu-
larly using the three principal proxy-climate measures
referred to above, have become more common, but
how to combine the data to derive a single ‘bog-
wetness climate proxy’ (e.g. Hughes et al., 2006)
remains problematic, especially when the temporal
resolution of macrofossils and testate amoebae often
does not match that of peat humification: of the three,
it was the technique that is likely to be conducted
on the slimmest samples, and always contiguously, so
providing a higher-resolution proxy-record of climate
change. Even in cores in which all three are conducted

contiguously on the same thickness of samples, the
contra-indications may be important, albeit difficult to
interpret or explain, and so it may be more appro-
priate to present all three supposed climate-proxies
separately. Despite reservations expressed by Yeloff
and Mauquoy (2006), which were based on a compar-
ison of peat humification and macrofossil data from a
single profile, the peat humification colorimetric tech-
nique has much to recommend it, and may be the only
one of the three that is feasible in highly humified
peats containing few testate amoebae. Nevertheless,
chronological control is important, and it is recom-
mended that radiocarbon dating be conducted on small
samples of above-ground plant components (prefer-
ably Sphagnum leaves). In view of the potential role
of solar forcing on both climate and cosmogenic iso-
tope production (Beer and van Geel, 2008), it may
be no coincidence that ‘wet-shifts’, identified in peat
cores by marked changes in peat humification, pro-
vide the best periods for potential wiggle-matches
(cf. Mauquoy et al., 2004), although a brief dry shift
featured in a successful wiggle-match in Tierra del
Fuego (Chambers et al., 2007a), in which both the peat
humification and plant macrofossil data suggested a
dry interlude at precisely the same time (2,650 14C
years BP; 2,800 cal BP) as a pronounced wet shift in
continental Europe (e.g. Speranza et al., 2000, 2002).

Peat Macrofossils

Sub-fossil plant macrofossils of mosses, dwarf shrubs
and graminoids preserved in peat samples have been
used to reconstruct the temporal variability of local
peat bog vegetation in hummock/hollow complexes at
the microform scale (McMullen et al., 2004; Blundell
et al., 2007). The preservation of the macrofossils in
these samples can be excellent and species level identi-
fication of taxa is frequently possible. Multiple profiles
have also been recovered from single raised peat bogs
to reconstruct the spatial and temporal variability of
peat bog vegetation at the mesoform scale (Barber
et al., 1998; Hughes et al., 2000; Mauquoy et al.,
2002a). Deposits collected from ombrotrophic (rain-
fed) peat bogs have largely been used to make palaeo-
climate reconstructions, since a range of Sphagnum
mosses, Cyperaceae and dwarf shrubs are sensitive
to changes in mire surface wetness which is in turn
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dependent upon changes in precipitation and temper-
ature (Barber et al., 2004; Mauquoy et al., 2008). The
macrofossil data produced from this research have also
been used to reconstruct peatland carbon accumula-
tion rate changes (Oldfield et al., 1997; Mauquoy et al.,
2002a; Heijmans et al., 2008) and the identification of
successional processes in peatlands, for example, the
nature and timing of the fen-bog transition (Hughes
and Barber, 2004). Macrofossil data generated using
plant macrofossil data are also valuable in applied
palaeoecological research, since long-term base line
data for the origin, nature and potential causes of
local vegetation changes can be generated. This infor-
mation can then be used to guide conservation of
threatened blanket peat and raised peat bog ecosys-
tems (Chambers et al., 1999, 2007b). The nature and
timing of recent human disturbance to ombrotrophic
bogs, for example burning and drainage, has also been
assessed (Pellerin and Lavoie, 2003). Macrofossil anal-
yses can help to ensure the generation of precise and
accurate 14C chronologies since above-ground parts
of identified plants can be selected for 14C AMS dat-
ing (preferably Sphagnum stems and leaves free of
fungal contamination), and cyperaceous roots and the
stem bases and attached lower parts of Eriophorum
vaginatum leaves can be avoided (Mauquoy et al.,
2004). These have been shown to be younger (because
of downward growth) than bryophyte fragments in
the same 14C dated stratigraphic levels (Kilian et al.,
2000). Accurate and precise chronologies generated
using 14C Bayesian chronologies on peat sequences
have served to pinpoint rapid environmental changes,
and possible climate forcing factors, for example
changes in solar activity (Mauquoy et al., 2004).
Peat sequences are also capable of providing high-
resolution studies as a ~1310-year-old peat profile
from Denmark recorded rapid accumulation rates up
to 2–3 year/cm (Mauquoy et al., 2008).

Selective preservation is a potential limitation with
the analyses of mire and peat macrofossils, partic-
ularly for the above-ground parts of dwarf shrubs
and Cyperaceae. Regarding the identification of mire
and peat macrofossils, an excellent overview is pre-
sented by Birks (2007), whilst identification plates
are available in Mauquoy and van Geel (2007, see
Fig. 1). Decay-resistant Sphagnum mosses have differ-
ent decomposition rates (Johnson and Damman, 1991).
It is not always possible to identify Sphagnum species
to the lowest taxonomic level, particularly where

their stem leaves are absent. Cyperaceous remains are
also difficult to identify consistently, since in many
instances seeds and diagnostic epidermal tissues are
simply not present. Owing to these problems, succes-
sional and/or palaeoclimate reconstructions produced
from mire and peat macrofossils need to be inter-
preted cautiously and ideally should be combined with
other techniques, such as pollen, non-pollen and testate
amoebae analyses (Swindles et al., 2007; Yeloff et al.,
2007).

Quantitative reconstructions of mire surface wet-
ness which use the relationship between the modern
peat-forming vegetation and water-table depth are now
possible (Väliranta et al., 2007). Transfer functions
have been generated using plant macrofossils in the
same way as those applied to testate amoebae data
(Charman et al., 2007), and offer the prospect of
more refined water-table depth reconstructions using
plant macrofossil data. A key question regarding raised
peat bogs is what ultimately drives local water table
depths: summer precipitation or temperature? It is
highly important to identify this in order to pro-
vide accurate palaeoclimate data for the climate mod-
elling community. Correlations between instrumental
measurements of water table depths and climate vari-
ables presented in Charman et al. (2009) suggest
that water-tables in Northwest European peat bogs
are controlled by warm season moisture deficits, with
precipitation more important than temperature. More
analyses of the relationships between climate vari-
ables and water table depths in other regions will serve
to confirm the importance of warm season moisture
deficit.

Since northern peatlands store a large proportion
of global soil carbon (Beilman et al., 2008), there is
an important need to understand how carbon seques-
tration rates in peatlands in the boreal and subarctic
regions have responded to previous periods of cli-
mate change. This may give clues to their likely
future response to projected climate warming sce-
narios. Given that the rate of carbon accumulation
has been shown to be dependent upon the botanical
composition of peat deposits (Oldfield et al., 1997;
Mauquoy et al., 2002a), more of these studies are
needed to identify the spatial and temporal response
of northern peatlands to former episodes of climate
change. In the Mauquoy et al. (2002a) study, peat
accumulation rates decreased during Little Ice Age
climatic deteriorations following the Medieval Warm
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Fig. 1 1 and 2: Calluna
vulgaris, stem with flower and
leaf epidermis. 3 and 4: Erica
tetralix, leaf and leaf
epidermis. 5: Vaccinium
oxycoccus, twigs with leaves.
6: Andromeda polifolia, leaves
and twig. 7: Rhynchospora
alba, seeds. 8: Eriophorum
vaginatum, epidermis. 9 and
10: Carex rostrata,
perigynium and achenes. 11
and 12: Menyanthes trifoliata,
seed and leaf epidermis. 13
and 14: Sphagnum austinii,
leaf. 15–17: Sphagnum sect.
Acutifolia, leaf and ventral
high and low focus. 18–20:
Sphagnum sect. Cuspidata,
leaf and ventral high and low
focus. 21: Paludella
squarrosa

Period, owing to the presence of aquatic S. cuspida-
tum leaves. These have lower decay resistance than
Sphagnum section Acutifolia and S. imbricatum leaves.
Future research will serve to confirm the importance of
species composition upon reconstructed carbon accu-
mulation rate changes.

Testate Amoebae

Testate amoebae are unicellular organisms that live
mainly in fresh water, soils, mosses, sand and lake
sediments and are especially abundant and diverse

in peatlands. They are divided into two taxonomic
groups, characterised by either lobopodia (Arcellinida)
or filopodia (Euglyphida and related Cercozoan tes-
tate amoebae) (Meisterfeld, 2001a, 2001b). They form
shells (tests) of different types (agglutinating, idio-
somic, and proteinaceous) that are used for identi-
fication of living as well as fossil testate amoebae
(Fig. 2). Testate amoebae play an important functional
role in the cycling of elements in terrestrial ecosystems
(Schröter et al., 2003; Wilkinson, 2008).

The structure of testate amoeba communities in
peatland varies in relation to ecological gradients
such as moisture and water chemistry (Lamentowicz
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Fig. 2 Scanning electron
microscope pictures of
selected testate amoebae
species from various peatland
habitats: (1) Hyalosphenia
papilio Leidy, 1879 (Photo by
M. Lamentowicz);
(2) Hyalosphenia elegans
Leidy, 1879 (Photo by M.
Lamentowicz);
(3) Archerella flavum Archer,
1877 (Photo by M.
Lamentowicz); (4) Nebela
lageniformis Penard (Photo by
L. Lamentowicz), 1890; (5)
Paraquadrula irregularis
(Archer, 1877) Deflandre,
1932 (Photo by L.
Lamentowicz);
(6) Physochila griseola
Penard, 1911 (Photo by L.
Lamentowicz); (7) Assulina
muscorum Greeff (Photo by
M. Lamentowicz), 1888;
(8) Nebela tincta (Leidy,
1879), Awerintzew, 1906
(Photo by M. Lamentowicz)

et al., 2008a; Mitchell et al., 2008a). Their shells
are well preserved in peat deposits, thus allowing
palaeoenvironmental reconstructions (Charman, 2001)
and management of peatlands (Buttler et al., 1996;
Davis and Wilkinson, 2004; Mitchell et al., 2008a).
The link between climate and testate amoeba assem-
blages is strong as they depend directly on micro-
macroenvironmental conditions that are strongly
affected by climate. They provide information on the
coring location as they live, die and remain in situ in
the peat. This tight link between local conditions and
testate amoeba assemblages allows for detailed ecolog-
ical reconstructions. However, this ecology is in part

also controlled by non-climatic autogenic processes in
the peatland as well as by direct and indirect human
impact (e.g. on local hydrology).

The taxonomy of testate amoebae is complex and,
until recently, based only on morphological criteria,
but molecular methods have been introduced in com-
bination with detailed morphological analyses (e.g.
by scanning electron microscope). This combina-
tion reveals a higher than expected diversity (Lara
et al., 2007; 2008) and the existence of pseudo-cryptic
species (i.e. genetically different but with morpho-
logical differences that are easily overlooked when
observed by light microscopy or that can be seen only
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with a scanning electron microscope; Todorov et al.,
2009; Heger et al., 2010). This has also been reported
for other groups of protists (e.g. Saez et al., 2003).

As a prerequisite to their use in paleoecology, the
ecology of testate amoebae in peatlands has been
studied extensively, e.g. in Canada (Warner, 1987;
Charman and Warner, 1997), New Zealand (Charman,
1997), the United States (Payne et al., 2006; Booth,
2008), the Jura Mountains of Switzerland and France
(Mitchell et al., 1999), the Swiss Alps (Lamentowicz
et al., 2009b), Russia (e.g. Mazei et al., 2009; Muller
et al., 2009), the United Kingdom (Woodland et al.,
1998), Finland (Tolonen et al., 1994a, 1994b), Poland
(Lamentowicz et al., 2008b), Greece (Payne and
Mitchell, 2007), Turkey (Payne et al., 2008) and for
Europe in general (Charman et al., 2007). Most ecolog-
ical studies showed a strong correlation between testate
amoeba community structure and bog surface wetness
(usually expressed as water-table depth) in controlling
the assemblages of testate amoebae in ombrotrophic
peatlands (e.g. Hendon et al., 2001; Charman et al.,
2006; Blundell et al., 2007). The rationale behind
these different studies is that depending on the biogeo-
graphical and climatic location, testate amoeba faunas
and the responses of cosmopolitan taxa to ecologi-
cal gradients may differ. For that reason, high-quality
training sets from the same biogeographical and cli-
matic settings are preferred for reliable palaeoclimatic
reconstructions.

Although a relatively large number of ecological
and palaeoecological studies of peatland testate amoe-
bae have been published, the geographical distribution
of the research effort is uneven. For Western Europe
a large number of studies and training sets are avail-
able, in particular from the UK, where a regional
curve of water table change was constructed on the
basis of subfossil testate amoebae (Charman et al.,
2006; Blundell et al., 2007; Swindles et al., 2010).
However, in Eastern Europe testate amoebae are not
yet extensively used as a tool in palaeoecological
research except for Poland (e.g. Lamentowicz et al.,
2008b, 2009a). A new training set for testate amoe-
bae in Poland was recently developed (Lamentowicz
et al., 2008b). These studies have provided data on cli-
matic change (wet and dry phases) and human impact
on the landscape (deforestation and peatland exploita-
tions). In the Alpine region so far only a few studies
have used testate amoebae as a tool for palaeohy-
drological reconstructions. Modern feedbacks between

temperature, hydrology and precipitation in Alpine
peatlands are not well known. The first testate amoeba
training set from the Alpine region was constructed
on the basis of samples collected in the Engadin
Valley (south-east Switzerland) from a variety of peat-
land types (Lamentowicz et al., 2009b). This transfer
function was applied to a finely sub-sampled core
(near-annual resolution) from the Mauntschas peatland
to reconstruct variations in the water table during the
past 135 years (Lamentowicz et al., 2010). Comparison
with measured temperature data showed a correlation
to air temperatures since AD 1864.

Studies describing more environmental variables
than water table depth and/or including other groups of
organisms such as plants are very rare (Tolonen et al.,
1994a). Minerotrophic peatlands (fens) have more
plant and testate amoebae species and are characterized
by a complex hydrochemistry (Heal, 1961; Hájek et al.,
2006). More work is needed over broader ecological
gradients than just Sphagnum-dominated peatlands of
the temperate to boreal zones, and including several
key ecological variables, as well as comparative studies
of different groups of organisms. Such studies would
allow for an improved assessment of the bioindicative
potential of each species in neoecology (restoration
ecology) and palaeoecology.

Testate amoeba analysis is now a well-established
method in Quaternary science and, despite several
shortcomings, its progress is very promising (Mitchell
et al., 2008a). However, effort should be put into
improving this tool to make it even more useful. The
three priorities we see are as follows:

1. Taxonomy. Good taxonomy combining morpholog-
ical and molecular methods is urgently needed.
Paleontologists and biologists sometimes use dif-
ferent taxonomic approaches and this causes con-
fusion. Ecologists often pool testate amoebae taxa
in species complexes because it is difficult or
impossible to identify species with any certainty
(Charman et al., 2000). It is therefore unclear if
these closely related taxa have different ecological
requirements. Future work should aim to deter-
mine if these closely related taxa have different
ecologies.

2. Ecology. Interpretation of testate amoeba commu-
nities data requires a sound understanding not only
of species–environment correlations but also of the
mechanisms responsible for these patterns. Beyond
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correlative studies such as those currently used to
build transfer function models, a good ecological
understanding based on a combination of descrip-
tive and experimental studies is essential to sup-
port palaeoclimatic reconstructions (Mitchell et al.,
2008a). Such studies are rare (Mitchell, 2004). The
integration of descriptive ecological and experimen-
tal studies on testate amoebae in field and labora-
tory conditions will be advantageous. Studies on
the fine scale spatial variations in testate amoebae
communities and their seasonal patterns are also
scarce (Heal, 1964; Mitchell et al., 2000; Warner
et al., 2007). Further studies are needed to under-
stand the timing and patterns of testate amoebae
response to factors such as temperature and hydrol-
ogy. For the reconstruction of palaeohydrology of
peatlands in general, a challenge is the applica-
tion of testate amoeba analysis in minerotrophic
fens, which also includes the basal part of most
peatland palaeoecological records. In fens the com-
plexity of testate amoeba communities and identi-
fication increases (Heal, 1961; Lamentowicz et al.,
2010) and most transfer functions do not cover the
minerotrophic end of the gradient well (Mitchell
et al., 2008b; Payne and Mitchell, 2009; Wall et al.,
2010).

3. Theoretical aspects. Recently several studies have
addressed questions such as how the number of
counted individuals and the mesh-size of filters
used for sample preparation affect the reliability of
community estimates and the quality of palaeoe-
cological inferences (Mitchell et al., 2008b; Payne
and Mitchell, 2009; Wall et al., 2010). More work
is needed to optimize the protocols for sample
preparation and analysis.

Biomarker Compounds and Stable Isotope
Ratios as Indicators of Environmental
Change in Peatlands

Biomarkers

Organic biomarkers, or molecular fossils, are recal-
citrant compounds whose origin can be traced to a
particular taxon of organism. These compounds can
be used to create reconstructions similar to traditional
plant macrofossils. In peatlands, these compounds

are typically produced by plant epicuticular waxes
and are especially useful when decay leaves macro-
fossils unidentifiable. Molecules used in reconstruc-
tions can be general indicators of broad groups of
plants. Saturated hydrocarbons and their homologues
(n-alkanes, n-fatty acids and n-fatty alcohols) are a
typical example. The shorter chain varieties of these
molecules (20–26 carbons) are produced mainly by
Sphagnum, while the longer chain varieties (26–34 car-
bons) are produced mainly by vascular plants (Baas
et al., 2000; Nott et al., 2000; Pancost et al., 2002). The
relative abundance of short and long chain molecules
can be used as indicators of the past vegetation assem-
blages (Nichols et al., 2006). Specific biomarkers,
molecules that are produced by plants belonging to
only one genus, have also been identified. These
include 5-n-alkylresorcinols, a biomarker for the fam-
ily Cyperaceae (Avsejs et al., 2002) and n-alkan-2-
ones, a biomarker for the genus Sphagnum (Nichols
and Huang, 2007).

Biomarker methods for paleoenvironmental
reconstruction benefit from automation and user-
independent results. Traditional methods of counting
macrofossils and palynomorphs are time consuming
and are dependent on the skill of the person performing
the analysis. However, the library of species-specific
biomarkers is incomplete; the most useful biomarker
reconstructions from peatlands use general biomarkers
that distinguish broadly between Sphagnum and
vascular species.

Environmental Stable Isotopes

The natural abundance ratios of stable isotopes of
several common elements (H, O, C) can be used as
environmental indicators. Hydrogen and oxygen iso-
topes are used as indicators of hydrologic change, and
carbon isotopes are indicators of carbon cycle and
hydrologic cycle changes. Oxygen isotope ratios are
typically measured from cellulose extracted from peat.
Carbon isotopes can be measured both from cellulose
and from leaf-wax compounds (Xie et al., 2004).

Hydrogen and Oxygen Isotopes

Since the ultimate source of the hydrogen and oxygen
isotope ratios (δD and δ18O) of Sphagnum molecules
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is environmental water, these measurements are an
excellent way of tracking past changes in the hydro-
logic cycle. The sediments of ombrotrophic peatlands
are particularly well suited to this task as the only
input of water to these systems is by direct precipita-
tion. The hydrogen and oxygen isotopic composition
of Sphagnum molecules is therefore dictated by two
factors: the isotopic composition of the precipitation
and any enrichment by evaporation of water inside
and between the Sphagnum individuals. The δD and
δ18O of precipitation are extremely useful parameters
for paleoclimate reconstructions and provides informa-
tion about temperature, rainfall amount and moisture
source (Clark and Fritz, 1997). The amount of evap-
oration from peatland surfaces is also an important
palaeoclimate parameter which can be gleaned from
the δD and δ18O of Sphagnum molecules. Both precip-
itation isotopes and in situ evaporation must be taken
into account when interpreting hydrogen and oxygen
isotope data from peatlands.

Carbon Isotopes

Interpretation of carbon isotope measurements of
Sphagnum molecules can be a complicated matter
(Xie et al., 2004). Two competing factors influence
the carbon isotope ratio of fossil Sphagnum molecules
(e.g. cellulose, leaf waxes, etc.). The first is the car-
bon isotope ratio of the CO2 used for photosynthesis.
Though the preindustrial δ13C value for atmospheric
CO2 is often assumed constant for the Holocene, not
all the CO2 used by Sphagnum comes from the atmo-
sphere. Up to 15% of the CO2 used by Sphagnum
can come from recycled methane from lower in the
peatland (Raghoebarsing et al., 2005). Because the
δ13C value of methane is so low (–40‰ to –60‰),
it can dramatically affect the ultimate δ13C of the
Sphagnum molecules. The amount of recycled CO2

available to Sphagnum is influenced mainly by the wet-
ness of the surface of the peatland. When the peatland
is wetter, more methane-derived CO2 is available at
the surface for use by Sphagnum (δ13C decreases). A
record of δ13C of Sphagnum lipids from a Norwegian
peatland has been interpreted this way to represent sur-
face moisture (Nichols et al., 2009).Wetness of the
Sphagnum itself also directly influences the δ13C of
its molecules. When the Sphagnum plant is more sat-
urated, the water film over the photosynthetic cells

impedes the incorporation of CO2 and thus the plant
becomes less selective against 13C (δ13C increases)
(Williams and Flannagan, 1996). Because of these
competing factors, δ13C records derived from peat
sequences are, at this time, rare and must be evaluated
carefully.

Sand Grain and Dust Influx in Peat Bogs
as Proxies of Past Circulation Strength

The interest in past atmospheric circulation changes,
as well as changes in dust flux, has increased dur-
ing recent decades (Goudie and Middleton, 2006).
Although past changes in atmospheric circulation
vigour and the position of Westerlies have been recon-
structed using, for example, sea-salt spray indicators in
ice cores from Greenland (e.g. Meeker and Mayewski,
2002), many reconstructions from north-west Europe
are indirect; changes in effective precipitation, recon-
structed from glaciers (e.g. Bakke et al., 2008), lake
sediments (e.g. Seppä et al., 2005) or peat bogs (e.g.
Swindles et al., 2010) are often interpreted in terms
of atmospheric circulation changes. However, few
records exist that can also be directly interpreted in
terms of increased or decreased cyclone frequency
and/or intensity. In addition, the sources and flux vari-
ability of dust storms are poorly understood; however,
dust flux is of particular importance as it has strong
feedbacks with global (Goudie and Middleton, 2006)
and local (Painter et al., 2007) environmental and cli-
matic changes. During the last century, an increase in
the frequency of dust storms has been observed for
some areas (for example, in North America; Neff et al.,
2008). The origin (natural or anthropogenic) of this
increase is still poorly understood. Therefore, it is nec-
essary to study the fluctuation of atmospheric dust flux
during pre-anthropogenic times in detail.

Sand Grains in Peat Deposits

Recently, detailed analysis of sand grains (>60 μm)
in peat bogs has been carried out in North-West
Europe (e.g. Björck and Clemmensen, 2004, De Jong
et al., 2006; 2009, Sjögren, 2009). These discuss the
use of the sand particle content in peat bogs as a
proxy for past atmospheric circulation characteristics.
In raised bogs, in the absence of inflowing streams,
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non-biogenic mineral particles found in peat cores
are assumed to have been transported through the air.
However, this is only true if the peat bog is very
large, or situated in a flat or gently sloping topogra-
phy, so that surface runoff onto the peat surface can
be excluded (see, e.g. Caseldine et al., 2005). In addi-
tion, changes in the availability of erodible materials
as well as bog microtopography have to be taken into
account.

Sand grains are transported either by strong winds
alone, or in combination with a snow cover on the
peat surface which would facilitate sand grain trans-
port over the bog surface (Björck and Clemmensen,
2004). Therefore, the quantity and size ranges of these
sand grains can be used to reconstruct past atmospheric
circulation strength (cyclone frequency and/or inten-
sity) in a region. The total aeolian sediment influx
(ASI, quartz grains > 125 μm) has been used to derive
the occurrence and frequency of strong cyclonic activ-
ity in south-west Sweden during the past 6,500 years
(Björck and Clemmensen, 2004; De Jong et al., 2006,
2009). Similarly, Sjögren (2009) used sand mass accu-
mulation rates (SMAR, quartz grains > 60 μm) in
peat profiles in northern Norway as a proxy for past
atmospheric circulation types (Fig. 3). In the afore-
mentioned studies, peat bogs are situated near the local
shorelines and in close proximity to sandy deposits,
such as coastal dunes. Therefore, sand availability was
not a limiting factor for sand transport. A direct com-
parison between pollen records and ASI values from
two sites showed that changes in land use were not
a driving force behind the ASI peaks either (De Jong
et al., 2009).

Dust Particles in Peat Bogs

Reconstructed soil dust flux and peat geochemistry
are also used as proxies for past circulation strength
(de Vleeschouwer et al., 2009). Because peat bogs
are typical for humid climates where the soil would
naturally be stabilized by vegetation, wind erosion
of the soil is reduced to a minimum (Mattson and
Koutler-Andersson, 1954). Therefore a large contribu-
tion of fine dust in peat bogs may be long-distance
transported. Sahara dust, for example, is a source
of mineral dust to European peat bogs (Kylander
et al., 2005) and is mainly composed of quartz, clays,
carbonates and feldspars (Bücher and Lucas, 1984).

Ti (Titanium), like other conservative elements (Al,
Sc, La, etc.), can be used as a proxy for soil dust
influx. By taking into account the mean Ti concen-
tration in soils (in the upper continental crust, Ti =
4,100 μg/g, McLennan, 2001), the mean accumulation
rate of peat and the density of the peat, the amount of
atmospheric soil dust flux (ASD) into the peat bog can
be calculated (Shotyk et al., 1998). ASD can be used
as a proxy for the combined effects of the degree of
soil erosion and atmospheric circulation strength over
a region. In ombrotrophic bogs, variations in Ti con-
centrations have been linked to variations in soil dust
inputs (Görres and Frenzel, 1993; Shotyk et al., 1998)
originating from either agricultural activities (Hölzer
and Hölzer, 1998) or variation in natural atmospheric
soil dust input (Shotyk et al., 1998). Recently, de
Vleeschouwer et al. (2009) reconstructed ASD fluxes
using Ti concentrations, bulk densities and accumula-
tion rates from a peat bog in North-West Poland, which
showed strong fluctuations during the Little Ice Age
(Fig. 3).

Tracing the Sources of Dust Input

To discriminate between remote and local dust sources,
geochemical analyses can be used. Conservative
lithogenic elements in the peat column can be used as
fingerprints of the dust input. The preferred elements
are Titanium, Scandium and Yttrium (Ti, Sc and Y)
and rare earth elements (REE). For example, several
studies have shown that most of the Ti comes from
natural sources (e.g. soil erosion). Most of the parti-
cles coming from soil and rock erosion are silicates
and aluminosilicates. These particles have low sensi-
tivity to dissolution, even in the acidic environment of
a peat bog (Le Roux et al., 2006; Le Roux and Shotyk,
2006). Despite their anoxic and reductive conditions,
Aubert et al. (2006) have recently demonstrated that
the REE signal is preserved in the peat column. This
has been used to reconstruct dust origin in the Southern
Hemisphere: Australia (Kylander et al., 2007; Muller
et al., 2008), New Zealand (Marx et al., 2009) and
Indonesia (Weiss et al., 2002).

As in ice cores, the dust origin can be traced with
radiogenic isotopes of strontium, lead and neodymium.
However, lead only represents natural dust input earlier
than ca. 6,000 BP, before lead metallurgy. Strontium is
problematic since it can be mobile in the peat column.
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However, the strontium isotope signature can be mea-
sured in acid insoluble particles, where strontium is
assumed to be unaffected by post-mobilization pro-
cesses (Sapkota, 2006). Neodymium (a REE) isotope
analysis has so far not been used on peat bog sedi-
ments. Kamenov et al. (2009) used this method to trace
dust input in a core from Florida Bay marsh, suggest-
ing this method can be applied successfully to peat
cores as well.

Reconstructions of Past Atmospheric Circulation
Characteristics

ASI reconstructions from two peat bogs in south-west
Sweden, situated ca. 60 km apart, show a nearly identi-
cal sand influx pattern throughout the past 3,000 years
(De Jong et al., 2009). ASI values reconstructed from
two additional bogs in south-west Sweden (Björck and
Clemmensen, 2004; De Jong et al., 2009) also show

generally similar trends (Fig. 3). Furthermore, compar-
ison with reconstructed dune-reactivation phases along
the west coast of Denmark (Clemmensen et al., 2009)
shows broadly similar patterns, indicating the reliabil-
ity of the ASI method as a proxy for regional-scale
circulation strength. In south-west Sweden, increased
circulation strength was recorded in particular after ca.
2,800 cal years BP (De Jong et al., 2006; 2009)

Similarly, SMAR measured in three peat profiles
from an ombrotrophic bog situated on the west coast
of northern Norway (Sjögren, 2009) gave consistent
signals, although the magnitude of total sand accu-
mulation fluctuated strongly between the three profiles
and over time (Fig. 3). Strong increases in SMAR val-
ues around 3,150–2,800, 2,500–2,100, 1,450–1,100,
950–550 and 250 to +50 cal years BP were inter-
preted mainly as periods of major shifts in the wind
regime. However, overgrazing and intense agricultural
activities have certainly played an important role dur-
ing some of these phases (Sjögren, 2009).

Fig. 3 Reconstructions of mineral influx into peat bogs in
Northwest Europe, showing SMAR (sand mass accumulation
rates, Sjögren, 2009) for two cores from Hasvik, northern
Norway (notice the logarithmic scale on the x-axis); ASI (aeo-
lian sediment influx) from the Store Mosse bog (De Jong
et al., 2009), Undarsmosse Bog (De Jong et al., 2006) (notice
the logarithmic scale on the x-axis) and Hyltemossen bog
(Björck and Clemmensen, 2004); ASD (aeolian soil dust flux)

from Slowínskie Blota bog, northern Poland (de Vleeschouwer
et al., 2009). The majority of the records reflect increased
mineral particle influx values around 2,700–2,000 cal years
BP and around 600–100 cal years BP, which was interpreted
as an increase in atmospheric circulation vigour. During the
most recent phase, increased sediment availability most likely
enhanced peak amplitudes
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The ASD profile reconstructed from the Slowínskie
Blota Bog in northern Poland (de Vleeschouwer et al.,
2009) also showed increased values during LIA cold
shifts (Fig. 3). Focusing on the period between AD

1000 and AD 1900, the ASD displays two main peaks
around ca. AD 1370 and ca. AD 1650. These ASD
peaks are also reflected in the density and the Ti
profiles (de Vleeschouwer et al., 2009), indicating
increased soil erosion around these times.

Strengths and Weaknesses

For the interpretation of minerogenic influx into peat
bogs, it has to be kept in mind that the three mentioned
proxies (ASI, SMAR and ASD) reflect the accumu-
lation of different sizes of mineral particles, the last
reflecting the smallest fraction. Therefore, ASI is likely
to reflect extreme events only, whereas ASD is likely
to record overall changes in the mean wind strength.
Flux reconstructions should be used only in records
with robust, high-resolution age-depth models since
changes in peat accumulation rates strongly affect flux
values. Moreover, as it involves the density of the
peat, this latter parameter should be measured by tak-
ing multiple bulk peat samples of a specific volume
to minimize errors. It is not possible to reconstruct
whether high particle concentrations are related to sin-
gle extreme events or to a series of moderately strong
wind events. Moreover, the quantity and size range
of particles is not just dependent on wind character-
istics but also on sediment availability. Throughout the
course of the Holocene, sediment availability in most
regions in North-West Europe has fluctuated. This is
partly due to natural causes (e.g. vegetation succes-
sion, climate change) and to an increasing extent due to
human impact on the landscape. Large-scale deforesta-
tion, grazing and the development of agriculture has
caused a high degree of openness of the landscape (e.g.
Berglund et al., 1991). Intense agriculture has led to the
nearly complete exposure of soils to wind erosion, in
particular in autumn and winter, which is the season in
which westerly storms are most frequent and strong in
North-West Europe (Alexandersson et al., 1998). For a
correct interpretation of the different mineral fractions
in the peat, a reconstruction of land use and defor-
estation is necessary. For the fine fractions, an esti-
mation of particle emissions from, for example, mines
and cement factories would be helpful to assess the

particle input into the atmosphere over time. If
human impact has been accounted for, these proxies
have the potential to provide detailed information on
large-scale variability of past atmospheric circulation
strength.

Stomatal Records from Subfossil Leaves
as Proxies of Plants’ Responses to Past
Atmospheric CO2 Variations

Carbon dioxide (CO2) is the most important anthro-
pogenic greenhouse gas and a large percentage of
its recent change is attributed to anthropogenic car-
bon emissions (IPCC, 2007). Over the past 800,000
years atmospheric CO2 concentrations have varied
from minima of 170–200 parts per million by volume
(ppmv) in glacials to maxima of 280–300 ppmv in
the recent interglacials (Petit et al., 1999; Lüthi et al.,
2008). Present CO2 concentrations already exceed the
natural variability of this greenhouse gas and predic-
tions for atmospheric CO2 concentrations over the next
two centuries suggest that CO2 concentrations will
increase at a rate that will depend on the reductions
of anthropogenic emissions (Meehl et al., 2007).

Photosynthesis by C3 plants is highly sensitive to
variations of CO2 concentrations in the air. Stomata
are small pores on the protective leaf cuticle around
the outside of the aerial parts of land plants (Fig. 4).
They are the main link between the plants’ interior
and the atmosphere and are necessary because land
plants have internalized their gas exchange surfaces
and developed waterproof coatings to avoid water loss.
Stomata allow CO2 in for photosynthesis and let water
molecules out, thus carbon gain and water loss are
intimately connected (McCarroll and Loader, 2004).

Plants are able to regulate water loss and carbon
gain with mechanisms that respond to short-term as
well as to long-term changes in CO2. After the com-
pletion of leaf expansion, stomatal densities remain
constant while the stomatal aperture changes on short
timescales (in the order of minutes) in response to
environmental signals, including CO2 concentrations.
These signals can trigger alterations to guard cell
turgor, cytoskeleton organization, membrane transport
and gene expression (Hetherington and Woodward,
2003 and references therein; Young et al., 2006). It
has been shown that leaf stomata can close in response
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Fig. 4 Left panel: Image of a
Betula nana leaf cuticle. Right
panel: Schematic figure with
guard cells of stomata (dark
grey), stomatal pores (light
grey), and epidermal cells
(white)

to high CO2 levels and open at low CO2. For exam-
ple, experiments carried out under high (double that
of present) atmospheric CO2 concentrations show that
stomatal apertures are reduced by 20–40% in sev-
eral plant species (e.g. Bunce, 2004). Such changes
in stomatal apertures can also occur in response to
changes in photosynthesis and respiration, which are
influenced by the light/dark transitions (in the dark
CO2 increases in leaves by cellular respiration). Hence,
stomatal apertures change also along with the diurnal
cycle.

In addition to stomatal aperture, stomatal density
(SD, i.e. the number of stomata per unit area) or the
stomatal index (SI, i.e. the ratio of stomata versus epi-
dermal cells per unit area) can vary. Woodward (1987)
first reported changes in SD in response to changes in
atmospheric CO2 concentrations for seven species of
temperate forest trees and a shrub species. Responses
of SD and/or SI to an increased atmospheric CO2 con-
centration have since then been reported for several
C3 species (Royer, 2001). According to Hetherington
and Woodward (2003), the mean response is an 11%
reduction with a doubling of the CO2 concentra-
tion. However, several plants show an increase or no
change at all of stomatal densities in response to CO2

increases.
Although the regulating pathway is not yet com-

pletely defined, the discovery of the HIC gene in
Arabidopsis thaliana indicates a genetic control for
the CO2 response of stomatal development (Gray
et al., 2000). Additional support for developmen-
tal control emerges from experiments showing that
the CO2 concentration around mature leaves deter-
mines the SD of new leaves (Lake et al., 2001).
However, any mechanism should be valid for the
entire range of species-specific responses to CO2

increases including increases, decrease, or no response

of SD (Hetherington and Woodward, 2003). Lake and
Woodward (2008) proposed a putative mechanism that
involves stomatal-development control by transpira-
tion rate and leaf abscisic acid (ABA) concentrations.

Experimental Settings to Study Stomatal
Frequency Responses

Stomatal frequency (SF, i.e. SD and SI) responses
to changes in atmospheric CO2 concentrations can
be studied using several techniques, including CO2

enrichment experiments, herbarium studies and palae-
orecords. CO2 enrichment experiments (whether
glasshouse, open top chambers (OTCs), and free-
air CO2 enrichment (FACE) experiments) have the
advantage of allowing short-term (interannual to sub-
decadal scales) investigation of plants’ responses to
CO2 changes while keeping other environmental vari-
ables (e.g. light intensity, temperature, soil conditions
and humidity) constant or continuously monitored
(Tricker et al., 2005; Körner, 2006; Ainsworth and
Rogers, 2007). By contrast, to assess longer-term adap-
tation of plants to CO2 changes (e.g. at decadal or
centennial scales), leaves collected from herbaria as
well as subfossil leaves from peat bogs or lake sedi-
ments are useful (e.g. Woodward, 1987; Wagner et al.,
1996). The method involves the analysis of cuti-
cles, which mirror the morphological structure of the
leaf epidermis, including stomata. However, herbar-
ium studies do not cover timescales longer than the
past ca. 200 years and leaves analysed in such stud-
ies often have diverse provenances and indeterminable
environmental conditions. Subfossil leaves, in contrast,
have the advantage of providing long-term records of
plant species’ responses over centennial and millennial
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timescales. Since cuticles are made of waxes resis-
tant to degradation under anoxic conditions (e.g. in
peat or lake sediments), subfossil leaf cuticles accu-
mulated in wetlands retain a record of long-term
stomatal responses and adaptation to CO2 changes.
This approach allows the assessment of responses to
external factors over a longer time scale than that avail-
able to modern ecologists, and it provides a temporal
perspective on responses under different climatic con-
ditions and in times of rapid climatic change. It thus
helps to assess the results of ‘experiments conducted
by nature’ (Deevey, 1969).

Methods of Assessing Stomatal Frequency

Stomata on modern and fossil leaves can be observed
and counted either using epifluorescence or transmitted
light microscope. By using an image analysis system
connected to the microscope, additional morphomet-
ric measurements can be obtained, such as stomatal
pore length, stomatal pore width and cell wall undu-
lation (e.g. Kürschner, 1997). The stomatal frequency
of angiosperm leaves is conventionally expressed in
terms of SD and/or SI. Counting fields should be lim-
ited to interveinal areas because stomata are mostly
absent on leaf veins. To obtain accurate estimates of
the mean SF per leaf, it is necessary to analyse several
counting fields per leaf and to limit the analysis to the
central leaf lamina because, as shown on specimens of
Alnus glutinosa, up to 2.5 fold variations of stomatal
frequencies were observed (Poole et al., 1996; 2000).
In addition, the separation of sun and shade leaves
may be important as the position of leaves within the
canopy influences the leaf growth, which in turn can
affect SD (Poole et al., 1996; Kürschner, 1997). In
conifers, the arrangement of stomata into rows occur-
ring either in single file or grouped in bands parallel
to the long needle axis prevents assessment of stomatal
frequency based on small counting fields. Thus a series
of techniques have been developed to estimate stomatal
responses to CO2 changes of conifer species, such as
the stomatal number per length, the SD per length and
the true SD per length, which is a measure of the num-
ber of stomata per unit needle length (see, for example,
McElwain et al., 2002; Kouwenberg et al., 2003, Eide
and Birks, 2006).

Models used to infer CO2 based on SF have been
developed using different approaches: (i) ‘calibration

in time’ based on historical series as described above
and (ii) ‘calibration in space’ using leaves collected
along altitudinal transects. For calibration in space,
responses are modelled using records along altitudi-
nal transects because CO2 partial pressure decreases
with altitude. In several cases the two approaches have
been combined to increase the gradient length of the
modern datasets. Some training sets were developed
including closely related species assuming that the
species-specific responses to CO2 changes are sim-
ilar (e.g. Wagner et al., 1999; Jessen et al., 2005).
Interestingly, the stomatal responses are not always
equivalent between studies, as indicated by differ-
ent results on stomatal responses of Betula pubescens
(Wagner et al., 1999; Eide and Birks, 2006).

Ice Core and Stomatal Based Reconstructions
of Atmospheric CO2 Concentrations

Air bubbles in Antarctic ice cores offer the most direct
measurements of past atmospheric CO2 concentration
(e.g. Siegenthaler et al., 2005b), providing a continu-
ous record of CO2 changes for the past 800,000 years
(Lüthi et al., 2008). Older CO2 concentrations have
been estimated by various techniques, including stom-
atal frequencies (e.g. Beerling and Chaloner, 1992; Van
der Burgh et al., 1993; Pagani et al., 1999; Kürschner
et al., 2008). Stomatal-based inference models have,
however, also been used to reconstruct CO2 changes
for time periods for which ice-core derived CO2

records are available. The interest lies in the smoothed
nature of ice-core gas measurements in comparison to
the indirect and potentially less smoothed stomatal-
based reconstructions from deciduous plants. In ice
cores, air bubbles are not closed off from the atmo-
sphere until they reach the base of the firn layer.
The rate of this process varies in time and space.
Nevertheless, analysis of air extracted from multiple
suitable ice cores with different snow-accumulation
rates are all consistent with pre-industrial variations of
CO2 during the past millennium. These variations are
limited to changes of 12 ppmv at most (Siegenthaler
et al., 2005a). This shows that ice-core derived CO2

concentration measurements are highly comparable.
Moreover, they are in good agreement with records
of a large network of direct atmospheric measurement
stations starting in AD 1958 on Mauna Loa and the
South Pole (Keeling et al., 2005; 2008).
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Further back in time, however, snow-accumulation
rates were lower (e.g. during the late glacial-early
Holocene transition). According to Neftel et al. (1988),
CO2 fluctuations with a duration of less than twice
the bubble enclosure time (for example, up to 550 cal
years in Dome Concordia (Monnin et al., 2001)) can-
not be detected. By contrast, leaves of deciduous plants
are formed each year and potentially provide an indi-
rect record of CO2 changes at annual resolution. While
some stomatal-based reconstructions support the main
trends in CO2 changes as recorded by ice cores (e.g.
Rundgren and Beerling, 1999), others suggest high-
amplitude variations of past atmospheric CO2 concen-
trations at centennial or even decadal timescales during
the last deglaciation and the Holocene (Beerling et al.,
1995; Wagner et al., 1999; McElwain et al., 2002;
Wagner et al., 2004; Kouwenberg et al., 2005; Van
Hoof et al., 2005; Jessen et al., 2007). For example,
stomatal-inferred reconstructions and ice-core derived
CO2 measurements diverge during the Younger Dryas.
Based on leaves of various species from records in
the Northern Hemisphere (Norway, Beerling et al.,
1995; Canada, McElwain et al., 2002) a CO2 concen-
tration drop of ca. 65 ppmv at the onset of the Younger
Dryas and an increase of ca. 50 ppmv CO2 at the
transition to the Holocene (11,650 cal years BP) was
reconstructed. Another reconstruction obtained with a
composite record of three different plant species from
Sweden suggested a drop of CO2 concentrations of
ca. 50 ppmv during 12,700–12,400 cal years BP fol-
lowed by a gradual increase during the Younger Dryas
stadial and stable CO2 values during the transition to
the Holocene (Rundgren and Björck, 2003). By con-
trast, there is no sign of a CO2 reduction in Antarctic
ice cores (Monnin et al., 2001; Lüthi et al., 2008).
The causes for these discrepancies are strongly debated
(see, e.g. Monnin et al., 2001; McElwain et al., 2002).

The difference between the stomatal-based CO2

reconstructions and the ice-core derived CO2 mea-
surements is important for understanding the carbon
cycle, and for modelling climate responses to changes
in the atmospheric CO2 concentration. For example, as
noted by Joos and Spahni (2008), the twentieth-century
increase in CO2 and its radiative forcing occurred
more than an order of magnitude faster than any sus-
tained change during the past 22,000 years as recorded
in ice cores. Because stomatal-based reconstructions
may indicate that the past CO2 concentration changed
at rates similar to CO2 concentration changes during

the past 200 years, it is essential to evaluate uncer-
tainties, potentials, and pitfalls of stomatal-based CO2

reconstructions (Poole et al., 1996; Finsinger and
Wagner-Cremer, 2009).

Signal or Noise: Validation of Stomatal-Based
CO2 Reconstructions?

The most powerful means to validate palaeo-proxy
reconstructions is to compare proxy-based recon-
structions to measured records. A methodical assess-
ment of the CO2-prediction quality of SF data with
herbarium-training sets and measured-SF records for
three subtropical species showed significant differ-
ences in prediction accuracy (Wagner et al., 2005).
Although these results were promising, they empha-
sized the need to validate SF-inferred CO2 recon-
structions. More recently, using a well-dated stomatal
record of subfossil B. nana leaves collected from a
peat bog in Kiruna, northern Sweden, Finsinger and
Wagner-Cremer (2009) were able to compare recon-
structed vs. measured CO2 concentration records for
the past 140 years. They used two inference models
developed with the same herbarium-training set of B.
nana and B. pubescens (Fig. 5a, b) and reconstructed
CO2 changes based on the subfossil Kiruna leaf record.
They could show that reconstruction uncertainties can
be as large as ~70 ppmv, a span that corresponds to
CO2 changes that occurred during glacial/interglacial
transitions (Petit et al., 1999). The large uncertain-
ties were obtained by combining two different sources
of uncertainties: (i) those of the inference models
used for the reconstruction (method error) (Fig. 5a, b)
and (ii) those derived from the difference between
reconstructed and expected values (validation error)
(Fig. 5c). These uncertainties are thought to result
from the inherent variability of SF within and between
leaves of individual plants. In addition, although it is
recommended to limit the analysis to the central leaf
lamina (Poole et al., 1996, 2000), it is often difficult to
determine the location of the central leaf lamina if only
leaf fragments are available for analysis.

On the other hand, as shown in Fig. 5d, decreas-
ing residuals (reconstructed – measured) attests to
the higher prediction ability of smoothed reconstruc-
tions. This is consistent with Van Hoof et al. (2005),
who used stomatal-based CO2 reconstructions between
the tenth and sixteenth centuries and showed that the
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Fig. 5 a and b Stomatal density-based inference models (thick
lines) for atmospheric CO2 reconstruction based on herbarium
leaves (empty triangles) (from Finsinger and Wagner-Cremer,
2009). Thin lines: ± 1 RMSE. c Stomatal density-inferred
atmospheric CO2 concentration reconstruction obtained with
the inference models (a and b) and a stomatal density record
from the Kiruna mire (Sweden) (not shown). Atmospheric CO2
concentrations are from Mauna Loa (Keeling et al., 2008) and

from Law Dome ice core (Antarctica, MacFarling Meure et al.,
2006) (modified from Finsinger and Wagner-Cremer, 2009).
d Residuals (expected–predicted) of stomatal density-inferred
reconstructed values. Empty blue circles: unsmoothed recon-
struction; lines: smoothed stomatal density-inferred CO2 recon-
struction. Smoothing was performed using locally weighted
regression (Loess, Cleveland and Devlin, 1988) with different
smoothing windows (spans)

discrepancies between the amplitudes estimated by the
stomatal record and ice-core records diminished when
the raw stomatal record was smoothed. However, these
authors attributed the discrepancies to the smoothed
nature of CO2 records from ice cores. Finsinger and
Wagner-Cremer (2009) could show that strong dis-
crepancies occur between the stomata-inferred CO2

concentration and the annual instrumental CO2 record
(Fig. 5d). This clearly indicates that the apparent
disagreement between ice core and stomatal-based

CO2 reconstructions cannot be solely explained by
the inherently smoothed nature of ice core records,
as suggested by Blunier et al. (2005). It also indi-
cates that it is essential to validate stomatal-based
inference models to estimate uncertainties of recon-
structed CO2 concentrations. Clearly, a reconstruction
cannot have a smaller uncertainty than the model
uncertainty. Hence, stomatal-based CO2 reconstruc-
tions should be limited to low-frequency changes after
smoothing the records. It is therefore suggested that
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the degree of smoothing for subfossil records should
be consistent with the smoothing required for the val-
idation, instead of the degree of smoothing given by
the firn densification model of ice cores (Finsinger
and Wagner-Cremer, 2009). This may be feasible when
subfossil leaves are abundant and continuously present
in high-sedimentation rate natural archives.

Impacts of CO2 Changes on Plants
and Ecosystems

Stomatal geometry and stomatal density are the dom-
inant variables controlling the complex parameter of
stomatal conductance (gs). This in turn influences
plants’ water-use efficiency (WUE), a measure for
the amount of water loss at the leaf level per unit
of carbon gain. Globally, annual precipitation over
the land is about 110,000 km3 and evapotranspira-
tion accounts for a total of about 70,000 km3 (Jackson
et al., 2001), though annual total transpiration from
terrestrial vegetation is clearly highest in the trop-
ics and decreases towards the poles (Hetherington
and Woodward, 2003). Based on evidence for lower
stomatal frequencies in several plant species under
lower-than present CO2 concentrations, Woodward
(1987) first inferred decreased gs (i.e. increased WUE)
under modern CO2 concentrations due to changes
in stomatal densities. If one assumes that stomatal
geometry does not change after leaves are shed, then
maximal stomatal conductance (gmax) can be inferred
using SD, maximum pore length, and width (Franks
and Beerling, 2009). Clearly, gmax measurements from
subfossil leaves will have large uncertainties likely due
to within-leaf, within-plant and between-plant variabil-
ity of stomatal densities and geometry. However, the
long-term trend of gmax changes may be filtered out by
smoothing such records.

Present CO2 concentrations already exceed the
upper limit of the past ca. 800,000 years, and pre-
dictions for atmospheric CO2 concentrations over the
next two centuries suggest that CO2 concentrations
will likely increase further (Meehl et al., 2007). The
continued rise in CO2 concentrations will potentially
further decrease gs and increase WUEs, so plants will
become more efficient at water use (Bunce, 2004;
Saurer et al., 2004). However, species differ signifi-
cantly in their CO2 responses, which thus influences

vegetation dynamics (e.g. Woodward, 2002; Zweifel
et al., 2009). These aspects are gradually being inte-
grated into models used to reconstruct past vegetation
dynamics (e.g. Wu et al., 2007; Prentice and Harrison,
2009) and to predict vegetation changes at the biome
scale.

In addition to exerting (i) a radiative forcing on the
climate system and (ii) having an influence on veg-
etation dynamics, increasing concentrations of atmo-
spheric CO2 may also (iii) alter the climate system
through direct effects on plant physiology (Forster
et al., 2007). As suggested by recent studies, the result-
ing ‘CO2 physiological forcing’ (Sellers et al., 1996;
Betts et al., 1997) may have a significant impact on
a model’s climate sensitivity (e.g. Doutriaux-Boucher
et al., 2009). The effect of the CO2 physiological
forcing, caused by plant stomatal responses to CO2

changes that may alter the evapotranspiration of ter-
restrial ecosystems is, however, still poorly understood
and it has an unknown impact on radiative forcing and
on feedbacks dependent on global-mean temperature
(Doutriaux-Boucher et al., 2009).

One uncertainty for the prediction of future climates
lies therefore in the response rate of plants to increas-
ing atmospheric CO2 concentrations. Clearly, stomatal
density can never be zero and WUE cannot rise indef-
initely. Using subfossil leaves and herbarium speci-
mens, Kürschner et al. (1997) suggested a non-linear
(sigmoid) response of stomatal frequency changes for
two birch and one oak species and predicted species
specific response limits to CO2 at ~350 and 400 ppmv,
respectively. Accordingly, some species that did not
alter their stomatal frequency in recent decades may be
beyond their response limits (Woodward et al., 1991).
The change in gmax of individual plants may be scaled
up through to the community level assuming that plants
do not tend to develop leafier canopies (Woodward
et al., 1991). Consistent evidence for response lim-
its comes from evidence of stable carbon isotope
changes (δ13C) from tree rings, indicating that WUE in
some trees across northern Europe is no longer rising
(Waterhouse et al., 2004). Long-term records derived
from subfossil leaves preserved in wetlands may thus
be a valuable source to constrain the response limits
of plants (e.g. in terms of gmax) to past atmospheric
CO2 changes. In combination with whole-plant WUE
records (e.g. from δ13C records) they may be used to
better constrain the response limits of individual plant
species to changing atmospheric CO2 concentrations.
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Climate Variability Reconstructed
from Peat Bogs

Since the early part of the last century, peat bog
stratigraphy has been used to reconstruct past cli-
matic changes. Because the typical peat accumulation
rate for the past ca. 2,000 years in Europe is 10–20
years/cm, finely sampled peat cores can provide data
on a decadal time scale for this period (Blackford,
2000). Recent advances in dating methodologies allow
for high-precision reconstructions of specific climatic
events and their possible causes. However, a remaining
difficulty is the interpretation of proxy data, since the
exact climatic meaning of, for example, bog surface
wetness (BSW) changes remains illusive. Increases in
BSW are often described as being the results of ‘wetter
and/or cooler’ conditions, which is not always help-
ful for climatic inferences (Charman, 2007). However,
as described in the previous sections, the use of trans-
fer functions and a multi-proxy approach could be the
way forward to improve climatic reconstructions from
peatlands (Blackford, 2000). Furthermore, studies with
a high chronological precision can be compared from
different localities, which allows for regional-scale
climatic reconstructions with minimal chronological
offsets (e.g. Swindles et al., 2007 and Mauquoy et al.,
2008).

Environmental reconstructions from peatlands often
register considerable changes that appear to be simul-
taneous over large regions (Hughes et al., 2000; Barber
et al., 2003). Many studies find particularly large vari-
ability around 2,650 14C years BP (van Geel et al.,
1996) and between 500 and 100 cal years BP (encom-
passing the so-called Little Ice Age, Mauquoy et al.,
2002b; Lamentowicz et al., 2008a). These periods are
characterized by rapid changes in bog surface wet-
ness (BSW), as well as fluctuations in minerogenic
influx (see Fig. 3). The causes for these BSW vari-
ations are debated (Plunkett and Swindles, 2008).
Both mentioned time periods are characterized by
large variations in solar activity, as reconstructed from
14C variations. Therefore, a ‘solar link’ for these
BSW variations is often implied (e.g. van Geel et al.,
1996; Mauquoy et al., 2002a; 2008). Detailed 14C
wiggle-match dating of finely sampled peat records,
mainly from the North Atlantic region, has provided
strong arguments for a ‘solar link’ to these variations
in BSW. For the time period ~2,650 14C years BP,

findings from the Northern Hemisphere are supported
by studies from Chile (van Geel et al., 2000) and south-
ern Patagonia (Chambers et al., 2007a), which also
show a rapid change in BSW at this time, pointing to a
globally synchronous climatic response.

However, the response time of the recorded environ-
mental changes to decreased solar irradiance appears
to vary between sites (e.g. Swindles et al., 2007). This
may in part be due to a natural ‘smoothing’ that occurs
in peat bogs with low accumulation rates (Mauquoy
et al., 2008). However, it may also point to a dif-
ferent process, such as oceanic circulation changes
in response to solar forcing (Swindles et al., 2007;
Plunkett and Swindles, 2008), which would in turn
have a delayed impact on precipitation and evapora-
tion rates in the oceanic climate areas of North-West
Europe. More high-resolution, multi-proxy studies
with very tight chronological precision from different
regions are required to resolve the issue. In addition,
comparison with other high-resolution records (e.g.
lakes, speleothems) with independent dating would
improve our understanding of the processes that caused
rapid changes in BSW.

Impact of Climate Change on Peatlands
and Potential Feedback Mechanisms
on Climate

Palsa Mires in a Changing Climate

Marginal permafrost regions are very sensitive to envi-
ronmental and climatic changes (Sollid and Sörbel,
1998; Fronzek et al., 2006; Parviainen and Luoto,
2007). As a result of projected climate change, the
geographic position of the climatic envelope for dis-
continuous permafrost is likely to shift. ‘Palsa mires’
are wetland complexes with permanently frozen peat
hummocks. Palsas and peat plateaus are characteris-
tic permafrost features that are located in wetlands
in the zone of discontinuous permafrost. The peat
forms have permanently frozen cores elevated above
the surrounding wetland. Palsas are isolated permafrost
features generally less than 100 m in diameter with a
height of 1–7 m. Peat plateaus are flat-topped, gener-
ally lower and more extensive landforms, which may,
in some cases, cover areas over 1 km2 (Thie, 1974).
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In Canada palsas occur most frequently in the southern
part of the discontinuous permafrost zone whereas peat
plateaus occur predominantly in the north (Beilman
et al., 2001). In Fennoscandia palsa mires are treeless
bogs with dry surface vegetation communities dom-
inated by bryophytes, dwarf shrubs and lichens. In
contrast to this, in North America dense stands of black
spruce are common on subarctic bogs containing per-
mafrost (Zoltai and Tarnocai, 1971; Thie, 1974; Vitt
et al., 1994). Palsas and peat plateaus have been inten-
sively studied in Fennoscandia and Canada, whereas
data from Russia are relatively scarce (Oksanen,
2005).

Both local and climatic factors are important
for the presence or absence of permafrost in wet-
lands. Permafrost aggradation most often occurs in
Sphagnum deposits where pore waters are significantly
colder than in other types of wetland deposits (Vitt
et al., 1995), but permafrost landforms also develop
directly from sedge peat accumulated in fens (Brown,
1980). Optimal climatic conditions for the existence
of palsas are long, cold winters with little precip-
itation or strong winds (Seppälä, 1986), and mean
annual temperatures of –5 to –3◦C (Luoto et al., 2004).
However, palsas are found at higher mean annual
temperatures; for example, in northern Fennoscandia,
where the distribution of lowland permafrost is closely
related to the precipitation shadow east of the Scandes
Mountains (Luoto et al., 2004). Vegetation cover
may also be decisive for the presence of permafrost.
Whereas low vegetation or barren ground on palsas
in Fennoscandia promote snowdrift and thereby expo-
sure to low winter temperatures (Seppälä, 1986), the
presence of a dense tree cover on palsas in subarctic
North America reduces the amount of incoming solar
radiation and snow to the ground surface (Zoltai and
Tarnocai, 1971). Further, lichen cover is frequent on
both wooded and treeless palsas and cause an increase
in the albedo. In this way, both a sparse and dense veg-
etation cover on the palsa surface may in different ways
contribute to a negative energy balance and thereby
efficiently promote maintenance of permafrost below-
ground. Soil moisture is also an important factor for the
formation and maintenance of permafrost. At the onset
of freezing, a saturated peat layer increases the thermal
conductivity and allows heat transfer from the ground
to the atmosphere, whereas during summer, a dry peat
layer insulates permafrost from high air temperatures
(Seppälä, 1986).

Palsa features are cyclic in occurrence. They grow
and when they mature they start to collapse at the edges
by block erosion along surface cracks. The frozen core
starts to thaw as soon as the peat layer covering it is
lost. Such a development may result in internal lawns,
collapse scars or thermokarst ponds, often the only
remains of a palsa (e.g. Vitt et al., 1994; Payette et al.,
2004). Permafrost degradation on treed palsas causes
trees to tilt, and complete permafrost thaw may cause
the trees to topple, become submerged and eventu-
ally overgrown by fen communities to create internal
lawns. In the boreal Haut Fagnes Plateau in Belgium,
so-called ‘viviers’ have been interpreted to represent
remnants of past mineral-cored palsas (lithalsas) that
aggraded permafrost during the Younger Dryas cold
spell 11,500 years ago (Pissart, 2003).

Dating of Permafrost Phases
in Palsa Mires

Various methods can be used to determine when per-
mafrost formed in a peatland. Frost heave resulting
from aggradation of permafrost promotes the develop-
ment of a dry surface layer, suitable for the growth of
certain shrubs and trees. The oldest trees on palsas may
be used to indicate a minimum age of a permafrost
phase. The frequent occurrence of wildfires in these
ecosystems, however, affects the age distribution of
trees on a palsa. The age distribution of black spruce
on treed palsas may therefore reflect the occurrence
of past wildfires (Zoltai, 1993), in turn potentially
causing damage to local permafrost lenses in wet-
lands (Turetsky et al., 2002; Myers-Smith et al., 2008).
Mortality dates of black spruce stems submerged in
thermokarst ponds as determined by tree-ring analy-
sis, can be used to assess the timing of permafrost
decay (Vallée and Payette, 2007). Radiocarbon dating
of the lowermost layers of older palsa deposit offers
another possibility to date the timing of a permafrost
phase (Oksanen, 2005; Seppälä, 2005). Peat stratigra-
phies and reported radiocarbon dates from palsa mires
in northern continental Europe (including NW Russia)
indicate the initiation of permafrost aggradation during
the second half of the Holocene (reviewed by Oksanen,
2002, 2005). In Canada, early signs of permafrost
aggradation have also been dated to the later part of
the Holocene in response to regional cooling (e.g.
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Zoltai, 1993; Kuhry and Turunen, 2006). Multiple per-
mafrost aggradation and degradation phases within
wetlands are frequently reported; the latest during the
Little Ice Age after ca. 700 cal BP (e.g. Zuidhoff and
Kolstrup, 2000; Kuhry, 2008; Kokfelt et al., 2010).
Cautious sampling and knowledge of peat stratigraphy
is necessary to interpret radiocarbon dates originating
from dynamic permafrost environments, where highly
humified peat layers as well as erosion surfaces may
occur between strata. By combining detailed informa-
tion on peatland stratigraphy, biogeochemical changes
and a detailed chronology based on a combination of
210Pb and 14C dating, Kokfelt et al. (2010) demon-
strated the existence of a low accumulation layer in
a peat core from the Stordalen Mire in northern most
Sweden. This layer spans ca. 1,500 years and has
been interpreted to mirror an early period of per-
mafrost dynamics in the wetland. In the same study,
sediment sequences of adjacent lakes were used to
support conclusions regarding permafrost dynamics of
the peatland based on peat stratigraphy. Permafrost
phases dated from peat deposits were found to corre-
late with periods of relatively acidic lake water condi-
tions, resulting from the formation of poor fen and bog
communities in the peatland in response to frost heave.

Ecosystem Protected Permafrost
in Palsa Mires

Although the geographic position of the climatic enve-
lope for discontinuous permafrost is likely to shift if
global warming continues, the occurrence of palsas
and peat plateaus does not necessarily follow this shift
at the same pace. Peat thickness, vegetation cover and
snow depth are also important factors for palsa devel-
opment and preservation (Luoto et al., 2004, Seppälä,
2005; Fronzek et al., 2006). Permafrost is present in
peatlands under climatic conditions that do not sup-
port permafrost in other types of soils because of
the insulating properties of accumulated Sphagnum
peat (Halsey et al., 1995; Yi et al., 2007). Such per-
mafrost, so-called ‘ecosystem protected permafrost’
(Shur and Jorgensen, 2007), has formed under colder
climates but can persist as patches in a warmer climate.
‘Ecosystem protected permafrost’ is typically found
in climates where the mean annual air temperature is
approximately 2 to –2◦C (Shur and Jorgensen, 2007).

Hence, small changes in precipitation and air tempera-
ture may cause erosion and degradation of permafrost
in palsas and peat plateaus and thereby alter hydrology,
ecology and biogeochemical cycling of these wetlands.
In a warming climate, peat plateaus and palsas will be
affected and are thus expected to decrease dramatically
during the next 100 years (Fronzek et al., 2006).

Carbon Cycling in Relation to Degradation
of Permafrost in Palsa Mires

Describing carbon cycling of a landscape includes
a complex array of mechanisms and interactions
between major carbon compartments: atmosphere,
living vegetation, aquatic environments and sediment
stores such as peat and lake sediments. Palsa mires
in particular have distinct features and dynamics in
relation to emissions of the greenhouse gas methane
(Fig. 6); a very strong greenhouse gas with a radiative
potential 25 times that of CO2 over a time period of 100
years (IPCC, 2007). Intact palsas emit insignificant
amounts of methane (Bubier et al., 1995). Permafrost
degradation can, however, cause waterlogged condi-
tions and changes in vegetation composition whereby
the proportion of anaerobic to aerobic degradation of
organic matter together with the transport of methane
via sedges cause an increased production and flux
of methane to the atmosphere (Christensen et al.,
2004; Johansson et al., 2006; Ström and Christensen,
2007). At the Stordalen mire complex (northern-
most Sweden) microtopography and hydrological
changes as indicated by vegetation change alone were
calculated to have caused an increase in the landscape-
scale methane (CH4) emissions ranging between 22
and 66% from AD 1970 to 2000 (Christensen et al.,
2004). Ström and Christensen (2007) concluded that
the hydrological changes promoted the expansion
of plant species that stimulate the production and
transport of methane to the atmosphere. Johansson
et al. (2006) made a combined analysis including
both CO2 and CH4 exchanges at the same mire, and
showed an increased radiative forcing functioning of
this ecosystem owing to the relative importance of
increased CH4 emissions. Similarly, Turetsky et al.
(2002) showed that permafrost degradation features
(such as internal lawns) emit 1.6–30 times more CO2

and CH4 relative to palsas.
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Fig. 6 Schematic diagram of the processes governing the net ecosystem carbon balance, including pathways of CO2 and CH4
exchange with the atmosphere, in a permafrost environment (Christensen et al., 2009)

Changes in the delivery of organic carbon to aquatic
environments as a result of permafrost decay serve
another important source of increased emissions of
CO2 and CH4 to the atmosphere. In the aquatic envi-
ronment organic carbon is efficiently respired by lake
bacteria that cause lake water to become supersaturated
with respect to CO2, which is subsequently emitted
to the atmosphere (Kling et al., 1991). Along this
path, approximately 50% of the terrestrial derived car-
bon is emitted back to the atmosphere (Cole et al.,
2007). Landforms representing degrading palsas, such
as thermokarst ponds, internal lawns and collapse
scars, all emit significantly higher amounts of methane
than intact palsas and peat plateaus (Bubier et al., 1995;
Christensen et al., 2004; Turetsky et al., 2007).

The sink or source function of a terrestrial ecosys-
tem is typically measured by eddy covariance or

chamber measurement techniques, as the balance
between fluxes (photosynthesis versus respiration) to
and from the atmosphere (e.g. Johansson et al., 2006).
Measurements of this net ecosystem exchange (termed
NEE) quantifies the carbon flux in and out of a system,
where a positive value denotes a net source to the atmo-
sphere and a negative value denotes a net sink from the
atmosphere to the terrestrial system. However, NEE
measurements typically overestimate the sink function
of terrestrial ecosystems (Roulet et al., 2007), as car-
bon losses to aquatic environments are not accounted
for. Such losses are important to incorporate in carbon
budgets of catchments containing permafrost in peat-
lands, as the export of dissolved organic carbon (DOC)
to rivers, streams and lakes may increase dramatically
in response to thawing of permafrost (Frey and Smith,
2005).
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Current and Future Development
of Palsa Mires

Palsa mires are currently degrading at many sites
throughout their distribution, probably due to regional
climatic warming (Johansson et al., 2009). In Norway,
Hofgaard (2006) reported on a decreasing peat plateau
at Hagutjørnin, Dovre, which has been documented
over a 31-year period (1974–2005). From the same
area, Sollid and Sörbel (1998) reported that palsa
plateaus that were almost intact in the 1960s had
almost completely disappeared by the end of the
1990s. In sub-arctic Sweden, permafrost thawing has
been reported from palsa mires and peat plateaus
(Christensen et al., 2004; Johansson et al., 2006;
Åkerman and Johansson, 2008; Sannel and Kuhry,
2009). In the Abisko area (68º20′E, 19º02′E) this
has been associated with wetting of peat plateaus
(Christensen et al., 2004; Johansson et al., 2006,
Kokfelt et al., 2009) whereas in Tavvavuoma, north-
east of Abisko, the opposite scenario was observed
and thermokarst drainage has occurred during the last
four decades (Sannel and Kuhry, 2009). Degrading per-
mafrost in palsa mires has also been reported from

Finland (Luoto and Seppälä, 2003), North America
(Payette et al., 2004; Camill, 2005) and Western-
Siberia (Kirpotin et al., 2007)

Active Layer and Permafrost Temperatures

The trend in active layer thickness is not uniform
throughout the distribution range of palsas and peat
plateaus. Wright et al. (2009) reported that the active
layer thickness in a peat plateau in Canada at the
end of the season had increased from 1999 to 2006,
even though there was great inter-annual variabil-
ity. In northernmost Sweden, active layer thickness
had increased, ranging from 0.69 to 1.26 cm/year
during the last three decades in nine peat mires
in the Torneträsk catchment. In addition, permafrost
had disappeared completely at one site and at 81%
of all sampling points during the same time period
(Fig. 7). The increased active layer thicknesses are
correlated with increases in mean summer air tem-
perature, Degree-Days of Thawing (DDT) and in five
out of nine sites also with increases in snow depth
(Åkerman and Johansson, 2008). In contrast Seppälä

Fig. 7 The permafrost disappeared in 81% of a palsa mire in less than a decade (modified from Åkerman and Johansson, 2008).
a Photo of the Katterjokk mire (Jonas Åkerman) and b active layer thickness measurements
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(2003) reported that in Finland, no unusual develop-
ment in the active layer on palsas had been detected
and that new permafrost had formed in small peat
hummocks.

Associated with the increases in air temperatures
recorded in the Arctic during recent decades, ground
temperatures in areas underlain by permafrost have
increased (Walsh et al., 2005) by 0.5–2◦C at the depth
of zero annual amplitude (the distance from the ground
surface downward to the level beneath which there
is practically no annual fluctuation in ground tem-
perature) (Brown and Romanovsky, 2008). Permafrost
thawing occurs at the southern limits of the per-
mafrost zone (Brown and Romanovsky, 2008) and this
has contributed to a northward shift of the southern
boundary of discontinuous permafrost (Lemke et al.,
2007). Monitoring of permafrost temperatures in palsa
mires in northernmost Sweden shows that lowland per-
mafrost is currently degrading. Borehole recordings
show increasing ground temperatures of 0.04–0.05ºC
per year in the upper 1 m, and 0.03–0.04◦C per
year in the lower 12–15 m between 1980 and 2002
(Fig. 8). However, no trend was detected in the mid-
dle of the profile. The changes in ground temperatures

Fig. 8 Ground temperatures are rising in palsa mires in
the Abisko area and permafrost is thawing (modified from
Johansson et al., 2008)

were correlated with increasing air temperature and
increasing summer precipitation. At lower depths, the
increases may be due to possible increased heating
from a slightly warmer or more freely flowing ground
water (Johansson et al., 2008).

Experimental Snow Depth Manipulation

A thin snow cover is required in winter to preserve the
permafrost in palsa mires. In the Abisko area, north-
ernmost Sweden, a century-long trend of increasing
snow depth has been recorded during the last century
(Kohler et al., 2006) and this is projected to con-
tinue until the end of the twenty-first century (Sælthun
and Barkved, 2003). The observed change in snow
cover has affected peat mires in the area as thawing
of permafrost, increases in active layer thickness, and
associated vegetation changes have been reported dur-
ing the last decade (see above). To be able to predict
future changes due to climate change, it is necessary
to look at both vegetation and permafrost changes.
An experimental manipulation was set up in autumn
2005 to simulate future snow cover on a peat mire, as
was projected for the end of the century (Johansson
et al., submitted). After 3 years of treatment (plots with
snow fences and control plots), statistically significant
differences in ground temperatures were detected for
mean winter (October – May) temperatures (+0.5 to
1◦C at the treated plots) as well as for minimum winter
temperatures (+3 to 5◦C at the treated plots). No sig-
nificant difference was detected in the mean summer
soil temperature and the maximum soil temperatures.
A difference could also be detected between active
layer thickness in the control plots. The abundance of
species did not differ between treated and control plots,
although vegetation stayed greener for a longer time in
treated plots. This was related to a higher soil mois-
ture content in the treated plots at the end of summer.
However, the expected increase in soil moisture in the
beginning of the season in treated plots, due to addi-
tional snow, could not be detected for any of the 3 years
of treatment (Johansson et al., submitted).

Modelling Future Palsa Distribution

Climate envelopes of palsa mires are narrow and
hence they can be expected to be extremely sensitive



Climate and Peatlands 109

Fig. 9 Palsa mire distribution (solid black grid cells) according
to simulations with present-day climate and for future time peri-
ods, 2010–2039, 2040–2069 and 2070–2099, using a scenario
based on the HadCM3 General Circulation Model with the A2
emission scenario. Modified from Fronzek et al. (2006)

to changes in future climatic conditions (Parviainen
and Luoto, 2007). Luoto et al. (2004) mapped the
spatial distribution of palsas in northern Fennoscandia,
north of the Arctic Circle on a regular 10′ × 10′ grid
(Fig. 9). The distribution was then modelled using
climate envelope techniques that determine a statis-
tical relationship between climate variables and the
spatial distribution of palsa mires. The models were
studied with respect to their sensitivity to altered cli-
mate, and climate change scenarios were applied to
assess possible impacts on the palsa distribution dur-
ing the twenty-first century (Fronzek et al., 2006,
2010). These models achieved a good to very good
agreement with the observed palsa distribution, which
suggests a strong dependency on climate. Even small
increases of temperature (1◦C) and precipitation (10%)
resulted in considerable losses of areas suitable for
palsa development. The models predicted the total
disappearance of suitable regions for palsa devel-
opment with an increased mean annual temperature
of 4◦C. Under climate change scenarios based on
seven Atmosphere-Ocean General Circulation Models
(AOGCMs) the models indicated that the degrada-
tion of palsas might proceed very quickly (Fig. 9).
All but one climate scenario resulted in the total dis-
appearance of suitable regions for palsa development
by the end of the twenty-first century (Fronzek et al.,
2006).

Recent progress in estimating probabilities of future
climate change from ensembles of model projections
offers an opportunity to go beyond ‘what if’ types of
scenario analysis to a quantified assessment of risks
to natural or human systems. However, the applica-
tion of a potentially high number of ensemble climate
projections as inputs to impact models may prove
impractical. An alternative method makes use of the
probabilistic representation of future climate in combi-
nation with impact response surfaces (Fronzek et al.,
2010). The palsa model was applied to construct
impact response surfaces that show the change in palsa
areas as a function of mean annual temperature and
annual precipitation. These were combined with prob-
abilistic climate change projections derived from an
ensemble of 15 AOGCMs using a resampling method
(Räisänen and Ruokolainen, 2006). These authors esti-
mated it as very likely (>90% probability) that a loss
of area suitable for palsa mires to less than half of
the baseline distribution would occur by the 2030s
and likely (>66%) that all suitable areas would dis-
appear by the end of the twenty-first century under
the A1B and A2 emissions scenarios. For the B1
scenario, it was more likely than not (>50%) that a
small proportion of the current palsa mire distribution
would remain until the end of the twenty-first century
(Fig. 10).

Impact of Climate Change on
Regenerating Cutover Bogs: The Future
Does Not Look Bright

Northern peatlands have been heavily impacted by
mining, drainage and forestry, causing the release of
CO2 to the atmosphere and the loss of their CO2 sink
function (Joosten and Clarke, 2002; Chapman et al.,
2003). The restoration of mined peatlands, which in
Western Europe cover more surface than natural peat-
lands, could reverse this trend (Moore, 2002) and there
is hope that such regenerating peatlands could act as
strong carbon sinks. It is, however, unclear if these
peatlands could recover their C-sink function over
the long-term (Waddington and Warner, 2001) and
what effects climate change may have on the regen-
eration process and the carbon balance of secondary
bogs.
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Fig. 10 Probability of the
total loss permafrost in palsa
mires during the twenty-first
century based on probabilistic
projections of climate change
from a resampled ensemble of
15 GCM for three emission
scenarios. Modified from
Fronzek et al. (2010)

To assess how changes in temperature and water
table fluctuations might affect the CO2 balance and
hence the long-term fate of the regeneration process of
cutover bogs, we used models of photosynthesis (PG)
and respiration (Rtot) fluxes derived from gas flux mea-
surements on three regeneration stages of a cutover
peatland in the Swiss Jura Mountains, respectively,
29, 42 and 51 years after abandonment of exploitation
(Samaritani et al., 2010). Three temperature increases
(+0.5, +1.0 and +1.5◦C – corresponding to observed
increases in average annual temperature in the twen-
tieth century in Switzerland (Rebetez and Reinhard,
2007)), and two increases in water table variability
were used in the fitted models from the study site.
We increased the hydrological variability by 10 and
20% in comparison to the median value of the water
table depth. Temperature changes were applied to both
air and soil temperatures. Net Ecosystem Exchange
(NEE) for all different scenarios were also calcu-
lated on model parameters inferred from re-sampled
datasets. To estimate the stability of each model, 500
new datasets of model parameters were generated by
bootstrapping. Rtot and PG were re-calculated for each
of these pseudo-replicate datasets. The 1st and 3rd
quartiles of NEE calculated on these pseudo-replicates
are illustrated on the figures as error bars.

Modelling Net Ecosystem Exchange (NEE)

In spring and autumn all sites accumulated carbon,
but in summer the youngest site was a net carbon
source, the intermediate site alternated between sink
and source, and the most advanced site acted as a sink.
Further details are given elsewhere (Samaritani et al.,
2010). Over the entire growing season, the youngest
site was a carbon source, whereas the intermediate
and advanced sites accumulated carbon (Fig. 11). This
agrees with vegetation differences among the sites and
especially the percentage cover of Sphagnum (a key-
stone genus for carbon accumulation) and changes
from fen to bog vegetation (indicating differences in
soil fertility and litter quality which affect net primary
production and decomposition rates): (1) Sphagnum
cover was higher in the intermediate and the most
advanced sites than in the youngest site, and (2) the
intermediate site, which had a poor fen vegetation with
the highest Eriophorum cover, was more active (higher
PG and Rtot) than the most advanced site, which had a
bog-like vegetation (Kummerow et al., 1988; Tuittila
et al., 1999).

The responses to simulated climate change con-
trasted along the regeneration sequence (Fig. 11).
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Fig. 11 Simulated effect of climate change on Net Ecosystem
Exchange (NEE) of early to advanced bog regeneration stages.
NEE estimated for the growing season 2005 in the three sites
A (29 years after abandonment of peat extraction; dark grey), B
(42 years; intermediate grey) and C (51 years; light grey), for
three air and peat temperature increase scenarios and for two
water table depth (wt) variation scenarios. Air temperature and
peat temperature at 30 cm depth were increased by 0.5, 1.0 and
1.5◦C. The water table variation around the median value was
increased by 10 and 20%. Error bars indicate the 1st and 3rd
quartiles values obtained by bootstrapping

In the youngest site, all scenarios resulted in strong
increases in carbon release. In the intermediate site,
NEE decreased both with increasing water table depth
variations and temperature, becoming a source of C
when warming exceeded 1.0◦C. In the most advanced
site the NEE was little affected by the different simu-
lated climate changes.

The decreasing temperature effect on the carbon
balance along the regeneration gradient suggests a
higher resistance to climate change in the more
advanced site. After 30 years of regeneration, not only
does the younger site still release CO2, but our mod-
els suggest that such early regeneration stages are also
highly sensitive to climate change. Both a warmer cli-
mate and a more variable precipitation would cause
a large loss of carbon, making it less likely for these
abandoned mined peatlands to return to the structure
and carbon-sequestering function that is characteris-
tic of natural bogs. In the present climatic condi-
tions, about 40 years of regeneration are needed for
minerotrophic plant species to be replaced by typi-
cal bog species. However, the NEE models suggest
that the carbon-sequestrating function is still fragile,
and increases in temperature can easily convert these

regenerating peatlands into a source of atmospheric
CO2. After five decades, secondary bogs are more
similar to natural pristine peatlands both in terms of
vegetation and carbon dynamics.

This study has important implications for conserva-
tion and management of mined bogs and the associated
potential carbon sequestration. There might be a tip-
ping point in the secondary succession beyond which
regenerating peatlands become more resistant to cli-
mate fluctuations. However, the risk is that rather
than evolving towards bogs and having a cooling
effect on global climate, regenerating peatlands may
revert to fens and thereby contribute to warming. Any
action that speeds-up the regeneration of mined peat-
lands, such as the blocking of drainage ditches which
decreases water table fluctuations and thus increases
the thermal inertia of soils, will therefore increase
the likelihood of mined peatlands to recover fully
and durably and contribute to mitigating increases in
atmospheric CO2 concentrations.

Concluding Remarks

The scope of topics covered in this chapter clearly
illustrates the breadth of research that is concerned
with peatlands. Peatland research includes the recon-
struction of past climatic and environmental condi-
tions, which can range thousands of years back in
time. Peatland areas are an important archive for ter-
restrial palaeo-environmental and climatic reconstruc-
tions. For these reconstructions a good chronological
control is crucial. Recent advances in dating meth-
ods and age-depth modelling have strongly contributed
to the development of highly resolved reconstructions
with minimal chronological errors. The research field
has also gained strongly from the introduction of novel
proxies and the development of large training sets,
which allow for a quantitative approach to reconstruc-
tions. Well-dated, multi-proxy studies have provided
comprehensive reconstructions that can be used for the
interpretation of climatic changes and their causes.

Peatland research also focusses on the functioning
of plants and ecosystems, ecosystem sensitivity and
responses to environmental changes. Peatland areas
that are situated near environmental thresholds, such
as palsas and high-alpine peatlands, were shown to
be particularly sensitive to change. Changes in past
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and modern palsa characteristics can be used for
environmental reconstructions as well as for future
projections of palsa distributions. Furthermore, peat-
land experiments and monitoring studies provide
important clues to processes controlling greenhouse
gas storage and release, potential climatic feedbacks
and peatland responses to environmental changes.
Research activity in this field is increasing.

Peatland research thus has the potential to provide
detailed information on past conditions, as well as
recent and continuing responses to climatic and envi-
ronmental changes. Thus far, research activity has been
focussed predominantly on (ombrotrophic) bogs in the
northern Hemisphere. With new techniques becoming
available, the scope and resolution of such studies can
be increased to include detailed reconstructions of dif-
ferent climatic factors, which can be compared more
easily with other records. In addition, since peatland
areas are found worldwide, the potential in this field of
research is vast.
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sity of central European fens in relation to environmental



Climate and Peatlands 115

gradients and an effort to standardise fen terminology in
ecological studies. Perspect Plant Ecol Evol Syst 8:97–114.

Halsey LA, Vitt DA, Zoltai SC (1995) Disequilibrium response
of permafrost in boreal continental western Canada to cli-
mate change. Clim Change 30:57–73.

Heal WO (1961) The distribution of testate amoebae
(Rhizopoda: Testacea) in some fens and bogs in northern
England. J Linnean Soc Zool 44:369–382.

Heal OW (1964) Observations on the seasonal and spatial-
distribution of Testacea (Protozoa, Rhizopoda) in Sphagnum.
J Anim Ecol 33:395–412.

Heger TJ, Mitchell EAD, Todorov M, Golemansky V, Lara
E, Pawlowski J (2010) Molecular phylogeny of euglyphid
testate amoebae (Cercozoa: Euglyphida) suggest transitions
between marine supralittoral and freshwater/terrestrial envi-
ronments are infrequent. Mol Phylogenet Evol 55:113–122.

Heijmans MMPD, Mauquoy D, van Geel B, Berendse F (2008)
Long-term effects of climate change on vegetation and car-
bon dynamics in peat bogs. J Veg Sci 19:307–320.

Hendon D, Charman D, Kent M (2001) Palaeohydrological
records derived from testate amoebae analysis from peat-
lands in northern England: Within-site variability, between-
site comparability and palaeoclimatic implications. Holocene
11:127–148.

Hetherington AM, Woodward FI (2003) The role of stom-
ata in sensing and driving environmental change. Nature
424:901–908.

Hofgaard A (2006) Overvåkning av palsmyr.
Forstegangsundersökelse i Dovre 2005: Haukskardmyrin og
Haugtjörnin. NINA Rapport 154.

Hölzer A, Hölzer A (1998) Silicon and titanium in peat profiles
as indicators of human impacts. Holocene 8:685–696.

Hughes PDM, Mauquoy D, Barber KE, Langdon P (2000) Mire-
development pathways and palaeoclimatic records from
a full Holocene peat archive at Walton Moss, Cumbria,
England. Holocene 10:465–479.

Hughes PDM, Barber KE (2004) Contrasting pathways to
ombrotrophy in three raised bogs from Ireland and Cumbria,
England. Holocene 14:65–77.

Hughes PDM, Blundell A, Charman DJ, Bartlett S, Daniell JRG,
Wojatschke A, Chambers FM (2006) A 9000 cal year multi-
proxy climate record from a bog in eastern Newfoundland:
Contributions of meltwater discharge and solar forcing. Quat
Sci Rev 25:1208–1227.

IPCC (2007) Climate change 2007: The physical science basis.
In S Solomon, D Qin, M Manning, Z Chen, M Marquis,
KB Averyt, M Tignor, HL Miller (Eds), Contribution of
Working Group I to the Fourth Assessment Report of
the Intergovernmental Panel on Climate Change (996 pp).
Cambridge, UK; New York, NY : Cambridge University
Press.

Jackson RB, Carpenter SR, Dahm CN, et al. (2001) Water in a
changing world. Ecol Appl 11:1027–1045.

Jessen CA, Rundgren M, Björck S, et al. (2005) Abrupt cli-
matic changes and an unstable transition into a late Holocene
Thermal Decline: A multiproxy lacustrine record from south-
ern Sweden. J Quat Sci 20:349–362.

Jessen CA, Rundgren M, Björck S, et al. (2007) Climate
forced atmospheric CO2 variability in the early Holocene:
A stomatal frequency reconstruction. Glob Planet Change
57:247–260.

Johansson M, Callaghan TV, Åkerman J, Jackowicz-Korczynski
M, Christensen TR (submitted) Rapid response of active
layer thickness and vegetation greenness in sub-arctic
Sweden to experimentally increased snow cover. Arct
Antarct Alp Res.

Johansson T, Malmer N, Crill PM, Friborg T, Akerman JH,
Mastepanov M, Christensen TR (2006) Decadal vegetation
changes in a northern peatland, greenhouse gas fluxes and
net radiative forcing. Glob Chang Biol 12:2352–2369.

Johansson M, Akerman HJ, Jonasson C, Christensen TR,
Callaghan TV (2008) Increasing permafrost temperatures
in subarctic Sweden. In DL Kane, KM Hinkel (Eds),
Ninth International Conference on Permafrost (pp. 851–856).
University of Alaska Fairbanks (I): Institute of Northern
Engineering.

Johansson M, Fronzek S, Christensen TR, Luoto M, Carter TR
(2009) Risk of disappearing sub-arctic palsa mires in Europe.
In J Settele, L Penev, T Georgiev, R Grabaum, V Grobelnik,
V Hammer, S Klotz, I Kühn (Eds), Atlas of Biodiversity
Risks – From Europe to the Globe, from Stories to Maps.
Sofia and Moscow: Pensoft (in press).

Johnson LC, Damman AWH (1991) Species controlled
Sphagnum decay on a south Swedish raised bog. Oikos
61:234–242.

Jones MC, Peteet DM, Kurdyla D, Guilderson T (2009) Climate
and vegetation history from a 14,000-year peatland record,
Kenai Peninsula, Alaska. Quat Res 72:207–217.

Joos F, Spahni R (2008) Rates of change in natural and anthro-
pogenic radiative forcing over the past 20,000 years. Proc
Natl Acad Sci 105:1425–1430.

Joosten H, Clarke D (2002) Wise Use of Mires and Peatlands.
Background and Principles Including a Framework for
Decision-Making. Finland: International Mire Conservation
Group and International Peat Society.

Kamenov GD, Brenner M, Tucker JL (2009) Anthropogenic
versus natural control on trace element and Sr-Nd-
Pb isotope stratigraphy in peat sediments of south-
east Florida (USA), ~1500 AD to present. Geochim
Cosmochim Acta 73(12):3549–3567. ISSN 0016-7037, DOI:
10.1016/j.gca.2009.03.017.

Keeling CD, Piper SC, Bacastow RB, et al. (2005) Atmospheric
CO2 and 13CO2 exchange with the terrestrial biosphere
and oceans from 1978 to 2000: Observations and car-
bon cycle implications. In JR Ehleringer, TE Cerling,
MD Dearing (Eds), A History of Atmospheric CO2 and
Its Effects on Plants, Animals, and Ecosystems (pp. 83–
113). New York, NY: Springer. http://scrippsco2.ucsd.edu/
data/atmospheric_co2.html

Keeling RF, Piper SC, Bollenbacher AF, et al. (2008)
Atmospheric CO2 records from sites in the SIO air sam-
pling network. In Trends: A Compendium of Data on Global
Change, Carbon Dioxide Information Analysis Center, Oak
Ridge National Laboratory, U.S. Department of Energy, Oak
Ridge, Tenn.

Kilian MR, van der Plicht J, van Geel B (1995) Dating
raised bogs: New aspects of AMS 14C wiggle matching,
a reservoir effect and climatic change. Quat Sci Rev 14:
959–966.

Kilian MR, van Geel B, van der Plicht J (2000) 14C AMS
wiggle matching of raised bog deposits and models of peat
accumulation. Quat Sci Rev 19:1011–1033.



116 R. de Jong et al.

Kirpotin SN, Naumov AV, Vorobiov SN, Mironycheva-Tokareva
NP, Kosych NP, Lapshina ED, Marquand J, Kulizhski SP,
Bleuten W (2007) Western-siberian peatlands: Indicators of
climate change and their role in global carbon balance. In R
Lal, M Suleimenov, BA Stewart, DO Hansen, P Doraiswamy
(Eds), Chapter 33 in Climate Change and Terrestrial Carbon
Sequestration in Central Asia (pp. 453–472). Amsterdam,
Holland: Taylor and Francis.

Kling GW, Kipphut GW, Miller MC (1991) Arctic lakes and
streams as gas-conduits to the atmosphere: Implications for
tundra carbon budgets. Science 251:298–301.

Kohler J, Brandt O, Johansson M, Callaghan TV (2006) A
long-term Arctic snow depth record from Abisko, northern
Sweden, 1913–2004. Polar Res 25:91–113.

Kokfelt U, Reuss N, Struyf E, Sonesson M, Rundgren M,
Skog G, Rosén P, Hammarlund D (2010) Wetland devel-
opment, permafrost history and nutrient cycling inferred
from Holocene peat and lake sediment records in subarctic
Sweden. J Paleolimnol 44:327–342.

Kokfelt U, Rosén P, Schoning K, Christensen TR, Förster J,
Karlsson J, Reuss N, Rundgren M, Callaghan TV, Jonasson
C, Hammarlund D (2009) Ecosystem responses to increased
precipitation and permafrost decay in sub-arctic Sweden
inferred from peat and lake sediments. Glob Chang Biol
15(7):1652–1663.

Kouwenberg LLR, McElwain JC, Kürschner WM, et al. (2003)
Stomatal frequency adjustment of four conifer species to his-
torical changes in atmospheric CO2. Am J Bot 90:610–619.

Kouwenberg L, Wagner R, Kürschner W, et al. (2005)
Atmospheric CO2 fluctuations during the last millennium
reconstructed by stomatal frequency analysis of Tsuga het-
erophylla needles. Geology 33:33–36.

Kuhry P, Turunen J (2006) The postglacial development of
boreal and subarctic peatlands. In RK Wieder, DH Vitt (Eds),
Boreal Peatland Ecosystems (pp. 25–46). Berlin, Heidelberg:
Springer.

Kuhry P (2008) Palsa and peat plateau development in the
Hudson Bay Lowlands, Canada: Timing, pathways and
causes. Boreas 37:316–327.

Kummerow J, Mills JM, Ellis BA, Kummerow A (1988) Growth
dynamics of cotton-grass (Eriophorum vaginatum). Can J
Bot Rev Can Bot 66:253–256.

Kylander ME, Weiss DJ, Cortizas AM (2005) Refining the pre-
industrial atmospheric Pb isotope evolution curve in Europe
using an 8000 year old peat core from NW Spain. Earth
Planet Sci Lett 240:467–485. ISSN: 0012–821X.

Kylander ME, Muller J, Wust RAJ (2007) Rare earth element
and Pb isotope variations in a 52 kyr peat core from Lynch’s
Crater (NE Queensland, Australia): Proxy development and
application to paleoclimate in the Southern Hemisphere.
Geochim Cosmochim Acta 71:942–960. ISSN: 0016–7037.

Körner C (2006) Plant CO2 responses: An issue of definition,
time and resource supply. New Phytol 172:393–411.

Kürschner WM (1997) The anatomical diversity of recent and
fossil leaves of the durmast oak (Quercus petraea Lieblein/Q.
pseudocastanea Goeppert) – Implications for their use as
biosensors of palaeoatmospheric CO2 levels. Rev Palaeobot
Palynol 96:1–30.

Kürschner WM, Wagner F, Visscher EH, et al. (1997)
Predicting the response of leaf stomatal frequency to a future

CO2-enriched atmosphere: Constraints from historical obser-
vations. Geologische Rundschau 86:512–517.

Kürschner WM, Kvacek Z, Dilcher DL (2008) The impact of
Miocene atmospheric carbon dioxide fluctuations on climate
and the evolution of terrestrial ecosystems. Proc Natl Acad
Sci 105:449–453.

Lake JA, Quick WP, Beerling DJ, et al. (2001) Signals from
mature to new leaves. Nature 411:154.

Lake JA, Woodward FI (2008) Response of stomatal numbers to
CO2 and humidity: Control by transpiration rate and abscisic
acid. New Phytol 179:397–404.

Lamentowicz Ł, Lamentowicz M, Gąbka M (2008a) Testate
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Climate and Lacustrine Ecosystems
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Abstract Terrestrial aquatic environments cover
about 2% of the Earth’s surface (Wetzel, 1983,
Limnology (767p). Philadelphia, PA: Saunders
College Publishing House). However, this small per-
centage of surface coverage act as important sources
of drinking water and sustains biodiversity. The UN
estimates that by 2050 there will be an additional 3.5
billion people with most of the population growth
in developing countries which already suffer water
stress. Climate change could have significant impacts
on water resources around the world because of the
close connections between the climate and hydrologic
cycle. Studying the possible impact of climate on
these water resources is thus of primary importance,
and on-going research is being made at multiple
levels: neo-ecology (studying the actual functioning of
these ecosystems), palaeoecology (studying how these
ecosystems have functioned in the past) and modelling
(predicting their future functioning under climate and
anthropogenic influences). Although this chapter is
mainly concerned with the past functioning of these
ecosystems, a synergy between these three research
levels is necessary to better comprehend and estimate
the impact of climate change on water resources.
An effort is thus made to include some aspects of
neo-ecology and modelling of past, present and future
terrestrial aquatic environments (Fig. 1). Lakes can
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act in two ways to help better understand climate
change and its effect on terrestrial aquatic ecosystems:
(1) they contain multiple indicators which can be used
to quantitatively reconstruct climate (e.g. temperature,
precipitation, atmospheric circulation). Although the
global temperature seems to have increased in the last
century, the regional and even local climate can vary,
and might be more important for the management of
water resources. Only by looking at the climate varia-
tion through time at regional and local scales can we
better understand and predict the future climate and its
impact on water availability and biodiversity. (2) when
linked with independent records of climate change,
multi-proxy analysis in lakes can provide insight on
the possible impacts of climate on water resources.
For example, by linking the historical reconstruction
of total productivity of various biological assemblages
preserved in lake sediments and the meteorological
data of the last 200 years, Korhola et al. (2002)
have shown that these changes were due to climate
warming. This chapter will look at how climate can
be reconstructed using proxies preserved in lakes and
second how climate has impacted these ecosystems
in the past and how it might impact terrestrial aquatic
ecosystems in the future.

Keywords Quantitative climate reconstructions ·
Biodiversity · Eutrophication · Late Glacial to present

Introduction

Lakes are being used around the world as water,
power and recreational (e.g. water sports, fishing)
resources. Although it is expected that climate might
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Fig. 1 Desired synergy between different research levels. The
arrows indicate the direction in which conceptual development
from one level can help in setting research goals at a different
level

affect these resources in various ways (e.g. increasing
eutrophication, decreasing lake levels), the lack of
long-term and spatial coverage of climatic and lacus-
trine ecosystem data restrain the predictions of the
effect of climate changes on lakes. However, the
lakes themselves can be used to provide the data
needed to better predict these effects. Lake sedi-
ments have been described as “paleoarchives” as
they contain multi proxies, either biotic (e.g. chirono-
mids, diatoms, chrysophytes, pollen) or abiotic (e.g.
quartz/plagioclaste ratios, grain size, percentage of
organic matter, mineralogy), which can be used to

qualitatively and quantitatively reconstruct past envi-
ronmental and climatic parameters (Fig. 2).

For climate reconstruction, the most appropriate
study lakes are either closed basins where external
loadings are rectricted (Fig. 2) or, for example, a lake
connected to a glacier where the external loadings are
climatically driven (and thus increase runoff to the lake
when the glacier melts). It should also be located at
ecotonal boundaries where climate has the most impact
on biological and sedimentological proxies. In such
lakes, the impact of human activities is limited thus
it might be easier to decipher the climate signal from
anthropogenic factors. However, if palaeoclimatology
in lakes was restricted to these two types of lakes,
the geographical coverage of studied lakes would be
extremely restricted.

When the goal of the study is also to determine the
impact of climate on water resources, lakes used for
drinking, feeding or recreational activities are more
interesting. In these lakes, the biological and sed-
imentological parameters can be used to study the
impact of climate, however ways of disentangling
the climate from the anthropogenic signals should be
found. Various textbooks cover methods to reconstruct
climate and environmental changes using multi prox-
ies in lake sediments (e.g. Bradley, 1999; Cohen, 2003;
Smol et al., 2001).

Atmospheric inputs
Pollen, spores, charcoal, spc
Trace metals
Radioactive nuclides
Volcanic ashes
Dust

Inorganic material
Nutrients
Organic detritus (macrofossils)

Lake inputs
Diatoms, chrysophytes,
pigments, chironomids,
cladocera, other insects
Aquatic macrofossils,
ostracods, bacteria   Groundwater inputs

Watershed inputs

Fig. 2 Sources of biotic and abiotic proxies. Modified from Smol (2002)
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Future climate change will possibly impact the
trophic status of lakes (Whitehead et al., 2009), induce
changes in biodiversity (Folke et al., 2004), increase
the primary production of Cyanobacteria (Paerl and
Huisman, 2009a), affect oxygen concentration in lakes
(Whitehead et al., 2009), alter fish production (Massol
et al., 2007) and might change lake levels (Stow, 2008).
Some of these topics will be discussed below.

Quantitative Temperature
Reconstructions

This section will consider the use of biotic and abi-
otic indicators to quantitatively reconstruct tempera-
ture during the Late Glacial, the Holocene, the last
millennium and recent decades. In the early 1990s,
powerful tools (e.g. transfer functions) were developed
to reconstruct temperature using proxies and some val-
idation of this technique has recently emerged (e.g.
Bigler and Hall, 2003; Blass et al., 2007; Larocque
and Hall, 2003; Larocque et al., 2009; Trachsel et al.,
2008). Temperature is rarely the sole factor explaining
the variations of any of the proxies used for recon-
struction and we need to keep in mind that most prox-
ies respond to variations in different parameters that
might act synchronously with climate change. Finding
ways to disentangle these various parameters is still
a major challenge for palaeoclimatology. However,
when multi-proxy reconstructions are compared at
local, regional and hemispheric scale, a better insight
of climate change can be obtained.

Specific guides have also recently been published
on image analysis, sediments and palaeoenviron-
ments (Francus, 2004) and chironomid taxonomy
(Brooks et al., 2007; Larocque and Rolland,
2006). Others are available online (for pollen:
www.ncdc.noaa.gov/paleo/gpd.html; for diatoms:
craticula.ncl.ac.uk/Eddi/jsp/; gsc.nrcan.gc.ca/paleo/
diatoms/index_e.php;chysophytes: silicasecchidisk.
conncoll.edu/Center_Chrysophyte_Home_Page.html).
A reader interested in sediment processing and
taxonomy should consult these references.

The main reason why proxies can be used to recon-
struct climate is because they are directly or indirectly
linked to temperature. Chironomids, for example, have
four larval stages and their development is partly

Fig. 3 Life cycle of chironomids. The four developmental
stages of the larvae are influenced by water temperature; how-
ever, the adult is influenced by air temperature (figure from
Larocque and Rolland, 2006)

influenced by water temperature, while the flying adult
stage is influenced by air temperature for its distribu-
tion, growth and egg laying (Fig. 3).

Strong debates are still going on the use of prox-
ies (specifically biological) to reconstruct climate
(e.g. Anderson et al., 2008). Here, we will focus on
cases where climate reconstruction was successful.
However, the reader should keep in mind that this is
not always the case.

Various statistical methods can be used to recon-
struct climate from proxies: calibration in space by
sampling many lakes across large temperature gradi-
ents (e.g. Larocque et al., 2006), calibration in time
where a temporal sequence from the sediment is asso-
ciated with instrumental data (e.g. Blass et al., 2007b),
modern analogue techniques where fossil assemblages
are associated to the closest (lowest dissimilarity) mod-
ern assemblages (e.g. Overpeck et al., 1985), Bayesian
techniques (Toivonen et al., 2001) and artificial neu-
ral networks (Racca et al., 2007). Each technique has
its pros and cons; however, most will produce an
error of prediction around 1◦C. This range of errors
has been previously described as a pitfall for temper-
ature reconstruction using proxies preserved in lake
sediment (Battarbee, 2000; Broecker, 2001). However,
when the inferences obtained by chironomid analysis
in varved Lake Silvaplana were compared to instru-
mental data from a meteorological station located on
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Fig. 4 Differences between instrumental data and chironomid-
inferred temperatures in varved Lake Silvaplana, Switzerland.
Most of the inferences have differences with the instrumental
data below the root-mean-square-error of prediction given by
the transfer function and 59% of all inferences have deviations
with the instrumental data below 0.5◦C (figure modified from
Larocque et al., 2009a)

the shore of the lake, it was shown that the error of esti-
mates were generally much lower than the prediction
error given by the transfer function (Larocque et al.,
2009b; Fig. 4). These results suggest that changes of
small amplitude could be reconstructed using proxies
preserved in lake sediments.

Although the relationship between temperature and
proxies seems to be adequate during the last century
for quantitative temperature estimates, it does not mean
that this relationship is stable through time. Validation
on longer temporal scales can be obtained by com-
paring the reconstructions with other archives. Such a
validation was attempted for chironomid inferences in
a varved lake in Switzerland (Fig. 5).

The chironomid-inferred temperature record com-
pared well with early instrumental and documentary
proxy evidence at local and regional scale, suggesting

that quantitative temperatures estimated by chirono-
mids are mostly accurate until ca. 1580 AD (Larocque
et al., 2009b). Between ca. 1740 and 1783 AD, there
was no significant relationship between the chirono-
mid and any other record used for comparison. This
is probably due to increased precipitation at that site,
which overrode the effect of temperature. This is an
example of the importance of disentangling the effects
of various parameters on biotic (and probably abiotic)
proxies.

Validation of other proxies has also been obtained.
For example, Quartz/Mica ratios were used to infer
summer temperatures in Lake Silvaplana, and the
temperature reconstruction was compared with early
instrumental data (Auer et al., 2007) showing that the
inferences were highly correlated with measured data
until ca. 1780 AD (Trachsel et al., 2008, Fig. 6).

Recent development in the indicators of climate,
primary production and nutrient content has brought
stable carbon and oxygen isotopes of biological mate-
rials into focus. The next section discusses the use of
stable carbon and oxygen isotopes in lake sediments.

Stable Carbon and Oxygen Isotopes
of Biological Materials from Lacustrine
Archives as Proxies for Phytoplankton
Primary Production, Nutrient Conditions
and Water Temperature

Stable isotopes of biological materials from lacus-
trine archives have become common proxies to trace
the course of past environmental and climatological
fluctuations. Frequently, robust linkages exist between
external forcing parameters and lake internal reactions
making lakes excellent systems to study past climate
and/or ecological changes (Hostetler, 1995). If a lake
is sensitive to specific external forcing and if con-
tinuously shifting conditions prevail over longer time
intervals, the physical and biotic structure of the lake
will change, resulting in direct (e.g. temperature) and
indirect (e.g. nutrient availability, pH value) modifi-
cations of the lacustrine ecosystem (Schleser et al.,
1999). Changes of annually developing properties are
frequently recorded by the biogenic fraction of the
sedimentary matter, thus, reflecting the lake’s envi-
ronmental and/or climate history. The observation of
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Fig. 5 Z-scores comparison between the chironomid record,
early instrumental record (Auer et al., 2007), early instrumen-
tal and documentary proxy evidence at regional (Casty et al.,
2005) and local (Casty Sils-Maria) scales, quartz/mica ratios
reconstructing summer temperature in Lake Silvaplana (Trachsel

et al., 2008), mass accumulation rate in Lake Silvaplana (Blass
et al., 2007), and dendrochronology at regional (Büntgen et al.,
2005, 2006) and local (Esper et al., 2008) scales. (Figure mod-
ified from Larocque et al., 2009b; see references in Larocque
et al., 2009b)
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Fig. 6 Z-scores of mean summer temperature inferred by
Quartz/Mica ratios and summer temperature from early instru-
mental data (Auer et al., 2007). Graph modified from Trachsel
et al. (2008)

such annual variations is a prerequisite for a reli-
able interpretation of isotope proxies derivable from
the lacustrine record of the respective lake. Various
isotope geochemical proxies from lacustrine sedimen-
tary archives exist, including the stable carbon and
oxygen isotope composition of biotic materials (sed-
imentary organic matter, diatoms, ostracods, molluscs)
as well as of authigenic carbonates. Here two of these
proxies are summarized: the stable carbon isotope
composition of sedimentary organic matter which in
certain cases reflect lake nutrient conditions, and the
oxygen isotope composition of diatom silica record-
ing the lake water oxygen isotope composition and
temperature.

The stable carbon isotope composition of lacustrine
sedimentary organic matter (POM) has proven to be a
useful tool to trace autochthonous and allochthonous
organic matter sources from anthropogenic nutri-
ent loadings due to agriculture, settlement and lake
management (e.g. Herczeg et al., 2001). The sta-
ble carbon isotope composition of lacustrine POM
has also been used as proxy for changing envi-
ronmental and climate conditions and to distinguish
between the response of lacustrine ecosystems to envi-
ronment or to intensified human effects (e.g. Talbot
and Johannessen, 1992). Like vascular plants, phy-
toplankton discriminates against 13CO2 during CO2

uptake. The stable carbon isotope composition of
sedimentary organic matter from phytoplankton pri-
mary production which is exported from the photic

zone by sedimentation thus preferentially removes
12C. Thereby, the dissolved inorganic carbon pool
(DIC pool) in the photic zone becomes gradually
enriched in 13C. As a consequence, increased phyto-
plankton primary production is reflected by an increase
in the stable carbon isotope composition of sinking
POM (e.g. Hodell and Schelske, 1998). POM buried
in lacustrine sediments however integrates material
originating from different sources, such as terres-
trial plants, aquatic macrophytes, plankton and het-
erotrophic sources. Additionally factors like chang-
ing pH, temperature, nutrient availability, atmospheric
CO2 concentration and its stable carbon isotope value,
varying amounts of allochthonous POM, shifts in phy-
toplankton species composition, plankton growth rate
and microbial processes can influence internal carbon
cycling and the stable carbon isotope composition of
sinking POM on various timescales. Thus, the sta-
ble carbon isotope composition of sedimentary POM
could not be categorically used as proxy for envi-
ronmental or climate reconstructions (e.g.Teranes and
Bernasconi, 2005). Nevertheless, if the major part of
POM is produced by phytoplankton communities and
POM is rapidly transported from the photic zone to the
lake’s sedimentary archive, the stable carbon isotope
signal of sedimentary POM reflects phytoplankton pri-
mary production and, additionally, the lake’s nutrient
conditions (e.g. Moschen et al., 2009).

The oxygen isotope composition of lacustrine
diatom silica depends on the lake water oxygen iso-
tope composition and the water temperature during
the formation of the diatom silica (Labeyrie, 1974;
Juillet-Leclerc and Labeyrie, 1987; Brandriss et al.,
1998). Diatoms (Bacillariophyceae) are almost ubiq-
uitous in lakes, of proven autochthonous origin and
build siliceous skeletons that are well identifiable
and often well preserved in great amounts in lacus-
trine sediments. Since diatom skeletons are frequently
well preserved even within long sediment records
their oxygen isotope composition has been used as
proxy in palaeoclimate reconstructions, particularly
in the sediments of many non-alkaline and produc-
tive soft-water lakes that lack calcareous microfossils
(Shemesh et al., 1995). These lakes, on the other
hand, often provide the continuous, high-resolution
sedimentary records that are necessary for consis-
tent regional climate reconstructions (Moschen et al.,
2006). Despite the potential applicability of diatom
frustules in terms of palaeo-thermometry, to date most
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studies using oxygen isotope composition of lacus-
trine diatom silica have been conducted in areas where
the oxygen isotope composition of diatom skeletons
records changes in the oxygen isotope composition of
the lake water (Leng and Barker, 2006). In the sole
Holocene lacustrine record available from the Southern
hemisphere (e.g. from an island of South Georgia),
the oxygen isotope composition of diatom skeletons,
however, was interpreted largely in terms of tempera-
ture change (Rosquist et al., 1999). Leng and Barker
(2006) give an excellent review on the application of
this proxy for palaeoenvironmental and palaeoclimate
reconstruction.

Lake Holzmaar is a small mesotrophic and dimictic
lake located in a maar crater situated in the Westeifel
Volcanic Field, Germany. Due to its small water body,
a high depth to surface ratio, and a relatively short

water residence time of under 1 year, the lake responds
quickly to environmental affects and, therefore, serves
as an ideal “natural laboratory” to study the con-
trols on the seasonal and interannual dynamics of
the lake’s biotic fraction and on the generation of
isotope-geochemical proxy signals. A recurrent annual
oscillation of the stable carbon isotope composition of
POM with low δ13CPOM values during winter and more
positive values during summer is a result of phyto-
plankton primary production. Also a close δ13CPOM-
POM flux relationship is observed, testifying to the
primary dependence of δ13CPOM on lacustrine primary
production (Fig. 7).

In Lake Holzmaar the stable carbon isotope compo-
sition of POM (δ13CPOM), is a very valuable parameter
for gaining insight into variations of net primary pro-
duction in depth and time (Moschen et al., 2009). Due
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to the close relationship between the stable carbon
isotope composition of POM and the phytoplank-
ton primary production, the δ13CPOM of sedimentary
POM from the varved Holocene sediments of Lake
Holzmaar has been successfully used as proxy for
the lake’s palaeo-productivity and nutrient conditions
(Lücke et al., 2003). This proxy parameter, however,
has its limitations that should be carefully considered
when applied to reconstructions of primary production
in comparable lacustrine ecosystems. The emergence
of the relation between the stable carbon isotopic
composition of POM and phytoplankton primary pro-
duction seems to be bound to mesotrophic nutrient
conditions and is valid only as long as phytoplank-
ton primary production is much larger than the sum of
other organic matter sources. This is clearly the case in
Lake Holzmaar, where a major contribution of partic-
ulate organic matter from sources other than plankton
to the sinking and sedimenting POM can be excluded
(Fig. 8).

The oxygen isotope composition of diatom skele-
tons from the same record holds great potential as a
palaeo-temperature proxy (Moschen et al., 2005). The
varved Holocene sediments of Lake Holzmaar lack
allochthonous as well as authigenic carbonates which
are commonly used for lacustrine palaeo-thermometry.
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matter from sediment-trap material harvested in Lake Holzmaar
from 1996 to 2004 and the relation to their C:N ratios in com-
bination with the δ13CPOM–C:N relation of potential organic
matter sources for the trap material from the vicinity of Lake
Holzmaar. The relatively high C:N ratios of the encircled data
point to a contribution of aquatic macrophytes. Their δ13CPOM
values are much higher than those of all potential allochthonous
organic matter sources

The record, however, contains great amounts of well
preserved diatom skeletons, which can be used as
an alternative to carbonates in stable isotope stud-
ies. However, a reliable quantitative application of the
oxygen isotope composition of diatom skeletons from
lacustrine records is limited by the unknown isotopic
composition of ambient water in the past but also
by uncertainties on the nature and the magnitude of
the temperature influence on the oxygen isotope frac-
tionation during formation of the diatom silica (e.g.
Jones et al., 2004). Therefore a substantial sediment-
trap calibration study dedicated to the investigation
of the temperature-dependent oxygen isotope fraction-
ation between diatom silica and water directly in a
lacustrine ecosystem has been carried out (Moschen
et al., 2005). In Lake Holzmaar, irrespective of vari-
ations in the seasonal abundance of larger and smaller
taxa, of nutrient supply or of the degree of competi-
tion of diatoms with other classes of algae, a linear
relation between water temperature and the respec-
tive oxygen isotope fractionation during diatom growth
was observed (Fig. 9). The relation between water
temperature and fractionation is strictly linear for the
temperature range from 4 to 22◦C and can be expressed
as t (◦C) = 190.07–5.05 (δ18Odiatoms–δ18Owater) were
t is the water temperature and δ18Odiatom and δ18Owater

are the isotope composition of the diatom skeletons
and water (Fig. 10). Based on identical results for
three different diatom size fractions of 5–10, 10–
20 and 20–80 μm, respectively, a temperature coef-
ficient of –0.2‰/◦C emerges, fitting the results of
a laboratory study on two freshwater diatom taxa,
the sole calibration study on the oxygen isotope
composition of freshwater diatoms performed so far
(Brandriss et al., 1998).

Quantitative Climate Reconstructions

Although an effort of synthesis is made here, a com-
plete understanding of the climate system in the
present, past and the future, as well as its possible
impacts, is not possible since insufficient sites through-
out the world have been studied. The majority of the
studies reported here are in the Northern Hemisphere,
which represents the actual distribution of studied
sites. Furthermore, sites in the Southern Hemisphere,
in Africa and in part of China, are mostly used to
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reconstruct precipitations and/or lake level changes.
Lake level changes will be presented below.

Only the newest studies (i.e. papers published after
2005) are presented here, to complete the existing
literature on Quaternary climate (e.g. Elias, 2006a,
b). The quantitative temperature reconstructions have
been separated into four time periods (Late glacial,
Holocene, last millennium and past decades) and spe-
cific questions within these time periods are evaluated.

Late Glacial

The Late Glacial period experienced large ampli-
tude temperature changes (i.e. 2–10◦C during the
Younger Dryas), as previously reconstructed by prox-
ies preserved in other types of archives (e.g. ice
cores, speleotherms). These large amplitudes justify
the use of proxies preserved in lake sediments for
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temperature reconstruction during the Late Glacial as
changes of this extent are beyond the error of esti-
mates obtained by the quantitative methods of recon-
structions (Battarbee, 2000). The Younger Dryas (ca.
12,500–11,700 cal years BP) is or particular interest
while the amplitude of temperature changes seems to
vary from southern to northern sites.

In eastern North America, the hypothesis of higher
amplitude from south to north seems to be confirmed
as the amplitude of temperature change was 10◦C in
the south (Walker and Cwynar, 2006). Cwynar and
Levesque (1995) reconstructed amplitudes of ca. 7–
13◦C as inferred by chironomids in northern Maine
while pollen and chironomid reconstructed a decrease
of 5–6◦C during the Younger Dryas in Nova Scotia
(Dieffenbacher-Krall et al., 2009; Whitney et al.,
2005). However, the rest of North America seems to
have experience a Younger Dryas with a decrease of
temperaure in the range of 4–6◦C as reconstructed by
pollen records throughout Canada (Viau et al., 2006),
pollen, chironomids and ostracods in Yukon (Bunbury
and Gajewski, 2009) and chironomids in the Siera
Nevada (MacDonald et al., 2008). In Alaska, the tem-
perature reconstructed using chironomids did not show
any climate deterioration during the Younger Dryas
(Kurek et al., 2009).

The hypothesis was not confirmed in Europe either,
while most records showed a decrease of tempera-
ture in the range of 2–5◦C, independent of the site’s
location (see Fig. 11). In Norway, the temperature
during the YD was up to 3◦C colder (Paus et al.,
2006). Chironomids and pollen inferred a decrease of
3–4◦C in Switzerland (Ilyashuk et al., 2009; Larocque
et al., 2010) and in France (Heiri and Millet, 2005). In
Italy, chironomids inferred a decrease of temperature
in the range of 2◦C (Heiri et al., 2008; Larocque
and Finsinger, 2008) while pollen records suggested
a decrease of about 4◦C (Ortu et al., 2008). Pollen in
the Balkan inferred a decrease of 5–6◦C (Bordon et al.,
2009) while a decrease of ca. 2◦C colder was inferred
from pollen in Portugal (Feurdean et al., 2008). In
Russia, pollen records suggested a decrease of 3–4◦C
(Seppä et al., 2008; Tarasov et al., 2009).

The Younger Dryas was possibly caused by a sig-
nificant reduction or shutdown of the North Atlantic
thermohaline circulation in response to a sudden influx
of fresh water from Lake Agassiz and deglaciation
in North America (Broecker, 2006; Coleman, 2007).
However, other alternate hypotheses have started to
arise, as the possibility of Earth’s collision with a rare
swarm of comets at the onset of the Younger Dryas
in North America (Kennett et al., 2009). This alternate

Fig. 11 Amplitude of temperature changes inferred by different proxies during the Younger Dryas. See text for references
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hypothesis brings a lot of debate in the scientific world,
but will probably trigger more research showing the
change in thermohaline circulation.

The Holocene

In 2000, Battarbee suggested that Holocene quanti-
tative reconstructions using proxies preserved in lake
sediments needed to be tested to determine if indica-
tors could be used to infer small amplitudes in climate
change as experienced during the last 10,000 years
BP. Validations comparing diatoms (Bigler and Hall,
2003) and chironomids (Larocque and Hall, 2003;
Larocque et al., 2009a) with instrumental data have
shown that biological proxies can infer accurately
changes in amplitude of ca. 0.3◦C or less. Thus, biotic
proxies should be able to reconstruct changes during
the Holocene, which were previously estimated at ca.
2◦C. Two questions are of particular interest consider-
ing climate change in the Holocene: (a) when was the
thermal maximum? and (b) was a 8,200 cal years BP

event widespread?
The Holocene thermal maximum (HTM) was

between deglaciation until ca. 5,000 years BP in many

studied sites in Northern America (e.g. Victoria Island,
Canada (Fortin and Gajewski, 2010); northern Québec,
Canada (Fallu et al., 2005; Saulnier-Talbot et al.,
submitted); British Columbia, Canada (Chase et al.,
2008)) and Europe (Finland (Ojala et al., 2008b) and
Portugal (Fletcher et al., 2007)). In Spain, the decrease
of temperature started at ca. 4,000 years BP (Pla
and Catalan, 2005). On Southampton Island (Canada)
(Rolland et al., 2008), in Alaska (McKay et al., 2008)
and most of Canada and the USA (Viau et al., 2006)
the temperature started to decrease after ca. 3,000 years
BP. A similar timing was observed in Finnmark (Allen
et al., 2007). In Nova Scotia (Canada) the tempera-
tures started to decrease already after 8,000 years BP

(Lennox et al., 2010) and around 6,000 years BP in
Venezuela (Rull et al., 2008) and Iceland (Caseldine
et al., 2006).

A consensus on the timing of the HTM was not
obtained since it varied depending on the proxy
used. In general, aquatic proxies indicated earlier
thermal maximum than pollen. However, the climate
after deglaciation was generally warmer than in the
last 1,000 years (Fig. 12). This warmer climate in
the early Holocene might have been associated with
Milankovtich cycles. Around 9,000 cal years BP, the

Fig. 12 Timing (in K years BP) of the Holocene Thermal Maximum as inferred from various proxies in the cited refernces in the
text above
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Fig. 13 Sites where the 8,200 calibrated years BP event was recorded by one or many proxies. The studies represented here are only
the ones cited in the text above

earth was closer to the sun leading to maximum heating
during summer. However, the timing of the maximum
being sometimes thousand of years before the maxi-
mum heating inferred by proxies suggest new records
are needed and a comparison at hemispheric scales is
required.

Many studies (Fig. 13; Nesje et al., 2006; Prasad
et al., 2006; Sarmaja-Korjonen and Seppä, 2007; Ojala
et al., 2008a; Panizzo et al., 2008) identified a colder
period, which might be associated with the 8,200 cal
years BP event identified in the GRIP record. However,
many other sites should be studied to determine if this
event was global in extent. As for the Younger Dryas, it
seems that the 8,200 cal years BP event was caused by
changes in the thermohaline circulation. The meltdown
of the Laurentide ice sheet brought freshwater pulses to
the Labrador sea (Ellison et al., 2006).

The Last Millennium

In the IPCC (2007) report, the last millennium
was described mainly on records based on den-
drochronology, isotope and borehole records. Broecker
(2001) mentioned that the accuracy of the temperature

estimates based on remains from lake sediments is
likely no better than ±1.3◦C and hence not suffi-
ciently sensitive for accurate thermometry. In the last
few years, proxy data preserved in the lake sediments
have been compared with meteorological data and
indicated that biological and sedimentological prox-
ies can reconstruct climate accurately (e.g. Larocque
and Hall, 2003; Larocque et al., 2009a; Trachsel et al.,
2008). However, the last millennium records from lake
sediments are still too sparse to present a complete rep-
resentation of this period at a wide geographical range.
The results presented here show the potential of using
this type of archive to reconstruct the last millennium,
and synthesize the records published in the last 5 years.

The Medieval Warm Period (MWP) and/or the
Little Ice Age (LIA) were reconstructed in various
sites in Europe (Austria (Kamenik and Schmidt, 2005;
Schmidt et al., 2007), Finland (Weckström et al., 2006;
Luoto et al., 2008; Haltia-Hovi et al., 2007), France
(Arnaud et al., 2005; Millet et al., 2009), Switzerland
(Larocque-Tobler et al., submitted), Iceland (Axford
et al., 2009), North and South Americas (Loso et al.,
2006; Metcalfe and Davies, 2007; Besonen et al., 2008;
St-Jacques et al., 2008; Broxton et al., 2009; Peros
and Gajewski, 2009; Rolland et al., 2009) and China
(Holmes et al., 2009)). See Figs. 14 and 15.
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Fig. 14 Extent of the “Medieval Warm Period.” P = warmer that today period reconstructed

Fig. 15 Presence of a cold “Little Ice Age” period
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Solar forcing, volcanic eruptions and human activ-
ities are among causes linked to climate variation
observed during the Last Millenium. In Europe,
Goosse et al. (2006) believe that the climate appeared
warmer during the MWP due to “a large extent to the
long term cooling induced by changes in land-use in
Europe during the LIA.

Recent Past Decades

One major question in climate change research is
“Is the temperature recorded over the last decades
unprecedented?” In this section, we tried to answer
this question by looking at quantitative records of the
last decades/centuries. To determine if the climate
was unprecedented, high-resolution studies from lake
sediments are needed so that variability can be
adequately compared. However, these high-resolution
studies over the last millennium/centuries are
still sparse.

Unprecedented temperatures in the past
decades compared to the last millennium were
observed/inferred in arctic Canada (Loso, 2009),

Finland (Haltia-Hovi et al., 2007), Switzerland
(Larocque-Tobler et al., submitted) and Russia
(Daryin et al., 2005) and China (Holmes et al., 2009).
Although changes were observed in various other
sites, the inferred climate was not warmer than the
MWP on Southampton Island (Canada) (Rolland
et al., 2009), Finland (Weckström et al., 2006), Iceland
(Axford et al., 2009), Greenland (Wagner et al., 2008)
and Germany (Kienel et al., 2005) (See. Fig. 16). It
is still unclear if this variation in records is due to
different sensitivities of the proxies used for climate
reconstruction as many of the dendrochronological
studies suggest that the climate of the twentieth
century was unprecedented.

Biodiversity

In climate models, decreased biodiversity of terres-
trial ecosystems is predicted. For lakes, however, the
changes might be linked to the latitude of studied
sites and different indicators. In southern sites, warmer
temperatures might lead to a decrease in biodiversity
with more competitive species taking over the eco-
logical niches. In northern sites, warmer temperatures

Fig. 16 Fig. 16 Was the climate of the twentieth to twenty-first centuries unprecedented? Y is for yes, N is for no
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Fig. 17 Relationship between Hill’s diversity numbers of chi-
ronomid assemblages in 80 lakes of the eastern Canada training
sets and mean August air temperature. Data from Larocque
(2008)

favour the establishment of a more diverse fauna. This
hypothesis is shown in Fig. 17 where the Hill’s diver-
sity index of chironomid assemblages has been plotted
against mean August air temperature. Until the lakes
reach a mean temperature of ca. 15◦C in August, an
increase in the diversity of chironomid communities
will occur while in lakes with warmer mean August
air temperature, the diversity will decrease.

Organisms in lakes might also respond differently
to warmer temperatures depending on their tolerance.
Cold water fish, such as salmon and arctic char, are
expected to reach the limit of their temperature toler-
ances by 2100 AD and might disappear (EPA, 1999).
Here we will concentrate our review on other biolog-
ical organisms in lakes. Studying the past variations
associated with changes in temperature might give us
insight on which taxa are at risk.

Quantifying biodiversity by indexes is controversial
and it is difficult to determine which of these indexes
should be used. Not all organisms are preserved in lake
sediments, thus the reconstructed diversity is a par-
tial representation of biodiversity in lakes. Here, the
variations of diversity are described for taxonomical
groups.

Chironomid diversity has been shown to increase
with warmer climate in the Canadian Arctic (Gajewski
et al., 2005; Quinlan et al., 2005; Rolland et al., 2008,
2009). Cladocera species diversity also increased in
periods of warmer climate in the past in the Czeck
Republic (Pražáková et al., 2006), in warmer lakes in

the Italian and Swiss Alps (Guilizonni et al., 2006)
and with the most recent warming in a remote Scottish
mountain loch (Kattel et al., 2008). Higher diatom
diversity were observed during warmer periods in
northeast Siberia (Cherapanova et al., 2007) while
less diverse diatom communities were linked to colder
conditions in France (Ampel et al., 2008). Diatom
diversities have increased in recent decades in arctic
Canada and Greenland, but while the changes were
unprecedented in arctic Canada (Quinlan et al., 2005;
Finkelstein and Gajewski, 2008; Lim et al., 2008) they
were similar to those observed during the Medieval
Warm Period in Greenland (Perren et al., 2009). In
Lake Khubsugul (Mongolia), the maximum ostracod
diversity followed the temperature optima over the last
230,000 years (Poberezhnaya et al., 2006). Present,
past and future climate (in modelling) have been linked
with increases of aquatic plants (Lacoul and Freedman,
2006; Väliranta, 2006; Abrahams, 2008).

Although long-term studies and present conditions
suggest that most indicators in lakes (chironomids,
diatoms, ostracods, aquatic plants) had increased diver-
sity with periods of warmer climate, it is still impossi-
ble to determine to which extent these will continue to
increase while most taxa will not have reached their
higher limit of tolerance by 2100 AD.

The Future

For future changes, it might be more important to
determine which species will disappear and the most
sensitive are probably those restricted to cold lakes.
Transfer functions for different biological indicators
might be a way to assess these disappearances in
the future. For example, in eastern Canada, if mean
July temperature of cold lakes increase to more than
12◦C, five of the chironomid taxa which have optima
and tolerances below that level (Larocque et al.,
2006) (Fig. 18), three in the western part of Canada
(Barley et al., 2006) and five in central Arctic Canada
(Porinchu et al., 2009) might disappear. In Northern
Sweden, 18 diatom species would be at risk (Rosèn
et al., 2000) and four chironomid taxa (Larocque et al.,
2001). In Ugandan lakes, eight chironomid taxa could
disappear if cold lakes had temperature rise above
12◦C (Eggermont et al., 2010). However, based on the
diversity diagram in Fig. 17, the diversity in these lakes
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Fig. 18 Some of the chironomid taxa with temperature optima
and tolerances below 12◦C in Arctic Canada lakes. These taxa
might disappear with climate warming although the chironomid
diversity might increase (photos by Nicolas Rolland)

would probably increase with warmer temperatures. It
could be important to look at diversity, and disappear-
ances and replacements of taxa as well.

Cyanobacteria

The long evolutionary history of cyanobacteria has
resulted in survival strategies and persistence during
climatic changes that have taken place on Earth during
the past 3.5 billion years. Today, some cyanobacte-
rial species form massive surface blooms that produce
toxins, cause oxygen depletion and alter food webs,
posing a major threat to drinking and irrigation water
supplies, fishing and recreational use of surface waters
worldwide (Paerl and Huisman, 2009a; Fig. 19). Here
we look at the link between cyanobacteria and climate
in the past. In lake sediment, cyanobacteria are not pre-
served as complete algae, but can be deduced using
pigment analysis. For example, echinenone, zeaxan-
thin, canthaxanthin, myxoxanthophyll and scytonemin
are used to determine cyanobacteria preserved in lake
sediment (see Leavitt and Hodgson, 2001). Second, we

will present the most recent studies revealing that cli-
matic change may benefit to various species of harm-
ful cyanobacteria and the models predicting future
changes in phytoplankton responses to climate change
scenarios.

Changes Through Time

The Last Glacial

In Lake Hovsgol, Mongolia, cyanobacteria concen-
tration increased during the post-glacial period when
increased precipitation and runoff to the lake resulted
in higher nutrient supply (Nara et al., 2005). The con-
centrations decreased during the Younger Dryas, and
attained their maximum at the start of the Holocene
through recent times. A similar pattern of temporal
changes in cyanobacteria concentration was observed
in Lake Baikal (Soma et al., 2007). In the period
between ca. 16,100 and 8,470 years BP, lake levels
were possibly low at Potrok Aike (Argentina) explain-
ing the low concentration of cyanobacteria, which
increased after 7,400 BP when the lake level increased
(Mayr et al., 2009). Cyanobacteria in the Arctic have
been shown to survive elevated UVR exposure by
increasing extra cellular concentration of photopro-
tective compounds (Castenholz et al., 2000). In Lake
Reid, east Antarctica, the mean exposure of the ben-
thic cyanobacteria during the last glacial was more
than three times higher than during the Holocene. This
threefold increase was possibly linked to the reduc-
tion of snow cover on the lake ice, consistent with
cooler conditions and leading to an increase of UV
penetration (Hodgson et al., 2005).

The Holocene

In pristine lakes of Greenland, climate and lake age
were the dominant factors explaining the variations
in cyanobacteria through time. N2-fixing and colo-
nial cyanobacteria were more abundant in the early
stage of lake development and decreased within 1,000
years. The conditions favouring their establishment at
that time might be a combination of the water’s alka-
line state and low DOC, increasing UV penetration
(McGowan et al., 2008).
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Fig. 19 Examples of algal blooms. From Paerl and Huisman (2009a, b)

The Last Millennium

Over the last 200 years, cyanobacteria decreased dur-
ing periods of low water level and then increased
during high water level of Lagunillo del Tejo, Spain.
These level changes were linked to climate change
(Romero-Viana et al., 2009). In Lake Mattamuskeet,
North Carolina, USA, cyanobacteria increased dur-
ing the Little Ice Age, between ca. 1584 and 1860
AD when precipitation favoured wetland expansion

and the connectivity between the lake and the water-
shed. However, the concentration further increased
following human settlement in this area (Waters et al.,
2009).

Recent Decades

According to Paerl and Huisman (2009a) climate
change is a potent catalyst for further expansion of
cyanobacterial blooms in waters already over-enriched
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by urban, agricultural and industrial developments.
This is likely to happen for several reasons. First,
cyanobacteria are more competitive in warmer waters
because their optimal growth temperature is higher
(often above 25◦C) than for diatoms and green algae
(e.g. Jöhnk et al., 2008). Second, higher water tem-
perature promotes the establishment of stronger ther-
mal stratification and its longer persistence (earlier
stratification in spring and later destratification in
autumn), conditions that favour buoyant and UV
resistant cyanobacteria (e.g. Huisman et al., 2004).
Cyanobacterial blooms can locally enhance surface
water temperature or pH, which favours their domi-
nance over eukaryotic phytoplankton (Hense, 2007).
Changes in hydrological cycle (patterns of precipita-
tion and droughts or damming, related to lake resi-
dence time) are also likely to affect the competition
and promote cyanobacterial blooms under certain con-
ditions (e.g. Uwins et al., 2007).

In a comparison of 2 years of contrasting weather
conditions, Dupuis and Hann (2009) showed that the
filamentous cyanobacteria biomass increased under the
warmer spring-summer in three shallow polymictic
lakes (which dominate the world’s freshwater systems,
Downing et al., 2006), along with shifts in zooplankton
composition. The degree-day metric for epilimnetic
water was the controlling variable, while N, P, N:P or
water column stability did not change significantly.

An invasive toxin-producing cyanobacterium orig-
inating from the tropics, Cylindrospermopsis raci-
borskii, was reported for the first time in Lake
Constance, Ontario, Canada. Between 1998 and 2001
AD, the highest biomass of this species was linked to
warmer temperature rather than nutrients (Hamilton
et al., 2005). The same species was present in two
lakes in Germany, and long-term studies (1993–2005)
showed that an earlier rise in water temperature has
promoted the spread of C. raciborskii to temper-
ate zones over the last few decades (Wiedner et al.,
2007). Warming earlier in the season permits early
germination, thereby exposing the cells to increased
irradiance, which advances growth and the population
establishment. This was also suggested by the results
of Briand et al. (2004) showing the large tolerance of
C. raciborskii to varying climatic conditions with opti-
mal growth at elevated temperature (30◦C).

Jacquet et al. (2005) studied Planktothrix rubescens
in Lac Bourget, France, which started to bloom in 1996
even though a restoration program reducing nutrient

loads and pollution in the lakes had occurred during the
1970s and 1980s. Among the factors influencing these
blooms were warmer than average winter/spring peri-
ods permitting earlier stratification, which favoured P.
rubescens.

The application of modelling experiments by De
Senerpont Domis et al. (2007) indicated that whereas
the successional sequence, from diatoms to green algae
to cyanobacteria, was not affected by the different
climate warming scenarios (cold, average and warm
spring), cyanobacteria showed a stronger response than
diatoms or green algae, with higher growth rates and
peak abundances in the average and warm spring sce-
narios. Shatwell et al. (2008) showed that in a warm
year, the cyanobacteria peak was four times more
important than during a cold year (Fig. 20).

The summer of 2003 was the hottest of the past 500
years in Europe, and harmful cyanobacterium blooms
of Microcystis were observed at Lake Nieuwe Meer
located in the city of Amsterdam in the Netherlands.
Jöhnk et al. (2008) developed a model to explain these
blooms and found that high temperatures benifit to
cyanobacteria directly through increased growth rate
and by increasing the stability of the water column
favouring the buoyant taxa.

Fig. 20 Increase of Cyanobacteria blooms in a warm year
(1988) compared with a cold year (1987). Figure modified from
Shatwell et al. (2008)
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In the wetlands of the Everglades, Florida, USA,
the cyanobacterium Gleotrichia-type increased in the
upper 50 cm of the studied core, probably associated
with increased light availability (Chmura et al., 2006).
The length of the spring-summer period and light avail-
ability has also been shown to affect the competition
between toxic and non-toxic strains in Microcyctis,
which has major consequences on the overall bloom
toxicity (Kardinaal et al., 2007). According to a recent
study by Davis et al. (2009) on the dynamics of toxic
and non-toxic strains of Microcystis during cyanobac-
teria blooms, enhanced temperatures (+4◦C) signifi-
cantly increased growth rates of toxic Microcystis in
83% of experiments conducted, while only 33% of
experiments showed increased growth of non-toxic
cells. The concurrent increases in temperature and
phosphorus concentrations yielded the highest growth
rates of toxic Microcystis cells in most experiments,
suggesting that future eutrophication and climatic
warming may lead to blooms with higher microcystin
contents.

The cyanobacterium Microcyctis aeruginosa has
been shown to tolerate increasing salinities in freshwa-
ter ecosystems (specific growth rate, microcystin cell
quota and microcystin production remained unaffected
by salinity levels up to 10 g/L, Tonk et al., 2007).
Increasing salinities can result from agricultural prac-
tices and specific water management strategies, but are
also associated to droughts or rising seawater levels.
Microcystis spp. Blooms have been observed in brack-
ish waters (e.g. Robson and Hamilton, 2003). This
tolerance might provide another competitive advantage
to cyanobacteria under a warming climate, relative to
diatoms and green algae that seem to have a lower salt
tolerance.

Several studies using long-term data sets or mod-
eling indicate that the phenology of phytoplankton
species, particularly in spring, has been or will be
affected by climatic change (e.g. Shatwell et al., 2008).
Results generally show earlier onset of thermal strati-
fication and spring diatom blooms, and an expanding
temporal mismatch between Daphnia populations and
spring blooms. The 25-year study by Shatwell et al.
(2008) shows that a change in timing of spring plank-
ton events in warm years surprisingly led to lower
mean water temperatures during the growth period,
favouring cold-adapted diatoms over cyanobacteria.
However, under high P:Si ratios, the increased time
between phytoplankton and cladoceran peaks opened a

loophole for filamentous cyanobacteria in warm years
to establish dominance after the diatoms.

Modeling Future Changes

In a review of present and future predictions in shal-
low lakes of the Netherlands, Mooij et al. (2005)
concluded that climate change will likely favour and
stabilize cyanobacterial dominance. Mooij et al. (2007)
developed both simple and complex models to predict
the effect of climate change on shallow lakes (non-
stratifying lakes). Cyanobacteria showed the strongest
response to temperature. Their models assume that
winter precipitation and extreme rainfall events will
increase (although in some regions decreased precip-
itation is predicted) concurrently to water tempera-
ture, which will favour phytoplankton (particularly
cyanobacteria) against macrophytes through bottom-
up (increased nutrient availability and external loading,
reduced light availability) and top-down (reduced zoo-
plankton predation) effects. Climate change would
therefore mimic the effects of eutrophication or exac-
erbate ongoing eutrophication (e.g. Moss et al., 2003).
The main output parameters of interest for water qual-
ity managers are the critical nutrient loading at which
the system will switch from clear to turbid and the
much lower critical nutrient loading – due to hys-
teresis – at which the system switches back from
turbid to clear. The model predicts that climate change
will likely lead to decreased critical nutrient loadings.
Combined with an expected increase in the external
nutrient loading, this will increase the probability of
a shift from a clear to a turbid state.

Several coupled biological-physical models predict
that cyanobacterial blooms will be favoured under a
warmer climate and that the cyanobacterial dominance
is greatest when high water temperature is combined
with high nutrient loads (e.g. Jöhnk et al., 2008;
Fig. 21). Linking a regional climate model (RCM)
with a phytoplankton community model (PROTECH),
Elliott et al. (2005) produced simulations of 20 years
of data from Bassenthwaite Lake in England. With
an increase of 1% in atmospheric CO2 concentrations
until 2100, the model predicted that spring bloom of
Planktothrix had greater success but declined earlier
due to nutrient limitation caused by the increase spring
growth.
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Fig. 21 Abundance of cyanobacteria under colder (blue line)
or warm (red line) scenario. Figure modified from de Senerpont
Domis et al. (2007)

Eutrophication

Climate change might affect distribution of cyanobac-
teria, as previously explained, but it might also affect
other primary producers and lead to increased produc-
tivity and eutrophication. Changes in climate can affect
eutrophication (Fig. 22): (1) by increasing the nutri-
ent input to the lake with increased river runoff and/or
organic matter input from soil, (2) by changing the
thermal stratification of lakes, (3) by changing the lake
level, thus affecting the stratification, (4) by changing
the onset of stratification, the ice-free season or the
periods of maximum peaks of phytoplankton; or (5) by
causing food-web altercations.

Fig. 22 Factors affecting the eutrophication of lakes (Figure
modified from Monsour, 1973)

Nõges et al. (2007) have shown a substantial
increase of nutrient loading and dissolved organic mat-
ter by river discharge in Lake Võrstjärv, Estonia, with
increased precipitation. Moser et al. (2002) found that
warmer summer temperatures increased thermal strati-
fication leading to increase diatom-inferred total phos-
phorus (TP). During the mid-Holocene, lake levels
were 8 m lower than today in a boreal lake of north-
western Ontario and lead to an increase of nutrient-rich
diatom assemblages, an increase in diatom accumu-
lation and a decrease in the chrysophytes relative to
the diatom ratios (Moos et al., 2009). In China, shal-
low lakes are more eutrophied and prone to algal
blooms due to the wind-wave resuspension of material
which may result in huge nutrient releases (Qin et al.,
2006). Carvahlo et al. (2003) have shown that winter
temperature increased from 2.5◦C to 3.6◦C between
1968–1972 and 1997–2001 leading to a displacement
of diatom peaks occurring in February instead of in
spring.

Five major changes can occur following an increase
in eutrophication: (1) species diversity decreases and
the dominant biota changes, (2) plant and animal
biomass increase, (3) turbidity increases, (4) the rate
of sedimentation increases and (5) anoxic conditions
may develop.

Changes Through Time

Eutrophication has been reported in association with
the increase of human activities in recent times. Here,
we try to report only on eutrophication/lake productiv-
ity which occurred in the past and was linked primarily
to climate. This is not an easy task since most eutroph-
ication studies are made in lakes where anthropogenic
activities have altered the ecosystem. Since many of
the algae responsible for eutrophication are not pre-
served in lake sediment (except as pigments), the
reconstructed level of productivity or eutrophication
might be underestimated through time.

The Last Glacial Maximum

A decrease in aquatic productivity during cold periods,
such as the Younger Dryas, were observed in Ontario,
Canada (Yu et al., 2000, 2008) in Spain, (Morellón
et al., 2009) and on Easter Island (Sáez et al., 2009).
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The Holocene

Warmer periods during the Holocene lead to increases
in productivity in France (Loizeau et al., 2000), in
Lituania (Stancikaitė et al., 2008), in Finland (Itkonen
et al., 1999), in the Canadian arctic (Porinchu et al.,
2009) and in Mexico (Bridgwater et al., 1999). Such
increases in primary productivity have negative feed-
backs on copepods and foraminifera (Cromer et al.,
2005).

The Last Millennium

Increases in lake productivity were observed during
warmer periods, such as the Medieval Warm Period in
the Canadian arctic (Podritske and Gajewski, 2007), in
Minnesota (USA) (Bradbury et al., 2002) and in Chile
(Moy et al., 2008).

Last Decades

Unprecedented changes in lake productivity were
observed on Baffin Island (Thomas et al., 2008) and
in Alberta (Canada) (Moser et al., 2002). Increases
in productivity associated with warmer climate were
observed in British Columbia (Canada) (French and
Petticrew, 2007), in Lake Tahoe (USA) (Coats et al.,
2006), in northern Russia (Solovieva et al., 2005) and
in Uganda (Panizzo et al., 2008). However, O’Reilly
et al. (2003) suggested that primary productivity may
have decreased by about 20%, implying a roughly 30%
decrease in fish yields.

Future Changes

Byron and Goldman (1991) used GCM models and 25
years of limnological data to simulate changes (with
doubled atmosopheric CO2) in primary production
in a subalpine lake. The primary cause of enhanced
productivity was the increased length of the grow-
ing season resulting from earlier spring ice-out. On
the contrary, Brooks and Zastrow (2002) predicted
a decrease in primary production in Lake Michigan
by 2090 due to physical/chemical constraints imposed
on spring primary production by altered climate con-
ditions. Early stratification would shorten the period

of winter-spring mixing, during which time nutrients
from the sediment are transported to the productive
euphotic zone. The spring bloom was projected to
diminish if early stratification capped the nutrient sup-
ply, and increased cloud cover reduced light input for
photosynthesis. In other Great Lakes, the increased
productivity under doubled CO2 models varied from
strong increases in Lake Erie to almost negligable val-
ues in Lake Ontario (except near major tributaries)
(Lam and Schertzer, 1999). In a mesocosm experiment,
Sommer and Lengfellner (2007) showed that exper-
imental temperature elevation had a strong effect on
phytoplankton peak biomass (decreasing with temper-
ature), mean cell size (decreasing with temperature)
and on the share of microplankton diatoms (decreas-
ing with temperature). All these changes will lead
to poorer feeding conditions for copepod zooplank-
ton and, thus, to a less efficient energy transfer to
fish production under a warmer climate. In the Arctic,
melting of the permafrost will likely increase nutrient
input and primary productivity (Wrona et al., 2006).
Using a lake model tuned with 30 years of meteoro-
logical data Blenckner et al. (2002) predicted that a
warmer climate might cause increased nutrient cycling
and lake productivity in Lake Erken, Sweden.

In summary, the impact of future climate change
on primary production/eutrophication is more compli-
cated than expected and will depend greatly on the
physical properties of the lakes. This small overview
enhances the need of studying various lakes in different
part of the globe.

Oxygen Availability

Oxygen in a lake is produced via photosynthesis in the
epilimnion (Fig. 23) while oxygen is used for respi-
ration in the hypolimnion. The oxygen level available
for respiration in the hypolimnion depends on two
factors: the light penetration and the stratification. A
strong thermocline in summer can lead to anoxia when
there is no mixing and availability of oxygen in the
hypolimnion. If a lake becomes eutrophic, the light
penetration in the epilimnion is limited, decreasing the
availability of oxygen to the hypolimnion.

With climate warming, algae production is pre-
dicted to increase leading to eutrophication (see above)
and a decrease of oxygen availability since no light can
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Fig. 23 Production of oxygen in stratified lakes

penetrate the mat of algae and biological production in
the deeper part of the lake becomes negligible. Cold
climate can also lead to oxygen depletion when the
lake ice-cover is thicker and the ice-cover season is
longer, creating lower light penetration, low produc-
tivity of algae, thus less oxygen in the deeper part of
the lake. Variations in oxygen levels through time can
be determined using sedimentological, chemical (sul-
fur) and biological (e.g. chironomids) indicators. In
recent times, it is difficult to determine if climate or
anthropogenic activities are responsible for the decline
in oxygen level.

Changes Through Time

Long-Temporal Scale

Low susceptibility intervals over the last 65,000 cal
years BP correlated with cold (glacial-like) conditions
and anoxia due to perennial ice-cover in El’gygytgyn
Crater Lake, Northeastern Siberia (Asikainen et al.,
2007). During the Younger Dryas cold phase increased
soil erosion and hypolimnetic oxygen depletion
enhanced the nutrient supply to the lake water causing
eutrophic conditions in north-eastern Germany (Enters
et al., 2010)

The Holocene

Climate warming was associated with the deterioration
of hypolimnetic oxygen conditions in various lakes
of Europe (Schmidt et al., 2008) and North America
(Odegaard et al., 2003).

The Last Millennium

Warm conditions were associated with anoxia and/or
decreased hypolimnetic oxygen in lakes of USA
(Whitlock et al., 2008) and the Austrian Alps (Schmidt
et al., 2008).

Last Decades

Increasing productivity and hypolimnetic anoxia con-
ditions were observed during the twentieth century
in Michigan (USA) (Francis, 2001), in UK (Winfield
et al., 2008) and in Switzerland (Straile et al., 2003).
Low dissolved oxygen conditions during the summer
of 2003 was induced by extreme warm temperature in
Germany (Wilhelm and Adrian, 2007).

Future Changes

In Lake Zurich, Switzerland, a 50-year model pre-
dicted that increased temperatures will lead to a
decrease in winter mixing events (Peeters et al., 2002)
possibly leading to a decrease in hypolimetic oxygen.

Lake Level Changes

As shown by Street-Perrott and Harrison (1985),
instrumental and historical records of lake levels are
available for a small number of sites. Unfortunately,
these records are of insufficient duration and spatial
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coverage to identify regional-to-global scale trends.
To fill this void in knowledge, lake levels are recon-
structed using a combination of biological and geo-
chemical/geophysical methods. On an individual scale,
lake level reconstructions have been used to identify
local shifts in the water balance caused by glacier
melt, ice-damming, changes to vegetative cover in the
watershed and redirection of drainage (e.g. Brahney
et al., 2008). On a regional-to-global scale, syn-
chronous shifts in lake levels can provide informa-
tion about high and low frequency shifts in tem-
perature and evaporation (including solar insolation),
precipitation (prevailing winds and storm tracks),
climate oscillations (e.g. ENSO, AAO), and transi-
tions from glacial to interglacial periods (e.g. Magny,
2004).

Ideal sites for lake level reconstruction include those
found in small, topographically closed watersheds (e.g.
Shuman et al., 2009). Shuman et al. (2009) and Last
et al. (1998) suggest lakes which are recharged by
groundwater so that shifts in lake level reflect multiple
years of precipitation or evaporation. Therefore, lake
basins must have sufficient relief to maintain water
levels above the water table even during dry condi-
tions without being over-steepened and risking slope
failure (Street-Perrott and Harrison, 1985). Because
immediate responses to climate can be dampened by
long-term changes in groundwater, Street-Perrott and
Harrison (1985) suggest lakes whose runoff equals
inputs (amplifier lakes) and those which are sensi-
tive to changes in the atmosphere. Lakes with limited
local stream in- and outflows which concentrate the
effects of consecutive short-term fluctuations in tem-
perature and precipitation to create larger lake level
transgressions or regressions while avoiding problems
of incision are preferred (Shuman et al., 2009). Finally,
Harrison et al. (1993) and Colman (1998) avoid recon-
structing levels from lakes exposed to active tecton-
ics. Unfortunately, even where lakes levels respond
to changing climate or environmental conditions, the
magnitude of lake level fluctuations (or absolute lake
level) is difficult to reconstruct (Harrison et al., 1996).
Instead, relative shifts are identified and refer to an
increase or decrease relative to a lake’s internal range
of fluctuations (Street and Grove, 1979). Furthermore,
it is not always possible to identify the start and end
of regressions and transgressions (Magny, 2004). Once
a suitable lake is selected, a variety of biological and
geochemical/geophysical methods can be applied to
identify past changes in lake level. Descriptions of

these methods can be found in various textbooks (e.g.
Smol et al., 2001; Francus, 2004).

The Late Glacial

At the Late Glacial to Holocene transition, lake lev-
els in the Americas appear to be strongly influenced
by the latitudinal location of the lakes. Higher lake
levels in North American sites have been ascribed to an
equator-ward shift of the Westerlies due to the presence
of the Laurentide ice sheet (and greater winter precip-
itation), a strengthened south-western monsoon (and
enhanced summer precipitation), and reduced evapo-
ration due to cooler temperatures (Killarney-Younger
Dryas) (e.g. Lavoie and Richard, 2000). In South
America, conflicting lake level results have been pub-
lished for the Altiplano and Amazonia region during
Last Glacial Maximum (Baker et al., 2001). Baker
et al. (2001) suggest that a range of climate forc-
ings may have caused high lake levels at Titicaca.
A high range of sea-surface temperatures could have
strengthened north-east trade winds and enhanced the
atmospheric advection of cold water into the Amazon
region. Concurrently, high rainy-season solar insola-
tion in the Southern Hemisphere would have hampered
precipitation (Baker et al., 2001). For Argentinean
lakes Cardiel and Potrok Aike, low lake levels at
11,200 cal year BP have been attributed to Westerlies
being displaced north. The transgression of both lakes
by 10,230 cal years BP may be related to the return of
the Westerlies to their southern position (e.g. Ariztegui
et al., 2008).

Low lake levels in northern Europe (18,000–
15,000 cal years BP) and higher levels along the
Mediterranean (18,000 cal years BP) appear to be
caused by a southern displacement of Westerlies, the
formation of anticyclones over the ice sheet and cooler
high latitude oceans (COHMAP, 1988).

As described by Gasse (2000), many African lake
level reconstructions are plagued by weak chronolo-
gies (radiocarbon age distortions and low temporal
resolution). Furthermore, the use of calibration func-
tions (e.g. biological) and models is rare (Gasse, 2000).
Despite these caveats, African lake levels at the Last
Glacial Maximum appear to respond to a variety of
climate forcings. Gasse (2000) suggests that arid con-
ditions occurred in northern and southern Africa dur-
ing the Last Glacial Maximum due to low land and
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sea surface temperatures in the tropical region. For
the glacial–interglacial transition, Barker and Gasse
(2003) propose different lake level trends above and
below the equator in tropical eastern Africa (inter-
hemispheric asymmetry). Low levels may be caused
by a cool and arid climate initiated by lower sea
level and amplified continentality, cooler sea surface
temperatures (especially in the North Atlantic), inten-
sified trade winds (and increased evaporation rates), a
northward displacement of the Antarctic polar front
and a reduced summer monsoon (e.g. Stott et al.,
2002). Higher lake levels could be related to a south-
ward displacement of the eastern African rainfall belt
(Garcin et al., 2007).

Late Glacial lake level reconstructions for Asia
imply widespread aridity, probably related to reduced
monsoon precipitation (Sun et al., 2009). On the
Tibetan Plateau, low lake levels occurred at Nam Co
and Lake Koucha (Mügler et al., 2009; Mischke et al.,
2008). In paleolake Zhuyeze, a coarse layer of Aeolian
sand was deposited (Zhao et al., 2008). Meanwhile,
Tal Chapar and Parihara had an ephemeral existence
(Achyuthan et al., 2007).

In Australia, coastal aridity during the Late Glacial
appears to be related to a southward displacement of
Westerlies and the winter subtropical belt of high pres-
sure and divergence (Harrison, 1993). Alternatively,
high lake levels in the interior are possibly due
to precipitation originating in the Pacific. As the
high pressure belt returned equator-ward, the coastal
region became increasingly moist while lakes of the
Australian interior regressed (Harrison, 1993).

Holocene Lake Level Trends

Lower lake levels in eastern North America during the
early Holocene have been attributed to enhanced evap-
oration caused by a reduced Laurentide ice sheet and
enhanced summertime solar insolation. Coincidentally,
periods of higher lake level in parts of southwestern
North America are believed to relate to a stronger
southerly flow supported by an enhanced monsoon
low (e.g. Weng and Jackson, 1999). High lake levels
at intermediate latitudes in the Southern Hemisphere
may be due to higher temperatures, reduced Andean
glacier cover, warm sub-Antarctic sea surface tempera-
tures, north-shifted southern westerly storm-tracks and

a greater presence of Easterlies (e.g. Ariztegui et al.,
2008). During the Hypsithermal (8,500–5,500 cal year
BP), the North American continental interior was dry
and warm. Where high lake levels have been recon-
structed for eastern North America, they are credited
to enhanced precipitation related to a northward shift
of the jet-stream (Weng and Jackson, 1999). In tem-
perate South America, episodes of lower lake levels at
Lago Cardiel (Argentina) have been ascribed to arid
and cooler conditions (Ariztegui et al., 2008). During
the second half of the Holocene, summer insolation
and monsoon intensity declined in the North American
continental interior. These factors, combined with a
southward shift of winter Westerlies, increased winter
precipitation and probably caused the lake level trans-
gressions in the Midwestern United States at 5,000 cal
years BP (Weng and Jackson, 1999; Shuman et al.,
2009; Weng and Jackson, 1999). Moister conditions
are registered slightly later in eastern North America
(3,000 cal years BP), in southern Quebec (4,400 cal
years BP), in northern Quebec (3,200 cal years BP;
CAN), in the Yukon (2,800–1,300 cal years BP) and
in California (2,000 cal years BP to present; USA)
(Lavoie and Richard, 2000; Miousse et al., 2003;
Brahney et al., 2008; Kirby et al., 2004). In Argentina,
modern climate conditions developed after 5,000 cal
years BP, characterized by seasonal shifts in westerly
storm-tracks (towards the southern pole in austral sum-
mer and towards the equator during the austral winter)
and an ENSO presence (e.g. Markgraf et al., 2003).
Moist conditions at 5,000 cal years BP were followed
by increased aridity until 2,500 cal years BP (Stine and
Stine, 1990). This is reflected in depressed lake levels
at Lago Cardiel and Laguna Potrok Aike (Haberzettl
et al., 2008). Finally, the last 2,500 years were char-
acterized by rapid shifts in lake level due to high
frequency climate shifts (Stine and Stine, 1990).

The early Holocene was characterized by strong lat-
itudinal gradients in moisture and temperature related
to insolation, relic ice cover and a zonal atmospheric
circulation in Europe. In Scandinavia, enhanced sum-
mer and annual insolation were caused by precession
and tilt (maximal at 9,000 cal years BP). At the mid-
latitudes, high summer insolation was matched by
reduced winter insolation (e.g. Guiot et al., 1993).
In Sweden, reconstructions of summer temperatures
suggest a warmer climate; however, high lake lev-
els imply that precipitation must have been sufficient
to replace summer evaporation (Almquist-Jacobson,
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1995). Possible causes for higher precipitation in
Scandinavia include higher North Atlantic sea surface
temperatures and a northward shift of the sub-tropical
anticyclone (Guiot et al., 1993). Modern climate con-
ditions arrived in Sweden by 4,000 cal years BP,
including the year-round delivery of moist air by west-
erly and south-westerly winds and a reduced presence
of migratory cyclones (Almquist-Jacobson, 1995). In
Holzhauser et al. (2005), lake level fluctuations in
west-central Europe are attributed to solar irradiance
and the North Atlantic Oscillation.

Low lake levels in Africa at the start of the Holocene
have been ascribed to a change in the continen-
tal/oceanic temperature gradient caused by the opening
of the Northeast Atlantic, the extension of polar waters
and a warmer deglacial atmosphere (e.g. Filippi and
Talbot, 2005). Transgressions during the early to mid-
dle Holocene (e.g. Lake Victoria and Lake Tanganyika)
may be caused by high sub-Antarctic sea surface tem-
peratures and a shift in the atmospheric circulation
regime of the tropics including a renewed monsoon
presence (e.g. Stager et al., 2002).

Shifts between high and low lake levels in the
early Holocene imply unstable climatic conditions
in Asia, possibly related to the Younger Dryas and
the return of the Asian monsoon (e.g. Achyuthan
et al., 2007). In Australia, low lake levels between
13,000 and 12,000 cal years BP have been accred-
ited to the Antarctic Cold Reversal as well as the
Younger Dryas (Tibby and Haberle, 2007). Conversely,
high levels between 11,000 and 7,000 cal years BP

have been related to reduced summer insolation in
the middle southern latitudes and the northward shift
of the subtropical belt of high pressure and diver-
gence (Harrison, 1993). In New Zealand, high lake
levels (8,240 and 7,880 cal years BP) may be related
to the 8,200 years melt-water event or to the North
Atlantic climate anomaly (8,500–7,900 cal year BP)
(e.g. Augustinus et al., 2008). Meanwhile, lake levels
in China and Mongolia appear to reflect a megathermal
episode (7,200–6,000 cal years BP) and a slight warm-
ing between 6,500 cal years BP and 5,500 cal years
BP, respectively (e.g.Wünnemann et al., 2003). High
lake levels between 5,000 cal years BP and 3,000 cal
years BP have been attributed to cooler and moister
conditions including intense monsoon precipitation
(e.g. Mügler et al., 2009). Finally, between 3,000 cal
years BP and present, lake levels record the return
of arid conditions to certain regions of Austral-Asia

(Wünnemann et al., 2003; Khandelwal et al., 2008;
Sun et al., 2009; Zhao et al., 2008).

The Last Millennium

In Africa, variations in plants in lake margin vegetation
indicate low lake levels in Tanzania, presumably as a
result of reduced effective precipitation, contemporary
with indications of relatively dry conditions at a pro-
longed period between ca. 1420 and 1680 AD (Ryner
et al., 2008). In eastern Mozambique, high lake levels
were reconstructed using diatom assemblages between
900 and 1300 AD, with short low levels at ca. 1100
and 1200 AD. The pollen data reconstructed repeated
droughts during the Little Ice Age while higher lake
levels are suggested after 1800 AD (Ekblom and
Stabell, 2008).

Magnetic susceptibility variations in the sediment
of Lake Shkodra (Albania) were attributed to ero-
sion in the watershed related to climate change (Little
Ice Age) (van Welden et al., 2008). Based on sed-
imentary facies, elemental and isotopic geochem-
istry, and biological proxies (diatoms, chironomids
and pollen), shallow lake levels and saline condi-
tions with poor development of littoral environments
prevailed during medieval times (1150–1300 AD) in
Spain (Morellón et al., 2009). Generally higher water
levels and more dilute waters occurred during the
LIA (1300–1850 AD). Declining lake levels during the
twentieth century, coinciding with a decrease in human
impact, are associated with warmer climate condi-
tions. Similarly, using sedimentological, geochemical
and palynological analyses Moreno et al. (2008) and all
have shown an increase in flood frequency during the
LIA and almost no flood during the MWP in Central
Iberia.

In a lake in Ontario, the diatom-inferred depth
record indicates several periods of persistent low lev-
els during the nineteenth century, from 900 to 1100
AD, and for extended periods prior to 1,500 years
ago. Periods of inferred high lake levels occurred from
500–900 AD to 1100–1650 AD (Laird and Cumming,
2009). In the Peace Athabaska Delta, Alberta multi-
proxy analysis showed that one lake had high levels
during the LIA while another lake had low water
level (Sinnatamby et al., 2009). These differences were
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due to the connectivity of the lakes with major trib-
utaries. The lake which was not connected to Lake
Athabaska showed low lake levels due to drier cli-
mate. Before 730 AD, varved sediment could not be
found in Alaska, probably due to the increase of
aridity and lowering of the lake level (Bird et al.,
2009). Varve thickness was used to infer precipitations
(and lake level) in Lago Puyehue (Chile) (Boes and
Fagel, 2008). One significant regional peak of win-
ter precipitation (>900 mm) was reconstructed in the
mid-twentieth century and a significant period with
lower winter precipitation (<400 mm) during the late
Medieval Warm Period was inferred.

Last Decades

Longer term changes in some benthic species, the
chrysophyte cysts to diatom valve ratio, %C, and
C/N ratios suggest declined river inflow and a rela-
tive reduction in allochthonous inputs during the last
century in Nunavut (Canada) (Stewart et al., 2008).
Pollen inferred low lake levels in the late eighteenth
and the late nineteenth centuries in Tanzania (Ryner
et al., 2008). Declining lake levels in Spain during
the twentieth century inferred by sedimentary facies,
elemental and isotopic geochemistry, and biological
proxies (diatoms, chironomids and pollen) are associ-
ated with warmer climate conditions (Morellón et al.,
2009).

Future Changes

Kirono et al. (2009) suggested that lake levels in Africa
will continue to fall until 2100. In the semi-arid region
of China about a 40% annual precipitation change in
recent years has caused large lake level decreases and
serious drought in the arid basins. In the next few
decades, a further decrease of 20–40% in lake levels
seems very probable (Yu and Shen, 2010). In Lake
Victoria, climate change scenarios were applied to a
75-year lake rainfall inflow series and evaporation data
to estimate future water balances of the lake. The sce-
narios produced a potential fall in lake levels by the
2030s horizon, and a rise by the 2080s horizon (Tate
et al., 2005).

UV Penetration in Lakes

Dissolved organic carbon (DOC) acts as a protection
against UV penetration: the higher the DOC concen-
tration, the shallower the UV penetration (Fig. 24).
Climate and UV penetration in lakes have been shown
to be related: climate warming can lead to a decrease
in the protective dissolved organic content in lakes
and increased UV penetration (Schindler et al., 1996).
A decrease in lake level, due to decreased precip-
itation can have similar effects (Yan et al., 1996).
DOC exerts a major control on the penetration of
solar ultraviolet radiation (UVR) and photosyntheti-
cally available radiation (PAR) in northern lake waters
(Laurion et al., 1997). Zhang et al. (2007) found that
the UV attenuation increased with chromophoric dis-
solved organic matter (CDOM), chlorophyll-a (Chla)
and total suspended matter (TSM) in high altitudinal
Tibetan Plateau lakes. In arctic or high elevation lakes,
however, the DOC concentration is low (0.2–0.4 mg/L)
and UV attenuation is influenced by phytoplankton
(Sommaruga, 2001).

In lakes with higher DOC concentration, there is
a significant tendency of warmer surface tempera-
ture, probably due to greater heat absorption (Gunn
et al., 2001; Fig. 25). These results suggest that DOC

Fig. 24 Depth of UV penetration in relation to DOC concentra-
tion. Figure modified from Häder et al. (2007)

Fig. 25 Relationhsip between water temperature and DOC
concentration. Figure modified from Gunn et al. (2001)
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Fig. 26 Changes in thermal stratification with increasing DOC
concentration. Figure modified from Gunn et al. (2001)

concentration increases with climate warming but has
also a feedback while higher DOC concentration will
trap the heat in the surface water. Other lakes parame-
ters affected by DOC concentration are the depth of the
1% light penetration (PAR) and the depth of the 10◦C
isotherm (Fig. 26).

Exposure to solar UV radiation can reduce pro-
ductivity, affect reproduction and development, and
increase the mutation rate in phytoplankton, macroal-
gae, eggs and larval stages of fish and other aquatic
animals (Häder et al., 2007). Macfadyen et al. (2004)
have shown that organisms that depend on DNA repair
processes may be less able to survive high UV expo-
sure. Xenopoulos and Frost (2003) have shown that
climate warming and increases in phosphorous change
the composition of lake phytoplankton, small chryso-
phyte biomass was reduced by 350% after exposure
to UV while others (Tabellaria flocculosa) were not
affected. Zooplankton were found in shallow depth
when Chaoborus was present but needed to stay at
deeper depths when UV radiation increased, increasing
their predation level (Boeing et al., 2004). Mesocosm
experiments have demonstrated that larval chirono-
mids are more sensitive to UVB than sympatric algae
and might lead to increases in algae in habitats exposed
to UVB due to lower predation from zooplankton
(Bothwell et al., 1994). This latest study illustrates the
complexity of UV effects on ecosystems. Long tem-
poral scale studies can help in understanding how the
lacustrine ecosystem has changed through time with
changes in UV radiation. In arctic lakes, Sommaruga
(2001) has shown that “understanding the overall

impact of UVR on alpine lakes would need to consider
synergistic and antagonistic processes.”

Various indicators can be used to qualitatively or
quantitatively estimate UV penetration. DOC can be
quantitatively reconstructed through time based on
transfer functions and UV penetration can be estimated
(e.g. Dixit et al., 2001). Water transparency for UV
radiation can be calculated from the inferred DOC
values using the equations in Gibson et al. (2001).
However, caution should be applied in such reconstruc-
tion since Sommaruga et al. (2006) have shown that in
lakes with low DOC (range: 0.12–0.65 mg/L) located
above the treeline, the relationship between dissolved
organic matter and UV transparency can be insignifi-
cant but decrease in UV transparency was significantly
correlated with the increase in phytoplankton chloro-
phyll a. Chlorophyll-a preservation was found to be
positively related to light penetration (Buchaca and
Catalan, 2007). Saulnier-Talbot et al. (2003) used a
diatom-based palaeo-optical approach to estimate the
depth of UV penetration and Leavitt et al. (2001) used
fossil pigments analyses to determine UV penetration
in lakes. The pigmentation of cladocerean can also be
used to evaluate the UV penetration (e.g. Rautio and
Korhola, 2002) or cladoceran assemblages can quan-
titatively estimate DOC levels (DeSellas et al., 2007).
Cyanobacteria have photoprotective compounds which
are preserved in sediments (Hodgson et al., 2005).

Changes Through Time

Late Glacial

During the Late glacial, dry cold conditions prevailed
with lake-level minima and greater UV radiation was
inferred (Hodgson et al., 2006). The mean exposure to
UV during the Late Glacial was three times higher than
during the Holocene (Hodgson et al., 2005).

The Holocene

At Lake Kachishayoot, in northern Québec (Canada),
Saulnier-Talbot et al. (2003) estimated high UV expo-
sure after the initial formation of the lake at ca.
5,400 cal years BP and the exposure decreased to the
present. DOC was reconstructed in another lake in
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northern Québec and stable concentrations were esti-
mated for the last 3,000 years, suggesting constant
underwater light conditions (Ponader et al., 2002).
Pienitz et al. (1999) inferred higher DOC concentration
in mid-Holocene (5,000–3,000 cal years) associated
with climate warming in lakes of the Northwestern ter-
ritories, and this increased DOC was associated with
a decrease in UV penetration in Queen’s lake (Pienitz
and Vincent, 2000).

High pigment concentrations in the early lake his-
tory occurred concomitant with low DOC content
while this relationship was inversed during the mid-
Holocene in Sweden (Reuss et al., 2009). In Austria,
DOC concentrations were higher between 4,000 and
5,000 cal years BP, a time frame where the famous
iceman was found, and were associated with warm
summers (Schmidt et al., 2006).

The Last Millenium

Based on fossil pigments (scytonemins and its deriva-
tives) and siliceous microfossils, Verleyen et al.
(2005) reconstructed four well-defined maxima in the
UVR proxy centred around 1820–1780, 1580–1490,
790–580 and 680–440 AD.

Last Decades

Optical proxies for UVR attenuation were correlated
with chlorophyll-a concentration (0–30 m) during typ-
ical dry summer months from 1984 to 2002 in Crater
Lake, Oregon (USA) (Hargreaves et al., 2007). In the
Sudbury area (Ontario, Canada), 19 lakes were studied
for their recovery following acidification and although
the diatom and chrysophytes have partially recovered,
their recovery might no be complete due to factors such
as increased exposure to UV-B radiation which might
be affecting the assemblages (Dixit et al., 2002).

Future Changes

Experimental research in Nova Scotia has shown that
UV attenuation, due to increase DOC, will affect zoo-
plankton. Increase in copepod reproduction, higher
species diversity (evenness), and greater variability in

the community structure was seen in covered enclo-
sures, representing higher UV attenuation (Clair et al.,
2001). Kepner et al. (2000) measured the UV penetra-
tion under the ice of Antarctic lakes and suggested that
although the microbial organisms are protected from
UV, this situation might change with the thickening
and disappearance of ice cover predicted with climate
warming.

Conclusions

This chapter described the potential of using lacus-
trine ecosystems to reconstruct climate (e.g. temper-
ature, precipitation) and evaluate the effect of climatic
changes on lakes. The findings are the following:

– Statistical methods have been recently developed
to allow quantitative reconstruction using biological
and sedimentological proxies.

– The differences between inferences and instrumen-
tal data are generally lower than the model predic-
tions, allowing their use for reconstructing small
climatic variations as observed during the last mil-
lennium.

– No consensus on the amplitude of climate change
was obtained, however most sites (except one in
Alaska) showed a Younger Dryas much colder
(−4.5

◦
C) than today’s temperatures.

– The timing of the “Holocene Thermal Maximum”
differed from sites and proxies used. However the
climate was generally warmer after deglaciation
until ca. 5,000 cal years BP.

– The 8,200 cal years BP event was present in most
studied sites in the northern hemisphere.

– Warm Medieval and cold Little Ice Age periods
were reconstructed at most studied sites in the
northern hemisphere. The climate of the last century
was similar to the MWP.

– In the arctic, Russia and Switzerland, the climate
of the past decades is unprecedented during the
last millennium. However, many sites showed that
present-day temperatures are similar to those of
the MWP.

– In the past, maximum biodiversity was associated
with warmer climate. However, the future climate
might reach the tolerance of many taxa in the arctic
leading to a decrease in biodiversity.
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– Cyanobacteria will increase with increased temper-
atures in lakes affected by nutrient increases.

– Lake productivity/eutrophication generally incre-
ased with warmer climate in the past; however, the
link with climate is not direct. Physical parameters
of the lake (especially depth and light penetra-
tion) are as important in influencing the bloom of
phytoplankton.

– Oxygen depletion increased with warmer climate in
the past and increased temperatures in the future
might lead to anoxic lakes.

– During the Late Glacial, low lake levels were gen-
erally observed in northern Europe, South America,
Africa, Asia and coastal Australia while high lake
levels were reconstructed in North America, the
Mediterranean and the interior of Australia.

– In the early Holocene, most lakes in North America
had low lake levels which increased after ca.
5,000 cal years BP with increased precipitations. A
similar pattern was observed in Africa. In Austral-
Asia, most lakes had high levels in the early
Holocene and levels decreased after ca. 3,000 cal
years BP.

– In the last millennium and the last decades, warmer
climate was generally associated with a decline
in lake levels attributed mostly to a decrease in
precipitation.

– The climate models applied to lakes in Africa and
China suggest that the lake levels will continue to
decline with climate warming.

– In arctic sites, UV penetration increased with
warmer climate due to a decrease in ice cover. In
southern sites, warmer climate lead to increases in
DOC and higher UV attenuation.
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Emmanuel Gandouin and Philippe Ponel

Abstract Quaternary insect subfossils preserved
in river deposits allow for the reconstruction of
past environmental and climate changes. During
the last glacial period, warm climate periods such
as Dansgaard/Oeschger events or the Late-Glacial
Interstadial have been recorded by the reappearance of
temperate faunas, typical of very shallow lakes or low-
energy anastomosing rivers. Inference models indicate
temperatures reaching values similar to those of the
present day. During cold periods such as the Younger
Dryas, insect faunas were characterized by the pres-
ence of numerous cold-adapted species. Summer air
temperatures ranged between 9 and 11◦C. Winter
temperatures were close to −11 to −12◦C. During
the early Holocene, temperatures rapidly increased to
reach a thermal optimum (about 18–20◦C) at around
8,000 year 14C BP. From the Middle Holocene, cli-
mate reconstructions are biased by increasing local
impact of human activities on river water bodies. In
France, cultivation and pastoralism led to the clear-
ance of alluvial forest around 5,000–4,000 BP. This
induced the disappearance of riffle beetles due to the
rise in load in fines in the stream resulting from soil
erosion. The fossil fauna from 2,000 BP to the present
is mainly made of ruderal grassland associated taxa,
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to Insect data from France.

dung-beetles and synanthropic taxa associated with
food stored products.
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Introduction

Why study past climatic and environmental changes in
river systems?

1. River floodplains provide good palaeoecological
archives in regions where continuous lacustrine and
peat bog records are rare, as in the case for season-
ally dry regions, such as around the Mediterranean.

2. To improve our knowledge on both natural and non-
natural (anthropogenic) processes that shaped the
present fluvial hydrosystems.

The achievement of these aims needs analyses per-
formed at different timescales:

(i) Long-term geological timescale: global climatic
changes such as glacial cooling or interglacial
warming lead to geomorphological changes that
affect the hydrosystems sensu stricto (main chan-
nel and secondary arms) as well as flood plain
landscapes. These changes have important con-
sequences on dynamics of biological species
that inhabit these ecosystems, and thus on the
biodiversity and functions related to changing
environments.

(ii) Historical timescale (500–100 year timescale):
increased human impacts through organic or
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chemical contamination, river regulation and
exploitation of water resources have profoundly
modulated present hydrosystems (Petts, 1989). It
is necessary to better document the mechanisms
that lead to this anthropogenic environment in a
perspective of ecological conservation or restora-
tion aims. In addition, the sedimentary deposits of
fluvial terraces and alluvial plains are important
archives for archaeological studies since all over
the world, rivers have attracted populations and
are often the starting point of civilizations. Hence,
the knowledge of the history of the catastrophic
flood events or of the alternation between phases
of aridity or wetness that affect economic activ-
ities (fisheries, navigation, water-supply for agri-
culture) may be very informative concerning the
historical expansion of human populations and
their trade linkages. In spite of their technologi-
cal advances, modern societies are still exposed
to these natural catastrophes or to the desertifica-
tion related to both global warming and increased
water consumption.

(iii) At 50–10 years timescale: the rapid growth of
human demography and urbanization leads to
degradation of natural river processes and dynam-
ics. This very short term observation supports the
conclusion of the previous historical timescale
and emphasizes the necessity to improve the
management of Large Alluvial Rivers Network,
and thus at continental spatial scales. This
requires comprehensive international cooperation
in scientific programs as well as in politic or
economic development strategies, since many
catchments cross national boundaries.

Why Fossil Insects Are a Cost Efficient Tool
to Analyse Past River Changes

Invertebrate faunas are directly impacted by chang-
ing ecological factors in rivers. Water temperature,
chemistry, flow and discharge rates are particularly
important. Moreover, macroinvertebrates play a key
role in the trophic structure of alluvial ecosystems. In
addition, responses of invertebrates to environmental
changes are often very rapid. These taxonomic groups
can be considered as functional biological descriptors

for both climate and environmental reconstruction pur-
poses. This allows detection of abrupt changes and
thus permits work at high resolution timescales. This is
particularly interesting in the present context of rapid
global warming.

Recent palaeocological studies performed during
the last few decades have shown that coleopteran (e.g.
Buckland and Coope, 1991; Elias, 1994, 2009) and
chironomids (e.g. Engels et al., 2008a, b, c; Gandouin
et al., 2005, 2006) assemblage changes recorded from
rivers and floodplain sequences are very efficient
tools to reconstruct past temperatures, human impact,
vegetational and hydrological changes, for both pre-
historical and historical periods. In the present section,
our aim is to provide a review of recent studies (with
an emphasis on France) dealing with palolimnological
research in river and floodplain hydrosystems.

Chironomid and Coleopteran Remains
as Efficient Palaeoecological Tools

Chironomids

Among the invertebrate faunal groups colonizing
aquatic environments, the Chironomidae (Diptera)
inhabit all kinds of water bodies from river main
channels, cut-off features such as oxbow lakes and
to the most isolated, temporary aquatic environments
(Wilson, 1980). Chironomids are abundant in
freshwater sediments, where they are often the pre-
dominant macroinvertebrate taxon. Klink (1989) has
reported, for example, that this group accounts for
90% of the entire macroinvertebrate population in
the Lower Rhine region. As the chitinous remains
of chironomid larvae are relatively well preserved in
Quaternary sediments (Hofmann, 1986), chironomids
are widely used as palaeoecological indicators in lake
environments, in order to reconstruct high resolution
past environmental dynamics. In addition the use
of chironomid larvae for palaecological purposes is
facilitated by relatively simple laboratory methods
(Hofmann, 1986). The recent key for determination
for European chironomid remains (Brooks et al.,
2007) gives a review of the main type of head capsules
encountered in Quaternary freshwater sediments for
the region.
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In lakes, chironomid species distribution follows
the depth gradient (Barley et al., 2006) so they can
be used as indicators of past lake level fluctuations.
Some taxa such as Limnophyes and Smittia include ter-
restrial or semi-terrestrial species. The littoral part of
the lake is colonized by taxa such as Glyptotendipes,
Dicrotendipes and Polypedilum which contain species
associated with macrophytes. The profundal zone of
lakes is dominated by taxa, such as Chironomus, tol-
erant to low oxygen concentrations because of the
presence of haemoglobin in their hemolymph.

Chironomids are widely used as indicators of past
changes in lake water quality since a classification of
lake trophic types has been established by Brundin
(1958). A short list of useful European chirono-
mid species is provided by Brooks et al. (2007).
Recent studies have shown that chironomids can be
used to reconstruct total phosphorus (Brooks et al.,
2001) and chlorophyll a concentrations (Brodersen
and Lindegaard, 1999). Chironomids are also sensi-
tive to many other environmental variables such as
pH (Mousavi, 2002), dissolved oxygen concentration
(e.g. Quinlan and Smol, 2002), salinity (Heinrichs
et al., 2001) and the nature of the substratum (e.g.
Larocque et al., 2001). Chironomids have also been
used to reconstruct air and/or water temperatures for
various regions (e.g. Bedford et al., 2004; Caseldine
et al., 2006; Stefanova et al., 2003). And, based on
studies of the modern distribution of lacustrine chi-
ronomids along an altitudinal gradient, it is possi-
ble to develop modern chironomid data calibration
sets (temperature-chironomid transfer functions), that
allows inferences of T◦ July with prediction errors
of the models in the order of 1◦C (Brooks, 2006).
However, the differences between instrumental data
and inferences can be much smaller (see Larocque and
Hall, 2003; Larocque et al., 2009).

Coleoptera

The majority of Quaternary fossil coleopteran species
are morphologically identical with their modern coun-
terparts, and their ecology has thus not changed signif-
icantly on this time scale (Coope, 1986; Buckland and
Coope, 1991), at least in central and northern Europe.
Since many fossil beetle fragments can be identified
to species level, a number of ecological parameters
may be drawn from any fossil assemblage, using the

extensive entomological literature devoted to modern
insects that has been published recently.

Coleopteran remains are widely used in investiga-
tions concerning archaeological sedimentary deposits
because they present a very wide range of ecologi-
cal requirements. They occur everywhere in terrestrial
and aquatic ecosystems and thus are able to provide
a diversity of palaeoecological information concern-
ing agricultural and pastoral human activities, human
habitats, climate and environmental changes.

In the context of floodplain sedimentary sequences,
the analysis of fossil beetle assemblages may pro-
vide additional information concerning a wider area
than the aquatic ecosystem itself, since an impor-
tant part of the many species contained in the fossil
records are terrestrial insects carried into the place of
deposit either by active (flight) or passive (drift) trans-
port. For example, huge assemblages of beetles mixed
with plant detritus often accumulate in dead arms or
slow meandering rivers during flood periods. Such
assemblages recovered from sedimentary sequences
are often extremely rich in taxa, most of them very well
preserved due to the resistant chitinous exoskeleton.
This material is extremely valuable since it may yield a
wide range of data that are not necessarily provided by
other proxies. For example, the vegetation that consti-
tutes the riverine forest may be analysed in detail, since
many phytophagous coleoptera are monophagous or
oligophagous insects associated with one or very few
tree or herbaceous plant species.

Saproxylophagous beetles may provide data con-
cerning the age and the general condition of health
of the riverine forest, since many species are associ-
ated with dead wood, declining trees, bracket fungi,
tree mould and more. The nature of the river banks
may also be interpreted from the fossil beetle record,
since many ground or rove beetles are associated
with a particular type of substratum: shingle, grav-
els, sand or clay. The landscape beyond the river bed
may be reconstructed using beetle species associated
with particular types of environments, such as beetles
associated with steppic or forest vegetation, dry open
substratum or marshy environments. Coprophagous
coleoptera are often present in number in Quaternary
deposits. Although this information is not unequivocal
since this category of insects may be associated either
with cattle or with wild mammals, it is often possi-
ble to infer from large quantities of fossil dung beetles
that pastoralism was practised in the vicinity of the
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depositional site, in association with other categories
of insects. Another important group of beetles in the
context of Human impact and anthropogenic change
is the occurrence of synanthropic insects, which are
associated with stored food products (such as cereals),
cattle shelters or human dwellings. Most of these inter-
esting species cannot live in the wild and provide a
wealth of data concerning human living conditions and
activities.

Concerning the river itself, water beetles may pro-
vide objective data concerning water temperature, cur-
rent speed and the nature of the river bottom. There is
a large body of data obtained from the analysis of fos-
sil beetle assemblages to reveal palaeoclimates. From
a qualitative point of view, it is possible to infer past
climatic conditions from modern analogue distribu-
tion of fossil insects: for example, the occurrence of
arcti-alpine taxa in a fossil record suggests that low
temperatures prevailed then, conversely the occurrence
of comparatively southern taxa indicates warmer tem-
peratures. This principle has been refined by Atkinson
et al. (1986) in order to provide quantitative temper-
ature estimates and was first applied in Britain by
Atkinson et al. (1987). In brief, the MCR (Mutual
Climatic Range) method is based on the ranges of
climates corresponding to the total geographical area
occupied today by the modern counterpart of the
species present in a fossil assemblage. The temperature
estimates for Tmax and Tmin for the whole assemblage
are obtained by the overlap of the specific climatic
ranges of the taxa identified in this assemblage. This
method is now extensively used in Europe. French
data were obtained for the Late glacial and for the
Holocene, from floodplain sedimentary sequences, by
Ponel et al. (2005) and Ponel et al. (2007).

Climate Reconstructions

Pleistocene Sedimentary Sequences: Last
Glacial and Late Glacial Periods

It is well known that rivers have responded to
main Pleistocene climate changes, particularly to
the interglacial-glacial successions (Starkel, 1995;
Huisink, 2000). Channel changes have also responded
to factors such as global sea level, and thus to the river

base level, topography (slope, size of the watershed,
number of outlets, etc.) and tectonic and glacio-hydro-
eustatic processes. Despite the importance of these fac-
tors, climate is one of the more important factors driv-
ing the geomorphological processes of European rivers
(Huisink, 2000). Antoine et al. (2000) have shown
that upstream sections are more influenced by climate
than those downstream, with the latter mainly con-
trolled by sea level fluctuations. Hence, in streams and
rivers from lowland temperate areas, both interglacial
and interstadial warm periods are usually characterized
by low energetic hydrosystems such as meandering or
anastomosed channels, whereas cold glacial periods
are characterized by higher energetic braided channels.
(Huisink, 2000; Berendsen and Stouthamer, 2000). In
temperate periods, climate improvement leads to the
development of the vegetation and to the stabilization
of soils over the watershed. These induce a decrease of
peak discharges of the rivers, a decrease of bedload and
an increase in load of fines (Berensen and Stouthamer,
2000). During cold periods, the sediment load from
the watershed due to the substrate gelifraction and the
higher eolian activity may lead to a rapid infilling of
river channels, and thus braided channels may form.

Up to now, very few palaeoecological studies based
on river fossil insect evidence from the Pleistocene
period were available, especially those based on chi-
ronomid assemblages. In The Netherlands, at Dinkel
Valley (Ran, 1990), chironomids were mainly used as
indicators of running water. Engels et al. (2008b) have
inferred past climate conditions from two floodplain
lacustrine sediments (SR-X1 and LM-8 records)
intercalated in Weichselian Early Glacial and Early
Pleniglacial fluvial and aeolian sediments from east-
ern Germany. Two Dansgaard/Oeschger like climate
events dated to approximately 80 ka BP (OSL dat-
ing) and 45 ka BP (radiocarbon dating) have been
detected. Chironomid fauna and lithology were typ-
ical of very shallow lakes for the SR-X1 record
and of a low-energetic anastomosing-river deposit for
LM-8, an abundance of lentic chironomids often asso-
ciated with macrophytes, such as Dicrotendipes and
Glyptotendipes were present. From these and other
records, inference models indicated mean July air tem-
peratures of ca. 15◦C, stable for SR-X1 and abruptly
declining from 15–16◦C to ca. 13◦C for LM-8. In
northern Finland, at Sloki, Engels et al. (2008c) have
studied a floodplain lacustrine record covering the
earlier part of OIS3 around 45–50 ka BP (OSL and
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radiocarbon dating). Because of the absence of a
regional transfer function, the Norwegian calibration
data set (153 Norwegian lakes) from Brooks and Birks
(2001), spanning a mean July air temperature range of
3.5–15.6◦C, was used. During this period, the chirono-
mid inferred July air temperatures of between 10.5
and 14◦C are surprisingly high for a glacial period,
reaching values similar to the current regional temper-
ature. Botanical inferred temperatures from the same
site were slightly lower but, like the chironomid data,
provided evidence for a period of high (minimum)
July air temperatures at the onset of the sequence.
The authors discussed the factors that should influence
the faunal assemblages such as lake depth or decou-
pling water and air temperatures. Engels et al. (2008c)
concluded that although there are some differences
between the chironomid assemblages of floodplain
lakes and of isolated lakes, these differences did not
have a major effect on chironomid-based temperature
reconstructions.

To our knowledge, the late glacial climate recon-
structions based on river chironomid communities
are under-represented. Gandouin et al. (2007) have
described Younger Dryas assemblages at St Omer
basin in northern France. The base of the St Omer
sequence is composed of lotic assemblages typi-
cal of shallow and oligothrophic streams with slow
water flow, under very cold climate conditions. Based
on the modern distributions of chironomid species
along a thermal gradient from northern Italy (Rossaro,
1991), Gandouin et al. (2007) estimated water tem-
peratures during Younger Dryas spanned a range of
9–11◦C. According to the strong correlation between
surface water temperature and T◦

jul (Olander et al.,
1999) these estimations are consistent with tempera-
ture data inferred from insect data (coleopteran and
chironomids) in Britain (e.g. Bedford et al., 2004;
Coope et al., 1998) and in The Netherlands (Bohncke
et al., 1987). They also corresponded with inferred
temperatures from botanical data in a central and
north-western Europe data set (Isarin and Bohncke,
1999; Bogaart, 2003). At St Omer, a coleopteran anal-
ysis (Ponel et al., 2007) performed in parallel with
chironomid analysis has provided Tmax (the mean July
temperature) of 10◦C and Tmin (the mean temperature
of January/February) close to −11/−12◦C, using the
Mutual Climatic Range method.

In addition to these valuable results concerning tem-
peratures, a chironomid analysis at St Omer allowed

for climate reconstructions based on the positive cor-
relation between river hydrological regimes and pre-
cipitation (Kiely, 1999; Rîmbu et al., 2002). Hence,
the Younger Dryas has been sub-divided into an earlier
colder and wetter phase (characterized by the domi-
nance of cold and rheophilous fauna) followed by a
relatively warmer and drier phase (rise in abundances
of warmer and lenitophilous fauna). This sub-division
is in agreement with several palaeoecological studies
from central and northwestern Europe (e.g. Isarin et al.,
1998; Magny, 2001; Bogaart, 2003).

For the Late glacial period, a synthesis of beetle data
from northern France (Paris and St-Omer Basins) is
given by Ponel et al. (2007) (see Fig. 1). The northern
France climatic trend is similar to those reconstructed
from late glacial coleopteran assemblages from the
British Isles (Coope and Brophy, 1972; Atkinson et al.,
1987; Walker et al., 1993; 2003). The Tmax values
showed that the warming at the beginning of the
Bølling was intense, reaching figures similar to those
of the present day. During the Allerød phase, the cli-
mate in Britain was rather cooler but still warm enough
to permit expansion of forest cover. A moderate rise
in temperature seems to have taken place towards the
end of the Allerød in northern France. Nevertheless,
French data are at present rather incomplete. In north-
ern France and Britain, the intense Younger Dryas
cooling was characterized by the presence of numer-
ous cold-adapted beetle species, some of which have
exclusively arctic distributions today. This indicates
that Tmax figures were as low or lower than 10◦C and
Tmin values were even more depressed.

The Holocene

Based on river chironomid communities and
coleopteran assemblages, the Holocene period in
northern France is better documented than the Late
glacial. Gandouin et al., (2005, 2006, 2007) and Ponel
et al. (2007) reconstructed climate changes at the
St-Omer Basin over a period spanning to ca. 9,500–
3,000 14C uncal. BP. Chironomid river communities
are in equilibrium with water temperatures because
of the major role of this parameter on midge adult
emergence (Rossaro, 1991). Based on this hypothesis,
Gandouin et al. (2007) have shown that it is possible
to estimate ranges for water summer temperatures
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Fig. 1 Synthetic MCR beetle
reconstruction from several
sites in Paris Basin and
St-Momelin data set, after
Ponel et al. (2007). Shaded
areas indicate most likely
values for Tmax and Tmin.
C = Conty, H = Houdancourt,
StO = St-Omer

for the early Holocene and the mid-Holocene peri-
ods (Fig. 2), completed by the MCR method from
beetle analysis (Fig. 3) given by Ponel et al. (2007).
After the Younger Dryas, during the early Holocene,
temperatures rapidly increased until values were
close to those of the present day. The correspon-
dence analysis derived from St-Omer chironomid
assemblages (Gandouin et al., 2007) suggests that a
thermal optimum was reached around 8,000 years 14C
uncal. BP and that mid-Holocene water temperatures
were lower after 6,000 years 14C uncal. BP, may be
related to a slight decrease in atmospheric thermal
conditions (cf. Neoglacial period). Several other
hypotheses were also discussed in Gandouin et al.
(2007), and may be related to (i) possible cold running
water, (ii) water-table flooding and probable thermal
buffer effect and (iii) shading effects of the riverine
forest. Pollen analysis carried out on the same alluvial
deposits has shown a late Atlantic cooling which
persisted over the Subboreal period, as suggested by
the regular occurrences of Abies, and by the decrease
in Tilia percentages from regional pollen assemblages
(Gandouin et al., 2009).

If climate reconstruction is more difficult in flood-
plain environments than for lakes because of the lack
of temperature transfer function and the complexity of
the river processes, one of the main interests of river

chironomid palaeoecological analyses consist in the
reconstruction of the level of connectivity that existed
during floods between the main channel and the vari-
ous waterbodies of the alluvial plain. Based on a first

Fig. 2 Possible mean water temperatures (black area) at St-
Momelin during the Late glacial and The Holocene (after
Gandouin et al., 2007)
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Fig. 3 Temperature
reconstruction from Younger
Dryas to Sub-Boreal at
St-Momelin using the MCR
method. Horizontal lines on
the bars indicate the most
likely position for the actual
mean temperature (after Ponel
et al., 2007)

river chironomid typology provided by Gandouin et al.
(2006) from a gradient of lotic to lentic habitats over a
river floodplain of France (Fig. 4), it is now possible to
obtain descriptive palaeoecological information about
past hydrological changes in river systems directly
comparable to lake level changes (Fig. 5) over large
spatial scales (such as continental scale) and thus to
complete the knowledge of past atmospheric humid-
ity schemes and better understand the mechanisms and
processes leading, for example, to understanding the
functioning of the northern Atlantic Wersterlies. In
view of the positive correlations observed between pre-
cipitation and the flow rates of waterways (e.g. Kiely,
1999; Rîmbu et al., 2002), it should be very inter-
esting now to develop elaborate mathematical models

(cf., transfer functions) that allow inferences of river
discharge and precipitation rates based on the mod-
ern distribution of chironomid species throughout river
floodplains, and therefore to improve the quantification
of past environmental change.

Historical Period (Anthopocene): Local
Impacts of Human Activities on River
Waterbodies

Although Ruiz et al. (2006) have underlined the poten-
tial importance of chironomids to help trace temporal
changes in water quality related to human activities,
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Fig. 4 Chironomid-river typology (after Gandouin et al., 2006). Taxa are ranked according their preference to hydrological
conditions, from lentic to lotic habitats

sediment disturbance and heavy metal contaminations;
chironomids have been infrequently used for such
purposes. Chironomid transfer functions for chloro-
phyll a (Brodersen and Lindegaard, 1999) and total
phosphorus (e.g. Brooks et al., 2001) are available
and allow the reconstruction of past water quality.
Nevertheless, as these functions have been elabo-
rated in lacustrine conditions, their extrapolation to
river environments has difficulties, according to the
first observations by Ruiz et al. (2006) made for a
palaeochannel at West Cotton (British West Midlands).
At West Cotton, interpretations about water qual-
ity were difficult because of the poor knowledge
concerning natural succession of chironomid taxa in

a palaeochannel from their cut-off base to oxbow
lake development and infilling. These authors assume
that the use of chironomid for archaeological studies
require the knowledge of the natural background
conditions of the site, and thus to work with other
palaeoecological data (such as pollen and coleoptera)
or historical tools.

Concerning the coleopteran record in floodplain
environments, the data obtained from France are cur-
rently scarce, especially when compared with the
numerous British studies available (see, for example,
the works by Smith et al., 2005; Smith and Howard,
2004; Elias et al., 2009). One of the most striking
examples of faunal changes induced by human action
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Fig. 5 Comparison between the North-Atlantic Ice Rafting
Discharge (IRD) values (Bond et al., 2001) and various hydro-
logical records detected in Europe from Gandouin et al. (2005).
Dry periods are in black on the left: South of Spain (Carrión,
2002 in Magny et al., 2003), South of Scotland (Langdon et al.,
2003) and Saint-Omer (lentic zones: SMch-1, 3 and 5). Wet peri-
ods are shown in black on the right: Saint-Omer (lotic zones:
SMch-2 and 4), Mid-Europe (Magny et al., 2003), West of
Norway (Nesje et al., 2000) and south of Scotland (Langdon

et al., 2003). C1–C4: peaks in the dry periods detected at
Saint-Omer [cf. maxima of limnophilous taxa (Fig. 4)]. These
peaks and zones have been dated with the mean rate of sed-
imentation (Rs) calculated from the calibrated ages obtained
on the part of core analysed. Estimated dates in cal years BP

are [SAINT-OMER (SMch) 1] 7,320–5,640, (SAINT-OMER 2)
5,540–4,900, (SAINT-OMER 3) 4,800–4,590, (SAINT-OMER
4) 4,370–3,700, (SAINT-OMER 5) 3,600–3,500, (C1) 6,920,
(C2) 5,850, (C3) 4,800 and (C4) 3,530

in river ecosystems in the Holocene is certainly the
disappearance of representatives of the Elmidae family
(“riffle beetles”), a particular category of water bee-
tles associated today with clear and well oxygenated
streams with coarse sediment bottoms, where they live
hanging on the lower part of the stones and gravels
by means of their strong claws. Evidence for such
changes was reported by Osborne (1988) from the
River Avon in Britain. A Late Bronze Age assem-
blage containing several species and many individuals
of Elmidae, including the very rare Stenelmis canalic-
ulata, is described. A comparison with the modern
living fauna inhabiting the rivers in the same area has
shown that this Elmid fauna is today almost entirely
eradicated. Such major changes may be explained by
the deposition of mud and fine silt at the bottom of
the river, clogging the interstices between stones and

making the biotope unsuitable for riffle beetles (Smith,
2000). It is likely that this process is a consequence of
the destruction of the surrounding forest cover, leading
to increased soil erosion and thence load in fines in the
stream.

Evidence for Human Impact at Neolithic
on the Alluvial Forests

Downstream of the Seine, in a meander near Rouen
(France), a Holocene sedimentary sequence was
extracted from the bank of the river. The rich beetle
assemblages in the sediment profile contain a wide
range of categories of coleoptera, suggesting the pres-
ence of a diversity of environments in the vicinity
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Fig. 6 Changes in phytophagous beetle assemblages from an
alluvial sedimentary sequence from the river Seine near Rouen,
Northern France (Ponel, unpublished data). The dotted line

corresponds to deposits dated to approximately 4,000 BP. The
preferred host plant for each monophagous or oligophagous
beetle taxon is indicated

of the site: e.g. standing waters, wetlands, dry open
steppic areas and forests.

The analysis of the tree-dependent coleoptera group
showed that there was a diverse range of eco-
logical niches present. Some of these insects are
monophagous or oligophagous taxa associated with
one plant species or genus. This is the case for phyl-
lophagous insects such as leaf-beetles (chrysomelids)
and weevils (curculionids) and for wood borers such
as scolytids: Plagiodera versicolora, Phyllodecta,
Chalcoides, live on willows, Melasoma aenea,
Agelastica alni, Rhynchaenus testaceus, live on alders,
Hylesinus crenatus, Hylesinus oleiperda, Phloeotribus
scarabaeoides, live on ash, Xyleborus dryographus,
Platypus cylindrus, Rhynchaenus quercus, live on oak
and Rhynchaenus fagi lives on beech.

Other coleoptera are saproxylophagous insects liv-
ing in rotten wood, decaying stumps or on old trees.
This is the case for the members of the Eucnemidae
family such as Melasis buprestoides and Dromaeolus
barnabita. The latter is today a very rare species asso-
ciated with rotten stumps in dark old growth forests,
and these have a very scattered distribution. Many
other species are also dependent on old dead wood in
various stades of decay: Cerylon live under loose bark,
Hedobia imperialis, Grynobius planus, Hypophloeus
unicolor and Stenoscelis submuricatus are associated
with old dry wood. Another saproxylophagous weevil,

Dryophthorus corticalis, is associated with old forests
and is today very rare.

The study of the distribution within the sedimentary
sequence of these tree-dependent and primeval
forest species shows that most of them, if not all,
are restricted to the lower half of the sequence,
approximately from sample 4 to sample 20.
Conversely, the species associated with open environ-
ments and grasslands persist through to the present.
Such distribution suggests than a major ecological
change took place approximately at the transition
sample 20–sample 21, corresponding to about 4,000
BP (see Fig. 6). It is likely that such change was
not induced by climate, but rather by the large scale
forest clearance at time of spread of cultivation and
pastoralism during the Neolithic period.

At Saint-Omer (northern France), only pollen data
(Gandouin et al., 2009) showed this post 4,000 BP

deforestation (because of the lack of sediment span-
ning this period for coleopteran analysis). Before 4,000
BP, the coleopteran record (Ponel et al., 2007) did
not contain any species associated with cultivated
grounds; on the contrary several species typical of
pristine, undisturbed primeval forests were identified,
for example, Mycetina cruciata, D. barnabita and
Dirrhagus lepidus. The occurrence of M. cruciata
is especially significant since this saproxylophagous
beetle is associated with old forests with very low
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Fig. 7 Main ecological categories of Coleoptera at La Calade

human impact (“urwald” forests), where it is found
in wet rotten wood attacked by fungus (Ponel et al.,
2007).

The proximity of the Rhône river that feeds the
groundwater and prevents the periodic drying up of
the site in summer enabled Andrieu-Ponel et al. (2000)
to obtain, from the site of La Calade near Arles, a
very rich pollen and beetle assemblage succession
dated to the last two millenia. This record is espe-
cially interesting because in the Mediterranean region,
palaeoecological sequences are rare due to the dry
seasonal climatic conditions which are prejudicial to
the preservation of fossil biological material. The
exceptional site of La Calade offered an opportunity
to reconstruct, for the first time, the landscape of the
floodplain of the Lower Rhone valley from 2,000 BP to
the present.

As expected in such depositional environment, the
wetland and waterside taxa are by far the dominant
group of coleoptera. However, some other categories
of beetle are very informative. This is the case for
the tree dependent coleoptera which are extremely

underepresented: four taxa and four individuals only
(Fig. 7). The leaf-beetle A. alni and the weevil Lepyrus
palustris suggest respectively that Alnus glutinosa or
A. incana and Salix were present. The occurrence of
these riparian trees is not surprising, but their low rep-
resentation is unexpected. Two other weevil species
(Curculio nucum, Neocoenorhinus aeneovirens) indi-
cated that Corylus and/or Quercus grew on the site or
in its close vicinity. This insignificant representation of
tree-dependent taxa (0.2% of the total number of indi-
viduals) is a strong indication for an almost treeless
landscape, not only on the site itself but certainly also
within a wider area. By contrast with this scarcity of
arboreal trees, two other categories were much better
represented: grassland taxa, some of which are today
very common in cultivated areas (Agriotes spp.) and
the Alticinae taxa (Sitona spp., Ceuthorhynchus sensu
lato), which may become pests for domestic plants.
Several ground-beetles are also frequently found in
cultivated fields: the predatory Metallina properans,
Phyla obtusum, Poecilus cupreus but also the phy-
tophagous Zabrus ignavus and Z. tenebrionides. The
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latter species is regularly reported to cause dam-
age to cereals in south-east Europe. These grassland
and herbaceous layer taxa identified throughout the
sequence indicated that, at all times, cultivated and
ruderal plants grew on the site. Another important eco-
logical category is the dung-beetle community which
is well represented with 19 taxa. There is a rich com-
munity of small size dung-beetles such as Aphodius
and Onthophagus but some bigger species are also
recorded, especially Sisyphus schaefferi, and species
of Geotrupes and Bubas. Unfortunately none of these
species is dependent on a single mammal species,
thus it seems impossible to infer from this dung-
beetle assemblage the details of any particular mammal
species involved. However, the large insects Geotrupes
and Bubas hint that ungulates such as cows and horses
were raised on the site.

The synanthropic taxa are represented by only one
specimen of Sitophilus granarius. This famous food
product pest is associated with unprocessed cereal
grains and is unable to survive outdoors. It indicates
that cereals were stored close to the site.

In conclusion, insect data (in agreement with pollen
data) suggested there was a heavy focus of pastoral
activities at La Calade during the last two millenia.
Remarkably, the importance of pastoralism in the
nearby Plaine de la Crau is attested as soon as in the
first century in ancient texts by Strabo and Pliny and
was confirmed by the discovery of huge sheep-folds. It
is possible that the flocks wintering in the “Plaine de la
Crau” moved in spring to the Lower Rhône Valley to
feed in humid depressions?

Implications for the Future

Insects have great potential for paleaeocological inves-
tigations of alluvial sedimentary deposits. In the con-
text of global climate warming, their use can be very
helpful for the understanding of mechanisms relating
climate and river processes. Poff et al. (1996) have
shown that, in general, the rainfall-dominated streams
exhibit rapid response to climate change scenarios: for
example, in rainfall-dominated streams, a temperature
increase of 3◦C would induce a significant decrease in
flood frequency (Fig. 8). This will have major conse-
quences on human societies, especially those from sub-
humid mediterranean regions, where water resource

Fig. 8 Responses of seven hydrological variables in the Little
Patuxent (hatched bars) and Independence Rivers (solid bars)
to four scenarios of climate change: 25% increase in precipita-
tion; 25% decrease in precipitation; doubling of the Coefficient
of Variation (C.V.) in precipitation; temperature increase of 3◦C.
Variables are mean annual flow, C.V. of daily flow, predictability
of flow, flood frequency, flood predictability, flood-free period,
and baseflow stability. Note differences in scale for y-axis.
According to Poff et al. (1996)

management is the challenge of the coming decades.
Moreover, floodplain ecosystems will be affected too,
with a decrease in the frequence of connectivities
between main channel and others waterbodies, lead-
ing to a fall in landscape heterogeneity, followed by a
biodiversity decrease in these areas. Intermittent rivers
and mires will be the first victim of this direction
in climate change. The intermittent flow tributaries
play a major role in maintaining the taxonomic rich-
ness in catchments, highly impacted by anthropogenic
activities (Maasri et al., 2008). The preservation of
these hydrosystems should be an important step in
catchment management.
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Climate Change and Desertification with Special Reference
to the Cases in China

Xiaoping Yang

Abstract This chapter briefly reviews the termino-
logical origin, development and the latest status of
desertification and demonstrates the significant impact
of the climatic variations in the processes of desertifi-
cation and its rehabilitations. Two typical arid regions
at Asia’s middle latitudes are selected as cases for stud-
ies, i.e., the oases in the hyper-arid Taklamakan Desert
in the west and the semi-arid Hunshandake Sandy
Land in the east (Fig. 1). It shows that humans set
up cultivation bases in the center of the Taklamakan
Desert over 2,000 years ago and the later abandon-
ment of these bases was probably caused by decrease
in runoffs associated with droughts. In shaping the
landscape changes between soil formation and aeolian
sedimentation in the Hunshandake, the role played by
the Holocene changes of East Asia summer monsoons
surpasses the impact of human activities since the
Neolithic time, meaning that the climatic background
and its potential changes should be given greater atten-
tion in the aims and schemes of combating desertifica-
tion. The rapid vegetation regeneration in recent years
in the Hunshandake reconfirms the great importance
of climatic background in ecological rehabilitations in
desertified lands. In the course of global warming, the
risks of desertification are likely to increase in both
areas due to different reasons.
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Introduction

Deserts have long been recognized as distinct in their
landscapes and have been inhabited in some parts of
the world by humans for millennia. The term desertifi-
cation, however, is new and its definition and hence use
has been not always consistent. The word was first used
by Aubréville (1949) to describe the clearing and burn-
ing of forests in parts of Africa in order to cultivate land
and the replacement of tropical forest by secondary
savanna and scrub. Following the severe drought and
associated famine in the Sahel region of northern
Africa between 1968 and 1974, desertification was
conceptualized as an issue in need of global atten-
tion. In response to the resulting disaster, the United
Nations Conference on Desertification (UNCOD) was
organized by the United Nations Environment Program
(UNEP) in 1977, attended by ca. 300 geographers,
botanists, and social scientists. UNEP (1977) defined
desertification as the reduction or destruction of the
biological potential of land which can ultimately lead
to desert-like conditions, attributing the causes solely
to human activities. As El-Baz (2008) commented,
this conference delivered a sense of emergency and a
resounding indictment of the practices of local people.
Desertification is now defined in the United Nations
Convention to Combat Desertification (UNCCD) as
“land degradation in the arid, semi-arid and dry sub-
humid areas resulting from various factors, including
climatic variations and human activities” (UNCCD,
1999). The revision to include climate factors as cause
of desertification is indeed a key step toward a better
understanding of desertification because water short-
age due to droughts is often the main cause of land
degradation in drylands. Meteorological data of the
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Sahel region show that precipitation during the past
four decades was substantially less than in the period
from 1900 to 1965 and there is a 7-year cycle of alter-
nating wet and dry intervals (El-Baz, 2008). It may
be mentioned that some scientists think desertifica-
tion is a buzzword and should be replaced by land
degradation or landscape degradation (e.g., Seuffert,
2001).

Under the auspices of the United Nations, the
year 2006 was celebrated as the International Year of
Deserts and Desertification and raised public aware-
ness about desertification and the need to protect dry-
lands biodiversity and the knowledge and traditions of
the people whose everyday lives are affected by deser-
tification (Conacher and Gisladottir, 2006). However,
the assessments about the severity of desertification
on both regional and global scales differ consider-
ably. UNCCD (1999) reported that 70% of global
drylands are affected by desertification that threatens
the livelihood of some one billion people. Such an
assessment is, however, questionable as it is mainly
derived from data with different levels of authentic-
ity and consistency (Thomas and Middleton, 1994).
Based on regional monitoring and assessments of
annually integrated Normalized Difference Vegetation
Index (NDVI) and annual rainfall, Helldén and Tottrup
(2008) argue that systematic desertification trends do
not occur at the regional–global level over the past
20 years in any of the regions of the Mediterranean
basin, the Sahel and the drylands of Southern
Africa, China, Mongolia, and South America. On
the contrary, a “greening-up” tendency was reported
in several of these regions (Helldén and Tottrup,
2008).

The time scale is another key issue causing dis-
putes in the understanding of desertification. Although
it was emphasized that the encroachments of the
deserts in Sahara of northern Africa during the Last
Glacial Maximum should not be seen as desertifica-
tion (Mensching, 1990), deserts formed by past Earth
System processes are sometimes included in the data
of desertification. For example, the large dune fields
formed by atmospheric circulation changes in relation
to the Cenozoic uplifting of Tibetan Plateau in western
China must have been included while one quarter of
China was reported to be affected by desertification,
as described in Liu and Diamond (2005). Globally,
the desert areas have undergone great changes due
to climatic fluctuations during the Quaternary. The

aeolian sand that is typical in sand seas today
originated often from erosion and transportation by
wind and surface water. Groundwater in deserts
was often mainly recharged during wetter epochs.
Geomorphological and paleoclimatic studies have
shown that it was particularly arid in the Sahara during
the last glacial maximum, accompanied by shrinkage
of lakes, disintegration of drainage systems, and south-
ward migration of dunes (Goudie, 2002). Owing to the
absence of any human impacts, the landscape degra-
dation associated with such long-time scale climate
changes should not be treated as desertification.

On the other hand, humans have become an increas-
ingly significant driver in changing the Earth’s envi-
ronment. Consequently, the time since the beginning
of the nineteenth century was suggested to be defined
as the Anthropocene (Crutzen et al., 2002). Looking
back at the long history of human impact in China, Liu
(2004) suggested that the Anthropocene should cover
the entire Holocene. It has been also argued that rice
farming in China over 5,000 years ago probably had
already caused an increase in the greenhouse enhanc-
ing gas (methane) concentrations, in turn triggering an
increase in temperature (Ruddiman et al., 2008). In this
context, the processes of desertification are here traced
back to the middle Holocene.

As one of the oldest civilizations of the world, China
has a long history of human activities that have left
strong fingerprints on the landscape, particularly in the
drylands. Arid and semi-arid regions cover one-third
of China, and they include deserts, desert steppe,
steppe, and scrub-woodland environments distributed
in a wide range of geomorphological and tectonic
settings, making China very prone to desertification
(Yang et al., 2004). Based on case studies from China,
it is intended here to examine the relationships between
climate change and desertification. The meridian at ca.
106◦E, geomorphologically marked by the N–S strik-
ing range named Helan Mountains (Fig. 1) and cli-
matologically identical with the 200 mm isoline of
mean annual precipitation, marks a boundary between
arid and semi-arid regions of China. Although the
hyper-arid regions like the Tarim Basin in northwestern
China should be excluded for the topic of desertifica-
tion (Zhu, 1998; Conacher and Gisladottir, 2006), the
degradation of oases there can be assessed as deserti-
fication as they are strongly affected by both human
activities and climate changes (Yang, 1998). Oases,
dependant upon rivers and groundwater, are unique
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Fig. 1 Distribution map of desert landscapes in northern China. 1, sandy deserts; 2, sandy lands; 3, gravel desert (Gobi); 4, loess;
5, mountain ranges; 6, rivers; 7, lakes

landscapes in arid regions of the world. Owing to water
originating from surrounding mountains, oases with
varying extensions are established in the fluvial delta
and alluvial plains at the edges of alluvial fans and
along the river courses in the Tarim Basin. Thus, the
Taklamakan Desert, the largest sand sea in China, is
encircled by a series of oases and divided by several
green corridors developed along the rivers flowing into
it. The degradation of oases and shrinkage of wetlands
in hyper-arid regions impose serious environmental
challenges on the economic development in western
China and in other countries of Central Asia as well.
Therefore, the case of Tarim Basin is selected here to
demonstrate the serious harm caused by desertification
in arid regions. As a comparison, the degradation of
sandy lands in the areas east of Helan Mountains is pre-
sented here to show the level of desertification and the
achievable success of rehabilitation efforts in regions
with more favorable climate conditions. On the basis
of paleoenvironmental knowledge and modern trends,
the future tendencies of desertification and the inter-
actions between climate change and desertification are
briefly discussed.

Desertification in the Past

One of the most serious difficulties in studying dry-
land degradation and global climate change in general
is to separate the effect of human activities from the
impacts of climatic fluctuations (Dodson et al., 2004).
The earlier history of human settlements in the Tarim
Basin is ideal for investigating the society’s response
to hydrological changes that are caused by climatic
fluctuations. The settlements and agricultural activities
in the Taklamakan Desert have been strongly depen-
dent on the runoff of rivers with their headwaters in
the surrounding mountains.

Large ruined settlements are robust indicators of
desertification of oases in the Tarim Basin where the
mean annual precipitation is less than 50 mm nowa-
days. For example, Subashi was a famous city on the
northern margin of the Taklamakan Desert during the
Tang Dynasty (618–907 AD). Nowadays, the only rem-
nant of the once large settlement is the 20,000 m2

Buddhism monastery (Fig. 2). There were 5,000
monks in this monastery and rice, apples, apricots,
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Fig. 2 Relics of the Subashi Monastery constructions of Tang
Dynasty (618–907 AD), being destroyed by flooding, located
20 km north of Kuche (for location see Fig. 4b)

and peaches were planted, according to the diary of
the famous monk Xuan Zang who gave lectures on
Buddhism here at that time (Ji, 1985). Although over
1,000 years have passed, the shapes of many houses
associated with the monastery are still visible. The pre-
cise cause of the abandonment of the Subashi is not
known, but might have been related to catastrophic
flooding as the monastery was incised by a flood
channel (Fig. 2).

In the Tarim Basin, paleo-river courses are much
more extensive than the active channels at present
time, indicating a more recent trend of aridifica-
tion in this hyper-arid environment. In the center of
the Taklamakan Desert, two large ruined settlements
confirm the degradation of the ecosystem in the largest
sand sea of China. One is Karadung, and the other
Yuansha, located north of Karadung (Fig. 3). The
region of these two former cities is characterized by
relatively flat terrain, different from the common dune
landscape of this desert. A Sino-French Expedition
Team (1977) excavated the ruined city Yuansha and
found that it was constructed in the form of an old
Chinese city, surrounded by a 3–4-m-high and ca.
1-km-long city wall. Yuansha was established before
the Western Han Dynasty (206 BC to 25 AD) and
was abandoned in the Eastern Han Dynasty (25–220
AD) according to cultural remains and a radiocarbon
date from wood. Karadung was a large dwelling area
with a diameter of ca. 2 km and with clear evidence
of an administration structure, and the bronze coins
collected from this site were dated to the first, fourth,
and fifth centuries AD (Huang, 1958). Timbers found

in Karadung were dated to 2,150 ± 120 and 2,141 ±
130 cal BP, respectively (Zhu and Lu, 1991). To the
south and north of the settlement, former irrigation
channels with a width of 1 m are still preserved. It was
concluded that both crop cultivation and animal graz-
ing were significant in these two large settlements ca.
2,000 years ago (Sino-French Expedition Team, 1977).
Karadung was totally abandoned after the fifth century,
suggesting severe water shortage and/or drought since
then. Although it is not yet objectively confirmed, we
think that Karadung was a new location for the people
who lived earlier in Yuansha. As Yuansha is located
further down stream along the Keriya River, a move
from Yuansha to Karadung is consistent with drought
that caused a decrease in runoff to the Keriya River.

The changes of Lake Lop Nuer (Fig. 1) have been
examined from various perspectives. Although the
final disappearance of water was directly caused by
damming of the inflow, the earlier variations of the
mega lake appear to be triggered by climatic fluctua-
tions. At around 2,000 BP, the Lop Nuer was called
“Puchang Sea” with a diameter of 150–200 km accord-
ing to historical records (Yang et al., 2006). The
recharge of the lake was described to be from two ori-
gins, i.e., Pamir Plateau and the Kunlun Mountains.
This earlier observation was probably correct as it is
consistent with current hydrological patterns. In his-
torical records of the Qing Dynasty (1644–1911 AD),
Lop Nuer was described as “Tarim Lake” occurring
only in the south part of a much larger lake in earlier
times, the northern part of the former lake was occu-
pied by extensive marshes. From the digitized maps
with information of the historical descriptions, one can
see that the extension of Lake Lop Nuer has decreased
dramatically in the past 2,000 years (Fig. 4). Before
this time it was a single large lake; then it changed to a
group of small lakes by the Qing Dynasty, leaving large
areas of bare earth around the shorelines. A climatic
shift toward drier conditions was probably the main
cause of this lake level decrease (Berg, 1907; Yang
et al., 2006), although human impact must have played
a role in this process also (Xia et al., 2007). Distinct
variations of carbon isotopes of the organic matter
(Luo et al., 2008) and vegetation shifts (Yan et al.,
1998) found in the lacustrine sediments of Lop Nuer
show a change in moisture toward an arid climate
during the late Pleistocene. Even in this present-
day hyper-arid zone, the vegetation was desert steppe
between 20 and 15 ka BP rather than desert as seen
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Fig. 3 Formerly large
settlements in the lower
reaches of the Keriya River
(Fig. 4a) in the center
of the Taklamakan, covered
by flat sand sheets and
paleo-channels. (a) Yuansha;
(b) Karadung. The red color
in (b) shows the present delta
formed by the same river that
formerly provided water to
Yuansha and later to
Karadung

today according to the palynological evidence (Yan
et al., 1998).

Great attention has been given to desertification in
China partly because the reworking of formerly sta-
ble dunes in the sandy lands east of Helan Mountains
(Fig. 1) has been intensive, causing an increase in dust
storms, economic losses in agriculture, animal hus-
bandry, and even the transportation industry. Thus, the
formation of aeolian landforms has been applied as
one of the main indictors for evaluating the degree
of desertification in China (Research Group “Study
on Combating Desertification/Land Degradation in
China”, 1998). The initial formation of the dunes in the
sandy lands might be linked to the early aridification
in northern China while the dry and cold East Asian

winter monsoon formed, but geological evidence for
this assumption is not yet proved. As sandy lands are
mostly located on the marginal zones of the summer
monsoon, they are very sensitive to the changes of the
intensity of the summer monsoon moisture.

During the drier periods of the last millennia, sand
seas occurred in the areas of the present-day sandy
lands (Fig. 1). These dunes may become stabilized by
denser vegetation cover when it becomes more humid.
Owing to the occurrence of massive aeolian sands,
the dunes can be easily reactivated while the vegeta-
tion cover is deteriorated either due to climate change
toward drier conditions or due to unsustainable human
activities such as overgrazing or intensification of agri-
culture. The crucial role of climate in the processes
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Fig. 4 Area of lakes and oases in the Tarim Basin during the
Han Dynasties (206 BC to 220 AD) and the Qing Dynasty (1644–
1911 AD). The geographical names are cited from the original

text and they are often different from the present ones (modified
from Yang et al., 2006)

of desertification is well illustrated by the Holocene
changes in the Hunshandake Sandy Land (Fig. 1).

Hunshandake Sandy Land is ca. 21,400 km2 in area
and located between the latitudes 42–44◦N and the
longitudes 113–118◦E in the eastern part of Asia’s
mid-latitude desert belt. The climate is typically con-
trolled by the East-Asia monsoon system, with cold
winters and hot summers. The mean annual precip-
itation declines from ca. 350 mm in the east to ca.
250 mm in the west and the mean annual temperature
is ca. 2◦C (Yang et al., 2007). Due to the relatively
high amount of precipitation, most of the dunes here
are stable or semi-stable, reaching a height of 15–20 m,
and occasionally around 30 m. The predominant plants
in this sandy land are grasses with some shrubs

like Artemisia species and Salix microstachya, and
trees such as Ulmus and Pinus species. Close to the
top of the sediment sequences of the dunes a ca.
80-cm kastanozem paleosol is present, indicating
much denser vegetation cover in the past. This layer
of soil is thought to be an indicator of the climate
optimum during the middle Holocene. The climatic
conditions at that time would most likely have been
warmer and more humid than at present. According
to radiocarbon dates of the paleosols and the opti-
cally stimulated luminescence (OSL) dates of aeolian
sand, it was concluded that a warmer and wetter period
began ca. 5 ka BP and lasted until ca. 3 ka BP (Yang
et al., 2008). The aeolian sand overlying this pale-
osol suggests that the vegetation was degraded after ca.
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3 ka BP. The initial beginning of desertification at ca.
3 ka BP must have been triggered by the natural cli-
mate change because it occurred simultaneously as the
temperature decreased in China according to historical
notes based on plant phenology (Zhu, 1972).

Interestingly, all excavation sites of Hongshan
Culture of Neolithic Age are close to the eastern mar-
gin of the Hunshandake Sandy Land. This Culture was
suggested to be prosperous from 6,700 to 5,000 BP

(Suo and Li, 2007), broadly simultaneous with Banpo
Culture discovered in Xi’an of China. The Hongshan
Culture was characterized by permanent settlements
with agricultural cultivation and limited animal hus-
bandry. The reasons of the disappearance of this cul-
ture in this region are not yet known. Besides, the
known ages of the Hongshan culture are based on a
very limited samples of physical dating, and the precise
dates need to be obtained from future research. Due to
the short distance between this sandy land and several
excavation sites of the Hongshan Culture, we assume
that humans had a certain level of impact in this sandy
land from the middle Holocene. But the available ages
of the paleosols suggests that the shift from soil for-
mation to sand accumulation occurred later after the
culture period, pointing to climatic variation rather
than human influences as the main trigger for initia-
tion of the aeolian sedimentation on the formerly stable
dunes.

It should be mentioned that the Holocene cli-
mate changes in the Sandy Land are still not well
understood and require further detailed investigations.
Inconsistencies and disagreements do exist in the
reconstruction of Holocene climate histories in this
sandy land probably due to lack of precise chronol-
ogy and the use of unsuitable paleoclimatic proxies.
The pollen assemblages of a sediment core from a lake
located ca. 300 km southwest of Hunshandake sug-
gested that the Holocene Climatic Optimum occurred
between ca. 7,900 and 4,450 cal years BP (Xiao et al.,
2004). Based on the evidence of pollen and algal data
from another lake located immediately on the south-
ern margin of this sandy land, it was suggested that
the wettest climate occurred between ca. 10,500 and
6,500 cal years BP (Jiang et al., 2006). The results from
the studies of the dune stratigraphy by OSL dating
are not consistent either. For example, the Holocene
Optimum was suggested to be from 10 to 3.6 ka BP

by Li et al. (2002), but between 7 and 2.4 ka BP by
Lu et al. (2005), both based on the OSL chronology

of selected dune profiles. The records of algal fos-
sils of Pediastrum and pollen in an inter-dune lake
of this sandy land, however, show that the wettest
period of the last 5,000 years occurred between 3,500
and 1,500 cal years BP (Xu et al., 2004). For a cor-
rect assessment on the relationship between climate
change and desertification in this region, a much more
reliable reconstruction of paleoclimate is urgently
needed.

At present, desertification is not a real issue in the
well-protected areas of the Hunshandake as plants can
regenerate rapidly due to relatively high mean annual
rainfall (Fig. 5). Reactivation of the former dormant
dunes (Fig. 6) occurs mainly in the non-protected cen-
tral and southern region, ca. 11,000 km2 in area. Using
digital processing of the LANDSAT data, it was found
out that the percentage of active dunes (referring to
dunes with vegetation coverage under 10% in this
study) has varied between 4 and 8%, and the wet-
lands between 0.8 and 2.9% from 1975 to 2001 (Yang
et al., 2007). The expansion of active dunes and the
shrinkage of wetlands has taken place in the years of
reduced precipitation and increased temperature (Yang
et al., 2007), suggesting that both human impact and
climate are key factors triggering desertification in
this region. Compared with desertification assessment
system applied in China (Research Group “Study on
combating desertification/land degradation in China”,
1998), the active dune field is consistent with the
area defined as strong desertification. The areas with
light and moderate desertification are supposed to
have a vegetation coverage of 50–30% and 30–10%,

Fig. 5 The dunes in the southern Hunshandake Sandy Land
with little desertification due to relatively high annual rainfall
and the elimination of human activities via fencing
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Fig. 6 Strongly desertified land in the southern Hunshandake
Sandy Land, with reworked dunes and some remnant trees

respectively (Research Group “Study on combat-
ing desertification/land degradation in China”, 1998).
This research group reported that the desertification
occurred in an area of 664,000 km2 in arid, semi-arid,
and dry sub-humid areas of China, accounting for ca.
6.9% of the total land surface in China.

Assessments carried out by others reach differ-
ent conclusions. For example, Liu and Wang (2007)
studied the desertification processes in the southern
region of Hunshandake, using the entire administra-
tive county in the south as a monitoring unit. Their
results confirm that the degree of desertification var-
ied between serious progression and rehabilitation
from the 1970s to 2005. But they claimed unsym-
pathetic human activities, not climate caused deser-
tification in the Hunshandake. In fact, the earlier
surveys prior to 1980 concluded that active dunes
accounted for 2% of all dunes whereas fixed and semi-
fixed ones accounted for 98% in the Hunshandake
(Zhu et al., 1980). Here the unsolved scientific ques-
tion is how high the vegetation cover would be in
the sandy land if there was not any human activ-
ity. Indeed, the occurrence of a small percentage of
active dunes might be inevitable in the drier parts
of Hunshandake under present climate conditions. In
the historical books of the Beiwei (386–534 AD)
and Yuan Dynasty (1279–1368 AD) aeolian landforms
were recorded in the Hunshandake (Wang and Ren,
2007). Of course, the rapid population increase has no
doubt had a negative impact on the vegetation in this
ecologically sensitive region.

Future Trend of Desertification

The future trends of desertification are of great concern
in China due to occurrence of extensive drylands and
high population densities. The glaciers in the moun-
tains of western China have retreated rapidly in recent
decades, causing a particular threat to the sustainabil-
ity of the oases in the drylands. It was estimated that
the area of glaciers in dryland regions of northwest-
ern China has decreased by 1,400 km2 since 1960s,
while the snowline was elevated by 30–60 m (Qin,
2002). The melting of glaciers would accelerate if
global warming continued. As the oases in drylands
of western China are mainly dependant on the water
from surrounding mountains, the future extent of the
glaciers would be crucial to the fortune of the commu-
nities depending on the oases. It has been shown that
it was less arid in the Tarim Basin during the colder
periods like the Little Ice Age (Yang et al., 2004).
Consequently, the challenges for combating deserti-
fication would be increasingly greater if it became
warmer.

Although a precise chronology is still lacking, the
available data about the Holocene climatic history in
the sandy lands in the eastern part of the Asia’s mid-
dle latitude desert belt broadly show that the increase
in temperature was accompanied by an increase in
rainfall, similar to the boundary conditions during
the warmer epoch of mid-Holocene. Under this logic,
the vegetation cover would become denser during the
process of global warming. But as various studies have
suggested (e.g., Introduction of this book by Dodson),
the frequency of abrupt events including droughts will
increase in the future, being disadvantageous to the
ecological rehabilitation in this region. Some climate
models predict that future global warming may reduce
soil moisture over large areas of semi-arid grassland
in Asia and North America (Manabe and Wetherald,
1986). Such a climate trend will exacerbate the degra-
dation of semi-arid lands even if human impact could
be fully controlled. In order to restore the degraded
ecosystem in dryands of northern China, many graz-
ing activities have been arranged to cease in formerly
intensively used pasturelands and the herdsmen have
been allocated to other sectors of employment. For
example, 5,778 local inhabitants of one county in the
southern Hunshandake have been moved to the newly
constructed towns with the financial assistance from
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Chinese government (Peng et al., 2005). In the new and
centralized settlement, the former herdsmen make a
living by working in tertiary industry or by feeding ani-
mals using forage collected from less degraded areas.
Some areas of the Hunshandake have been protected
as natural reserves by fences since 2000. The features
of future climate will decide whether the rehabilitation
efforts will be ultimately successful in cases where the
human impact has been eliminated.

In the case of the Kalahari in southern Africa,
global warming might become a key factor trigger-
ing the reworking of the stable desert dunes. The
GCM (General Climate Model) forecasts that the ratio
between precipitation and potential evaporation will
decline and the mean wind velocity will increase in the
Kalahari. By 2099 all stable dunes in the Kalahari are
likely to be reactivated (Thomas et al., 2005). This kind
of trend will need to be given profound attention for the
aims and plans of regional developments.

Interactions Between Climate Change
and Desertification

It was suggested that the global area of desert lands
will increase by 17% during the climate changes
expected with a doubling of atmospheric CO2 content
(Emanuel, 1987). However, the regional responses to
the warming are significantly different at water-shed
level, depending on timing and distribution of rainfall
and soil water-holding capacity (Feddema, 1999). On
one hand, the changes in precipitation, evaporation
and winds could have profound impacts on the process
of desertification. In the other, desertification and its
related processes have a significant feedback effect in
the Earth system. Through dust storms, desertification
may affect the global geochemical cycles and may
play a great role in climatic changes. Physically, the
process of desertification is modifying the concen-
tration and features of aerosols that absorb or scatter
radiant energy. Simulations suggests that strong Asian
dust emissions during glacials may have prevented
the formation of permanent snow cover in northern
Asia and may even have determined the location and
extent of the last large ice sheets (Krinner et al., 2006;
Goudie, 2009).

In principal, desertification can also transfer soil
carbon into the atmosphere, directly causing increases

in greenhouse gases. The quantitative assessment of
carbon emission via desertification needs to be a focus
of future research, as the available data differ greatly.
For instance, the total release of carbon into the atmo-
sphere from the desertified land in China during the last
40 years has been estimated to be as high as 91 M t C
by Duan et al. (2001), and as low as 2.2 M t C by Feng
et al. (2002). A study in the Hunshandake demon-
strates that the significant portion of carbon lost on-site
was re-deposited in downwind areas through deflation
and re-deposition. Consequently, the carbon exchange
between the atmosphere and desertified lands is much
smaller than the total carbon initially contained in the
deflated soil (Yang et al., 2008). More recent investi-
gations suggest that the alkaline soil of deserts may
sequester large quantities of atmospheric CO2 in an
inorganic form. This process has been detected in the
Guerbantonggute Desert of western China (Xie et al.,
2009) and in the Mojave Desert of USA (Wohlfahrt
et al., 2008). It was found that the Mojave Desert,
square meter for square meter, may absorb the same
amount of CO2 as some temperate forests. But it is
assumed that the visible surge in vegetation in many
deserts due to a recent increase in precipitation is the
trigger for the observed CO2 absorption. A potential
decrease in the annual rainfall in those deserts would
release the stored carbon again and lead to an increase
in atmospheric CO2 (Stone, 2008).

Conclusions

Although desertification was firstly given intense
global attention after the severe drought that directly
triggered dramatic decrease in agricultural production
and massive famine in the Sahel region of northern
Africa between 1968 and 1974, climatic variations
were excluded as a cause of desertification in the con-
ception of the United Nations Environment Program
(UNEP) for a long time. In its earlier definitions only
human impact was accepted as the driver of land
degradation in drylands. Now in the United Nations
Convention to Combat Desertification, both climatic
variations and human activities are described as causes
of this process. From the scientific point of view,
natural deserts formed during past geological times
should not be treated as cases of desertification. So far,
the estimates of desertification extent on regional and
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global scales are often inconsistent and even contradic-
tory due to both different opinions on the definition and
data of varying levels of authenticity. In general, hyper-
arid regions are not included in the issue of deserti-
fication, but the changes of the oases in the hyper-arid
Taklamakan Desert suggest that climatic variations and
possible mismanagement of water resources during
historical times might have caused deterioration and
even abandonment of the former settlements and their
related production bases. Therefore, the deterioration
of oases in hyper-arid environments should be included
in the UN Convention to Combat Desertification. The
case of the semi-arid Hunshandake Sandy Land raises
some thoughts about the temporal framework of deser-
tification. Should the mid-Holocene shift from soil
formation to aeolian deposition in the Hunshandake,
caused by the changes of East Asian monsoon sys-
tem, be defined as desertification? The answer for
this question tends to be supportive if it is consid-
ered that humans have been active in this region at
latest since the Neolithic. The changes of the last
four decades between land use (grazing and agri-
cultural cultivation) and ecological rehabilitation are
to a large degree decided by governmental policies,
although the climatic impact on vegetation cover has
also been obvious. In the course of global warming,
both the oases in the Taklamakan and the Sandy Land
of Hunshandake will face greater challenges due to the
potential decrease in ice melt runoff to the rivers and
the possible decline of the ratio between precipitation
and evaporation. Through impacts on dust storms and
global geochemical cycles, the processes of desertifica-
tion may play a large role in the Earth system although
many details of this require further deep and profound
studies.
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Climate Change, Societal Transitions and Changing
Infectious Disease Burdens

Emily Fearnley, Philip Weinstein, and John Dodson

Abstract Human health is directly and indirectly
influenced by the effects of climate change – air
and sea temperatures, rainfall and more frequent and
severe climate extremes. These effects do not impact
on human populations uniformly, however, and this
chapter looks at the interplay between climate and the
different lifestyles that follow societal transitions, from
hunting and gathering, through agriculture, industriali-
sation and globalisation. We illustrate the importance
of considering such lifestyle effects by focusing on
infectious diseases as a case study of disease amplifi-
cation with climate change. The range and intensity of
gastrointestinal and vector-borne diseases are likely to
be altered as a result of climate change, and communi-
ties with different lifestyles will be affected differently.
It follows that situation and societal-specific recom-
mendations for public health interventions will be
required, with our framework as a potential basis for
considering these differences.

Keywords Climate change · Faecal-oral diseases ·
Societal transitions · Vector-borne diseases

Introduction

Human health, for individuals and populations, is influ-
enced by a number of factors; broadly speaking three
major groups of determinants can be conceptualised:

E. Fearnley (�)
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Brisbane, Australia
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social and economic environment factors, physical
environment factors, and individual characteristics and
behaviours. Of particular interest within this chapter
is the interaction between different lifestyles that form
part of human societal transitions, with respect to the
current significant issue of climate change. Climate
and weather have always had a powerful influence
on human health, and can be conceptualised as oper-
ating directly and indirectly to affect health through
these three modalities (World Health Organisation,
2003). For example, heat waves operate at the level
of individual behaviours; they affect the physical envi-
ronment via vector-borne disease and have socioeco-
nomic impacts via food production and subsequent
cost of food (see Fig. 1). In particular, the transmis-
sion, incidence and prevalence of infectious diseases
in the world display spatial and temporal variations
that reflect seasons, interannual weather fluctuations,
strong single weather events and other natural disasters
(Zell et al., 2008).

There is international acceptance of the science of
global warming, as evidenced by rising average air and
ocean temperatures, snowmelts, glacier declines and
increasing sea levels. The Fourth Assessment Report
of the Intergovernmental Panel on Climate Change
(IPCC, 2007) states that air temperatures are expected
to continue to increase at approximately 0.2◦C per
decade under a range of different global greenhouse
gas emissions scenarios. Likely changes in climate
include increased areas affected by droughts, increased
frequency of heatwaves and hot days, increased heavy
rainfall events, increased sea levels and higher ocean
temperatures, shifts in timing of seasonal events and
animal, plant and algal phenology and habitat ranges
(IPCC, 2007).
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Fig. 1 The impact of climate change on the overlap of individual behaviours, physical environment and socioeconomic environment,
reducing the area of optimal health

The health effects of climate change can be divided
into direct and indirect impacts. The direct impacts
are those caused by changes in exposure extremes
(heatwaves, winter cold) and extreme weather events
(floods, storms, droughts) and rise in air pollutants.
The indirect changes are those including changing
patterns of transmission of infectious diseases, par-
ticularly water-borne, food-borne and vector-borne
diseases, and changes in regional food production
(McMichael et al., 2003). More diverse impacts will
also be felt by the displacement of populations if sea
levels rise significantly, general environmental decline,
overcrowding of populations, ecological disruption
and loss of food production and conflict over resources
(World Health Organisation, 2003). We aim to look at
how these climate change impacts are likely to differ
by lifestyle group, considering hunter-gatherers, agri-
cultural, industrial and globalised cultures. Some of the
health effects of climate change will be positive, with
reduced cold related mortality and restricted distribu-
tion of some diseases where temperatures may exceed
maximum thresholds for vectors or parasites; however,
the majority of impacts will be negative (Confalonieri
et al., 2007). The approach to minimising this neg-
ative impact requires a combination of adaptation to
emerging conditions, along with the need to mitigate
the factors contributing to climate change (Costello
et al., 2009).

The influence of climate on human health and
behaviours is not new in the history of the world;
existing disease patterns are heavily influenced by
climate and climate will continue to influence the

health of populations in the future. Infectious dis-
eases were a leading cause of death in past cen-
turies, but their effect has been reduced over time
with improvements in sanitation, nutrition, housing
and hygiene, changes in social environments and med-
ical advances (Avila et al., 2008). However, developing
and developed countries still have a significant bur-
den of infectious diseases, and an increasing risk with
emerging infectious diseases (Weiss and McMichael,
2004). Climate variations and extreme weather events
impact significantly on infectious diseases. Infectious
agents, including bacteria, protozoa and viruses, and
their often associated vectors of mosquitoes and ticks,
are ectotherms that cannot control their internal tem-
peratures, hence reproduction and survival rates are
significantly affected by changes in environmental air
or water temperatures (Lafferty, 2009a; Patz et al.,
2005).

Importantly, different populations are impacted dif-
ferently by climate, as a result of their individual
behaviours, physical environment and socioeconomic
status (see Fig. 1). An interesting integration of these
drivers is provided by the natural changes in infectious
disease burden that have accompanied human societal
transitions (Weinstein and Cook, 2007). The original
hunter-gatherer society was largely replaced with the
advent of agriculture, followed by industrialisation and
leading onto the stage of globalisation, all of which dis-
play differing disease patterns due to social, environ-
mental and personal characteristics. All of these soci-
eties continue to exist within the world today, although
most populations live within industrialised and
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globalised societies, with hunter-gatherer and agricul-
tural communities diminishing. Human societal tran-
sitions therefore provide a unique temporal and geo-
graphic context in which to examine the possible
impacts of climate change on the infectious disease
burden, and we do so in this chapter by exploring two
main groups of infectious diseases: Faecal-oral and
vector-borne.

Faecal-Oral Infectious Diseases

In hunter-gatherer societies, populations are exposed
to the elements and live in a nomadic and subsis-
tence manner. Without access to permanent shelter
and technology, food cannot be readily stored under
temperature controlled conditions, such as refrigera-
tion at or below 4◦C, to limit the growth of bac-
teria (Savige et al., 2004). Foods of animal origin
are susceptible to bacterial contamination, such as
from cross-contamination during butchering of a car-
cass to provide meat, as pathogenic bacteria can be
present in the gastrointestinal tract of animals and be
transferred to meat. Once meat is contaminated with
bacteria, from the gastrointestinal tract of the animal
or from other environmental sources including insects
and other animal pests, without adequate tempera-
ture control, pathogenic bacteria such as Salmonella
can rapidly multiply to levels high enough to cause
infection after ingestion. Numerous pathogenic bac-
teria are mesophilic and undergo rapid logarithmic
growth under warm ambient temperatures of 20–40◦C
(Alcamo, 2001). With climate change increasing ambi-
ent air temperatures and the lack of cold refrigeration
storage available to hunter-gatherer populations, there
is a greater chance of rapid bacterial growth on foods
kept in warmer environments, therefore increasing the
occurrence of gastroenteritis in the exposed popu-
lation. Figure 2 displays unsafe food transport and
storage practices present in developing nations.

Settled horticultural (and later industrial) popula-
tions can be more vulnerable to some of the effects
of climate change than are hunter-gatherers; a point
well illustrated by the effects of rising sea levels in
the Pacific. The 15-cm rise in sea levels since 1900
has been sufficient to cause, on some islands, a loss
of arable lowlands and potable groundwater to salt
water infiltration (Nunn, 2009). On atolls, sea level rise

also lifts the freshwater lens closer to the land surface,
increasing the likelihood of contaminating precious
drinking water resources with faecal pathogens from
both humans and animals, as the depth of sand to fil-
ter pathogens is reduced. Food security and health are
thus adversely affected, whereas the mobile hunter-
gatherers that first settled the Pacific, the Lapita people,
would have been less vulnerable due to their mobility
and lower population density.

The transition to agricultural societies encouraged
the development of larger, more permanent commu-
nities in towns and small cities. Food supplies were
more readily available with regular crop production
and mass domestication of animals, allowing popula-
tions to expand due to improved nutrition and adequate
access to food year round. Foods could be stored in
permanent housing including cellars, but with lim-
ited technology, therefore spoilage of foods could
still occur. Populations lived in closer contact with
each other and with their animals, allowing infec-
tious diseases to be more readily spread between
crowded populations and between species. More per-
manent settlements also led to people being in closer
contact with their waste and that of their animals,
and essential resources such as drinking water sup-
plies may also be located close to large animal herds,
and be relatively unprotected. In the case of climate
change, with increased significant rain events, flood-
ing of unprotected drinking water sources are more
likely to become contaminated with animal faeces, and
can become a major cause of gastrointestinal diseases
such as Cryptosporidium and E. coli. These phe-
nomena of rain events leading to contaminated water
supplies and gastroenteritis outbreaks are problems
encountered with climate change in both agricultural
and industrialised societies, and exacerbation in the
latter. The centralisation of drinking water supplies
in industrialised populations can greatly increase the
scale and risk of the problem as more people can
be affected by contamination of their public drink-
ing water supplies. Flooding and high rainfall events
can contaminate drinking water sources with run-
off from animal grazing areas, as well as inundate
and cause overflow of sewage systems. The largest
recorded water-borne outbreak occurred in Milwaukee
in the USA when the public water supply was con-
taminated with Cryptosporidium, leading to approxi-
mately 403,000 cases of gastroenteritis and 54 deaths
(Hoxie et al., 1997; Mac Kenzie et al., 1994). The
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Fig. 2 Microbiologically unsafe food transport and storage practices in developing countries. (Photos courtesy of Laura Fearnley,
taken in Vietnam)

public water supply was sourced from Lake Michigan,
which was contaminated from nearby cattle and other
waste sources after heavy spring rains and snowmelt
(Mac Kenzie et al., 1994). The risk of water-borne dis-
ease is generally considered to be at increased risk with
climate change inducing more storm and heavy rain-
fall events (Patz and Olson, 2006), as evidenced by
single outbreaks linked to such events and by longer
term analyses of historical outbreaks in both England
and USA (linking up to 68% of waterborne outbreaks
with higher than average rainfall events; Curriero et al.,
2001; Nichols et al., 2009).

The next step in human societal transitions was
from agricultural societies to industrialisation and the
mechanisation of processes. Industrialisation included
mass production of foods in artificial and contained
environments, such as large-scale production of caged
poultry or pigs. High intensity farmed animals will
generally experience some stress during their lives,
and stress reduces the fitness of animals and can lead
to lower production standards or more disease. It has
also been demonstrated that stressed animals can carry
and shed higher concentrations of pathogenic bacte-
ria, leading to greater contamination of their immediate
environment, which can increase the risk of contam-
ination of the final food products. Stressful events
can include starvation, long duration transportation,
dehydration and heat stress. Under projected increases
in air temperature with climate change, animals such
as chickens in mass production batteries may be
subject to greater levels of heat stress. Heat stress
can increase internal bacterial load, susceptibility
to pathogenic bacteria colonisation and bacteria

shedding rates in poultry for organisms such as
Campylobacter and Salmonella (Burkholder et al.,
2008; Rostagno, 2009); therefore increased heat stress
in poultry could lead to a greater risk of human dis-
ease from the consumption of contaminated poultry
meat or eggs. The large-scale production, close liv-
ing quarters and single food supply are further factors
that can enhance the spread of disease within an ani-
mal population, which may then be transferred to
the human population. Investigations into current pat-
terns of gastroenteritis have identified statistical asso-
ciations between increased incidence of disease and
increased ambient air temperatures, including a study
of salmonellosis in five Australian cities over 10 years
(D’Souza et al., 2004) and increased risks of
Campylobacter, E. coli and Salmonella infection in the
two Canadian provinces studied (Fleury et al., 2006).
A similar European study, including data from ten
countries, also identified increased rates of salmonel-
losis with increasing temperature, and within England
and Wales a stronger temperature dependent rela-
tionship was identified for S. enteritidis, a serotype
strictly related to transmission via food, compared to
S. typhimurium, which can be transmitted via food or
environmental contact (Kovats et al., 2004).

The most recent societal transition is to a glob-
alised lifestyle, characterised by the expansion of
travel and trade throughout the world, the intensi-
fication of urbanisation and creation of dense peri-
urban populations. Most importantly, populations con-
tinue to expand and overexploit existing environmental
resources, leading to ecosystem failures and new or
increasing contact between wild animals and humans,
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therefore increasing the chance of cross species infec-
tion. Such conditions can lead to an age of emerging
infectious diseases, which are characterised as dis-
eases with increased rates or expansion of geographic
areas that they affect as well as newly emerged dis-
eases (Weiss and McMichael, 2004). The increase
of global trade and travel facilitates and enhances
the spread of infectious diseases. Ballast waters in
ships are possible sources of introduction of marine
species into new waters, including new strains of
Vibrio cholerae (Ruiz et al., 2000). The rapid and fre-
quent travel of large numbers of people internationally
also increases the chance of new strains of pathogenic
bacteria being introduced into naive populations, such
as from endemic cholera areas in developing coun-
tries. The current (seventh) pandemic of a particular
strain of cholera, the El Tor strain, has spread across
more continents than previous pandemics, to include
Asia, Europe, Africa and the Americas originating
in the 1960s; the magnitude and persistence of this
pandemic is thought to be significantly influenced
by the large scale of population movement between
continents, the speed of shipping trade, pollution of
oceans and the growth of peri-urban slums with inade-
quate sanitation (McMichael, 2004). Rising sea surface
temperatures and more intense El Niño events with
global climate change enable higher concentrations
and increased growth of plankton that in turn increases
concentrations of Vibrio cholerae in marine waters,
therefore increasing the chance of cholera outbreaks
in human populations (Colwell, 1996; Lipp et al.,
2002). Therefore, with the combination of globalisa-
tion events increasing the chance of new species of
cholera being introduced into new waters and pop-
ulations, along with warmer temperatures increasing
concentrations of cholera in waters, cholera could
expand to increase the global burden of disease from
this organism.

It is possible over time that such events will lead
to a gradual globalisation of pathogens, particularly if
climate change increases the number of receptive areas
to pathogens that are currently temporally and/or geo-
graphically restricted by climatic conditions. From this
perspective, pathogens are no different from other pest
species that are capitalising on anthropogenic global-
isation opportunities – a process characteristic of an
era that has been dubbed the “Homogocene” (Low,
1999).

Vector-Borne Diseases

Vector-borne diseases, particularly mosquito-borne
diseases, are expected to be susceptible to global cli-
mate change due to their transmission dynamics and
geographic distribution being very sensitive to the
conditions in the surrounding environment, including
changes in air temperature, humidity, floods and eco-
logical determinants of food sources (Patz et al., 2008).
Insect vectors and free living stages of numerous infec-
tious organisms are ectotherms; meaning that they
cannot regulate their own temperature and are there-
fore reliant upon ambient conditions for their growth
rates and survival (Lafferty, 2009b). The expansion of
ranges of some vector-borne infectious diseases has
been listed as a potential adverse health effect, sup-
ported by high confidence level scientific evidence by
the IPCC (Confalonieri et al., 2007). The vector- or
mosquito-borne diseases susceptible to climate change
impacts includes malaria, dengue and Ross River virus.
Figure 3 shows a female mosquito, Aedes camp-
torhynchus, a known Ross River virus vector.

The oldest known mosquito was identified in 89- to
100-million-year-old amber from Burma (Borkent and
Grimaldi, 2004), and for a modern form, Paleoculicus
minutes, identified in 70- to 84-million-year-old amber
from Canada (Poinar et al., 2000). It is likely that
mosquitoes have plagued hominids since well before
our common ancestor diverged from the Great Apes
over four million years ago because in seeking the
most readily available blood meals, mosquitoes have

Fig. 3 Female Aedes camptorhynchus mosquito, a known Ross
River virus vector in Australia, taking a blood meal from a
human. (Photo courtesy of Scott Carver)
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adapted to new hosts again and again – perhaps most
obviously in shifting their diet from dinosaurs to
mammals when the former became extinct in the
Cretaceous period (Poinar and Poinar, 2007). Small
groups of hunter-gatherer humans would however not
have been the best of hosts from a mosquito’s perspec-
tive: apart from their occurrence in relatively low den-
sities, humans have blood deficient in the amino acid
isoleucine, essential for the development of healthy
egg batches by the female mosquito. Vector-borne dis-
eases such as malaria therefore presented only an occa-
sional problem to our hunter-gatherer ancestors, until
human blood meals became so readily available as to
compensate for their poor nutritional value (Barnes,
2005). This latter situation occurred with the advent of
agriculture, when population densities increased, and
settlements became permanent and often located in the
vicinity of water.

The advent of agricultural societies provided
increased opportunities for the transmission of disease,
with larger, denser human populations living in close
contact with large groups of animals, where disease
could easily be transmitted between species, with the
assistance of rodent and mosquito vectors. Soil salin-
isation as a result of agricultural clearing activities

has recently been shown as a potential pathway for
significantly increasing the burden of mosquito-borne
disease. The replacement of deep rooted native peren-
nial vegetation with shallow rooted annual crops and
pastures is a direct result of agricultural expansion and
can cause water tables to rise. In some areas water log-
ging may result, and where salt has been deposited
in the soil profile over geological time, dissolution of
these salts and movement to the soil surface can result
in severe salinity problems. Soil salinisation can then
lead to changes in the abundance and distribution of
vector mosquitoes by various mechanisms, including:
directly, as the waterlogged soil provides a greater area
and temporal duration of potential mosquito breeding
habitat following rainfall; and/or indirectly, through a
decrease in biodiversity of aquatic invertebrate preda-
tors that may be more salt sensitive, leading to a reduc-
tion in interspecific resource competition with a pro-
liferation of salt tolerant vector species (Jardine et al.,
2008; 2007) (see Figs. 4 and 5). An example of this is
provided in the south-west of Western Australia, where
the development of dryland salinity appears to have
favoured the inland spread of the Ross River virus vec-
tor Aedes camptorhynchus, thereby increasing the risk
to human health (Jardine et al., 2008) (See also Fig. 3).
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Fig. 4 Example of increased risk of Ross River virus (RRv) in Australia due to anthropogenic environmental changes associated
with increasing agricultural activity (based on O’Sullivan et al., 2008)
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Fig. 5 Interaction between climate change, agriculture and
vector-borne disease: A mosquito trap (centre), monitoring the
potential for Ross River virus transmission in salinised area of
Western Australia, where agriculture and drought have com-
bined to increase the prevalence of disease. (Photo courtesy of
Scott Carver)

Dengue is predominantly transmitted by the Aedes
aegypti mosquito, which has adapted well to breeding
in urban environments, particularly in small contain-
ers of freshwater from local rainfall such as pot plants
and roof gutters. Dengue fever cannot be treated with
drugs or prevented with vaccination, rather vector
control and avoiding being bitten are the only min-
imisation mechanisms available, making a disease of
particular significance in public health as outbreaks
have the potential to spread rapidly in populations
(McMichael et al., 2003). The dengue mosquito is also
a morning and evening biting mosquito that prefer-
entially feeds on humans rather than other animals.
Temperature, rainfall, humidity and solar radiation are
important determinants of the growth of the mosquito
and higher temperatures also increase virus replication

rates in laboratory experiments (Watts et al., 1987).
In industrial societies with large urban environments,
which incorporate the production of large amounts of
garbage, often including numerous containers that can
be places for rainfall to pool and collect in, urban
adapted mosquitoes such as Aedes aegypti can thrive
and spread dengue fever. With increasing tempera-
tures and more rainfall associated with global climate
change, the geographical range where dengue carrying
mosquitoes can breed will increase, and with popu-
lation growth within susceptible areas, the number of
people at risk of contracting the disease could also sub-
sequently increase (Hales et al., 2002) (see Fig. 6).
Moving to globalised societies, rapid air travel and
frequent movement of populations between endemic
and non-endemic countries increases the chance of
dispersal of the disease through infected travelling
human hosts or mosquito eggs being transported on
freight vehicles (Russell et al., 2009). Coupled with the
increased geographic area receptive to mosquito breed-
ing in the midst of changing temperature and rainfall
patterns worldwide due to changing climate patterns,
the chances of different dengue virus serotypes being
present within a given human population increases,
as well as the chance for dengue outbreaks in gen-
eral to occur. Humans infected with more than one
serotype of dengue virus are at increased risk of dengue
haemorrhagic fever and shock syndrome with poten-
tially fatal outcomes (Heymann, 2008). The risk of this
more severe disease outcome could be enhanced by the
combination of climate change factors and the move-
ment of human societies into more globalised, rapidly
travelling activities.

Several examples have been discussed, illustrat-
ing the relationship between increasing temperature or
rainfall and higher incidence rates of some diseases,
with respect to lifestyles. For example, vector-borne
disease is generally accepted as a clear illustration
of endemic zone expansion with climate change.
However, most predictions do not take adaptation into
account. In industrialised countries it is, for exam-
ple, likely that intervention measures such as mosquito
screens, insecticiding and source reduction will at least
partly mitigate such a possible increase in mosquito-
borne disease burden; the net disease burden result-
ing from climate change is therefore likely in many
cases to be less than predicted by models that do
not take adaptation into account. Importantly, it is
also possible for apparently adaptive interventions to
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Fig. 6 Areas of 50% or greater probability of dengue fever transmission in red. (a) Estimated population at risk in 1990.
(b) Estimated population at risk in 2085 with projected climate change influences. Figure adapted from Hales et al. (2002)

indirectly exacerbate the potential disease burden, such
as when post-disaster malaria control efforts enhance
the potential for development of drug resistance in
plasmodium, thereby impeding long term malaria con-
trol globally (Weinstein et al., 2009). Conversely,
adaptation measures, per se, may lead to infectious dis-
ease emergence. One example is the emergence of the
respiratory disease, legionellosis, which we describe in
detail because of its direct relevance to societal transi-
tions that are a focus of this chapter. The background
to the emergence of this pathogen as a public health
problem lies in the societal transition to industrialisa-
tion, which is characterised by even greater population
growth and density increase, with the production of
larger cities and significant increases in the use of
technologies. Many technologies improve health, but

several also produce toxins or habitats for the prolif-
eration of harmful organisms. Technology has created
artificial micro-climates that can facilitate the trans-
mission of organisms from different environments to
human hosts. The artificial environment of air condi-
tioners and cooling towers proved to be beneficial for
the growth of Legionella, an organism found in the
natural environment of ponds and other surface waters.
The technology of air conditioners then provided a
route of transmission for the bacteria to then infect
humans via aerosols and cause legionellosis or legion-
naires disease (Avila et al., 2008). With climate change
inducing more heat waves and warmer weather in gen-
eral, human adaptation to try and cool the environment
by having more air conditioners and cooling towers
is likely to increase, therefore increasing the risk of
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exposure to Legionella and subsequent legionellosis
respiratory infection (Semenza and Menne, 2009).
Recent increases in sporadic cases of legionellosis
in Philadelphia, United States were investigated and
linked to the environmental risk factors of high humid-
ity and recent rainfall events (Fisman et al., 2005),
furthering the link with environmental climate change.
Also, the developing world is undergoing rapid indus-
trialisation, such as in India and China; these countries
will have a dramatic increase in cooling towers and a
subsequent increase in risk of legionellosis.

In this chapter we have attempted to illustrate the
complex interaction between the potential climatic
intensifiers of infectious disease as found in different
societal lifestyles and transitions; increasing temper-
ature, changing rainfall patterns and more frequent
extreme events will influence infectious diseases dif-
ferently in hunter gatherer, agricultural, industrial and
global societies. The complexities of these interactions
suggest that differential exacerbation or amelioration
of the infectious disease burden will occur in different
places at different times. When the various exacerba-
tors and societal lifestyles conspire to maximise the
disease burden, significant outbreaks or new disease
emergences can occur. As a final integrative example,
consider the relationship between flooding, slums and
leptospirosis.

Flooding and leptospirosis: Changing climatic fac-
tors of more frequent and intense extreme events such
as floods and storms, along with rising sea levels
increasing the chance of coastal flooding are expected
as a result of anthropogenic environmental change.
The impacts of floods vary depending upon popu-
lation vulnerability, but generally include a mixture
of immediate effects including mortality and injuries,
together with outbreaks of infectious diseases includ-
ing faecal-oral, vector-borne and rodent-borne diseases
(Ahern et al., 2005). Leptospirosis is a rodent-borne
disease, where human infection results from direct
contact with infected rat urine or via indirect expo-
sure from contaminated soil or water, often through
skin abrasions or cuts and occasionally through inges-
tion or inhalation of aerosols from contaminated fluids
(Heymann, 2008). In the event of floods, humans
are at increased risk of leptospirosis due to rodent
populations seeking refuge indoors, therefore increas-
ing the chance of contact with rat urine, in addition
to direct contact with flood waters during floods or
post-flood clean-up activities. Leptospires also have
increased environmental survival in warm, humid con-
ditions (Levett, 2001). Outbreaks of leptospirosis after
floods or extreme rainfall events have been identified in
Brazil (Ko et al., 1999), India (Maskey et al., 2006) and
Nicaragua in central America (Trevejo et al., 1998).

Anthropogenic
environmental

change  

Ecological linkage
mechanism 

Human health
outcome 

Increased extreme
rainfall events 

Increased flooding
events 

Rodents seek
indoor refuge 

Increased
human
exposure to
pathogens 

Leptospires survive
longer  in the
environment  

Increased leptospirosis
infection rate

Increased leptospirosis
disease burden

Fig. 7 Example of increased risk of leptospirosis due to anthropogenic environmental changes
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Societal transitions to increasing urbanisation, and
high density living in slums in the transition to glob-
alisation, have facilitated the spread of leptospirosis,
with poor sanitation facilities and high rates of garbage
production that attract rodents – see Fig. 7 – for
the relationship between the environmental change
of more flooding and the human health outcome of
increased leptospirosis. Poor drainage and sanitation
in slums also favour the pooling of flood waters and
therefore increase the risk of leptospirosis transmis-
sion. Leptospirosis was once a rare disease, limited
to rural and tropical regions, particularly associated
with occupational exposure to sewage and livestock,
has become an endemic and epidemic disease in high
density urban slums correlated with the wet season and
extreme events such as floods and hurricanes (Ko et al.,
1999; Levett, 2001).

Conclusion

Climate change is not a standalone risk factor for dis-
ease and ill-health in most circumstances; rather it is
an amplifier of existing health risks, which are heav-
ily influenced by the physical environment, socioe-
conomic environment and individual behaviours, as
shown earlier in Fig. 1 (Costello et al., 2009). Climate
change is an overarching exacerbator of other anthro-
pogenic environmental disruptors, such as land use
change and alterations of lifestyles, from hunter gath-
erers through to agricultural, industrial and global
lifestyles. Different lifestyles will be impacted differ-
ently by climate changes, and adaptive interventions
will be implemented to attempt to reduce the nega-
tive impacts. It therefore follows that situation- and
societal-specific recommendations for public health
interventions will be required, and we hope that our
framework provides a basis for beginning to consider
such differences.
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Don’t We All Want Good Weather and Cheap Food?

Elisabeth Simelton

Abstract Today the Earth produces enough food for
everyone. Yet one of seven world citizens is malnour-
ished or starving as the access to food or money to buy
food is inequitably distributed across countries, soci-
eties and families. This chapter considers two aspects
of food security for a growing world population. First,
the demand for food is growing in two fundamental
ways that suggests access to food is becoming increas-
ingly tied to food prices. Second, the means to supply
the amounts needed in a food secure future are exposed
to two unprecedented stresses that will require stronger
multi-level institutional collaboration on managerial
and technical solutions. This food-security equation
has a chance to balance if consumers and producers
alike account more holistically for their environmental
and social impacts – and act responsibly.

Keywords Food security · Food supply · Food
demand · Climate impacts · Adaptation

Introduction

Food Security – A Human Right Since 1948

Living in a comfortable climate and producing food is
an on-going human challenge. Our predecessors, the
Neanderthals, are believed to have died from hunger

E. Simelton (�)
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University of Leeds, Leeds LS2 9JT, UK
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due to climate change some 24,000 years ago (Rincon,
2006). Since then achieving sufficient food produc-
tion has been a fundamental ingredient of religious
practices, power manifestations and scientific research.
Despite that, food security was not defined until 1974,
but this was quickly followed up by hundreds of def-
initions (Maxwell, 1996). The first UN World Food
Conference was prompted by global inflation and soar-
ing oil prices that greatly raised prices in the early
1970s. In addition, food supply had been reduced
by large scale droughts across four continents. The
Soviet Union bought so much US wheat that it threat-
ened the stability of world food supplies. The UN
talks therefore highlighted quantitative, temporal and
commercial aspects of food security at the global scale:

availability at all times of adequate world food supplies
of basic foodstuffs to sustain a steady expansion of food
consumption and to offset fluctuations in production and
prices (UN, 1975)

The conference also noted that few of the least
developed countries were taking part in the global
trade. During the following decade famines remained
in Africa while they became rare in the rest of the
world. Famine, a Latin word for hunger, denotes severe
forms of starvation that are related with malnutri-
tion and impaired bodily functions. Nobel laureate
Amartya Sen argued that hunger and poverty were part
of the same problem (Sen, 1981). He and other schol-
ars meant that the African famines illustrated that food
security is not simply about availability in the function
of supply and growth at the global scale, the food must
be within reach and the people be able to buy it:

[. . .] ensuring that all people at all times have both phys-
ical and economic access to the basic food that they need
(FAO, 1983)
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The expression “basic food” was soon revised from
a minimum amount for survival to the purpose of
“an active, healthy life” (WB, 1986). Bothered with
the slow progress, the next World Food Summit in
1996 agreed to halve the number of hungry and mal-
nourished people by 2015 (Millennium Development
Goals). Differences between hunger (quantity of food)
and malnourishment (quality of food) were underlined.
The summit published one of the most widely used
definitions:

Food security, at the individual, household, national,
regional and global levels [is achieved] when all people,
at all times, have physical and economic access to suffi-
cient, safe and nutritious food to meet their dietary needs
and food preferences for an active and healthy life (FAO,
1996)

This sentence expresses a more complex under-
standing of the matter. Food security at one spatial
scale is not necessarily a guarantee for food secu-
rity at finer scales, not even within a household. The
redefinitions allow us to re-evaluate food security.
However, the small print appears robust in compari-
son with Article 25.1 in the Human Rights declarations
from 1948, which states that

Everyone has the right to a standard of living adequate
for the health and well-being of himself and of his family,
including food [. . .] (UN, 1948)

Although a number of countries have ratified
the declaration and are legally bound to the subse-
quent Covenants (National Coordinating Committee
for UDHR50, 2001), 30,000 people die every day
from hunger, malnutrition and hunger-related dis-
eases (UNDP, 2007). Paradoxically, other parts of
the world have become food “oversecure” by pass-
ing the standards for “adequate for the health
and well-being” to suffer from overweight-related
illnesses.

While I am writing this (September 2009), a photo
of hundreds of dying and dead cattle cover the front
page of a British newspaper as East Africa suffers
severe droughts for the fourth year in a row. Why
do the most severe forms of food insecurity, famines,
persist in Africa and why are they not prevented?
The answer is generally to be found at political lev-
els, notably governance and donors (Devereux, 2009).
Having seen examples from West Africa in 2007,
the executive director of United Nations World Food

Program, Josette Sheeran, warned that the triple chal-
lenges of climate change, rising food prices and popu-
lation growth “threatened to unleash a perfect storm
on the world’s 850 million hungry people” (WFP,
2007). Then clouds gathered up and darkened the
global financial sky. In 2009 United Kingdom’s Chief
Research Scientist, Professor John Beddington, said
that within 20 years the whole world will face “[a]. . .
perfect storm of food shortages, scarce water and
insufficient energy resources [that] threaten to unleash
public unrest, cross-border conflicts and mass migra-
tion as people flee from the worst-affected regions.”
(Sample, 2009). Such dramatic exclamations take food
insecurity beyond being simplistic causes of popula-
tion growth or climate change. What makes people
food insecure at less severe rates than the persist-
ing famines vary fundamentally in different parts of
the world (Smith et al., 2005) because food systems
are a complex web of historic, human, economic and
environmental systems from the global to individual
level (Ericksen, 2008; Gregory et al., 2005). Bearing
in mind the complex nature of food systems, the pur-
pose of this chapter is to highlight six key nodes of the
food-security web.

This chapter is organised around two simplified
aspects of food security: changes in demand and in
supply. Imbalances between supply and demand can
cause global food crises, similar to those in the early
1970s and late 2000s (Table 1). One factor that is
expected to increasingly affect this balance is climate
change. The first section of the chapter deals with what
people (want to) eat as a major driver of food pro-
duction. Three key changes on the demand side are
illustrated: population growth, purchasing power and
access to food through markets and distribution net-
works. The second section asks the logical follow-up
question: can we produce enough of it? The focus
shifts to the capacity to supply food in the light of
climate change, environmental restrictions, and tech-
nological solutions.

Changes in Demand – Drivers to What
We Want

Over-population has traditionally been seen as a major
threat to global food security. This view overlooks
the fact that rising living standards changes eating
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Table 1 Major contributors to global food price inflation in 2007–2008

Demand Supply

Long-term
(1980s–2000s)

Living standards improve Grain stock levels decline
Subsidies to European and US producers/Structural adjustment

programs in developing countries
Investments in agricultural research decline
Yields decline

Intermediate (2000s) Biofuel demand increase Fuel and fertiliser cost increase
Production decline

Short-term (2007–2008) Exchange rate changes US
dollar versus other currencies

Consumer subsidies/price
controls maintain demand

Weather-related crop failures
Consumer subsidies/price controls (remove incentives to

produce)
Export restrictions (trigger speculation and price, not necessarily

production)

Source: Abbott et al. (2008), FAO (2008c), UNCTAD (2008), and von Braun et al. (2008).

habits, in particular the quantities of food that we
buy. Distribution networks, the means to enhance peo-
ple’s access to food through, e.g. more shops, longer
opening-hours and wider selections, are closely tied
with purchasing power.

Population Growth

In 1960 there were 3 billion children, women and
men on our planet. By 2000 this number had dou-
bled and around 2050 we are expected to reach, and
plateau at, 9 billion. Until then it means 75 million
new mouths to feed every year (Table 2). The total
population increase currently is the highest in Asia,
while the fastest population growth rates occur in a
band across the mid-latitudes: Central America, central

Africa, parts of Middle East and Oceania. Food pro-
duction in most of these regions is already constrained
by high pressures on land and water resources, and
facing serious exposure and vulnerability to climate
change (IPCC, 2007a).

While high fertility rates are not necessarily related
with poverty, high child mortality rates certainly are
(Fig. 1). There are strong feedbacks between reducing
the need to reproduce to secure the survival of a
few, with improved health and raised living standards.
Such changes may not be evident immediately in the
national statistics, as the population continues to grow
for at least two generations after fertility rates start to
decline before the demographic transition eventually
finds a new balance (e.g. Ethiopia, Table 2). Halting the
number of births can be achieved without policy inter-
ventions and perhaps, irrespective of religious belief.
Russia’s and China’s fertility rates are down to 1.3 and

Table 2 The world’s most populated countries in 2009 and
projected population (total population and percentage change
relative to 2009) in 2030 and 2050. The top ten 2009 countries
account for more than two-thirds of the world’s total population

and produced twothirds of the world’s cereals: China produced
20%, the US 16%, India 11%, Brazil, Japan and Russia 3% each,
Bangladesh 2%, Japan, Nigeria and Pakistan 1% each, all based
on the average production for 1995–2007

Rank 2009 (million people) 2030 (million people) % change 2050 (million people) % change

1 China 1,339 China 1,462 9 India 1,657 13
2 India 1,157 India 1,461 26 China 1, 424 −3
3 US 307 US 374 22 US 439 18
4 Indonesia 240 Indonesia 289 20 Indonesia 313 8
5 Brazil 199 Brazil 240 21 Ethiopia 278 71
6 Pakistan 175 Pakistan 232 33 Pakistan 276 19
7 Bangladesh 156 Nigeria 212 42 Nigeria 264 25
8 Nigeria 149 Bangladesh 204 31 Brazil 261 9
9 Russia 140 Ethiopia 162 91 Bangladesh 234 14

10 Japan 127 Philippines 138 41 Congo
(Kinshasa)

189 52

Source: US Census Bureau (2009) and FAOSTAT (2009).
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Fig. 1 The value of health as an asset for coping with climate
change is invaluable. Reducing infant mortality rates improves
not only women’s and children’s health but also living stan-
dards for the household as a whole. Sanitation and access to safe
water are two preconditions for reduced infant mortality rates
that bring long-term benefits to the overall society. Photo: the
author (2009)

1.8 births per couple, which is below the replacement
rate – China with a strict one-child policy and Russia
without. The average couple in Iran and Italy, pre-
dominantly Muslim and Catholic, respectively, have
2 and 1.3 births, respectively (US Census Bureau,
2009). While UN and non-governmental organisations
repeatedly recommend that educating (empowering)
girls will improve the lives of many, it is worth not-
ing that they rarely propose family health and human
well-being in boys’ education.

So approaching 9 billion people – is there going
to be enough food for all? We need only basic arith-
metic to show that the present 960 million hungry
people would not need to feel their stomachs rumbling
or having their body functions distorted. In 2004 the
total global meat production reached 260 billion kg
(FAO, 2008a). Thus, in theory there was 40 kg of
meat for each of the 6.4 billion persons. That equals
100 g/day, which interestingly is the size of “one por-
tion” recommended by various western National Food

Agencies from post-war times. Meat, or rather pro-
tein, production thus needs to increase to meet future
health requirements of 9 billion people. But here is
a drawback. Livestock contributes to climate change
(see “Climate Change” section). Policy makers (in the
west) therefore recommend that meat consumption
should be gradually reduced in favour of milk, egg
and vegetarian protein sources (Tukker et al., 2009).
How about carbohydrates? A common estimate for per
capita annual consumption of grain seeds range from
350 to 375 kg, which translates to a yearly demand
of 3,150–3,375 million tonnes for 9 billion people
(excluding the need for animal feed and biofuels).
The global production of cereals, roots and tubers
in 2007 was 2,400 million tonnes (Fig. 2), which is
355 kg/person. If the per capita consumption and the
global average productivity (3.4 t/ha) were to remain
constant, another 230–300 million hectares (about the
size of Argentina) would be required for 9 billion
people. For future global food security it is there-
fore going to be essential to increase productivity (see
“Technological fix” section below). However, these
back-of-the-envelope calculations also demonstrate
that the current food security is not altogether about
quantity. Indeed, the most food insecure countries in
the 1990s shared the same characteristics: enough food
but high poverty (Smith et al., 2005). Food security is
about having the means to access the food.

Access to Food

People can access food legally by producing it, by buy-
ing it (including by exchange) or by receiving it as gift
or aid (transfer). Famines occur when all three access
routes fail (Sen, 1981), and it worsens if governments
and other agencies fail to intervene appropriately. For
this reason, it is quite rare that weather-related crop
failures alone result in famines. Instead, famines quite
often originate with small declines in crop or live-
stock production (possibly related to weather) that
have been exacerbated by price inflations that increase
the cost for food and reduce the value of people’s assets
(Devereux, 2009).

Economic growth and improved living standards are
expected to have far more impact on food demand than
that of population growth. For example, in the begin-
ning of the twentieth century the average Swedish
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Fig. 2 Global average per capita cereal production (left axis) and per capita land area allocated to cereal production (right axis)
between 1961 and 2007. Source: FAOSTAT (2009)

person ate about 20 kg of meat per year (Neset Schmid
and Lohm, 2004). In 1995 this amount increased to
55 and in 2005 to 65 kg (EurActiv, 2009), less than
a quarter of the meat in a full grown beef. However,
in reality Swedes eat more than one cow in 4 years.
Fairly unchanged food prices since 1980 (Hazell and
Wood, 2008) have made it possible to buy more food
and many cuts that people used to eat now appear on
the menu of pets. The transition from an agricultural
economy, where a majority of people produced their
own food, to a service-based economy, where a major-
ity of people buy their food, comes with ironic twists.
First, more food is binned. For example, British con-
sumers throw away some 6,700 million kg of food in a
year, of which 160 million kg is meat (WRAP, 2008)
(equal to 2 kg meat per person). Second, while some
can afford to throw away edible food, others become
more vulnerable to food price fluctuations. During the
global price inflation that peaked in 2007–2008, about
75–100 million people went hungry – not because
there was not enough food but simply because prices
went up (Tukker et al., 2009). The economic crisis
gradually undermined the transfer route to access food.
Thus the World Food Program had to prioritise who
to leave hungry as procurement for food aid became
too expensive to serve all the needy. Then, remittances
from relatives declined. Private capital flows to devel-
oping countries, which contributes by up to 40% of
GDP in some countries, halved between 2007 and
2008 from 1,158 to 707 billion US dollars, and this is

forecasted to halve again to 363 billion dollar for 2009
(World Bank, 2009).

Food prices are unlikely to return to pre-2007 lev-
els, and particularly urban poor households without
facilities to grow some subsistence food are at risk of
becoming food insecure (FAO, 2008b). Having large
groups of food insecure people or mass unemploy-
ment rates places pressure on the political stability.
Food riots that broke out in 2007–2008, such as in
Egypt or Haiti, generally reflected urban food insecu-
rity. In China, millions of migrant workers lost their
jobs in the economic crisis. Many were fortunate to
be the first generation to try their luck in generating
off-farm incomes in the cities, which meant that many
had farms to return to (Fig. 3). Many will be tempted
to rent or sell their land as urban salaries generally
increase the living standard faster than in rural areas.
As more people move to cities and become perma-
nently landless, they turn increasingly to dependence
on purchasing (through private savings/the market/the
state) rather than producing (in rural areas) for food
security.

Markets and Distribution

Are the market and distribution systems improving the
access to food for everyone? The globalisation of agri-
cultural markets over the past three decades has had



206 E. Simelton

Fig. 3 Post-harvest losses. As much as climate change and air
pollution (note the hazy sky) reduce agricultural production,
there are opportunities to make traditional labour and land-
intensive rice production more efficient in the post-harvest stage
alone. Such changes are likely to reduce the need of agricul-
tural labour and the generation of the young boy on the photo is
about to become landless urban citizens. However, villages like
this one, near Hangzhou in southeast China, are absorbing fam-
ily members who lost their jobs in the cities, such as during the
recent financial crisis. These family members now, at least, have
a chance to produce their own food. Photo: the author (2008)

four major consequences: more competition, higher
demand for quality, fewer actors and thus longer trans-
portation times. Globalisation has closed some tradi-
tional trade routes, particularly of coffee and tea from
Africa, while enabling new trade patterns of higher

value goods, such as flowers, wine and fish, from
developing to developed countries and between devel-
oping countries, such as soybeans from Brazil to China
(Hazell and Wood, 2008). The food chains in OECD
countries can be likened to the shape of a time-glass;
food goes from millions of producers, to thousands of
suppliers and manufacturers, passes through hundreds
of brokers and via thousands of supermarkets to mil-
lions of consumers. Although the effective power is
with the few actors that link the producers and con-
sumers (Gregory et al., 2005), the size of the number
of consumers makes them a potentially strong pres-
sure group. Quite often it is difficult to combine ethical
and environmental-friendly interests – distribution is
a typical example. Northern European consumers are
debating whether tomatoes transported on trucks from
southern Europe are a more efficient use of energy than
growing them locally in greenhouses. The same goes
for apples shipped from New Zealand versus transport
by truck from France, and whether to support a devel-
oping country and buy air-freighted Kenyan peas and
flowers.

The enduring failure to incorporate Sub-Saharan
Africa and Central America into the global market
(Fig. 4) and to build up domestic markets are essen-
tially ascribed to be unfair market policies: structural
adjustment programs in the 1980s to early 1990s and
agricultural subsidies and trade agreements still favour
European and American producers and consumers

Fig. 4 Export value of total agricultural merchandise trade. China dominates Asia’s strong trend from mid-1980s. Oceania includes
Australia and New Zealand. Source: FAOSTAT/Pricestat (2009)
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(Hazell and Wood, 2008). There are further institu-
tional differences. The Green Revolution, although
implemented on three continents, did a better job of
making Asian people more food secure, healthier and
wealthier than Africans and Latin Americans. East
and Southeast Asian successes are often explained
to be due to the more stable political situations
than is the case for Africa and Latin America, who
were caught in structural adjustments in exchange for
loans from IMF/WB. For the Asian situations this
arguably resulted in a positive spiral of upgraded
infrastructure, transport networks and foreign invest-
ment. Productivity in the former Asian communist
countries boomed from around 1980, when small-scale
farmers could sell their own produce at local mar-
kets. Larger African farms are predominantly export
and cash-crop oriented with a large share owned by
foreign cash-crop enterprises that reinvest little in the
host country. In contrast, Asian agriculture was based
on a broad variety of traditional staple crops and
tropical cash crops supported by advanced irrigation
systems. The export was run by state-owned enter-
prises that were not necessarily managed efficiently;
however, this meant that at the time for transition to
market economy there were established, and growing,
domestic markets that generated purchasing power and
demand before entering the international arena. State-
funded research and development in Asia buffered for
companies’ potential losses during periods of trial-
and-error. The African and Latin American farmers
did not have such back-up. Over the past 40 years
maize had the strongest production increase of the
Sub-Saharan grain crops, with a steady increase in
Eastern Africa and progress in Western Africa in the
1990s. Nevertheless, Africa’s cereal imports have con-
tinued to increase while exports remain constant. Trade
is further restricted since many African countries are
land-locked (World Bank, 2009). In extension, this
means that where local food markets function it can
be more beneficial to provide cash transfer or jobs to
those who are in risk instead of food aid when food
security is threatened (Barrett et al., 2009). Such inter-
ventions are less distorting on the local production and
have emerged in recent years thanks to improved early
warning systems.

The future of the global agricultural market holds
two main pathways. One is free trade, the other
holds to various degrees of regulation. A common
argument for deregulation is that subsidies typically

disincentivise producers and favour consumers, which
oftentimes leads to (economically) inefficient land
use. Two examples can be given here. New Zealand
and Brazil minimised government interference in agri-
cultural production systems in response to the eco-
nomic crises in the 1980s and the 1990s, respec-
tively. In these cases farmers specialised into sectors
where rising international prices compensated for the
removed subsidies, such as meat and energy-rich crops
(Chaddad and Jank, 2006). Those who favour regu-
lated agriculture argue that consumers and producers
need to be protected from price fluctuations, particu-
larly those that are not driven by agriculture. Due to
their sizes in population and agricultural production,
China and India are occasionally accused of trigger-
ing food price rises. Both countries have, however,
been self-sufficient in grain and meat for decades and
have minimal trade of grains. Admittedly, China’s
weak points are its lack of animal feed and veg-
etable oils, which influences the global food trade
flows of non-staples, especially through imported soy-
beans from Brazil, and it is thus a major contributing
agent to Amazonian deforestation (Abbott et al., 2008;
Chen, 2009; O’Brien and Leichenko, 2000). However,
China’s and India’s latent roles should not be underes-
timated. China’s oil demand has influenced world oil
prices and hence indirectly food price inflation (Abbott
et al., 2008).

The price of oil plays two important roles: for the
cost of agricultural inputs such as fuel and fertilis-
ers and, in determining whether crops are grown for
food or energy (Table 1). It is estimated that 5% of
global cereal production in 2007–2008 went to bio-
fuel production (FAO, 2008b). Political incentives to
reduce the use of fossil fuels, such as through car-
bon taxes, could similarly make bioenergy plantations
on cropland more competitive and hence help drive
food price directions (Johansson and Azar, 2007).
This has raised concern as to whether agricultural
land use needs to be regulated to guarantee a cer-
tain amount for food production (von Braun et al.,
2008). China’s government has decided to set aside
120 million hectares for permanent agricultural use.1

Consequently land use needs to be intensified, small

1 120 million hectares correspond to the area currently denoted
as “Total cultivated area,” according to the National Bureau
of Statistics of China. About 105 million hectares of this
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Fig. 5 Land use changes on the Loess plateau, northwest China.
With a highly erosive soil and an unpredictable annual total
rainfall ranging from 300 to 800 mm, the options for rain-fed
agricultural diversification are limited. Cultivation and grazing
on steep slopes has been banned and the land is replanted with
grass or perennial trees in one of the world’s largest refor-
estation projects ever. Agricultural production is cramped onto
floodplains in strong competition with housing, industrial and
infrastructure development (note two roads on each side of the
river and a railway is in the planning). For climatic and eco-
nomic reasons farmers now prefer cash crops in greenhouses to
land-intensive cereal production. Photo: the author (2005)

fields merged, new housing provided and off-farm jobs
created (Chen, 2009). Modernisation and globalisation
provides another dilemma to farmers (Figs. 3 and 5).
As supermarket chains control more of the links
between farmers and consumers, the demand for stan-
dardisation, quality and deliverability means that small
producers cannot afford to supply their products. To
stay in business they trade-off between increasing
mono-cropping to gain economy of scale or diversi-
fying the production, which would make them less
vulnerable to price shocks (Gregory et al., 2005).

The debate on free market brings up another aspect
of the global food distribution. Individual countries’
responses during the food crisis (Table 1) provide an
unprecedented study of behaviour during critical times.

land were used for cereals, tubers and soybeans in 2008
(www.stats.gov.cn).

A survey of 77 countries across the world showed that
more than half used some measure to reduce the costs
for consumers while only one quarter took action to
increase the supply, for example, export restrictions.
The Middle East, North Africa, Europe and Central
Asia prioritised for consumer costs while parts of
Africa and South Asia focussed on supply increases.
Only 16% showed no policy action at all, and the
majority of those countries were in Latin America and
Africa (FAO, 2008c). Among the countries that intro-
duced export bans, several were self-sufficient grain
producers like China and India (Table 2), but also sig-
nificant grain exporters like Vietnam, Argentina and
Egypt. This shows that trade-agreements such as those
for WTO-members can be rebuffed leaving food net
importing nations particularly vulnerable.

Changes in Supply – Can We Get It?

Distribution channels are an essential link to make peo-
ple food secure by taking food from where it can be
produced to where it can be sold. However, two factors
that limit the quantities of food that can be produced
are climate and land. Since both are likely to continue
to restrict food supply, agro-technological innovations
are expected to bring food to all.

Climate Change

Media is an important (sometimes objective) source of
information for the general public. However, a note-
worthy share of English-speaking media do not seem
to reflect the scientific consensus on causes to human-
induced climate change, as, for example, the impact
that our food systems have (Boykoff, 2008; Boykoff
and Mansfield, 2008; Neff, 2008). There are at least
three basic features of climate change with respect to
food production where news media often present an ad
hoc simplified angle that is bound to end up in contra-
dictions. When talking of impacts of climate change on
agriculture, it is paramount to

(1) distinguish between effects of changes in the aver-
age climate (e.g. mean temperatures or mean rain-
fall) from changes in climate variability (e.g. range
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and frequency of hot spells or rainfall events).
While mean climate change is comparatively eas-
ier to adapt to, changes in the variability are
difficult to attribute and brings along more unpre-
dictability in timing, amounts, impacts and adap-
tive options. The impacts of changes in variability
are further linked with local variations such as
variations in topography and land use. For exam-
ple, aerosols can alter the distribution of rainfall
as they make clouds too heavy to ascend fur-
ther, which causes them to precipitate around the
sources of the pollution such as around indus-
trial zones instead of more regionally, such as
over agricultural plains. On larger scales pollution
can reallocate rain, e.g. creating floods in south-
ern parts of India and China and droughts in their
northern regions (Menon et al., 2002).

(2) To holistically understand what positive and neg-
ative effects environmental change, including cli-
mate change, has on agricultural production and
human livelihoods and vice versa. Global warm-
ing prolongs growing seasons and can open up
new farming opportunities in high latitudes while
temperature and water stress is likely to reduce
productivity for semi-arid and tropical agriculture.
Areas that already are dry, such as the Sahel and
southern Europe, are likely to become even drier
(IPCC, 2007b, p. 47), and the areas for rain-fed
agriculture become more restricted.

In terms of climate change, land use contributes
to one-third of the anthropogenic driven green-
house gas emissions. Half of this comes from agri-
culture, of which the majority are nitrous oxides
from inorganic fertilisers and methane-emissions
from digesting ruminants. Other sources are paddy
fields, biomass burning and manure. The other
half are carbon dioxide emissions via the carbon
sink that is lost through deforestation for farm-
land expansion (IPCC, 2007b, p. 36; Scherr and
Sthapit, 2009).

As for the greenhouse gases, carbon diox-
ide may speed up the photosynthesis rate and
improve water uptake (carbon dioxide fertilisa-
tion). Although difficult to prove, an additional 10
parts per million of carbon dioxide approximates
to a 1% increase in yields; some argue that this
has contributed to the increased productivity of
crops in the past century (Lobell and Field, 2008).
The long-term effects of atmospheric carbon

dioxide, as the concentration increases, on crops,
are also uncertain. In combination with warmer
temperatures crops may mature early. The poten-
tial benefits are minimal in combination with other
greenhouse gases, such as ground level ozone
which destroys plant cells at a more rapid pace
(Slingo et al., 2005) and puts near-urban agricul-
ture at particular risk (Fig. 3). Some ways to reduce
the environmental impact from agriculture, includ-
ing mitigating greenhouse gas emissions, are pre-
sented in the “Technological Fix” section below.

(3) To learn to live with environmental changes,
including climate change, even though this is diffi-
cult to define (in contrast to black carbon pollution
or the ozone hole). But define them we must if we
are to adapt or mitigate the consequences of them.

We do not look at the future climate change. We adapt to
the climate that is changing now. (Blessings Mwale, FAO
Malawi)

Before we used to plant when the first rain fell in
October. Now the rain has changed. Sometimes it starts in
November, sometimes in December and we don’t know if
it is the first rain or just a sprinkle [. . .] so we don’t know
when to plant [. . .]. And we don’t know how long the
rains will last so we don’t know what to plant. (Farmers
in Novu village, Malawi)

Everybody, rich or poor, who do not invest in adap-
tation are losers: rich because they are economically
vulnerable and poor because they are more exposed
both socioeconomically and climatically (Diffenbaugh
et al., 2007, Fig. 1). While it is easier to prepare
for long-term mean changes, e.g. by adjusting plant-
ing windows, using stress tolerant seeds, training and
experimenting, our past experiences have no common
characteristics with new extreme situations (Smit and
Wandel, 2006). In fact, there are physical limitations
too. Daily temperatures above 35◦C reduce productiv-
ity of crops and livestock as well as threatening human
lives (Slingo et al., 2005). In contrast to prevailing
trends towards larger farm units, research shows that
when factoring in climate larger farms in Europe are
more vulnerable to higher temperatures than smaller
ones (Reidsma et al., 2009). More variable climate
and extreme events means that agricultural produc-
tion, i.e. the food supply, is likely to become more
variable and that prices are likely to follow accord-
ingly. Let me illustrate with two recent examples of
visits into near-future weather forecasts. In 1972 the
summer temperatures in south Soviet Union were 4◦C
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above the long-term mean. This resulted in 13% lower
grain production compared to the previous year and
the Soviet Union had to purchase American grain. This
was in the middle of the oil crisis and thus contributed
to food price inflation. In 2003 European summer tem-
peratures went to 3.6◦C above normal. Agricultural
production declined 20–30% from the year before and
it was estimated that 52,000 people died of heat stress
(Battisti and Naylor, 2008).

To study future climates, scientists use a number of
global or regional climate model scenarios. The cli-
mate scenarios are then used to simulate future crop
production. However, climate scenarios do not pre-
dict future weather. At best they can guide in locating
potential hotspots where, for example, food production
may become limited (Diffenbaugh et al., 2007). Such
results provide the foundation for many political deci-
sions despite the fact that the conclusions that can be
drawn from these studies are sometimes limited for the
degree of certainty that is required for policy making.
This depends among other things on understanding the
links between biophysical and socio-economic limita-
tions to adaptation (Challinor et al., 2009). Although
farmers and plants can adapt to climate change, just
as they have done over millennia, perfect adaptation is
impossible (the closest we can get is to produce food in
controlled environments, such as greenhouses or pig-
geries). Biological adaptation occurs without permis-
sion, while social adaptation may be limited by cultural
and individual factors, such as that stakeholders fail to
agree on the ultimate goals of adaptation (Adger et al.,
2009). Furthermore, adaptive capacities vary over time
(Smit and Wandel, 2006). Farmers’ capacity to deal
with droughts can be related to the availability of three
categories of assets: land, labour and capital (Figs. 1,
3 and 5). By analysing and incorporating such incom-
pletely understood information in crop models, places
at risk and types of interventions that can be identified
to strengthen the capacity to adapt to a drier climate
(Simelton et al., 2009). An important next step is to
deliver information in a useful format to the farmers
(Patt and Schröter, 2008; Snapp et al., 2003).

Land Use Change

Land, as is water, constitutes a limiting factor for
food security as it is unlikely to increase. Between

1700 and 1990 the global land area for agriculture
expanded fivefold, from 300–400 to 1,500–1,800 mil-
lion hectares (Goldewijk and Ramankutty, 2004). In
the previous section it was estimated that unless pro-
ductivity increases, an additional couple of hundred
million hectares are needed to produce enough cere-
als for 9 billion people. However, productive cultivable
land is lost as cities and industries expand and tradi-
tional farmland is switched from staples to cash crops,
such as biofuels or grain for biofuel. Although the
increases in cereal production since the 1960s have
been accomplished on fairly constant areas of land so
that each person needs a smaller plot for his/her cereal
intake (Figs. 3 and 5), the areas planted for vegetables
and fruits have skyrocketed since 1980s. At the turn of
the millennium at least 16% of the world’s arable land
was degraded and two-thirds of the land in developing
countries constrained by other factors, e.g. topography
and low soil fertility (FAO and UNEP, 1999).

Climate change will fundamentally change the cur-
rent land use by, for example, submerging coastal areas
as sea-levels rise, and shifting of ecological zones as
temperatures increase. Warming introduces particular
problems in tropical and polar regions as they are
at the respective ends of the eco-climatic spectrum.
As the agro-ecological zones migrate polewards there
is no existing agro-ecological zone to succeed what
is currently equatorial (tropical) – and the arctic and
polar regions have nowhere to go. Consequently, many
groups of people are at risk of becoming marginalised
when their chances to make their livelihoods become
increasingly restricted by impacts of climate change.
Studies show that the previous food crises made win-
ners and losers of farmers and that access to land
played an important role in this. Of households that
make more than 75% of their income from farming,
the richest group had the biggest improvement in wel-
fare and the landless and poor lost welfare as staple
prices increased (FAO, 2008c). Taking the effects of
globalisation and climate change together, and there
will be doubling of winners and losers (O’Brien and
Leichenko, 2000).

Is there land to grow food for 9 billion people,
feed for our livestock, and energy for our homes and
industries? The countries with potential agricultural
land are likely to be found in the northern latitudes
as what used to be limited by temperature may ben-
efit from warming, but they still lack sunshine hours.
In Asia most land is already allocated. Many populous
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countries, such as India and China, still cultivate on
plots smaller than one hectare (Figs. 3 and 5). Chinese
policies, in particular, now endorse land mergers that
can intensify land use by increasing urban populations
(Chen, 2009). Those who are concerned that this land
area is not enough take evidence in the accelerating
land grab. At least 15–20 million hectares of farm-
land (the size of Cambodia) have been involved in
international transactions since 2006. In contrast to the
Europeans’ land grab some hundred years ago, this
land grab is predominantly carried out by Asian and
Middle-East countries. The target remains the same:
poorer less economically developed countries, but this
time focussed on Sub-Saharan Africa and South East
Asia. Land acquisitions abroad, both by private and
state-owned companies, are expected to increase not
only because of increasing food/feed/fuel demand but
also from reduced ability to ensure domestic food secu-
rity (supply) as a result of climatic marginalisation
(Grain, 2008; von Braun and Meinzen-Dick, 2009).
The Human Rights Commissioner has condemned this,
concerned that these types of agreements will have lit-
tle benefit to the local population or contribute to their
food security (UNSR, 2009).

Technological Fix

Agriculture must increasingly serve the double pur-
poses of having to feed an increasing number of
people while mitigating its environmental side-effects,
in particular from enhancing greenhouse gas emis-
sions. Optimists stress that global grain supply in the
recent past has largely been achieved by increasing
productivity (without increasing vast areas of arable
land), so there are several ways to fix both food
security and climate change by seeds and by man-
agement. In fact, agriculture originated when farmers
started practising natural selection, e.g. save the best
seeds for planting the next season. This idea then
moved to grafting and cross-breeding to select pre-
ferred characteristics. Technology now allows grain
crops with more seeds and shorter stems that do not
break when the grains fill, crops that are resistant
to climate, insects, fungus and viruses and tolerate
herbicides, and crops that mature faster or contain
additional vitamins (Le Page, 2009). While research
on GM-crops is largely taking place in the labs of

privately funded research institutes, public research
institutes are instead predominantly oriented to con-
ventional agriculture. Perhaps the isolation helps in
creating public scepticism. For example, questions
have been raised about the cost, both of the research
itself and for farmers as they no longer can multiply the
seeds themselves, and of various environmental side-
effects. Adding to the confusion is different national
regulations for testing and releasing new seeds, hence
the technology is advancing rapidly where legislations
are more liberal (Cohen, 2005). Nevertheless, by 2008
over 13 million farmers cultivated 125 million ha with
transgenic crops. The majority of the farmers were
in developing countries while more than two-thirds
of the land area was in the United States (Marshall,
2009). Another similarly value-laden debate covers
what organic/ecological agriculture can do for devel-
oping countries. This would be one way to minimise
misuse of agro-chemicals, chemicals that often are
banned in western countries, improve the environment
and empower small-scale farmers. Those in opposition
claim that ecological agriculture is less productive and
cannot produce the amounts of food that are required,
particularly of staple crops.

Most scientists agree there are prospects to dou-
ble the food productivity in Sub-Saharan countries and
by relatively cheap measures. This requires appropri-
ate advice and technology for small-scale farmers, and
committed governments. For example, in 1998–1999
Malawian farmers received a “Starter Pack” of seeds
and fertilisers to prove and spread hope that their yields
can double. They did. In 2000 farmers were told to
plant the seeds in a way that required more fertilis-
ers, which few could afford. Yields plunged. However,
rains were good in 1998 and 1999 in contrast to 2000,
so typical for short experimental periods it has been
difficult to attribute and quantify the direct causes of
the observations. As the quotes above suggest, there
are difficulties to match fertiliser recommendations
with the timing of rainfall and the fertilisers are expen-
sive so the adoption levels are limited (Snapp et al.,
2003). The farmers in Novu village (Malawi) mixed
local and hybrid maize seeds to increase their proba-
bility of at least getting some harvest. The local seeds
were low-yielding but more drought-resistant than the
expensive hybrid seeds, which would only succeed
if the rains were good and the fertilisers applied in
a timely fashion. Other technological advances occur
outside the agricultural field. In some cases it may be to



212 E. Simelton

reduce losses after harvest (Fig. 3). In other cases farm-
ers and pastoralists use mobile phones to get official
prices and become stronger negotiators.

Incidentally, many of the changes in management
that can mitigate climate change are also having other
environmental benefits as well as increasing harvests
(ADAS, 2009; Scherr and Sthapit, 2009). To reduce
methane and nitrous oxide emissions the following can
be applied:

(1) Change paddy rice varieties or timing for flooding
the rice fields.

(2) Natural grazing is preferred to animals relying on
hard-digestive pellets (that are manufactured of
imported grains or soybeans).

To increase carbon sinks:

(1) No-tillage reduces fuel for tractors, prevents soil
erosion and fertiliser leakage, and improves soil
organic matter and soil water-holding capacity.

(2) Intercropping enhances synergy effects between
plants, increases habitats for natural pollinators
and biodiversity.

(3) Mulch reduces water-stress in crops, prevents
soil erosion and reduces the need for synthetic
fertilisers.

Among the drivers for agricultural production at the
global, national and local scales, the implications of
climate change on supply and demand are different
at each level (Hazell and Wood, 2008): At the global
scale the main drivers of agricultural production are
related to trade and thus the predictability of impacts
of climate change. This is the appropriate scale for set-
ting emission targets to mitigate climate change. At the
country scale the drivers are related to policies that
favour economic growth, in the light of demographic
changes, and back up producers/consumers/business
against negative impacts of climate, such as water and
energy scarcity, or pandemics. The national scale is
ultimately responsible for achieving the mitigation tar-
gets as well as coming up with adaptation strategies.
At the local scale the drivers are immediately related
to basic human needs for survival and beyond – access
to technology to produce food/markets to sell or buy
food/jobs to improve the purchasing power of house-
holders, and status of the environment in order to
cope with weather and adapt to climate change. This

Fig. 6 Much of western culture and economy is organ-
ised around consuming (and wasting) agricultural products.
Those habits have changed enormously since these houses in
Manchester, UK, were built. It is tempting to imagine the scenery
in 2050. Photo: the author (2009)

requires responsibility at all stages – from producers,
middlemen and consumers to policymakers and inter-
est groups. Citizens in democratic countries have a
particular responsibility (Fig. 6).

Concluding Remarks

This chapter has viewed food security across six
aspects of food demand and supply. The demand for
food will no doubt continue to increase. Population
growth is likely to increase food demand where the vul-
nerability to climate change and environmental degra-
dation already is high. Increased purchasing power
across the whole of society eventually makes more
people food secure; however, above a certain thresh-
old consumers are likely to waste food. The supply
of food may well increase; the question is will it
reach all people, at all times? Climate change is likely
to make food production unpredictable (perhaps until
greenhouse gases eventually stabilise) because climate
variability will increase, the combined environmental
impacts are blurred and exceed the human experi-
ence for adaptation. Land use changes have largely
been pointing towards maximising the economic rather
than the ecological return, and away from less-paid
staple crops. Technical solutions to increase food
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production exist but do not necessarily change under-
lying behaviour in a way that contributes to food inse-
curity, malnutrition or unequal access to food, such as
irresponsible governance and corruption, insufficient
water and sanitation and waste generation. Markets can
be understood as a means to distribute food from pro-
ducers to consumers so that people can access food.
However, if food prices increase faster than salaries,
which can happen for a number of reasons including
unexpected weather, pandemics, severe pollution acci-
dents, civil unrest or economic inflation, then access to
food is bound to become more unequal. For some, food
security drifts into food insecurity.

Food security, as a definition, has travelled a jour-
ney from national supply to one of household purchase
capacity – but it remains words without responsibil-
ity, and charges for those who fail to ensure safeguards
that everybody has enough food to live an active and
healthy life. The lack of coordinated action during
the financial crisis in 2007–2008 clearly illustrates
that agricultural trade agreements need restructuring.
Several countries acted against the treaties and still
failed to secure their people from hunger and poverty.
Such behaviour furthermore demonstrates that poverty
and instability are big obstacles for long-term invest-
ments. Until basic needs are secured, such as in hous-
ing, food, regular income and physical safety, it is
difficult to be proactive with a dollar a day. Imagine
the possible outcomes if the 365 richest people in the
world gave one dollar each to everyone who earns less
than one dollar a day.

One advantage with the global food crisis was that
it greatly illuminated the complexity of secure food
systems. This will result in more holistic analyses of
direct and indirect impacts of production and con-
sumption patterns, hopefully in science, media as well
as policy implementation. Climate change is likely to
soon increase the costs of living; as water resources
become scarcer the cost to produce and transport food
increase and more energy will be needed for air condi-
tioning and refrigeration. Consequently, there is scope
to explore more efficient trade-offs between energy
for feed, food and fuel. This requires, among other
things, a more flexible and multi-purpose type of agri-
cultural land use and production. The first purpose of
such agriculture is that it contributes to food secu-
rity, by improving the management from pre-sowing to
the final leftovers and by increasing productivity with-
out compromising the nutritional content. The second

purpose is that it contributes to ecosystem services,
including mitigating climate change and neutralising
environmental impacts. Life cycle analyses of vari-
ous types of agricultural production can help clarifying
certain products’ environmental impacts – and intro-
duce fairer payment for environmental degradation.
Producers and consumers need clearer labels, not more
of them.

Finally, I would like to encourage the reader to
engage in discussions about our daily food – what does
food security mean to you? Who is responsible for
food security? Should failing to achieve food security
be penalised? What impacts on the environment are
acceptable for everybody’s food security? If the envi-
ronmental costs are not included in the price of the
product, how should it be paid for?

Find Out More About. . .

. . . detailed trade flows. Online map tool that allows
you to explore who imports and exports what agri-
cultural products from where http://faostat.fao.org/
DesktopModules/Faostat/WATFDetailed2/watf.
aspx?PageID=536

. . . Global Information and Early Warning System on
Food and Agriculture. A tool that allows you to
monitor food security situation around the world
http://www.fao.org/giews/english/index.htm

. . . your environmental impact. World Wildlife
Fund gives you a quick estimate of how many
planet earths your lifestyle requires http://footprint.
wwf.org.uk/

. . . food and climate research. The Food Climate
Research Network reviews and publishes the most
recent reports from across the world. It also enables
you to get in touch with scientists and practitioners
in the field http://www.fcrn.org.uk/

. . . or run your own climate scenarios with EdGCM
(Educational Global Climate Modelling) http://
edgcm.columbia.edu/spotlight/
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Building Capacity to Cope with Climate Change in the Least
Developed Countries

Hannah Reid, David Dodman, Rod Janssen, and Saleemul Huq

Abstract The least developed countries (LDCs) are
particularly vulnerable to the impacts of climate
change, due to a combination of physical vulnerability
and limited coping capacity. The poor in these coun-
tries rely heavily on natural resources, are severely
affected by climate variability such as floods and
droughts and have limited savings and few alterna-
tive livelihood opportunities to respond to shocks and
stresses resulting from climate change. This chapter
outlines these challenges and describes the Capacity
Strengthening in the LDCs for Adaptation to Climate
Change (CLACC) programme, an initiative to build
civil society capacity to address these. It evaluates the
role of a range of activities – including supporting civil
society participation at key meetings, conducting rele-
vant research and facilitating outreach activities – that
can help low-income nations and their most vulnerable
citizens respond to the challenges of climate change.

Keywords Capacity strengthening · Adaptation ·
Least developed countries · Outreach · Evaluation

Introduction

Poor countries and poor communities are widely
acknowledged as being particularly vulnerable to cli-
mate change. The Intergovernmental Panel on Climate
Change (IPCC) and the United Nations Framework
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Climate Change Group, International Institute for Environment
and Development, London WC1H 0DD, UK
e-mail: hannah.reid@iied.org

Convention on Climate Change (UNFCCC) acknowl-
edge three groups of developing countries as being
particularly vulnerable: the least developed countries
(LDCs), Small Island Developing States (SIDS) and
countries in Africa (IPCC, 2001, 2007). There is
considerable overlap between these three groups, for
example, Guinea-Bissau is a SIDS, and LDC and in
Africa, and 33 out of the total 49 LDCs are in Africa,
but together, these three groups number roughly 100
countries and are home to well over a billion people.

The fact that these countries are so vulnerable to
climate change is ironic given that they have con-
tributed least to the rising concentrations of greenhouse
gas emissions in our atmosphere. Indeed, their carbon
dioxide emissions (excluding South Africa’s) account
for only 3.2% of the global total, compared to 23.3%
for the United States, 24.7% for the European Union,
15.3% for China and 4.5% for India (see Table 1) (Huq
and Ayers, 2007).

These countries are amongst the most vulnerable
to the impacts of climate change for several reasons.
Many are located in some of the most geographi-
cally vulnerable parts of the world, such as drought
prone Sahelian countries, cyclone-prone Bangladesh
or low-lying small island states likely to suffer from
sea-level rise. Poor communities within countries are
also located in vulnerable areas. For example, in cities,
informal illegal settlements commonly occupy land on
floodplains or at the foot of unstable hillsides. Industry
or wealthier city residents do not want to occupy this
land because of the risks, but poor families have no
alternative if they want to reduce their commute and
travel costs (Satterthwaite et al., 2007). This perpetu-
ates cycles of poverty for these people, which can be
hard to escape.
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Table 1 Highest and lowest: carbon dioxide emissions, 2002

Country/region Total emissions (1,000 t) Total of global emissions (%) Per capita emissions (t)

LDC, SIDS and Africa
(excluding South Africa)

791, 456 3.2 2.2

LDC, SIDS and Africa 1, 155, 363 4.67 2.3
India 1, 105, 595 4.5 1.1
China 3, 783, 231 15.3 2.9
US 5, 773, 401 23.3 19.9
EU 6, 117, 989.5 24.7 8.4
Global 24, 756, 694 100 4

Source: Huq and Ayers (2007).

The poor also tend to rely more on natural resources,
such as forests, fish stocks and grazing land for
their food and livelihoods, than the wealthy, and yet
these natural resources are very vulnerable to climate
change. The impacts of climate change look set to
reduce Namibia’s Gross National Product by at least
5% over the next 20 years due to the nation’s heavy
reliance on natural resources, for example (Reid et al.,
2008).

Poor nations and communities also have a very
low capacity to cope with drought, floods, cyclones
and other climate change impacts when they strike
(Huq et al., 2004). Low capacity to cope with climate
change impacts is apparent at several levels, from the
community through to local and national government
and non-government organizations, and right up to
those representing their countries at the United Nations
climate change negotiations.

At the community level, people have few savings,
few alternative livelihood opportunities, no insurance
and are already close to or even below the poverty line.
For many, resilience to climate change impacts has
already been eroded by entrenched poverty. When a
climate change related disaster strikes, there is seldom
a safety net to fall back on. Harsher or more frequent
disasters could therefore tip them over the edge into
chronic famine or forced migration.

At the level of local or municipal governments,
knowledge on climate change is limited. And even
where it is clear that certain sites are at risk from cli-
mate change impacts, there are very few examples of
local or municipal governments taking climate change
into account in their planning, policies and activities.
Budgets are usually tight and there is already a huge
infrastructure deficit to consider before people can

think about incorporating climate change considera-
tions into their work.

National governments also lack knowledge and
capacity on climate change. Often it is seen as a low
priority when compared to pressing and more clearly
definable issues such as health, employment, housing
and education. Climate change is usually situated in
environment ministries with relatively little power and
influence compared to, for example, finance ministries.
Too often climate change is seen as an issue for the
future rather than the present day – something beyond
the short-term thinking associated with election cycles
and strategic political maneuvering.

In the international climate change negotiations
conducted under the auspices of the UNFCCC, LDCs
also suffer serious capacity constraints. Few LDCs
can send more than a handful of delegates to these
negotiations, and without the resources – financial
and technical – negotiating against the large well-
paid teams of lawyers and experts brought in from
wealthier nations who see taking action on climate
change as a threat to their economic development
poses a huge challenge. Some can only send one dele-
gate. Despite this, the least developed countries have
won some important and significant concessions in
these negotiations. In 2001, the seventh session of the
Conference of the Parties (COP7) to the UNFCCC
decided that all LDCs under the UNFCCC would
prepare a National Adaptation Programme of Action
(NAPA). This would identify immediate and urgent
climate change adaptation needs. NAPAs recognized
the need for action-oriented country-driven activities,
which should be country-driven, flexible and based
on national circumstances (Alam, 2007; Adger et al.,
2003).
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The UNFCCC has long recognized the need for
capacity building to help Parties, especially develop-
ing countries, respond to climate change. Under the
Convention, the Subsidiary Body on Implementation
is charged with providing advice on ‘ways and means
of supporting endogenous capacity building in devel-
oping countries’ in Article 9, while the Kyoto Protocol
commits Parties to cooperating in, and promoting,
‘the strengthening of national capacity building’ in
Article 10(e). Capacity-building cuts across many of
the issues under consideration in the climate change
process, including technology transfer, national com-
munications and funding. Capacity building was first
considered as a separate agenda item at COP5, result-
ing in frameworks for capacity building for developing
countries and countries with economies in transition
being agreed at COP7 in 2001. These frameworks were
intended to guide the climate change capacity-building
activities of the Global Environment Facility and other
funding bodies.1

In recognition of the poor capacity amongst the least
developed countries to cope with climate change, the
Climate Change Group at the International Institute
for Environment and Development (IIED) began a
capacity-building programme in 2003. The programme
is called CLACC – Capacity Strengthening of LDCs
for Adaptation to Climate Change. It decided to focus
on non-government organizations (NGOs), very few
of which at the time had any significant knowledge
or programmes of work on climate change. This was
because NGOs were viewed as being able to effectively
get involved with capacity building at both government
and local levels, and the institutions selected already
had strong links with both government policy makers
and communities in their respective countries, as well
as convening power and research capacity.

Building capacity to cope with climate change at all
societal levels is essential in order to lessen the over-
all effects that climate change will have in the LDCs.
But effective capacity building must be an ongoing

1 See http://unfccc.int/cooperation_and_support/capacity_
building/items/1033.php for more information on capacity build-
ing under the UNFCCC.

process with long-term commitment. The CLACC pro-
gramme aims to tackle this problem by building capac-
ity within civil society within participating LDCs. It
began with a fellowship programme and has since con-
ducted research, dissemination workshops and other
outreach activities to build the capacity of CLACC
fellows and partner non-government organizations in
selected LDCs, and hence civil society and government
at large. This chapter describes CLACC programme
activities conducted to date. In recent years, the focus
of much CLACC research and outreach activities has
been on urban areas, where large populations of vul-
nerable communities reside, so this is described in
more detail. The chapter also describes the results
of a recent external evaluation of CLACC’s key suc-
cesses as well as areas which require improvement.
The chapter concludes with a description of the pro-
posed direction of future CLACC activities in a world
where the impact that climate change will have on the
world’s poor will dramatically increase.

Responding to the Challenges of Climate
Change and Development: The CLACC
Programme

The International Institute for Environment and
Development (IIED) conceived the CLACC pro-
gramme in 2003 in recognition of the low capacity
to tackle climate change within civil society in LDCs
(see Box 1 for CLACC aims). IIED already had a
strong long-term working relationship with a group of
Southern NGOs known as the RING – the Regional
and International Networking Group. Indeed, long-
term collaboration with institutions such as those in
the RING is one of the key differences between IIED
and similar NGOs working at the nexus of environment
and development issues. Regional CLACC partners
were, therefore, chosen from the RING network, which
has a proven track record of working on environ-
ment, national policy and poverty reduction issues.
These regional CLACC partners then looked in their
region for LDC partner organizations with the follow-
ing characteristics: some research, policy analysis and
convening capacity; links with both policy makers and
communities; proven track record of knowledge on
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development and environment issues, not necessarily
including climate change; and an interest in working
on climate change and a willingness to provide a mem-
ber of staff available to get involved with the CLACC
programme of work.

Box 1 CLACC programme aims

• Strengthening the capacity of civil society in
the LDCs to adapt to climate change and fos-
tering adaptive capacity amongst the most
vulnerable groups.

• Establishing an information and knowledge
system to help countries to deal with the
adverse impacts of climate change.

• Integrating adaptation to climate change into
the work of key non-government institu-
tions, and mainstreaming the NAPA process
with these institutions.

The CLACC programme incorporates a variety
of activities: fellowships; attending key meetings;
strengthening NAPAs; research; regional workshops;

and outreach activities. The following sections dis-
cuss these activities and offer a critical analysis of the
programme’s strengths and weaknesses.

The CLACC Fellowship Programme

Given the low levels of knowledge on climate change
issues that typified most NGOs in poor nations at
the time, IIED felt the first step was to raise aware-
ness on climate change issues amongst CLACC part-
ner institutions before any wider capacity building
could occur. The first CLACC activity undertaken
was, therefore, a fellowship programme. In early
2004, CLACC fellows from four regional CLACC
partner organizations spent 2 months at the follow-
ing Northern host institutions: IIED, the Stockholm
Environment Institute (SEI), the Potsdam Institute
for Climate Impacts Research (PIK) and the Centre
for International Climate and Environmental Research
(CICERO). CLACC focused on these four regions
because they are home to many communities that will
be disproportionately and negatively affected by cli-
mate change. Following these fellowships, in 2005,
CLACC fellows from 12 LDCs spent 2 months with
their respective regional CLACC partner organizations
(Table 2 shows all regional and LDC CLACC partner

Table 2 CLACC organizations

Region Regional CLACC partner and country LDC partner and country

South Asia Bangladesh Centre for Advanced
Studies (BCAS), Bangladesh

CARITAS Bangladesh, and Rangpur Dinajpur Rural
Service (RDRS) Bangladesh

Royal Society for Protection of Nature (RSPN), Bhutan
Local Initiatives for Biodiversity, Research and

Development (LI-BIRD), Nepal
West Africa Environmental Development Action In

The Third World (ENDA), Senegal
Organisation des Femmes pour la Gestion de l’Energie,

de l’Environnement et la promotion du
Développement Intégré (OFEDI), Benin

Amade-Pelcode, Mali
TENMIYA, Mauritania

East Africa African Centre for Technology Studies
(ACTS), Kenya

Environmental Protection and Management Services
(EPMS), Tanzania

Development Network for Indigenous Voluntary
Association (DENIVA), Uganda

Sudanese Environment Conservation Society (SECS),
Sudan

Southern Africa ZERO Regional Environment
Organisation, Zimbabwe

Coordination Unit for the Rehabilitation of the
Environment (CURE), Malawi

Action Group for Renewable Energies and Sustainable
Development (GED), Mozambique

Energy and Environmental Concerns for Zambia
(EECZ), Zambia
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organizations). CLACC fellowships have been held
intermittently since, for example, when a CLACC
fellow has found work elsewhere and the individ-
ual replacing them needs some exposure to CLACC
activities and climate change issues to continue the
CLACC programme of work.

Attending Key Meetings

The first four regional CLACC fellows attended their
first UNFCCC meeting in June 2004. Following this,
the final selection of LDC country partners was made
and CLACC programme methodologies and activi-
ties finalized during COP10 in December 2004. Since
then, CLACC fellows and regional partners have had a
strong presence at all COPs and some UNFCCC sub-
sidiary body meetings too. In addition, most CLACC
fellows attended the second and third international
workshops on community-based adaptation held in
Dhaka, Bangladesh, in February 2007 and 2009,
respectively.

Attending these meetings provides networking
opportunities for CLACC fellows, introduces them to
their country negotiators, builds their knowledge and
capacity on climate change issues, and strengthens
the voices of LDCs, both in the negotiations them-
selves (when CLACC fellows are able to support their
national delegations and in some cases become official
delegates themselves), but also through media outputs
and in parallel NGO meetings and events. At each
COP, fellows get involved with the Climate Action
Network (CAN) – a global network of NGOs inter-
ested in climate change issues. The meetings also allow
the whole CLACC team to come together at least once
a year to discuss the CLACC work programme for the
coming year.

Strengthening NAPAs

The first major CLACC activity was to strengthen
the existing NAPA process. CLACC fellows worked
in their respective countries to engage with this pro-
cess. In some instances this involved attending NAPA
meetings, bringing experts to those meetings to ensure
key national issues were not forgotten and sharing
information about the NAPA process with other in-
country stakeholders. In other countries, such as Sudan

and Bangladesh, the CLACC fellow became an inte-
gral part of the NAPA team, helping to lead and orga-
nize the process with a view to producing a stronger
final NAPA report.

Research

The CLACC research programme began in 2005. The
first research topic focused on climate change and
health in the LDCs. CLACC partners engaged with
in-country health experts, and with support from the
London School of Hygiene and Tropical Medicine
(LSHTM) conducted an assessment of key climate
change and health issues in their country. This infor-
mation fed into national adaptation planning (including
NAPAs) and international decision-making processes.
For example, a CLACC side event on health and cli-
mate change was held at COP13 in Bali in 2007.
Following the research on health, the CLACC pro-
gramme embarked on a research programme on cli-
mate change and urban areas. This acknowledged the
fact that the effects of climate change will be felt espe-
cially strongly in LDC towns and cities. These cities
often have high concentrations of people and economic
activities located in vulnerable physical settings.

Subsequently, the CLACC network began an ongo-
ing programme of work on the economics of cli-
mate change in selected LDCs. Other research
programmes, both within IIED and elsewhere, have
used the CLACC network, or part of it, on which
to base their activities. For example, The Community
Based Adaptation in Africa (CBAA) project led by
ACTS in Kenya, and funded by the United Kingdom
Department of International Development (DFID) and
Canada’s International Development Research Centre
(IDRC) as part of their Climate Change Adaptation
in Africa Programme (CCAA), is based largely on a
CLACC group of project partners.

Regional Workshops

Building on the experience and knowledge gained
from the fellowships and research projects, the
CLACC programme then organized several regional
workshops on adaptation to climate change. These
brought together groups of interested people from
civil society in the four regions to discuss, brainstorm
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and plan next steps on the adaptation agenda in their
respective regions and countries. The workshops aimed
to build capacity within each region in this way and
help establish links between interested actors thus
helping them work together and speak for their nations
and regions more effectively. Three workshops were
held in early 2008: in West Africa, East Africa and
Asia. These workshops have also served to raise aware-
ness within the CLACC institutions themselves, espe-
cially amongst institution heads, such that capacity
building on adaptation to climate change extends to the
CLACC partner institution rather than the individual
alone.

Outreach Activities

A number of information sharing activities occurred
under the CLACC programme. First, each CLACC
partner institution has established a climate change
and development resource library, which is open to the
public and contains information on climate change and
development issues. At the very minimum, this is a
shelf in the CLACC partner organization’s office, but
some CLACC partners have made considerably more
effort than this.

Each CLACC partner has established a small
national group of NGOs that meet on a regular basis to
discuss climate change and development issues. This
is based on the model of the Up in Smoke coalition
in the UK which has been tremendously successful at
raising awareness on climate change and development
issues, both within major development NGOs and in
the policy making arena.2

Forums have also been established to provide feed-
back on the Tiempo bulletin on climate change and
development, of which IIED is a leading editor.3 This
CLACC activity had three goals: to raise awareness
about climate change and development issues within
LDCs; to inform people in LDCs about Tiempo and
encourage them to submit articles thus sharing their
knowledge; and, to solicit feedback on Tiempo to
improve its usefulness within LDCs.

2 Publications by the Up in Smoke coalition include Reid and
Simms (2007), Simms and Reid (2006), Simms and Reid (2005),
Simms et al. (2004).
3 See http://www.cru.uea.ac.uk/tiempo/newswatch/latest.htm
for current and past issues of the Tiempo bulletin.

A regular quarterly CLACC newsletter serves to
share information about CLACC activities to all
CLACC programme partners, and also donors and
those interested in CLACC activities. Once a year, the
newsletter produced before the COP is designed with
a more general COP audience in mind, and printed
copies are brought to the COP for distribution. This
newsletter is coordinated by ACTS on behalf of the
programme.

The CLACC website also provides information
on CLACC partners and activities. This is regularly
updated and managed by BCAS.4

Training on use of videos has also been provided
to nearly all CLACC fellows. Video cameras were
provided to selected fellows who were tasked with pro-
ducing a short film on community based adaptation.
Many of these were shown at a film festival held during
COP13 in 2007.

Climate Change and Urban Development
in Low- and Middle-Income Countries

The physical vulnerability of urban areas in low- and
middle-income countries is frequently exacerbated by
poverty, the lack of appropriate infrastructure, and
weak or inefficient systems of urban management
(Dodman and Satterthwaite, 2008; Bicknell et al.,
2009). Yet this dense concentration can also pro-
vide the potential for effective adaptation, improved
resilience and the opportunity to meet broader devel-
opment needs.

In response to this particular set of challenges, the
CLACC Fellows developed a programme of work to
describe and assess climate vulnerability in urban cen-
tres, and to identify proposed interventions for adapta-
tion and building resilience. The work involved a map-
ping exercise to assess where vulnerable areas are and
illustrate this on maps, a particularly important task
as official city maps do not provide such information.
It also required meeting with a range of stakehold-
ers in order to assess where key vulnerabilities lay –
a process that simultaneously built knowledge and
awareness among these actors.

4 See www.clacc.net
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Table 3 CLACC countries and cities

Asia Eastern Africa Southern Africa West Africa

Bangladesh (Khulna)
Bhutan (Thimphu)
Nepal (Kathmandu)

Kenya (Mombasa)
Sudan (Khartoum)
Tanzania (Dar es Salaam)
Uganda (Kampala)

Malawi (Blantyre)
Mozambique (Maputo)
Zambia (Lusaka)
Zimbabwe (Harare)

Benin (Cotonou)
Mali (Bamako)
Mauritania (Nouakchott)
Senegal (Diourbel)

In 2008, CLACC fellows and experts prepared
review documents highlighting climate related prob-
lems (current stressors and potential climate change
impacts) and their impacts for fifteen cities (see
Table 3). These were deliberately selected to incor-
porate cities in a variety of physical settings – from
low-lying coastal cities, to inland water scarce cities,
to high altitude cities – and to include secondary urban
centres as well as major cities and capitals as a means
of demonstrating key vulnerabilities of cities in differ-
ent positions in the urban hierarchy. This process was
intended to identify key threats and major institutional
stakeholders, and to provide the necessary information
for communities and local governments to begin the
process of climate change adaptation planning.

The CLACC project identified several key climate-
related issues affecting urban areas in low-income
countries, many of which will be exacerbated by
anthropogenic climate change. LDCs are among the
countries most affected by recent droughts. Drought
is predicted to become more frequent and severe as
a result of climate change, and many LDC cities are
already badly affected. Zimbabwe has seen a decline
in average rainfall of nearly 5% since 1900, with
Harare and Bulawayo both affected by water stress.
The Kariba hydropower plant that serves Harare has
also been impacted by water scarcity, resulting in load-
shedding by electricity providers. In Mali, Bamako
is seeing widespread difficulties in accessing water
throughout the city: although 90% of families in the
city have their own wells, the availability of water in
these is declining as groundwater levels fall.

But even in towns and cities where overall rain-
fall totals are declining, precipitation is tending to
occur in shorter, more intense bursts that can over-
whelm urban drainage systems and lead to flooding.
Frequent flooding has been affecting the congested
slums of Kampala, particularly Kawempe, where
almost half the houses are built on wetland. Heavy
rainfall and flooding may also lead to landslides. In
Kathmandu, Nepal, 207 mm of rainfall in a single day
caused a landslide in nearby Matatirtha that killed
16 people.

Sea-level rise will affect towns and cities in the
LDCs particularly severely because a relatively large
proportion of their populations live in the Low
Elevation Coastal Zone – the continuous area along
the coast lying less than 10 m above sea level. Already,
coastal erosion has damaged infrastructure (including
houses and roads) in Cotonou (Benin) and necessi-
tated heavy investment in coastal protection in Dar es
Salaam (Tanzania).

Yet even within these cities, exposure to risk is
distributed unevenly. In Mombasa (Kenya), low-lying
areas vulnerable to coastal flooding are inhabited by
low-income groups, for example, in the coastal settle-
ment of Tudor. In Khulna (Bangladesh), a mapping
exercise showed substantial overlaps between slum
settlements and areas that frequently suffer from water-
logging (Fig. 1). And these spatial distributions are
compounded by a variety of social phenomena: low-
income groups are less able to move away from vul-
nerable sites; whilst the very young and very old are
at greater risk from heat stress and vector-borne and
water-spread diseases.
Tudor Settlement, Mombasa

Photo: David Dodman

CLACC research clearly demonstrated that build-
ing urban resilience in the LDCs is important because



224 H. Reid et al.

Fig. 1 Slums and Waterlogging in Khulna, Bangladesh.
Source: Bangladesh Centre for Advanced Studies

of the vulnerability of large and growing urban pop-
ulations to the hazards described above. But it is
also important because of the potential economic
costs without effective adaptation strategies: success-
ful national economies depend on well-functioning and
resilient urban centres. Building urban resilience will
require not only improving urban infrastructure, but
also creating more effective and pro-poor structures of
governance and increasing the capacity of individuals
and communities to address these new challenges.

Local and national governments have an important
role to play: they influence the quality of provision of
infrastructure for all areas within a city, the quality of
provision for disaster-preparedness and response, and
the extent to which low-income groups can acquire
safe housing in safe sites. In addition, local govern-
ments strongly influence the environment within which
local civil society action can take place. Community-
Based Adaptation (CBA) is one such form of response

and is based on the premise that local communities
have the skills, experience, local knowledge and net-
works to undertake locally appropriate vulnerability
reduction activities that increase resilience to a range
of factors, including climate change.

This CLACC activity demonstrates the potential
for locally based CBOs and NGOs to engage con-
structively in key development challenges facing their
countries, and it shows how facilitating and support-
ing this kind of response is likely to be key to building
resilience in low-income urban centres.

Managing and Evaluating CLACC

IIED manages the CLACC programme on behalf of the
group and conducts the majority of fund-raising activ-
ities as well as intellectual and policy guidance. The
regional partners play an important coordination and
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management role, particularly with the CLACC fel-
lowships, overseeing the research and organizing the
workshops. IIED is also supported by other organiza-
tions that provide guidance and leadership on certain
issues, such as SEI and the LSHTM.

Funding for CLACC programme activities comes
from a number of sources, namely the Royal
Norwegian Ministry of Foreign Affairs, DFID, the
Dexter Trust, the Embassy of the Federal Republic
of Germany, the Norwegian Agency for Development
Cooperation (NORAD) and the Swedish International
Development Cooperation Agency (Sida).

It was decided in late 2006 that an independent on-
going monitoring and evaluation system should be put
in place to follow and assess the progress being made.
HELIO International, based in Paris, heads the eval-
uation process, and the next section of this chapter
is based on results from HELIO evaluation reports.
Activities involve evaluation of

1. programme management,
2. in-country outcomes as a result of CLACC activi-

ties,
3. individual CLACC fellows, and
4. results from CLACC programme meetings.

Evaluation of in-country outcomes as a result of
CLACC activities is conducted using an ‘in-country’
monitor in each CLACC country. These monitors
operate under the supervision of HELIO International
and are completely independent from CLACC. The
CLACC programme is evaluated in terms of its rel-
evance, effectiveness, impact, efficiency and sustain-
ability (Adger et al., 2005). These terms, and how
the CLACC programme measures up to them, are
explained in the sections below.

Relevance

Assessing whether a programme is relevant means
examining the extent to which the programme objec-
tives match the needs of the target groups, the policies
of the partner countries and institutions, global devel-
opment goals and the programme manager’s orienta-
tion on basic development policy.

CLACC began well before climate change adapta-
tion became a major consideration in climate debates.
COP13 in 2007 saw a relative explosion of interest in

adaptation, and as realization of the need to strengthen
capacity in civil society and elsewhere to prepare for a
‘ramping up’ of adaptation activities due to the avail-
ability of large-scale funding grows (Huq, 2002; Beg
et al., 2002), CLACC objectives are highly relevant.
Civil society has an important role to play and CLACC,
therefore, fills a key void. LDCs often have a well-
developed civil society, but not one that is oriented
towards climate change, and in particular adaptation.
Broadening awareness and capacity more widely is
also important. This includes affected sectors such as
health, local government and communities. HELIO in-
country monitors confirm that awareness levels in such
sectors are still a major concern.

The NAPA process is also important (Ayers, 2008)
and CLACC fellows are well placed to participate in
and strengthen this process. NAPAs are also plans of
action and many CLACC organizations are action-
oriented. Following capacity building, CLACC part-
ners now have a level of understanding that is highly
relevant to the NAPA process.

Effectiveness

Evaluating effectiveness means assessing the extent
to which a programme achieves its objectives and
any additional direct results. Most of the CLACC
work programme is directed towards achieving its
three main objectives, and overall, the programme is
achieving these objectives and its overall effectiveness
is good. Many HELIO in-country monitors believe,
however, that the fellows could be more effective.
Milestones regarding what should be achieved and
by when were not set for the objectives, but this is
understandable since it is difficult to put boundaries
around and quantify capacity strengthening of civil
society.

Developing capacity at the national level starts with
developing the capacity of individuals who will be key
role players in the national context. CLACC has shown
much success in this regard. Many of the CLACC
fellows had no climate change experience prior to
CLACC. Through the programme, however, the fel-
lows have become confident and highly motivated and
feel empowered by the knowledge they have gained.
They are proud of the network they belong to, the inter-
national experience they have gained and the national
and international recognition they are receiving. They
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are gaining visibility and respect in their countries
and are looked upon, more and more, as authoritative
voices on the subject. Most are not too senior but they
have demonstrated the ability to be leaders amongst
the next generation of climate change and adaptation
experts.

CLACC fellow participation in the COPs has
grown. At COP13, some made high caliber presen-
tations, while others made first rate interventions
from the floor in various side events. Many CLACC
fellows were also active in the video presentations
on community-based adaptation and three were also
members of their country delegations. Most CLACC
fellows belong to the adaptation group within CAN
and the CLACC fellow from Senegal organized the
West African CAN group. Involvement with CAN is
important because it allows fellows to get involved in a
global network of NGOs, to follow the climate change
negotiations through the lens of this NGO community
and to raise awareness of LDC perspectives amongst
the NGO community. More experienced CLACC fel-
lows have, over the years, mentored younger fellows
new to the COPs.

The fellows are working with civil society in their
own countries, but strengthening capacity through
developing networks and establishing Tiempo focus
groups will take time. The resource libraries are avail-
able and could be important for other NGOs, but
to date, they have been considerably underutilized,
often poorly publicized, and in the francophone coun-
tries, handicapped because almost all material is in
English. The NGO networks and Tiempo focus groups
need to play a stronger role. Understandably, this
takes time, but the initial energy must be there. Some
NGO groups have taken off and even produced their
own publications,5 but others have been slower to
get off the ground. Several of the fellows have also
been very active in the NAPA process, which is very
positive.

The health research, for the most part, has been
done well. LSHTM had concerns about the quality
of some of the reports but the work has made a
strong contribution to national and international dis-
cussions. National responses to the research were quite
favourable, although more stakeholders could have

5 For example, Joshi (2007).

been brought into the consultation process and there
is potential for increasing awareness further. National
level dissemination of the research needs improv-
ing in many countries as awareness of the major
issues researched remains weak. The event at COP13
on the health studies was well attended and well
received.

The capacity development of CLACC partner orga-
nizations is less obvious in some cases where cli-
mate change or adaptation is not a main organization
objective. Some organizations felt that more emphasis
should be placed on them and slightly less on the fel-
lows themselves. The capacity of these institutions also
varied according to region and country. West African
francophone organizations, for example, are less strong
on climate change than those in East and Southern
Africa. A weaker command of English further inhibits
these organizations from engaging in global processes
and accessing information. Regional CLACC fellows
successfully acted as mentors to help them complete
their assignments and alleviate this problem.

Some feel that CLACC could be much more effec-
tive nationally if there was a longer-term perspective
on strategy and activities. Despite this, the wide range
of CLACC activities can be seen as a set of build-
ing blocks, each one contributing piece by piece to
strengthening LDC capacity, first with the fellows and
their organizations and then the country as a whole.

Impact

Evaluating impact means assessing the extent to which
the programme helps achieve the desired overarch-
ing development objectives as well as other indirect
development benefits. It is still relatively early to con-
sider the impact of the CLACC programme, but some
indications do exist.

In acknowledgement of their growing expertise,
several CLACC fellows have been invited to partic-
ipate in prestigious events and activities. Three have
been included in their national delegations to the cli-
mate change conference, which is a strong recognition
of their public stature and visibility. Understandably,
this is not entirely due to CLACC, but the programme
has certainly strengthened their positions.

CLACC has also been important for the NAPA
process in some countries. For example, in the
Sudan, the CLACC fellow actively participated in the
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development of the Sudanese NAPA. As a member
of the Technical Committee, she was involved in the
drafting process and providing basic guidance to sec-
toral working groups. In Bangladesh the CLACC fel-
low was seconded from his institution to work for the
government on coordinating the NAPA process.

The CLACC newsletter and website help dissem-
inate information and raise awareness about CLACC
and climate change adaptation. Many CLACC fel-
lows have been interviewed by the media, thus raising
awareness about LDC issues more widely. It is, how-
ever, too early to say how much impact CLACC is
having on raising the awareness of climate change and
adaptation in LDCs and getting civil society mobilized
to take action. The signs are positive but there are also
signs that the full potential of CLACC for this has not
been tapped.

Efficiency

Efficiency measures the relationship between the
resources invested (funds, expertise, time, etc.) and the
results achieved. The fellows receive a relatively small
annual sum for quite an extensive work programme.
For some fellows, CLACC activities fit neatly into their
own work, but others are over-burdened as CLACC
work is generally outside the mainstream activities
of their organizations. In some cases, they must do
it out of normal office hours. There is concern that
the CLACC fellows are required to deliver more for
CLACC than is realistic, given their work priorities.
And it is uncertain whether all fellows realized what
being a CLACC fellow entailed and how much effort it
would require. CLACC is evolving and expanding. For
those working in organizations where they can devote
most of their time to CLACC, this is very good. But
some fellows have many other responsibilities and this
can be a problem. They are keen to get involved but
juggling priorities is problematic. Because of this there
must be a solid agreement between IIED and each part-
ner organization. There is also a need for a common
vision that goes beyond 1 year.

IIED has relatively good systems in place for
CLACC management. Senior management at IIED is
kept informed of progress, as are other non-CLACC
partners. Communication can sometimes be problem-
atic when working with LDCs, but this does not seem
to have had a major impact on CLACC work. The

regional fellows play an important support role for
the CLACC fellows, as do organizations such as SEI
Oxford and LSHTM.

There are often delays in many of the deliverables
but they are generally not serious enough to hamper
overall programme performance. The health research,
for example, fell behind schedule, but draft reports
were used for local consultations. Reports from the
health studies were also slow to be available on the
CLACC website.

Sustainability

Assessing sustainability means evaluating whether
programme impacts are durable, and benefits are
ensured beyond the end of the programme. The sus-
tainability of capacity building is fundamental because
LDCs need permanent capacity to articulate and
address their own vulnerabilities and concerns. Some
help from outside is inevitable, but the LDCs need
to be much more aware of the implications of cli-
mate change on countries and to be able to mobilize
resources both within governments and civil society to
tackle them. This will take time.

There has been a relatively large turnover of
CLACC fellows. This is to be expected, and is, in
one sense, a positive outcome of the CLACC pro-
gramme because CLACC fellow capacity has clearly
been built to the extent that they become valuable
recruits for other organizations searching for climate
change expertise such as the European Community and
IDRC, OXFAM and CARE. This can cause problems,
however, for their parent CLACC organizations, which
need to be seen as centres of adaptation knowledge.

The turnover of CLACC fellows has brought about
a new category of alumni. These are former fellows
who want to stay in regular contact with CLACC
even though they have changed jobs. Such alumni can,
and usually do, stay in touch with CLACC, attend-
ing CLACC meetings where possible and remaining
as ambassadors for CLACC. The continuing inter-
est of these alumni in CLACC, climate change and
adaptation is an important aspect of sustainability.

Capacity building in the LDCs must be long-term
in order to ensure sustainability. IIED has forged long-
term links with RING and CLACC partner organiza-
tions over time. Choosing CLACC regional partners
from the RING network in Zimbabwe and Kenya,
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which are not LDCs, confused some early observers of
the CLACC programme, but this is typical of IIED’s
strong commitment to long-term working relation-
ships with developing country partners as opposed to
the shorter contractual/consultancy type relationships
commonly characterizing the way that similar organi-
zations work. CLACC is now in its seventh year and
so it is also relatively long-lived for a development
programme of its type. Funding has come from many
sources to sustain this longevity.

The long-term commitment from IIED is matched
by the willingness of CLACC partner organizations
to continue with CLACC activities even when fellows
leave the organizations or there are gaps in fund-
ing. All the CLACC partner organizations, without
exception, have demonstrated strong loyalty and will-
ingness to work as part of the CLACC team, and
this has also contributed to the sustainability of the
programme.

Unfortunately, because funding has been piece-
meal and from numerous sources, the contracts with
CLACC partner organizations have been renewed on
an annual basis. This has meant that CLACC part-
ner organizations have not been able to commit to the
CLACC programme perhaps as strongly as they might
have done if secure long-term financial commitments
were in place. It does, however, serve to prevent com-
placency from settling in, and provides the CLACC
partners with the opportunity to shape research and
programme activities each year as these have not been
set in stone.

What Next for CLACC?

The capacity of CLACC fellows to engage with cli-
mate change issues of national and international impor-
tance is now such that they are starting to share the
knowledge and skills they have gained with others.
CLACC activities during 2009 are therefore focusing
on maintaining or scaling up the outreach activities
described earlier, with particular focus on networking
with other NGOs and community-based organizations
in their country with an interest in climate change.
Media outreach activities are continuing, and in some
cases CLACC fellows are engaged in training activ-
ities to help raise awareness about climate change
both within their own organizations and more broadly

amongst other interested individuals and organizations
in their country. Activities at COPs and other interna-
tional climate change meetings will also continue, as
will involvement in the national NAPA processes.

The workplan for post-2009 is currently under
development. More than ever before CLACC fellows
and their organizations are being given the opportunity
to directly determine what climate change activities
they will get involved with at the national level based
on an assessment of national need, and institutional
and individual priorities and capacity. IIED has com-
mitted to try and raise funds for these activities in
addition to the regular CLACC activities. CLACC is,
therefore, moving further away from a ‘one size fits
all’ approach to its activities, and is becoming increas-
ingly demand-led with tailor-made activities under-
taken according to individual country circumstances.

Lessons Learned for Capacity-Building
Programmes Elsewhere

The UNFCCC process has emphasized the need
for capacity building on climate change, especially
amongst developing countries. It has even compiled a
list of capacity-building needs and activities in devel-
oping countries, based on national communications
and submissions from Parties and organizations.6

IIED has chosen to focus on building climate change
capacity in civil society in selected LDCs, but lessons
from its CLACC programme have broader relevance.
While CLACC is unique, it could prove to be a good
model for other capacity-building initiatives. There is
no doubt that more awareness creation and capacity
strengthening are needed in addressing global climate
change.

Some of the key lessons learned from CLACC are
listed below.

1. Long-term commitment to partnerships and trust
between partner organizations is essential. The
CLACC programme has been operating since
2003, but it is based on the RING, which was

6 See http://unfccc.int/cooperation_and_support/capacity_
building/items/4093.php
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founded in 1991. Levels of trust between partner
organizations are high.

2. Flexibility is important. Smaller partners need
more time and assistance to fulfil tasks, and when
fellows leave the replacements need time to catch
up. In some cases, activities for certain CLACC
fellows and organizations are altered to accom-
modate national, organizational and individual cir-
cumstances, thus building on existing strengths
and making the work more relevant to the local
context.

3. Bottom-up inputs into the programme of work
are essential. Whilst IIED raises most funding, all
partners agree the CLACC programme of work at
the annual planning meeting. Attending the COP
allows CLACC fellows to make their own con-
tacts, spend time with each other and follow their
particular specialties and interests.

4. Working as a team is important. Much of the
CLACC work programme is devolved to pro-
gramme partners. For example, BCAS manages
the CLACC website and ACTS produces the
CLACC newsletter.

5. Opportunism can be important. For example,
NAPAs provided an opportunity to engage with
governments at the national level after contacts
had been made at the international level.

6. Capacity building is needed both within govern-
ment, for example, through the NAPA process,
and civil society, for example, through NGO
networking.

7. Connecting local, national and global processes
is important. For example, participation in the
second and third international community-based
adaptation conferences held in Bangladesh in
2007 and 2009 provided a local focus, the NAPA
process was national, and attending COPs pro-
vides international experience. Climate change
cuts across all these levels and it is important to
understand the links between them.

8. Cross-sectoral work needs to be encouraged.
Whilst some sectors, such as water management
in Bangladesh or agriculture in Mali, are starting
to consider climate change issues, most sectors in
most LDCs have not even begun to incorporate
climate change into their policies and planning.

9. Adopting a learning-by-doing approach is impor-
tant given that knowledge on climate change

adaptation, particularly in the LDCs, is still a
relatively new and fast evolving arena.

10. Long-term funding is beneficial but not essential
as long as there is trust amongst partners.
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Climate Change Mitigation Policy: An Overview
of Opportunities and Challenges

Timothy J. Foxon

Abstract This chapter provides an overview of the
opportunities and challenges associated with climate
change mitigation policy, in order to achieve the tar-
get of limiting global average temperature rise to
2◦C above pre-industrial levels. Scenarios from the
International Energy Agency and others show that a
large number of mitigation ‘wedges’ from the large-
scale deployment of a range of low-carbon technolo-
gies, including a range of renewable energy technolo-
gies, nuclear power and carbon capture and storage
from coal- and gas-fired electricity generation, are
likely to be needed. The Stern Review set out the eco-
nomic case for climate change mitigation, arguing that
the costs of mitigation are likely to be much smaller
than the costs and risks of the impacts of climate
change. Governments are now attempting to imple-
ment policies to deliver effective and efficient miti-
gation in three complementary areas: carbon pricing,
through taxes or tradable permit schemes; increasing
support for R&D, demonstration and early commer-
cialisation of low-carbon technologies; and measures
to overcome non-market barriers to the deployment
of energy efficiency and low-carbon technologies.
However, the rationales for these different types of mit-
igation policy come from different areas of economic
theory, and it is argued that a more holistic framework
may be needed to stimulate a transition to a low-carbon
economy, drawing on new economic thinking, such as
a ‘green fiscal stimulus’ or a global ‘green new deal’.
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Introduction

The increasing scientific evidence of the likely severe
impacts and consequences of human-induced climate
change is set out in the Fourth Assessment Report
of the Intergovernmental Panel on Climate Change
(IPCC, 2007), as well as in the other chapters of this
book. However, the response by national and interna-
tional policy-makers is struggling to address the global
and inter-connected nature of the challenge of climate
change mitigation, with (at the time of writing) hopes
hanging in the balance of achieving a comprehensive
and stringent agreement at the Copenhagen Climate
Change Conference in December 2009. This chapter
sets out the main technological, economic and pol-
icy responses so far, arguing that, though progress has
been made, this has been constrained by the actions
of players with vested interests in maintaining current
systems, and by ideological commitments to free-
market based solutions. The severe challenge of setting
the world on a pathway to a low carbon transition,
whilst enabling economic development in developing
countries, suggests that more radical approaches may
be needed to overcome these difficulties.

Climate Change Mitigation Options

In summary, rising atmospheric concentrations of car-
bon dioxide (CO2) and other greenhouse gases (GHG)
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have resulted from human-induced emissions, particu-
larly from the burning of fossil fuels (coal, oil and gas)
for energy, transport and manufacturing uses, and from
deforestation and other land use changes. These ris-
ing concentrations trap heat in the atmosphere and so
alter the energy balance at the earth’s surface, leading
to rising temperatures, rising sea levels and other phys-
ical impacts. These changes lead to feedbacks affecting
the energy balance, e.g. cloud cover, and the fur-
ther emissions of greenhouse gases, such as methane
from warming permafrost, that make exact predictions
of future levels of warming difficult. Nevertheless,
advanced climate systems models predict mean global
temperature rises of 1.7–6.4◦C by 2100 if past emis-
sions trends continue. This is supported by evidence
of a 0.7◦C mean temperature rise over the last cen-
tury, and discernible human influences on temperature
increases, melting polar ice and glaciers, and increased
frequency of extreme weather events (IPCC, 2007).

The challenge of mitigating the impacts of climate
change thus focuses on efforts to reduce human emis-
sions of GHGs from fossil fuel burning, deforestation
and land use change. In this chapter, we focus on
reducing emissions from activities that have largely
relied on fossil fuel burning. This is so challenging
because these activities have contributed to the large
increase in human wellbeing in industrialised countries
whilst, because of increasing returns to the adoption of
technologies and associated institutional rule systems,
human societies are now ‘locked-in’ to these high car-
bon systems (Unruh, 2000). To avoid the worst impacts
of climate change whilst maintaining and enhancing
human wellbeing requires a transition to a low carbon
development path.

A low carbon path will require the adoption of a
range of energy efficiency improvements in delivery of
energy services for households, businesses and trans-
port, and the further development and adoption of a
range of low carbon energy supply technologies. These
are likely to include a number of renewable sources
of electricity and heat generation, such as wind power,
solar photovoltaics, solar thermal electric power, sus-
tainably sourced biomass, wave and tidal power, as
well as next generation nuclear power, and carbon
capture and storage (CCS) from coal and gas-fired
electricity generation plants. Rather than a single ‘sil-
ver bullet’ technological solution, a large number of
mitigation ‘wedges’ from the large-scale deployment
of many or all of these technologies are likely to

be needed to achieve significant levels of emissions
reductions by 2050 (Pacala and Socolow, 2004). The
International Energy Agency has examined scenarios
for reducing global CO2 emissions by 50% to below 20
Gt CO2 by 2050, identifying the wedges needed rela-
tive to a ‘business-as-usual’ emissions trajectory (IEA,
2008). They confirm that significant mitigation wedges
would be needed from the power generation, transport,
industry and buildings sectors, each of which would
require contributions from a number of low-carbon
technology options (see Fig. 1). The implementation
of many of these options will give rise to huge tech-
nical and political challenges, with advocates both in
favour and against particular technological solutions
(e.g. Romm, 2006; Mackay, 2009; Giddens, 2009).

Economic Case for Climate Change
Mitigation

To inform action on climate change, in 2006, the UK
Government commissioned Sir Nicholas Stern, former
Chief Economist at the World Bank, to review the eco-
nomics of climate change. The resulting Stern Review
(Stern, 2007) laid out the economic case for govern-
ment action, arguing that climate change represents the
‘greatest market failure the world has ever seen’.

However, as Stern recognised, the economic case
on its own is unlikely to stimulate action to mitigate
climate change, as there are social and ethical issues
that also need to be addressed. Climate change results
from the externality associated with greenhouse gas
(GHG) emissions, i.e. costs that are not paid by those
who create the emissions. It has a number of features
that distinguish it from other social and environmental
problems:

• Mitigating climate change is a global public good
(i.e. the benefits of mitigation accrue to everyone on
the planet and can not be bought by any individual
at the expense of others);

• Impacts are long-term and persistent;
• Uncertainties and risks are pervasive; and
• Risk of major, irreversible change with non-

marginal economic effects.

Hence, questions arise of equitable sharing of the
responsibility for past emissions and the costs of
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Fig. 1 Mitigation wedges for IEA ‘Blue Map’ mitigation scenario (based on IEA, 2008)

achieving a low-carbon transition, both between richer
and poorer countries and between present and future
generations. The above features also imply that some
standard tools of economic analysis, such as cost-
benefit analysis, are limited in their usefulness, since
they assume only marginal changes. The issue of the
appropriate rate for discounting future costs and ben-
efits also proved to be controversial, with Stern and
colleagues arguing that standard treatments of dis-
counting are inappropriate for comparing potential
future mitigation pathways (Dietz et al., 2007).

Whilst not undertaking a single global cost-benefit
analysis to calculate the optimal level of climate
change mitigation, Stern used a number of differ-
ent economic tools to perform separate calculation
of costs and benefits. This approach has been criti-
cised both by neo-classical economists for a lack of
rigour (Nordhaus, 2008) and by ecological economists
for still retaining a number of debatable assumptions
(Spash, 2007). To calculate the economic costs of cli-
mate change impacts, Stern used simple ‘integrated
assessment models’, giving equal weight to impacts
in poorer countries and on future generations. These
models include impacts for which there is a ‘market’
value, such as agriculture and food supplies, due to
changes in crop patterns, energy use, due to additional
cooling requirements, and coastal zones, e.g. impacts
on fisheries; ‘non-market’ impacts, including impacts
on human health, e.g. increased prevalence of dis-
eases and impacts on natural ecosystems; and ‘system

change’ impacts, such as higher levels of conflict and
migration. Stern argued that the likely annual social
and economics costs of the impacts of climate change
would be in the range 5–20% of global GDP, now and
forever.

To calculate the economic costs of climate
change mitigation, Stern used both ‘bottom-up’ and
‘top-down’ models. Bottom-up economic analyses
incorporate a range of low-carbon technological
options, and assume that the costs of these options fall
with their implementation as a result of learning effects
and economies of scale (IEA, 2000). They then calcu-
late the costs of a low-carbon pathway, compared to the
costs of a ‘business-as-usual’ pathway, with little or no
consideration of macroeconomic factors. Bottom-up
modelling by Professor Dennis Anderson for the Stern
Review calculated that to reduce global emissions by
33% to 18 GtCO2e by 2050, the addition annual cost
of following this low-carbon pathway would rise from
$134bn in 2015 to $930bn in 2050. Assuming continu-
ing high levels of economic growth over this period,
this would imply that the costs of mitigation would
be equal to 1% of global GDP by 2050. Top-down
economic analysis uses macroeconomic models of the
global economy, with a relatively small number of
regions and economic sectors. These models incorpo-
rate the implications of changes in investment patterns
on wider economic activity and most, but not all, mod-
els assume a ‘general equilibrium’ framework. They
calculate that stabilisation of GHG concentrations



234 T.J. Foxon

at 450–550 ppm CO2e (carbon dioxide equivalent)
implies mitigation costs of 1–2% of global GDP per
year by 2050. Hence, both bottom-up technology-rich
and top-down macroeconomic modelling suggest that
the annual costs of climate change mitigation would
be around 1–2% of global GDP by 2050. On this basis,
Stern concluded that there is a strong economic case
for undertaking mitigation, as the costs are likely to
be much lower than the costs of the impacts of cli-
mate change. Stern argued that governments should
aim to stabilise greenhouse gas (GHG) levels in the
atmosphere at between 450 and 550 ppm CO2 equiva-
lent. A review for the Australian Government in 2007
by eminent economist Ross Garnaut came to similar
conclusions (Garnaut, 2008).

Stern (2007) identified three complementary pol-
icy areas as necessary to deliver timely, effective and
economically efficient climate change mitigation:

• carbon pricing, through taxes or tradable permit
schemes;

• increasing support for R&D, demonstration projects
and early stage commercialisation of clean tech-
nologies; and

• measures to overcome institutional and other non-
market barriers to deployment of energy efficiency
and low carbon measures.

Based on the scale of low carbon R&D and
deployment needed, Stern recommended that deploy-
ment incentives for low-emission technologies should

increase two to five times globally from current levels
of $33bn to reach $65–150bn, and that global public
energy R&D funding should double, to around $20bn,
for the development of a diverse portfolio of tech-
nologies. This level of support is needed to bridge
the gap between the current high costs of many low
carbon options and the current high carbon alterna-
tives. The deployment support would enable the low
carbon options to benefit from learning, scale and
adaptation effects, so reducing their unit costs. These
effects are usually analysed in the form of learning
or experience curves (IEA, 2000). Analysis of past
cost reductions for energy technologies has typically
shown empirical learning rates of 10–25%, meaning
that a 10–25% reduction in unit costs results from a
doubling of cumulative deployment (McDonald and
Schrattenholzer, 2001). Hence, as shown in Fig. 2,
early deployment support would be expected to reduce
the cost of low carbon options, so that they would
become cost competitive with current technologies,
under the general support of a carbon price, provided
by a carbon tax or trading scheme.

Implementation of Climate Policy
Measures

The first internationally agreed targets for climate
change mitigation were those set by the 1997 Kyoto
Protocol to the United Nations Framework Convention

Learning realised
through
deployment
support  

Carbon price effect

Marginal cost
of technology 

Cumulative deployment level 

New technology 

Existing technology 

Existing technology
with CO2 price

Fig. 2 Interaction between
carbon pricing and
deployment support (based on
Stern, 2007)
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on Climate Change (UNFCCC). The Kyoto Protocol
set targets for industrialised countries only to achieve
an average 5% reduction in GHG emissions by 2008–
2012, relative to 1990 levels. The Protocol came into
force in 2005, with ratification by the Russian govern-
ment, following that of all other industrialised coun-
tries, except the USA and Australia.1 Some countries,
including the UK and Germany, are on track to meet
their Kyoto targets, at least partly due to the side effects
of non-climate-related policies, such as the dash for
gas-fired electricity generation in the UK following lib-
eralisation of electricity markets. However, many other
countries, including Canada and Spain, are highly
unlikely to achieve their Kyoto targets, and, over-
all, worldwide GHG emissions grew by 38% between
1992 and 2007.

The Kyoto Protocol also provided for carbon emis-
sions trading between governments and by firms,
designed to stimulate the lowest-cost emissions reduc-
tions which could then be traded within overall caps.
The European Emissions Trading Scheme, which
began operation in 2005, followed this cap-and-trade
approach in order to help the EU meet its target of 8%
reduction in emissions by 2008–2012 from 1990 lev-
els. This covers emissions from power generation and
energy-intensive industries totalling around 40% of
total EU emissions. The Waxman-Markey Bill, which
was passed by the US House of Representatives in June
2009, but (at the time of writing) had yet to be agreed
by the US Senate, would set up a similar cap-and-trade
for the US to achieve emissions reductions of 17% by
2020 and 83% by 2050, relative to 2005 levels.

The policy areas identified by Stern are beginning
to be reflected in policies of the European Union mem-
ber states. These are seen as forming part of a ‘new,
green industrial revolution’ (Miliband, 2007; Barroso,
2007). Such calls have recently been echoed by the
new US Secretary of Energy (Chu, 2009). In December
2008, the European Council of Ministers agreed on an
Energy and Climate Policy package, both for domestic
action and as a basis for negotiation at the Copenhagen
meeting. This package aims to address environmental
targets, whilst, at the same time, contributing to ensur-
ing security of energy supply for EU countries. The
main aims of this package are to achieve by 2020:

1 Australia later ratified the protocol in 2007.

• a 20% reduction in carbon emissions, with a
promise of a 30% reduction in carbon emissions by
2020, if there is an international agreement at the
COP15 meeting in Copenhagen;

• 20% of final energy from renewables; and
• a 20% improvement in energy efficiency.

In July 2009, the Major Economies Forum, includ-
ing China, India, Brazil and the G8 countries, recog-
nised that, to avoid the most serious impacts, the
increase in global average temperature above pre-
industrial levels ought not to exceed 2◦C. This is
likely to require atmospheric concentrations of green-
house gases to stabilise below 400 ppm CO2 equiv
(Meinshausen, 2006; Anderson and Bows, 2008). Even
for a very small chance of exceeding 4ºC rise by 2100,
global emissions need to peak by 2016 and then reduce
by around 3% per year to 2100 (Committee on Climate
Change, 2008). This implies global GHG emissions
will need to be reduced by 50% by 2050, from current
40 GtCO2e to 20–24 GtCO2e by 2050. Assuming fair
allocation of these emissions amongst 9 billion peo-
ple by 2050, this implies a share of 2.1–2.6 tCO2e
per person. Hence, if these emissions are shared equi-
tably between countries, this implies that at least 80%
reductions are required by industrialised countries.
Emissions reductions of these orders of magnitude
will require dramatic transformation of systems of pro-
duction and consumption, involving different possible
transition pathways to low carbon power generation,
transport and energy use systems (Foxon et al., 2010).
The UK government has committed itself to a legally
binding target of reducing its GHG emissions by 80%
by 2050, from 1990 levels, with a new institution,
an expert-led Committee on Climate Change to rec-
ommend 5-yearly budgets to put the UK on track to
achieving this target (Committee on Climate Change,
2008, 2009). Other members of the G20 group of major
economies, including the US, are considering bringing
in similar legally binding targets.

The main policy instruments to achieve these tar-
gets being applied in European and other industrialised
countries are Emissions Trading Schemes (ETS), and
R&D and price-support measures for deployment of
new renewable and other low-carbon energy tech-
nologies. As well as stimulating the deployment of
existing low-carbon technologies and processes, these
measures are intended to promote innovation and
rapid take-up of low-carbon alternatives, such as wind
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power, solar photovoltaics, nuclear power, and car-
bon capture and storage (CCS), which are currently
more expensive than the dominant alternatives of using
coal and gas for electricity generation. Complementary
measures to improve the building stock, in order to
reduce the heat demand by homes and businesses, have
received more attention in some countries, such as
Germany, than others, such as the UK.

Critique of Current Policy Approaches

Unfortunately, as described above, current policy mea-
sures have so far had relatively little success in stimu-
lating emissions reductions. Indeed, it is notable that
the 2008–2009 economic recession has led to more
rapid, though temporary, emissions reductions (Bowen
et al., 2009b). We argue that this lack of success is
at least partially the result of the theoretical framing
of current climate policies, which draw on a range of
theoretical approaches. This leads to potential incon-
sistencies and arguably forms an inadequate basis
for addressing long-term environmental problems, in
which actors need to make decisions in the face of
high levels of risk and uncertainty, both in relation to
outcomes of current actions and the potential for the
development of alternatives. Table 1 outlines the main
policy measures and their underlying framing.

As can be seen from the Table, these measures focus
largely on the important issue of reducing emissions
from energy supply and energy-intensive industries,
which are within the scope of the EU Emissions
Trading Scheme. There is relatively little focus on
wider systems of production and consumption, to

stimulate a more general greening of these systems by
creating space and incentives for eco-innovators and
greening of markets. Whilst markets in tradable carbon
permits are likely to have an important role to play, it
may be argued that the wider greening of markets and
other incentives to promote wide and deep low-carbon
innovation are more important to achieving a long-
run transition to a low carbon economy (Andersen and
Foxon, 2009).

The rationale for carbon pricing comes from envi-
ronmental economics. Here, a ‘market failure’ is iden-
tified in relation to the existence of negative environ-
mental externalities, i.e. environmental by-products of
consuming or producing activities that affect third par-
ties but are not reflected in market transactions and
prices (Pigou, 1932). In this case, the emissions of
CO2 and other greenhouse gases from energy produc-
tion and other industrial activities has historically been
the unpriced externality. Arguably the simplest way to
price carbon emissions would be to impose a carbon
tax on activities leading to emissions. However, taxes
tend to be politically highly unpopular and there are
concerns about the threat to international competitive-
ness of industries faced with taxes, especially if there
is the potential for firms to relocate production to coun-
tries without a carbon tax (so-called ‘carbon leakage’).
Efforts to introduce a European carbon tax in the early
1990s failed to gather enough political support to be
enacted.

The alternative pricing mechanism is to impose
an emissions trading scheme. Following the success
of an emissions trading scheme in the US to reduce
emissions of sulphur dioxide from coal-fired power
stations and other industrial firms, the legal basis for
emissions trading was agreed in the 1997 Kyoto

Table 1 Framing of current climate change mitigation policies

Policy area Theoretical framing Example policy Example target

Carbon pricing Neo-classical economic
theory

EU Emissions Trading Scheme 21% reduction in EU ETS sector
emissions by 2020 (compared to
2005)

Support for R&D,
demonstration projects
and early
commercialisation of
clean technologies

(Neo-classical) innovation
theory/(evolutionary)
innovation systems
theory

Feed-in tariffs for renewable
energy technologies in many EU
countries

20% share of final energy from
renewables by 2020

Overcoming institutional
and non-market barriers
to deployment

Institutional and
behavioural economics

Fiscal, regulatory or information
incentives to take-up (cost
effective) energy efficiency
improvements

20% reduction in energy
consumption by 2020
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Protocol, which set carbon emissions reduction targets
for industrialised countries. The European Union sub-
sequently agreed a carbon Emissions Trading Scheme
(ETS), which began with a first period in 2005–2007,
to enable learning, followed by a second period cov-
ering 2008–2012, to coincide with the commitment
period under the Kyoto Protocol. As part of the Climate
Policy package agreed in December 2008, the EU
agreed that the third phase of the ETS would run from
2013 to 2020. The ETS is a ‘cap-and-trade’ system,
setting an overall emissions cap for firms included
in the scheme, with permits tradable between firms
that are likely to exceed their allocation and firms
that have spare credits. The economic rationale is that
this enables the system to find the least-cost reduction
opportunities. The political and competitiveness con-
cerns were also eased by having a high proportion of
free allocation of permits to firms. However, the envi-
ronmental effectiveness of the scheme is determined
by the level of the overall cap. In Phase One of the
EU ETS, the cap set by the sum of the national allo-
cations was too high to require emissions reductions
much beyond business-as-usual, leading to a collapse
in the price of permits in early 2007. The free allo-
cation of permits also led to ‘windfall’ profits for
electricity companies, who were given permits for free,
but received the benefits of the permit prices being
included in electricity costs to consumers. For Phase
Two, the European Commission required countries to
impose stronger caps, though the permit price began
to fall again in late 2008, as a result of reductions
in energy demand due to the economic recession. In
Phase Three, the allocation of permits will increasingly
move from free allocation to auctioning, though one
of the concessions to the East European coal industry
was that it should continue to receive a proportion of
free allowances. Though the new agreement for Phase
Three from 2013 to 2020 gives a certain level of cer-
tainty to firms that there will be a carbon price in this
period, no mechanism was agreed for setting a floor
or ceiling to the carbon price. This uncertainty in the
level of the carbon price means that, on its own, it is
unlikely to stimulate significant levels of investment
leading to innovation in low-carbon technologies and
processes. Thus, a carbon price is a necessary but not
sufficient driver of low-carbon innovation (since with-
out a carbon price, the economic ‘benefit’ of unpriced
emissions to firms would be likely to override any pos-
itive incentives for low-carbon innovation). The plan

to introduce a similar carbon trading scheme in the US
under the Waxman-Markey Bill looks set to reproduce
many of the same advantages and drawbacks of the EU
scheme.

The rationale for increasing support for R&D,
demonstration projects and early stage commerciali-
sation of clean technologies comes from innovation
theory (Foxon, 2003). The economic rationale is that
since new knowledge is often easy to copy, inno-
vators cannot always appropriate the full benefits of
their investment in knowledge creation, and so private
firms may lack the incentives necessary to undertake
socially efficient levels of innovative activity. In addi-
tion, historical evidence shows that the costs of new
technologies typically reduce along learning curves as
they are introduced into the market.

The rationale for measures to overcome institutional
and other non-market barriers to deployment comes
mainly from institutional and behavioural economics.
It is observed that firms and consumers do not act as
purely rational economic agents, but their behaviour
is influenced by the social and institutional context in
which they act. The factors that prevent purely ratio-
nal behaviour are often referred to as barriers, but
they reflect these more complex drivers of behavioural
change. For example, it is observed that many energy
efficiency opportunities, such as installing wall or
loft insulation, are not taken up, despite the fact that
the initial capital costs would be quickly paid back
by reduced energy bills, implying that they would
be taken up by economically rational actors. In this
case, the barriers could relate to the persistence of
individuals’ ‘habits’ preventing change, such as the
behavioural predisposition to consider capital and
running costs separately (Marechal, 2009), or to the
fact that culturally embedded patterns of behaviour are
slow to change (Nye et al., 2010). Similarly, firms may
not invest in potentially economic low-carbon innova-
tion opportunities because these conflict with existing
routines that firms follow based on their historical
experiences (Unruh, 2000).

Thus, it is noticeable that the rationales for the
different types of mitigation policy instrument come
from different areas of economic theory. In particular,
there is an absence of a holistic framework for under-
standing how these different areas could come together
to achieve a transition to a low-carbon economy. Of
course, it could be argued that such a piecemeal
approach is the only pragmatic possibility. However,
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the relatively slow pace of mitigation achieved so far,
and the difficulties in reaching agreement at the 2009
Copenhagen Climate Conference on anything like the
emissions reduction levels that the climate science says
would be necessary to limit global temperature rises to
the 2◦C target, suggest that a more radical re-framing
of the problem may be necessary.

New Economic Thinking for Climate
Change Mitigation

Whilst most observers agree that some mechanism to
price carbon emissions, either through a carbon tax or
a cap-and-trade emissions scheme, is a necessary com-
ponent of a climate change mitigation policy package,
some have argued recently that more radical measures
are likely to be needed to stimulate a global tran-
sition to a low-carbon economy. This would require
global GHG emissions to peak within the next 10 years
and then reduce by around 4% per annum. To enable
economic development in developing countries, these
countries would be required to decouple their rate of
emissions increase from continued economic growth,
so that rich and poor countries would equalise their
emissions at around 2 tonnes of CO2 equivalent per
person by 2050. Debates centre on whether this can
be achieved by a strengthening of the three existing
types of policy instrument, or whether a more radical
re-framing is necessary to achieve a more coherent pol-
icy mix. Amongst the approaches being discussed are
a ‘green fiscal stimulus’ or ‘green new deal’, a focus
on reducing emissions upstream at the production end
rather than downstream at the consumption end, and
challenging the accepted economic growth paradigm.

The 2008–2009 global economic crisis has created
additional difficulties in moving towards a low carbon
economy, particularly in relation to whether the levels
of private investment funding needed will be available.
However, it has also been argued by some that this rep-
resents an opportunity for simultaneously addressing
economic and environmental concerns. Most industri-
alised and rapidly developing countries have adopted
a public fiscal stimulus package, parts of which are
focussed on investment in green technologies and
infrastructure. For example, South Korea is focussing
around 80% of its overall fiscal stimulus on green
technology and manufacturing, China is investing
heavily in the installation of large wind farms and solar

photovoltaics, and the US is supporting the renewal
of its electricity grid and moves towards a ‘smart
grid’ that would enable more intelligent management
of demand and integration of intermittent renewable
energy sources. However, these and other countries are
also investing in support of old, high-carbon indus-
tries, such as car manufacturing, without necessarily
requiring firms to move more rapidly towards develop-
ing low carbon vehicles. Nicholas Stern and colleagues
proposed that a ‘green fiscal stimulus’ (Bowen et al.,
2009a) of the order of 0.8% of global GDP, or $400
billion of extra public spending worldwide on ‘green’
measures over the next 2 years would be appropriate.

Others have suggested that a green fiscal stimulus
needs to be complemented by a wider range of institu-
tional and regulatory changes to promote a more rapid
low carbon transition. This is referred to as a ‘Green
New Deal’, after President Roosevelt’s New Deal in
the 1930s, which created millions of jobs and helped
the US to recover from the Great Depression. As part
of its Green Economy Initiative, UNEP (the United
Nations Environment Programme), in collaboration
with a wide range of international partners and experts,
is examining the conditions and requirements for a
‘Global Green New Deal’ (UNEP, 2009). This builds
on a report that it commissioned from the respected
environmental economist Edward Barbier which sets
out the economic case for action (Barbier, 2009). The
three broad objectives proposed in the March 2009
UNEP policy brief are as follows:

(1) make a major contribution to reviving the world
economy, saving and creating jobs, and protecting
vulnerable groups;

(2) reduce carbon dependency and ecosystem degra-
dation, putting economies on a path to clean and
stable development; and

(3) further sustainable and inclusive economic growth,
achievement of the Millenium Development
Goals, and end extreme poverty by 2015.

UNEP argues that this will require co-ordinated
government action in three areas:

(a) a ‘green’ fiscal stimulus of the order of 1% of
global GDP ($750 billion) over the next 2 years,
or around a quarter of the total size of the fiscal
stimulus packages currently proposed by the G20
countries;
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(b) domestic policy reforms to enable the success of
green investment within domestic economies; and

(c) reforms to international policy architecture and
international co-ordination to enable and support
national initiatives.

The ‘green’ stimulus would cover investment in
energy efficiency of buildings, greener vehicles and
transport infrastructure, renewable energy projects,
‘smarter’ electricity grids, and more sustainable agri-
culture and freshwater systems. A range of domestic
policy interventions would aim to ensure a ‘level play-
ing field’ to enable the investments in green sectors
to take hold and flourish as commercially viable busi-
nesses. Reforms to the international policy architecture
would aim to provide the framework for a transi-
tion towards a more sustainable economic system,
including action in the areas of international trade,
international aid, a global carbon market, global mar-
kets for ecosystem services, development and transfer
of technology, and further international co-ordination
to enable the participation of both industrialised and
developing countries in the global Green New Deal
initiative.

In July 2008, a group of leading UK economists and
environmentalists independently proposed a ‘Green
New Deal’ to tackle the financial, energy and climate
crises (Green New Deal Group, 2008). Their pro-
gramme aims to combine stabilisation in the short term
with longer term restructuring of the financial, taxation
and energy systems. They set out an even more radical
programme of action, including the following:

• executing a bold new vision for a low-carbon energy
system making ‘every building a power station’
through a $80 billion programme of investment in
energy efficiency and local renewable electricity
generation;

• creating and training a ‘carbon army’ of workers to
create the human resources for a vast environmental
reconstruction programme;

• ensuring that fossil fuel prices are high enough to
create the economic incentive to drive efficiency
and bring alternative fuels to the market, and estab-
lishment of an Oil Legacy Fund, paid for by a
windfall tax on the profits of oil and gas companies;

• minimising corporate tax evasion by clamping
down on tax havens and corporate financial report-
ing;

• re-regulating the domestic financial system to
ensure the creation of money at low rates of inter-
est, combined with tighter controls on lending and
the generation of credit; and

• the breaking-up of large banks and other financial
institutions seen as being ‘too big to be allowed to
fail’ in the current economic crisis.

These types of reforms would obviously be opposed
by those firms and institutions that perceived them
as a threat to their strategic position or interests.
Some observers have expressed concerns that, with the
immediate financial crisis having been averted by gov-
ernment and central bank actions, such as higher public
deficits and the creation of additional money supply
through ‘quantitative easing’, the incentives for gov-
ernments to undertake these types of wider institutional
and regulatory reforms has weakened. The likelihood
of their adoption will depend on continued public pres-
sure and on how the state of the global and national
economies evolve over the coming years.

Finally, the question has been raised of whether a
sustainable, low-carbon economy is compatible with
current patterns of ever-increasing material consump-
tion and the focus on achieving economic growth as
the primary policy objective in industrialised countries
(Victor, 2008; Jackson, 2009). The recent report of the
Stiglitz Commission to the President of France, chaired
by Economics Nobel Laureate Joseph Stiglitz, noted
the evidence that, after basic needs have been met,
further increases in consumption do not bring sys-
tematic improvement in people’s reported happiness
(Stiglitz et al., 2009). The Stiglitz Commission argued
that policy in industrialised countries should focus
more on supporting the achievement of desired goals
such as high levels of employment, reducing social
inequalities and personal wellbeing through fulfilling
social interactions, using a wider range of indicators
than just GDP growth.

Towards Achieving Global Climate
Change Mitigation

This chapter has examined the opportunities and chal-
lenges of moving to a low carbon economy to mitigate
the severe threat posed by human-induced climate
change. Whilst there is some agreement on the outline
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of the steps needed – to put a price on carbon emis-
sions; to promote innovation and deployment of low
carbon technologies; and to overcome institutional and
non-market barriers to adoption of energy efficiency
and low carbon measures – there is much less agree-
ment on the technical and economic feasibility and
political acceptability of these steps.

The mainstream political position has been to work
in incremental steps to implement changes that will
gradually reorientate economic decisions of firms
and individuals in low carbon directions, whilst set-
ting stronger long-term emissions reduction targets.
Thus, the broad outlines of the proposed deal at the
UN Climate Change Conference in Copenhagen in
December 2009 are expected to be

(1) goals for reductions of GHG emissions by indus-
trialised countries in absolute terms for 2020 and
2050;

(2) goals for reduction in GHG emissions by develop-
ing countries relative to their expected increases in
GDP, for 2020 and 2050;

(3) funds provided by industrialised countries for
transfer of low carbon technologies to developing
countries;

(4) funds provided by industrialised and rapidly devel-
oping countries for adaptation to impacts of cli-
mate change in poorer countries; and

(5) regulatory and/or financial incentives for avoiding
deforestation in developing countries.

The details, though, of the levels of emissions
reduction commitments by individual countries and
of the financial transfers between industrialised and
developing countries to promote mitigation and adap-
tation are highly contentious.

Among the main instruments for achieving these
targets are expected to be increases in the scope and
coverage of national and international carbon markets,
such as the European Emissions Trading Scheme, and
further regulatory and financial incentives for the inno-
vation and deployment of low-carbon technologies,
such as renewable energy sources, electric vehicles and
carbon capture and storage (CCS) of emissions from
coal- and gas-fired electricity generation. However, as
we have seen, the initial implementation of carbon
markets in the European Union has not been without
problems. Whilst some argue that these initial difficul-
ties will be overcome as more experience with carbon
markets is gained and stronger caps are imposed in

future phases, others argue that this type of ‘down-
stream’ trading system is not likely to be the most
effective mechanism for achieving high levels of emis-
sions reductions. This is because there are a very large
number of sources covered by this type of scheme.
Hence an ‘upstream’ carbon trading system, based on
a smaller number of sources at or closer to primary
energy production, such as oil refining and electric-
ity generation has been argued for, as part of a more
streamlined policy approach (Tickell, 2008).

The scale of the transformation of systems of pro-
duction and consumption to achieve a transition to
low carbon economies at national and global levels
has led some to argue that more radical approaches
are needed. Proponents of a ‘green new deal’ have
argued that both a larger green economic stimulus
and significant institutional and regulatory changes are
needed to address the inter-locking challenges of cli-
mate change, ecosystem degradation and economic
credit crunch. Recently, the question has been raised
of how compatible a sustainable, low carbon economy
can be with current patterns of ever-increasing mate-
rial consumption and focus on economic growth as the
prime aim of policy. It is important that all these ideas
are subject to public debate and scrutiny, as whether
a low carbon future is possible depends on people’s
willingness to accept significant changes to current
socio-economic systems and support for an alternative
vision of a more equitable and maybe less material-
istic world. In any case, it is clear that high levels of
political will, technological innovation, institutional
change, business leadership and citizen engagement
will be needed to deliver and successfully implement
the current and further global agreements to put the
world on a pathway to a sustainable and prosperous
low-carbon future.
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