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  Pref ace   

 Next Generation Sequencing has been leveraged primarily in the current era as a de 
facto for linking the biological hypothesis with the elucidation of the genes, biologi-
cal pathways, and mechanistic evolution of certain traits and lineage specifi c evolu-
tionary adaptations. Keeping in pace with the recent developments in the NGS 
technologies, several tools and techniques have been developed widely addressing 
questions of critical importance across the bacterial, fungal, and plant communities. 
Advances in the Understanding of the Biological Sciences using the Next Generation 
Sequencing is a compiled catalogue of such fi ndings, where several NGS technolo-
gies ranging from the genomics, transcriptomics, metagenomics, single cell genom-
ics, QTL, patho-genomics, and patho-transcriptomics have been applied to delineate 
the mystery of the associated mutations, biological pathway transitions, transcrip-
tional fl uxes, and patterns of host associated or adaptations to certain climatic con-
ditions. The aims and scope of this book focus more on the biological underpinning 
to initiate the cross talks across the traits acquired or lost during the course of evolu-
tion. The structured framework of this volume provides the applicative point of view 
of the NGS technologies and demonstrates the conceptual way of linking the experi-
mentation with the NGS technologies, to aid in researchers to place their biological 
hypothesis in a larger context. 

 This book would have not been accomplished without the support of my numer-
ous colleagues, who have helped in editing the volume of the book, contributors, 
and motivational and organizational support of Prof. Peter Ralph, Executive 
Director, Plant Functional Biology and Climate Change Cluster, C3, University of 
Technology Sydney, Australia. This book would have not been possible without the 
encouragement and support of my wife Mrs. Namrata Sablok. Last but not least, 
thanks to Daniel, Jessica, and Ken (Springer Publishing) for making this volume 
fi nally published.  

  Broadway, NSW, Australia        Gaurav     Sablok, Ph.D.      
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    Chapter 1   
 Expression Analysis and Genome Annotations 
with RNA Sequencing 

             Masaaki     Kobayashi     ,     Hajime     Ohyanagi     , and     Kentaro     Yano      

      Abbreviations 

   CA    Correspondence analysis   
  HCL    Hierarchical clustering   
  NGS    Next-generation sequencing   
  SNP    Single nucleotide polymorphisms   

          Introduction 

 In order to detect genes on the basis of specifi c expression profi les, statistical 
approaches are frequently applied against large-scale expression data. Among the 
approaches, hierarchical clustering (HCL) (Eisen et al.  1998 ) has been widely used 
for expression data obtained from microarray and next-generation sequencing 
(NGS). The HCL method assists us in effi ciently understanding the results via a 
graphical viewer consisting of dendrograms and heat maps. While this is a powerful 
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tool, it requires substantial computer resources for analysis of large-scale datasets. 
To quickly detect specifi cally expressed genes from large-scale expression data, 
correspondence analysis (CA) (Greenacre  1993 ; Yano et al.  2006a ), a multivariate 
analysis method, is useful. It does not require large computer resources, and genes 
can be projected into a two- or three-dimensional subspace, which helps us to 
understand expression profi les of each gene intuitively. 

 In this chapter, expression analysis and statistical methods with NGS technology 
are introduced. In recent years, the number of studies employing the NGS has 
increased markedly, as the sequencing costs for the use of NGS have decreased. 
Along with the reductions in cost, there have been considerable improvements in 
sequencing quality, read lengths, and data amounts from NGS. A large-scale mRNA-
Seq analysis by NGS technology as well as microarray experiments provides genome-
wide gene expression profi les. While microarray experiments require DNA probe 
design in advance, NGS technology requires neither complete genome sequences nor 
DNA probes. Therefore, genome-wide gene expression analysis with NGS technology 
has been widely applied for many organisms, for which microarray platforms have 
not been designed to date (Wang et al.  2009 ; Suzuki et al.  2013 ). Expression analysis 
with NGS is performed in multiple steps: (1) mRNA sequencing by NGS; (2) pre-
processing of reads (obtained sequences); (3) mapping reads on a reference 
sequence(s); (4) assembling; and (5) expression profi ling. Sequencing data from 
mRNA-Seq analysis are also available from public databases. The International 
Nucleotide Sequence Database Collaboration (INSDC), which consists of the NCBI 
Sequence Read Archive (Wheeler et al.  2008 ), the European Nucleotide Archive 
(ENA) of the EMBL-EBI (Leinonen et al.  2011 ), and the DDBJ Sequence Read 
Archive (DRA) (Kodama et al.  2012 ), store and distribute raw sequencing data pro-
duced by NGS. Genomic DNA sequence data used as reference genomes are available 
from web databases in each genome sequencing and annotation project, such as The 
 Arabidopsis  Information Resource (TAIR) for  Arabidopsis  (Lamesch et al.  2012 ), 
Rice Annotation Project Database (RAP-DB) for rice (Sakai et al.  2013 ), and the Sol 
Genomics Network (SGN) for tomato (The Tomato Genome Consortium  2012 ). 

 As well as differences in expression profi les among genes, the information on 
sequence polymorphisms including SNPs and SSRs among genes (including alleles, 
homologues) facilitates the understanding of biological functions of genes. Such 
sequence polymorphisms are identifi ed by sequence analysis with NGS technology. 
The analysis methods for Genome-Seq are briefl y described in this chapter.  

    Sequencing Strategy 

 In a fundamental manner, to detect genomic structural variations (mostly single 
nucleotide polymorphisms (SNPs) and small INDELs), the reference genome 
sequence and particular short-reads generated by Genome-Seq application are 
required, namely “genome resequencing.” When the goal is to profi le the global 
gene expression levels, the reference genome sequence and the short-reads from 
mRNA-Seq will be needed (Wang et al.  2009 ). 

M. Kobayashi et al.
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 In some way, the mRNA-Seq methods (not Genome-Seq methods) could also be 
appropriable to roughly predict structural variations in transcripts. The structural 
variations detected by using only mRNA-Seq data might be ambiguous, because 
these variations would be derived from both genome-level varieties and transcript- 
level varieties (e.g., diffi culty in distinguishing the INDELs on genomes from the 
alternative splicing events on transcripts). Thus, the resultant variations might have 
mutual characteristics, and in this section, we do not discuss mRNA-Seq-based 
variation detection methods. 

    Genome Sequencing 

 Genome-Seq is the most basic application for genome resequencing in current NGS 
instruments. The most common platform, Illumina NGS, proposes three sequencing 
methods, namely single-end, paired-end, and mate-pair layouts, for their read librar-
ies, depending on the purpose of DNA sequencing. Among these, the paired-end 
library is widely employed for genome resequencing. To comprehensively and 
accurately detect genome-wide structural variations and SNPs, a suffi cient number 
of sequencing reads (sequencing depth resolution) is necessary. For most purposes, 
sequencing more than 20–30× short-reads against total genome size is preferable. 

 New experimental methods and biological methods are also proposed to effi -
ciently predict genotypes with the Genome-Seq. Imputation method (Pei et al. 
 2008 ), allowing the effective deduction of missing genotypes. The RAD-Seq 
approach (Baird et al.  2008 ) facilitates detection of genome-wide SNPs among dif-
ferent genotypes (varieties, cultivars, and inbred lines) by confi ning the sequenced 
genome regions (see section “SNP Detecting from Genome Sequencing”).  

    mRNA Sequencing 

 While the mRNA-Seq application requires particular lab techniques (poly-A selec-
tion for mRNA purifi cation from total-RNA, reverse transcription into cDNAs), the 
instrumental rationale for mRNA-Seq is similar to that of Genome-Seq. As for 
reference- based mRNA-Seq application, illumina single-end or paired-end layouts 
are preferred. When the aim of sequencing is construction of unigenes, which are a 
non-redundant set of sequences (transcripts), and the strategy is reference-free de 
novo mRNA-Seq assembly, methods with relatively longer layout (GS FLX+, or 
illumina HiSeq2500 paired-end Rapid Mode) would be preferable for more effi cient 
assembly outcomes. 

 In previous years, mRNA-Seq analysis remained an orientation-free methodol-
ogy (e.g., knowledge of the strand origin of each mRNA molecule was unavailable). 
Now, a strand-specifi c mRNA-Seq procedure is available (Vivancos et al.  2010 ), 
confi rming the biological signifi cance of dubious anti-sense transcripts of particular 
genes that had been assumed to be experimental noise.   

1 Expression Analysis and Genome Annotations with RNA Sequencing
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    Read Mapping on Reference Sequences 

 For research based on high-throughput NGS analysis, short-read sequencing is gen-
erally performed because many reads are obtained by sequencing, as compared with 
the conventional long-read sequencing methods using Sanger technology. In this 
section, the pre-processing and mapping procedures in short-read sequencing are 
described. 

    Pre-processing 

 In order to correctly map reads on reference sequences, reads should be pre- 
processed. Pre-processing comprises multiple steps: (1) demultiplexing; (2) quality 
checking; (3) adapter trimming; and (4) quality controlling. These procedures are 
shown below.

    (1)    Demultiplexing 
 By taking advantage of the barcode (index) sequence system of Illumina 

instruments, multiple samples (e.g. genotypes, experimental lines) can be 
simultaneously sequenced on a single lane. A short series of nucleotides (tag), 
mostly 6-mer, are employed as a barcode sequence, which is inscribed within 
the PCR primer in advance. To discriminate reads according to the origins 
(samples) by referring the nucleotide pattern of the barcode sequence, a unique 
barcode sequence should be designed (determined) for each sample (DNA 
library) before sample preparation. Then the pooled sample from multiple DNA 
libraries is loaded on a single lane at once. Afterwards, the pooled sequencing 
data derived from multiple samples can be sorted into fractionated sequence 
data for each sample by scanning the barcode sequence pattern computation-
ally. Generally, this procedure for categorization is known as “demultiplexing.” 
Demultiplexing is simple to perform using a bioinformatics tool such as 
CASAVA (  http://support.illumina.com/sequencing/sequencing_software/
casava.ilmn    ).   

   (2)    Quality checking 
 Quality checking of samples is recommended for proper read mapping. 

FastQC (  http://www.bioinformatics.babraham.ac.uk/projects/fastqc/    ) is a good 
tool for quality checking. It provides information on sequencing quality via 
statistical indices in HTML format. When sequencing qualities are consider-
ably low, the sequencing method should be refi ned or improved.   

   (3)    Adapter trimming 
 When inserted cDNA length is shorter than the length of the sequencing 

read, adapter sequences are consequently contained in read sequences. Artifi cial 
sequences disturb accurate mapping on reference sequences. Cutadapt is a suit-
able tool for trimming adapters, and in the case of mRNA-Seq, cutadapt is also 
to trim poly(A) sequences.   

M. Kobayashi et al.
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   (4)    Quality control 
 Low-quality bases in each read should be trimmed off, or the reads with low-

quality bases should be discarded for further analysis. The FASTX-Toolkit 
(  http://hannonlab.cshl.edu/fastx_toolkit/    ) can be used for quality control. By 
trimming of low-quality regions in reads, high-quality reads can be obtained 
and correctly mapped on reference sequences.      

    Read Mapping 

 In the read mapping procedure, combinations of nucleotide types (genomic or 
mRNA sequences) of NGS reads and reference sequences must be taken into 
account. BWA (Burrows-Wheeler Aligner) (  http://bio-bwa.sourceforge.net/    ) is a 
mapping tool that has been widely used in NGS data analysis, to align reads origi-
nating from genomic DNAs on genome sequences (Li and Durbin  2009 ). The map-
ping results of BWA are reported in a SAM (Sequence Alignment/Map) format. For 
mapping reads from mRNA-Seq on a reference genome sequence, large gaps 
(introns) in the sequence alignment should be taken into account. The combination 
of TopHat2 (  http://tophat.cbcb.umd.edu/    ) and Bowtie2 (  http://bowtie-bio.source-
forge.net/bowtie2/index.shtml    ) allows the mapping of mRNA-Seq reads in consid-
eration of splice junctions between exons. The results are also shown in the SAM 
format (Langmead and Salzberg  2012 ; Kim et al.  2013 ). For non-model plants, 
reference genome sequences are frequently unavailable. Unigene sequence data, 
which are predicted by assembling of ESTs and/or short-reads from mRNA-Seq 
(Yano et al.  2006b ; Quackenbush et al.  2000 ; Habu et al.  2012 ), are often employed 
as reference sequences for mapping short-reads. For mRNA-Seq reads mapping 
onto mRNA sequences (e.g., unigenes, cDNA sequences), BWA and TopHat2/
Bowtie2 are available.   

    SNP Detecting from Genome Sequencing 

 SNP information is fundamental data for comprehending functional differences 
between alleles, developing DNA markers for plant breeding and genome wide 
association studies, etc. (Yamamoto et al.  2010 ; Asamizu et al.  2012 ; Morris et al. 
 2013 ). NGS technology is also a powerful tool to mine genome-wide SNPs among 
genotypes (Austin et al.  2011 ; Arai-Kichise et al.  2011 ; Huang et al.  2012 ). For 
reads obtained from NGS, sequence mapping and alignment procedures onto 
genome DNA sequences are generally performed to detect SNPs. In this calcula-
tion, SNP data are summarized in SAM format fi les by using BWA or TopHat2/
Bowtie2. Samtools and bcftools have been widely used to call SNP candidates and 
estimate allele frequencies from SAM format fi les. The results obtained with sam-
tools and bcftools are described in VCF (Variant Call Format) fi les (Li et al.  2009 ). 
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 In recent years, a new effective and effi cient method, RAD-Seq (restriction-site 
associated DNA sequencing), has been proposed to comprehensively mine SNPs 
among multiple genotypes (Baird et al.  2008 ). The RAD-Seq approach has been 
applied in comprehensive studies, for example, evolutionary analysis and QTL 
mapping (Etter et al.  2011 ; Houston et al.  2012 ). 

 Stacks is a useful tool for calling SNPs by using RAD-Seq data (Catchen et al. 
 2011 ). Stacks directly aligns and compares short-read sequences, which are pre-
dicted as DNA fragments from the same genomic region in the chromosome, among 
different genotypes. Therefore, with or without the reference genome sequence 
data, Stacks can mine SNPs with RAD-Seq data. When there are no reference 
genome sequence data, researchers can import fasta or fastaq format fi les into 
Stacks to align reads. Otherwise, researchers can import SAM format fi les obtained 
by mapping when reference genome sequence data are available. This tool provides 
a list of SNP candidates in TSV or Excel format.  

    Digital Gene Expression Profi ling by mRNA-Seq 

 Microarray analysis was the primary method of obtaining global gene expression 
profi les in the early 2000s. While microarray techniques have been predominantly 
employed for gene expression analyses, particularly for well-annotated model spe-
cies, the current explosive growth of NGS technology has made it obsolete. Digital 
gene expression profi ling by mRNA-Seq has been gaining popularity and is recog-
nized to have advantageous points over microarray technology (Wang et al.  2009 ). 
The principle of mRNA-Seq is simple; it estimates absolute gene expression levels 
by counting the number of mRNA molecules on each gene model (alleles). In this 
section, the procedures for mRNA-Seq, particularly with Illumina instruments, will 
be reviewed together with a discussion of gene expression level correction. 

    Mapping 

 Once the pre-processing steps (see section “Pre-processing”) have been completed, 
the rest of the mRNA-Seq reads are to be mapped on the reference genome sequences 
(see section “Read Mapping”). In contrast to the simpler whole-genome sequence 
samples, the mapping procedure of mRNA-Seq reads on reference genome 
sequences should consider exon–intron structures. This mapping process can be 
optimally performed by the combination of TopHat2 (Kim et al.  2013 ) and Bowtie2 
(Langmead and Salzberg  2012 ) (see section “Read Mapping”). Reads that have 
located repeatedly on the reference would also be handled properly with this soft-
ware (see section “Expression Level Estimation and Correction”).  
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    Assembly 

 After estimating the original location of each read, gene models should be recon-
structed from a body of mapped reads for the following gene expression profi ling 
step. Cuffl inks combined with TopHat2 (Trapnell et al.  2012 ) can perform this 
assembly step. The reference gene annotations can also be transmitted to Cuffl inks 
together with the reference genome DNA sequences, while novel gene models can 
also be predicted by referring to the assembly outcomes of short-reads. This capa-
bility in novel gene detection is one of the advantages of mRNA-Seq technology 
over microarray analyses, which require probes to be designed in advance. Cuffl inks 
also calculates the FPKM ( f ragments  p er  k ilobase of exon per  m illion mapped reads) 
of each gene model, which is a widely used normalized intensity for gene expres-
sion levels (see section “Expression Level Estimation and Correction”).  

    Expression Level Estimation and Correction 

 Assembling results with total reads from different samples (e.g., genotypes, devel-
opmental stages, organs, and treatments) give us clues to understand the differences 
in terms of biological aspects or behaviors (such as response to stress) among sam-
ples. Merging information on gene models and FPKM and detecting differentially 
expressed gene models can be conducted by cuffcompare and cuffdiff (subprograms 
implemented in Cuffl inks) (Trapnell et al.  2012 ). 

 In the profi ling process, the tag count of each gene should be normalized against 
both exon length of each gene and total number of mapped reads, as exon lengths 
should differ among genes, and the total number of tags should also vary across 
multiple samples. Here, RPKM stands for  r eads  p er  k ilobase of exon model per  m il-
lion mapped reads (Mortazavi et al.  2008 ), and refl ects the molar concentration of a 
transcript in each sample by normalizing for RNA length and for total read count in 
the measurement. This facilitates transparent comparisons of transcript levels both 
within and between samples. FPKM (Trapnell et al.  2012 ), which stands for  f rag-
ments  p er  k ilobase of exon per  m illion mapped reads, is a similar value. While 
RPKM simply sums the applicable reads as the numerator and denominator of the 
formula, FPKM takes account of each of the “paired reads” in order to avoid over-
estimation of gene expression, as both members of each pair must be derived from 
an identical mRNA molecule (Trapnell et al.  2012 ). 

 Some of the reads could be mapped on the reference genome multiple times due 
to sequence repeats and homology within the genome DNA sequences. In the case 
of Cuffl inks, it evenly divides each multi-mapped read to all of the positions it maps 
to. For instance, a read mapped to 4 positions will count as 25 % of a read at each 
position by default. Cuffl inks also offers more sophisticated multi-map correction 
by the “rescue method” (Mortazavi et al.  2008 ) as an optional extra.   

1 Expression Analysis and Genome Annotations with RNA Sequencing



8

    Statistical Methods for Gene Expression Data 

 To date, numerous statistical methods have been proposed and used in gene expres-
sion analysis. Among these, several statistical methods are described here. These 
include HCL, self-organizing maps (SOMs),  k -means, and CA. 

    Hierarchical Clustering 

 HCL is one of the methods that has been widely used in gene expression analysis. 
Eisen et al. ( 1998 ) provided freely available GUI software “CLUSTER” for execu-
tion of HCL and “TreeView” for graphically browsing the results (  http://rana.lbl.
gov/EisenSoftware.htm    ). Using the software “CLUSTER,” users can perform not 
only HCL but also SOMs,  k -means clustering, and principal component analysis 
(PCA). As the original software is executed only on Windows computers, a new 
modifi ed version (CLUSTER 3.0) which is available for Windows, Mac OS X, and 
Linux/Unix platforms has been provided by the University of Tokyo (  http://bonsai.
hgc.jp/~mdehoon/software/cluster/    ) (de Hoon et al.  2004 ). CLUSTER 3.0 can be 
used both as a GUI program and as a command line program. 

 In general, genes with similar expression profi les are clustered by HCL analysis. 
The similarities in expression profi les among genes can be browsed using a graphical 
viewer showing a dendrogram. As genes located in the same subtree in the dendro-
gram should have similar expression profi les, genes with similar or specifi c expres-
sion profi les can be quickly detected using the graphical viewer and dendrogram. 

 For large-scale expression data, HCL requires large-scale computational resources 
(Yano et al.  2006a ). When calculations for large-scale expression data cannot be 
performed by HCL with a practical turnaround time, eliminating genes with small 
fold changes in expression levels for further analysis allows us to perform HCL 
within a short amount of time. Although this approach makes the calculation execut-
able, the eliminated genes may contain some related to traits of interest. For calcula-
tions against large-scale expression data by HCL, elimination must be carefully 
considered. Or, instead of HCL, multivariate analysis methods including SOMs and 
CA are effective to quickly execute large-scale expression data analysis.  

    Multivariate Analysis Methods; Principal Component Analysis 
(PCA) and Correspondence Analysis (CA) 

 Multivariate analysis methods can handle large-scale data, even with an entry-level 
workstation or a personal computer used in an ordinary laboratory. Therefore, PCA 
and CA have often been applied to large-scale omics data analysis (Yano et al. 
 2006a ; Pomeroy et al.  2002 ; Hirai et al.  2004 ). Both methods allow us to summarize 
a data matrix that is originally high-dimensional (row [gene] and column [sample]) 
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with a low-dimensional projection. Each gene and sample is given coordinates in 
the low-dimensional space. With the coordinates, genes and/or samples can be pro-
jected into a 2- or 3-dimensional subspace in order to graphically show and under-
stand the similarities and/or specifi cities of expression profi les among genes. When 
the aim of the gene expression analysis is to categorize genes according to the simi-
larities in expression profi les, CA is more effective than PCA (Greenacre  1993 ; 
Yano et al.  2006a ). When CA is applied to omics data, all values in the matrix must 
be zero or positive. Therefore, much attention should be paid in the normalization 
methods before CA. For example, a log-transformed method may contain negative 
values, which cannot be handled in CA. 

 PCA and CA can be performed with some pieces of computer software. For 
example, R packages “mass” and “ca” help us to execute CA. To globally interpret 
the results obtained from CA, a graphical and intuitive viewer is also required, as 
large-scale expression analysis frequently contains more than tens of thousands of 
genes. This viewing software should allow graphical adjustments such as rotation, 
zooming in and out, and panning of the image and searches for genes with func-
tional annotations (descriptions) (Hamada et al.  2011 ; Manickavelu et al.  2012 ; 
Nishida et al.  2012 ). For this purpose, a GUI tool and viewer for CA calculation 
“CA Plot Viewer” has been developed and distributed (  http://bioinf.mind.meiji.ac.
jp/lab/    ) (Fig.  1.1 ).

  Fig. 1.1    An interface of GUI software “CA_Plot_Viewer.” By using “CA_Plot_Viewer,” CA can 
be easily and quickly executed in Windows, Macintosh, and Linux PCs. Users can effi ciently 
search genes according to expression profi les and functional annotations in the graphical viewer. 
Various annotations can be also imported into the software       
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       Self-Organizing Maps and  k -Means Clustering 

 SOMs represent a useful clustering method. They can be quickly performed for 
large-scale expression data. Genes are classifi ed according to expression patterns, 
and given coordinates. Genes in the same cluster show similar expression profi les. 
An R package “  som ” allows for two-dimensional SOM analysis and graphically 
shows the results (  http://cran.r-project.org/web/packages/som/index.html    ). In SOM 
analysis, the user must decide the number of clusters before analysis. 

 The clustering method  k -means has been also widely used to analyze gene 
expression data. Similarly to SOM,  k -means clustering can be performed quickly 
for large-scale expression data.      
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    Chapter 2   
 The Application of Next Generation 
Sequencing Techniques to Plant Epigenomics 

             Manu     J.     Dubin     

            Introduction 

 It has long been known that an organism’s appearance and phenotype are primarily 
determined by the genetic information encoded at the DNA sequence level within 
its genome. However over the last decades it has become increasingly apparent that 
an additional non-mendelian or “epigenetic” layer of information exists that infl u-
ences gene expression, cell-type specifi cation, phenotype and environmental 
responses (Bird  1984 ; Jenuwein and Allis  2001 ; Madlung and Comai  2004 ; Bossdorf 
et al.  2008 ). To a large extent this epigenetic information controls the behaviour of 
genes other genetic elements by altering the chromatin environment around them. 
This occurs by a variety of processes including DNA methylation, histone modifi ca-
tions such as acetylation, methylation, ubiquitination phosphorylation, and chroma-
tin binding proteins (Taverna et al.  2007 ; Bannister and Kouzarides  2011 ). 

 Plants are sessile organisms that must adapt their development and metabolism 
to the prevailing environmental conditions (Kalisz and Kramer  2008 ), and epigen-
etic mechanisms appear to play prominent role in these processes (Matzke et al. 
 2009 ; Zhang et al.  2013 ). These include cell-type specifi cation and regulation of 
gene expression at different developmental stages and during developmental transi-
tions such as fl owering (Sung and Amasino  2004 ; Costa and Shaw  2007 ) and main-
taining gene expression through cell division (Jenuwein and Allis  2001 ), 
environmental responses, and environmental adaptation and stress responses 
(Bossdorf et al.  2008 ; Sani et al.  2013 ). Epigenetic processes also play a role in the 
imprinting of gene expression (Autran et al.  2011 ). The maintenance of genome 
integrity including DNA damage repair, silencing of transposons, and defense 

        M.  J.   Dubin ,  Ph.D.      (*) 
  Gregor Mendel Institute of Molecular Plant Biology ,  Austrian Academy of Sciences , 
  Dr. Bohr-Gasse 3 ,  Vienna   1030 ,  Austria   
 e-mail: manu.dubin@gmi.oeaw.ac.at  

mailto:manu.dubin@gmi.oeaw.ac.at


14

responses are also regulated by epigenetic mechanisms (Martienssen and Colot 
 2001 ; Tompa et al.  2002 ; Takeda et al.  2004 ; Dowen et al.  2012 ). Although some-
what controversial, there is evidence that epigenetic processes are involved in the 
transgenerational maintenance of phenotypes in the apparent absence of DNA 
sequence variation (Jacobsen and Meyerowitz  1997 ; Cubas et al.  1999 ; Paszkowski 
and Grossniklaus  2011 ). 

    Major Findings in Plants 

 The fi rst demonstration of epigenetic phenomena was the Nobel prize-winning 
work by Barbara McClintock in the 1940s and 1950s showing that transposons 
could move (paramutate) and affect the expression of genes (McClintock  1950 , 
 1956 ). Since then many other breakthroughs in the epigenetics fi eld have come from 
studies in plants including the role of RNAs in disease resistance and transgene 
silencing (English et al.  1996 ). The occurrence of spontaneous epimutants that sta-
bly maintain differences in gene expression over multiple generation, even in the 
absence of DNA sequence variation (Jacobsen and Meyerowitz  1997 ; Cubas et al. 
 1999 ) and the role of small RNA’s in directing de novo DNA methylation and 
silencing (Kanno et al.  2005 ).  

    Development of Genome-Wide Approaches 

 The fi eld of epigenomics research was initiated by the development of microarray- 
based methods that allowed DNA methylation and chromatin modifi cations to be 
assayed on a genome-wide scale. These methods included ChIP-on-CHIP where 
chromatin is immunoprecipitated, the DNA is purifi ed, amplifi ed, and labeled and 
then hybridized to a microarray chip (Bernstein et al.  2002 ; Weinmann et al.  2002 ). 
An analogous method for looking at DNA methylation was MeDIP-ChIP 
(Methylated DNA immunoprecipitation followed by hybridization to microarray 
chip). Here DNA is purifi ed and sheared, then methylated fraction of the genome is 
immunoprecipitated with an antibody against methylated DNA. The precipitated 
DNA is then amplifi ed, labeled, and hybridized to a microarray (Weber et al.  2005 ). 
Variations of this protocol exist, including the use of the immobilized recombinant 
methylated DNA binding domain (MBD) to precipitate the DNA instead of an anti-
body (Ballestar et al.  2003 ). Other approaches include comparing the hybridization 
effi ciency to a microarray of DNA digested with methylation sensitive restriction 
enzymes relative to DNA digested with a methylation insensitive enzyme 
(Schumacher et al.  2006 ). A related approach is to bisulfi te treat the DNA (so all 
unmethylated cytosines are deanimated to uracil) and compare its hybridization 
effi ciency to non-treated DNA (Gitan et al.  2002 ). 
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 The use of these microarray-based approaches allowed the characterization of 
the enzymes involved in heterochromatin formation and transposon silencing 
(Tompa et al.  2002 ) and further clarifi ed the role of small RNAs in targeting DNA 
methylation to transposons and other repetitive elements (Lippman et al.  2004 ; 
Teixeira et al.  2009 ). Using ChIP-on-ChIP the genome-wide distribution of differ-
ent histone modifi cations was also investigated (Martienssen et al.  2005 ). 
Microarrays have also been used to determine the abundance of small RNAs in 
plants (Boccara et al.  2007 ). Further studies have been used to defi ne the major 
chromatin states in  Arabidopsis  (Roudier et al.  2011 ) and to identify the genome- 
wide binding sites of chromatin binding proteins (Turck et al.  2007 ; Benhamed 
et al.  2008 ) and transcription factors (Oh et al.  2009 ; Zheng et al.  2009 ). 

 These methods generally require the use of tiling arrays (which short overlap-
ping probes covering the entire genome), which are only available for a few species. 
For this reason in plants these methods have been largely limited to  Arabidopsis , 
with a few studies in rice (Li et al.  2008c ) and maize (Eichten et al.  2011 ). Even 
within a species microarray-based approaches are sensitive to the genetic back-
ground, and although they have been used to look at variation between different 
natural accessions, this requires careful experimental design to correct for copy 
number variants (Vaughn et al.  2007 ; Moghaddam et al.  2011 ). 

 More recently the development of next generation sequencing based approaches 
(Bentley  2006 ) has overcome some of the limitations of earlier microarray-based 
methods. In the case of ChIP studies the precipitated DNA is sequenced using next 
generation sequencing to determine the enriched regions, thus eliminating the need 
for a microarray (Barski et al.  2007 ). Advantages of this approach include improve-
ments in quantitation, sensitivity, and the ability to discriminate between similar 
DNA sequences (i.e., potentially allowing allele specifi c investigations (Ho et al. 
 2011 ). Signifi cantly the advent of these methods allows for experiments to be pre-
formed in a wider range of species or cultivars for which a suitable tiling microarray 
is not available.  

    Bisulfi te-Seq Experiments 

 Sanger sequencing of bisulfi te-converted DNA allows the determination of meth-
ylation status of DNA at loci of interest at the single nucleotide level (Clark et al. 
 1994 ). This is particularly useful in plants where DNA can be methylated in the CG, 
CHG, and CHH contexts (where H is any nucleotide except guanine) as it allows the 
pathways to be dissected individually (Wassenegger et al.  1994 ; Ronemus et al. 
 1996 ; Lindroth et al.  2001 ). While Sanger bisulfi te sequencing is limited to a hand-
ful of loci, the advent of next generation sequencing allowed the determination of 
the methylation status of the entire genome at the single nucleotide level (Cokus 
et al.  2008 ; Lister et al.  2008 ). These methods together with small-RNA sequencing 
have been fundamental for driving forwards the fi eld of plant epigenomics research. 
Analysis of methylation patterns over many generations has shown that, although 
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largely stable, they can evolve in the absence of obvious DNA sequence variation 
and cause stably inherited changes in gene expression (Becker et al.  2011 ; Schmitz 
et al.  2011 ). In a series of papers it was shown that active demethylation of both the 
male gametophyte and maternal companion cell activates the expression of transpo-
sons in these cells, which produce small 24 nucleotide RNAs that appear to move to 
the germline where they reinforce silencing of transposons, thus ensuring genomic 
integrity during reproduction (Hsieh et al.  2009 ; Calarco et al.  2012 ; Ibarra et al. 
 2012 ). Small RNAs and DNA methylation have also appeared to have roles in 
parental imprinting of gene expression in early plant development (Autran et al. 
 2011 ; Vu et al.  2013 ). Other studies have looked at the effect of natural genetic 
variation on DNA methylation patterns (Schmitz et al.  2013b ). DNA methylation 
patterns have also been described in a variety of plant species including 
 Brachypodium , rice, soybean, poplar, and green algae (Feng et al.  2010 ; Rodrigues 
et al.  2013 ; Schmitz et al.  2013a ; Takuno and Gaut  2013 ). A good source of infor-
mation and protocols for plant epigenomics is the Epigenomics of Plants International 
Consortium (EPIC,   www.plant-epigenome.org    ).   

    Methods 

    General Considerations 

 Virtually all NGS based epigenomics methods require a reference genome sequence 
against which the short reads can be aligned. In the absence of a reference it may be 
feasible to use that from a closely related species or sub-species (He et al.  2010 ). 

 At the time of writing the Illumina sequencing-by-synthesis (  www.illumina.
com    ) and to a lesser extent the SOLiD platform from Applied Biosystems (  www.
appliedbiosystems.com    ) have been used in the vast majority of published epig-
enomics studies. However NGS technologies are evolving at a rapid pace and other 
platforms may also be worth considering. Alternatives include the Ion torrent plat-
form (  www.iontorrent.com    ), which may be suitable for small genomes or where 
low coverage is acceptable. Likewise the 454 (  www.454.com    ) and PacBio (  www.
pacifi cbiosystems.com    ) systems offer lower coverage but give longer read lengths, 
which may be advantageous in some situations. The PacBio platform is capable of 
directly detecting DNA methylation (Flusberg et al.  2010 ), although at the time of 
writing this technique appears not to be widely utilized. 

 It is highly advisable to discuss the experimental design with a Statistician and 
Bioinformation prior to initiating an epigenomics study in order to ensure that a data 
set that will be able to answer the question asked may be obtained. Points to  consider 
include are inclusion of biological replicates, the depth (number of reads) and type 
of sequencing (Single or paired end, length) required. Thought should also be given 
to the availability of expertise and computational resources for downstream data 
processing.  
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    Techniques for Assaying DNA Methylation in Plants Using NGS 

    DNA Methylation 

 The most widely used methods for determining DNA methylation using NGS 
approaches are methylated DNA immunoprecipitation and sequencing (MeDIP- 
Seq; Weber et al.  2005 ) and whole-genome bisulfi te sequencing (Cokus et al.  2008 ; 
Lister et al.  2008 ). 

 In MeDIP-Seq DNA is purifi ed and sheared by sonication or a similar method 
and then the methylated fraction is affi nity purifi ed using an antibody against meth-
ylated cytosine (Cortijo et al.  2014 ). The precipitated DNA is purifi ed and used to 
prepare a library for illumina sequencing. When the reads from this precipitated 
library are mapped to the genome, they should be methylated regions of the genome. 

 Advantages of MeDIP-Seq include the relative simplicity of the technique, the 
modest amounts of starting material required, lower sequencing costs (50 bp single 
end vs 100 bp paired end typically used for BS-Seq), and easier alignment to the 
genome. The primary downsides are the inability to discriminate between different 
methylation context, diffi culties in quantifying absolute levels of methylation and 
limited resolution (e.g., down to ~100 bp). 

 BS-Seq also starts with purifi ed and sheared DNA. Standard NGS library prepa-
ration is carried out up until the adapter ligation step (typically using a commercial 
library preparation kit). Adapters where all the cytosines are methylated are then 
ligated and the samples are then denatured with heat or basic conditions and incu-
bated with sodium bisulfi te. This has the effect of converting all the non-methylated 
cytosines in the DNA sample to uracil (Li et al.  2013a ). The bisulfi te-converted 
library is then amplifi ed using a polymerase that can convert uracil to thymine such 
as  PfuTurbo Cx  (Agilent Technologies, USA) or HiFi Uracil+ (KAPA, USA). The 
library is then sequenced in normal manner. 

 The use of BS-Seq is particularly advantageous in plants as its single nucleotide 
resolution allows the discrimination of CG, CHG, and CHH methylation. Limitations 
include the relatively large amounts of starting material required (as signifi cant 
amounts of DNA are degraded during the bisulfi te conversion process) and diffi cul-
ties in mapping bisulfi te-converted reads due to the decreased sequence complexity 
(Krueger et al.  2012 ; Hardcastle  2013 ). The use of long paired end reads can be used 
to increase both the mapping accuracy and sequence coverage. Detailed protocols 
can be found in (Li et al.  2013a ) or on the website of the Epigenomics of Plants 
International Consortium (  www.plant-epigenome.org    ).  

    ChIP-Seq 

 Chromatin immunoprecipitation can be used to determine the genomic localization 
of a wide range of chromatin associated proteins including transcription factors, 
chromatin binding proteins and modifying proteins as well as different histone 
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modifi cations and different histone variants (Kaufmann et al.  2010 ; Luo et al.  2012 ; 
Wollmann et al.  2012 ; Zemach et al.  2013 ). In particular the epigenomics fi eld has 
benefi ted immensely from the commercial availability of high affi nity antibodies 
against a wide array of histone modifi cations, which has allowed their genomic 
distribution to be determined (Luo et al.  2012 ). 

 While there are a multitude of variations of chromatin immunoprecipitation pro-
tocols, in plants most assays begin with formaldehyde crosslinking of the chromatin 
using vacuum infi ltration (Kaufmann et al.  2010 ). Following this, nuclei are purifi ed 
and then sonicated to shear the chromatin to approximately 250–500 bp. The chro-
matin is then incubated with an antibody against the antigen of interest (e.g., a 
modifi ed histone) and the chromatin-antibody complex captured with a suitable 
affi nity matrix (e.g., protein-A sepharose). After several wash steps, the purifi ed 
chromatin is eluted from the affi nity matrix under denaturing conditions, the form-
aldehyde cross-links reversed with heat and the DNA component of the chromatin 
purifi ed. 

 ChIP experiments typically also include controls for normalization purposes. 
No-Antibody or pre-immune serum controls are common in conventional ChIP 
experiments but are of limited use in ChIP-Seq as they are unlikely to contain enough 
DNA for successful library construction. Instead a library containing a fraction of 
input material used for the immunoprecipitation is typically used. In some cases, e.g. 
when performing ChIP on modifi ed histone, a control ChIP on the unmodifi ed form 
of the histone can be performed in parallel and used for normalization purposes. 

 Many variations of ChIP-Seq are possible, for example if targeting a transcrip-
tion factor or chromatin binding protein a longer range cross linker such as EGS 
(ethylene glycol bis-succinimidylsucciniate) can be used in addition to formalde-
hyde (Zeng et al.  2006 ). In other cases, such as when looking at histone modifi ca-
tions native ChIP may instead be employed. In this case no crosslinker is used, 
instead nuclei are directly purifi ed from the tissue and then the chromatin frag-
mented using micrococcal nuclease instead of sonication (O'Neill and Turner  2003 ; 
Gilfi llan et al.  2012 ). Important considerations in ChIP-Seq experiments include the 
specifi city of the antibody and the stringency of the washing steps. Unlike other 
ChIP experiments, in ChIP-Seq it is important that the affi nity matrix is not blocked 
with any competitor DNA (such as salmon-sperm DNA) as this may contaminate 
the ChIP-Seq library. 

 Prior to library construction, the purifi ed DNA can be tested with endpoint or 
quantitative PCR to confi rm that genomic regions known to associate with the anti-
gen used are enriched. If this is successful and enough DNA is present (generally a 
minimum of 5 ng is required), a library can be prepared from the remaining mate-
rial, preferably using methods that minimize sample loss. Often this is done by 
using ChIP-Seq library preparation kit that is optimized to work with low amounts 
of starting material. Detailed ChIP-seq protocols can be found in (Kaufmann et al. 
 2010 ; Zhu et al.  2012 ) while detailed protocols for troubleshooting and optimizing 
different steps of the ChIP protocol have been described in (Haring et al.  2007 ). For 
ChIP-seq the reads only need to be long enough to map accurately to the genome, 
so generally 36 or 50 bp single end sequencing is used  
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    Nucleosome Positioning 

 The positioning of nucleosomes has a role in the specifi cation of promoter regions, 
transcription start sites, and enhancers (Jiang and Pugh  2009 ; Chodavarapu et al. 
 2010 ; Rada-Iglesias et al.  2011 ). The expression levels of genes are also typically 
refl ected in the pattern of the nucleosomes with higher nucleosome density and 
well-positioned nucleosomes on transcribed exons (Chodavarapu et al.  2010 ). 

 Although nucleosome positioning can be inferred from ChIP-Seq data, higher 
resolution can be obtained using micrococcal nuclease digestion followed by NGS 
(MNase-Seq). In this approach nuclei are fi rst purifi ed from tissue and then nucleo-
somes are solubilized by digestion with micrococcal nuclease which digests the 
linker DNA between adjacent nucleosomes, but not the DNA wrapped around the 
nucleosomes themselves (Wei et al.  2012 ). The nucleosome bound DNA is then 
purifi ed and used for NGS library preparation. Normally fairly short reads (e.g., 
36–50 bp) are suffi cient to accurately map the reads to the genome. Although not 
strictly required, paired end reads will allow the determination of nucleosome posi-
tion with higher accuracy.  

    Small RNA-Seq 

 A wide variety of small RNA species are produced in plants that are involved in the 
modulation of gene expression and the silencing of transposons and other repetitive 
sequences. These include micro-RNAs, trans-acting small RNAs, and 21 and 24 
nucleotide small RNAs (Parent et al.  2012 ). 24 nucleotide small RNAs are pro-
duced by the RNA dependent DNA methylation (RdDM) pathway where transpo-
sons and other repetitive sequences have been transcribed by DNA pol IV. These 
transcripts are converted to double stranded RNA by an RNA dependent RNA 
polymerase RDR1 and then diced into 24 nucleotide small RNAs by the Dicer-like 
3 enzyme. These small RNAs then guide the domains rearranged methyltransfer-
ases (DRM1/2) to sites with homology in a process that involves DNA pol V 
(Matzke et al.  2009 ). 

 Although 24 nucleotide small RNAs are primarily of interest from the epigenom-
ics perspective, small RNA-sequencing experiments will also detect 21 nucleotide 
small RNAs, microRNAs (miRNAs), and trans-acting small RNAs (ta-siRNAs). 
These are involved in gene post-transcriptional gene silencing but may also be of 
interest to the researcher. 

 Small RNA-Seq libraries are prepared from total RNA extracted from fresh or 
frozen tissue using trizol or a commercial RNA purifi cation kit. RNAs in the 18–30 
nucleotide size range are then purifi ed by polyacrylamide gel electrophoresis. 
Adenylated 3′ and 5′ adapters are sequentially ligated to the RNA and reverse tran-
scription is performed. The library is then amplifi ed by PCR and purifi ed (Lu et al. 
 2007 ; Hafner et al.  2008 ; Chen et al.  2012 ; Linsen and Cuppen  2012 ). Due to their 
small size, short single end reads of 36 or 50 bp are suffi cient for small RNA-Seq.    
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    PART3: Analysis of Next Generation Sequencing Data 
for Epigenomics 

    Computing Requirements for Data Analysis 

 Due to the large amounts of data produced by NGS experiments a fairly powerful 
computer is generally required. Many programs used in NGS analysis are designed 
to run in a UNIX command-line environment (e.g., Linux or OSX). They can also 
be run on other operating systems using a UNIX emulator such as Cygwin (  www.
cygwin.com    ). For downstream processing and statistical analysis many specialized 
packages are available for the R statistical environment (  www.r-project.org/    ) via the 
Bioconductor project (  www.bioconductor.org/    ). 

 An alternative for those with limited computing resources and/or limited command 
line expertise is the process the data on a local or remote server via a GUI (graphical 
user interphase) environment such as Galaxy (  www.galaxyproject.org    ; Blankenberg 
et al.  2010 ) which integrates many of the command line tools described here.  

    Quality Control 

 On receiving raw NGS data the fi rst step is to check the raw data for obvious prob-
lems, This can be done by examining the quality control report if one is provided by 
the sequencing facility. If none is provided, it can be generated using (for example) 
the FASTQC pipeline software (  www.bioinformatics.babraham.ac.uk/projects/
fastqc/    ) which is also available in the Galaxy environment (  www.galaxyproject.org    ). 
Points to consider include fraction of reads that can be mapped to genome, fraction 
of contaminating sequences and biases in nucleotide frequency, duplication levels 
and base-call qualities. It is worthwhile to keep in mind that some epigenomics 
techniques by their nature generate biases that are incorrectly fl agged by the FastQC 
pipeline. For example, ChIP-Seq experiments may display overrepresentation of 
particular sequences or K-mers (particularity in the case of experiments involving a 
sequence-specifi c transcription factors). Likewise BS-Seq experiments have atypi-
cal nucleotide distributions, forward reads will be almost devoid of cytosines while 
reverse reads (in paired-end sequencing) will be largely devoid of guanines.  

    Pre-alignment Filtering 

 Raw NGS data is typically provided as fastq or (unaligned) BAM fi le formats. If 
necessary, it is possible to convert between these formats using the SAMtools pack-
age (Li et al.  2009 ;   www.samtools.sourceforge.net    ). Prior to alignment data the raw 
can be fi ltered to remove sequences corresponding to the adaptors used to generate 
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the library that may inadvertently be sequenced. This is especially critical in the 
case of small RNA-seq libraries where it is essential to carry out adaptor trimming 
due to the small size of the insert. Sequencing accuracy often expresses as base-call 
quality (confi dence that a given base in a read is correctly called) often declines 
towards the 3′ end of reads. This can be addressed by trimming reads that have low 
quality base-calls. One approach is to trim on a read-by-read basis where (if needed) 
the ends of the read are trimmed until only bases with base-calls above the desired 
threshold remain. Alternatively if it is desired that all read remain the same length 
(as read length can affect mapping accuracy), one can decide to trim n number of 
reads from the 3′ end of all reads. Reads sometimes show unusual nucleotide biases 
in the 5′ ends (possibly due to biases in the ligation effi ciency of certain nucleotide 
sequences to the adaptors) it may be desirable to trim a certain number of bases 
from the 5′ end as well. These trimming and fi ltering steps can be carried out using 
the FASTX-toolkit (  www.hannonlab.cshl.edu/fastx_toolkit    ) which is also available 
in the Galaxy environment.  

    Alignment 

 After fi ltering the reads are aligned to a reference genome. If available, this should 
be the same genotype as used in the experiment. Otherwise the most genetically 
similar genome available should be used. When aligning to a non-identical genome 
it is generally advantageous to allow for SNPs by specifying a higher number of 
mismatches to allow for SNPs between the reads and the reference and to use an 
aligner that allows “gaps” to allow for indels. 

 A number of alignment programs are available for mapping short reads to a ref-
erence genome. These either use a masked hash table strategy such as RMAP (Smith 
et al.  2008 ) and MAQ (Li et al.  2008a ) or Burrows-wheeler transform such as BWA 
(Li and Durbin  2009 ), SOAP (Li et al.  2008b ) and Bowtie (Langmead et al.  2009 ). 
Other aligners use a hybrid strategy of rough mapping using a hashing based 
approach then fi ne map using Smith-Waterman local alignment such as BFAST 
(Homer et al.  2009 ) or SMALT (  www.sanger.ac.uk/resources/software/smalt    ). 
Although many aligners have their own unique output format, it is generally better 
set the aligner to output the alignment fi le in BAM or SAM format as these are 
compatible with most downstream analysis tools.  

    BS-Seq Alignment 

 Due to mismatches caused by the conversion process where unmethylated cytosine 
ends up as thymine, alignment of reads from bisulfi te treaded library’s reads requires 
the use of a bisulfi te aware mapping strategy. This allows to thymines in the forward 
reads to map to genomic cytosines and (for paired end libraries) adenine in the 
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reverse reads to map to genomic guanines. This can be achieved using bisulfi te spe-
cifi c alignment packages such as BSMAP (Xi and Li  2009 ), Bismark (Krueger and 
Andrews  2011 ), Methylcoder (Pedersen et al.  2011 ), or BiSS (Dinh et al.  2012 ). 
These packages deal with the problem of cytosine to thymine mismatches using one 
of two approaches. In the “biased” approach (employed by BSMAP and BiSS) 
reads are mapped to the reference allowing thymines in the read to map to C in the 
reference without penalty. In the “unbiased” or “3-letter genome” approach a script 
converts all the cytosines in the reads and the reference genome to thimines prior to 
alignment. After alignment a second script restores the cytosines that were origi-
nally there. The “unbiased” approach is totally blind to the methylation status and 
will map reads in methylated and unmethylated loci equally well. On the other 
hand, the reduced sequence complexity (a 3-letter genome instead of a 4-letter 
genome) reduces alignment effi ciency. The “biased” approach makes full use of the 
information available and will (all other parameters being equal) align more reads. 
The drawback of the “biased” approach is that they have more power to uniquely 
map reads to methylated loci as the cytosines remaining in the reads give more 
information (as they can only be mapped to a genomic cytosine) than those coming 
from an unmethylated loci where the cytosines have been converted to thymines 
(and can thus map to either a cytosine or a thiamine in the genome). For this reason 
the “biased” approach may overestimate the amount of methylation present. 

    Methylation Calling 

 After alignment the methylation level of each cytosine in the genome is determined. 
This functionality is included with bisulfi te alignment packages but can also be 
done via a custom script or a stand-alone package such as Bis-SNP (which can also 
call SNPs from BS-Seq data; Liu et al.  2012 ).  

    Estimation of Conversion Effi ciency 

 In order for BS-Seq data to be useful, it is imperative that the conversion effi ciency 
of the bisulfi te reaction is high enough, otherwise unmethylated regions will appear 
as methylated in this assay (Lister et al.  2008 ). The easiest way to estimated conver-
sion effi ciency is to calculate the methylation level for cytosines in the chloroplast 
(as the chloroplast is devoid of DNA methylation). Ideally the average methylation 
level of cytosines on the chloroplast should be less than 1 % (i.e., corresponding to 
a conversion rate of over 99 %; Li et al.  2013a ).  

    Downstream Analysis 

 In plants methylation of CG, CHG, and CHH occurs via distinct pathways and they 
have (at least partially) distinct distribution and functions. For example, CG meth-
ylation is abundant on the gene bodies of highly expressed genes while CHG and 
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CHH are largely restricted to transposons and other repetitive elements where they 
appear to have a repressive function (Meyer  2011 ). Because of this it is often benefi -
cial to split the methylation data by context and to analyze each separately. Analysis 
can be performed at different levels and in many cases it is useful to look at average 
methylation over a feature, be it the genome, all genes, all transposons or a particu-
lar subset of them. This type of analysis can help to reveal general properties of the 
biological sample under investigation. An advantage of this type of analysis is that 
the data are averaged over many loci, so having replicates is not so critical and like-
wise low coverage data can also be used (Hardcastle  2013 ).  

    Differential Methylation Analysis 

 An alternative approach is to determine regions of the genome where methylation 
differs between biological samples. Methylation normally occurs at clusters of cyto-
sines in discrete regions of the genome; however within these regions, the exact 
cytosines methylated will vary from cell to cell and also between biological sam-
ples. At the single cytosine level this methylation appears to be largely stochastic 
but it is correlated with the methylation levels of other cytosines around it (Becker 
et al.  2011 ; Schmitz et al.  2011 ). For this reason instead of looking for differences 
in methylation of individual cytosines, it is often more biologically informative to 
defi ne methylated regions that vary between samples (differentially methylated 
regions, or DMRs). This can be done in different ways. One can either sum or aver-
age them methylation level over bins or sliding windows of a defi ned size or defi ne 
bins based on genomic features (e.g., genes, Stroud et al.  2013 ). Other approaches 
for defi ning DMRs include defi ning domains based on a minimal number of meth-
ylated cytosines within a certain genomic distance or using hidden Markov or 
bimodal distribution models (Lister et al.  2008 ; Schmitz et al.  2011 ; Li et al.  2013b ). 

 As the distribution of methylation at a particular cytosine is not random, but cor-
related with the methylation level of adjacent cytosines, it possible to smooth 
BS-Seq data using a local methylation average (Hansen et al.  2012 ) This is particu-
larly useful when dealing with low coverage data. Other software packages that may 
be useful for post alignment analysis of methylation data include methylKit (Akalin 
et al.  2012 ) and Repitools (Statham et al.  2010 ).   

    ChIP-Seq Analysis 

    Web Services 

 As ChIP-Sequencing is quite a widely used technique many of the commonly used 
tools are implemented in the Galaxy web server environment making at least basic 
ChIP-seq analysis feasible without resorting to command line tools. Another user- 
friendly web based platform for ChIP-Seq analysis in plants is PRI-CAT (Muino 
et al.  2011 ).  
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    Post-Processing 

 After the mapping of reads to genome those mapping to multiple genomic loci should 
be discarded, using, for example, SAMtools (Li et al.  2009 ). The resulting SAM or 
BAM fi le should then be converted to a BED fi le that is required by most peak calling 
programs using, for example, BEDtools program (Quinlan and Hall  2010 ).  

    Peak Calling 

 The next step is to determine the regions of the genome enriched for the precipitated 
antigen using a peak calling program. Most peak callers require a sample fi le (reads 
from an immunoprecipitated library) and if available, a control fi le (reads from 
input or other control library). A wide variety of peak calling algorithms are avail-
able (Wilbanks and Facciotti  2010 ). MACS (Zhang et al.  2008 ) is widely used for 
calling transcription factor peaks and is available in the Galaxy environment. One 
complication in ChIP-Seq analysis is the presence of multiple identical reads. These 
can occur for two reasons, fi rstly they may be PCR duplicates, originating from the 
same fragment of genomic DNA (and should ideally be fi ltered out prior to peak 
calling) or they may simply refl ect high levels of enrichment of the antigen at that 
particular locus (and as such represent real signal). While removal of duplicates 
avoids the chances of artifacts due to the PCR amplifi cation, the signal to noise ratio 
will be reduced if too many reads originating from independent DNA molecules are 
removed (Muino et al.  2011 ). The best approach will depend to some extent on the 
properties of the individual ChIP-Seq library, but one compromise is to set a thresh-
old for number of duplicates allowed and only discard duplicates exceeding it. 

 Compared to transcription factors, some histone modifi cations such as 
H3K36me2 and H3K27me3 occur in long, diffuse domains that are poorly detected 
by some peak-calling algorithms. This appears to be because most peak callers were 
designed to detect sharp peaks typical of transcription factors. To address this sev-
eral peak callers have been specifi cally developed to detect enrichment of the broad 
domains typical of histone modifi cations. These include SICER (Zang et al.  2009 , 
also available in Galaxy) which uses a sliding window approach and RSEG (Song 
and Smith  2011 ) and BCP (Xing et al.  2012 ) which use hidden Markov modeling 
and Bayesian change point approaches. 

 The depth of sequencing required to identify all the peaks of interest in a ChIP- 
Seq experiment depends on a number of factors, including the size of genome, the 
effi ciency of the immunoprecipitation step (i.e., signal to noise ratio), and what the 
target antigen was. Although it is hard to determine exactly where the saturation 
point is, a reasonable estimate can be obtained by determining the total number of 
peaks called from the entire library. This is then repeating by calling peaks using 
progressively smaller fractions of the library. The number of peaks called vs library 
size can then be plotted. As library size increases the line representing the number 
of peaks call will never completely plateau, but it should fl atten out when a reason-
able depth of sequencing is obtained (Liu et al.  2010 ).  
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    Higher-Level Analysis 

 It is often useful to identify peaks with differential enrichment between biological 
samples. Some peak callers include this functionality, e.g. SICER (Zang et al. 
 2009 ); otherwise, it can be estimated by various packages such as ChIPDiff (Xu 
et al.  2008 ) and EdgeR (Robinson et al.  2010 ). Further analysis can involve deter-
mining which genes (or other genomic features) are associated with the peaks iden-
tifi ed using the ChIPpeakAnno package or similar (Zhu et al.  2010 ). The Repitools 
package (Statham et al.  2010 ) is also useful for identifying properties of interest in 
ChIP-seq data such as distribution of peaks relative to transcription start sites or 
other features of interest.   

    Nucleosome Positioning Analysis 

 MNase-seq data has properties substantially similar to ChIP-seq (with the exception 
that paired end data is usually gathered to improve the accuracy of nucleosome 
positioning). For this reason the same data processing steps can be performed as 
described in the sections “Web Services” and “Post-Processing.” Although standard 
peak-callers such as SICER can be used to infere the positions of the nucleosomes, 
a number of specialized MNase-Seq tools are available such as nucleR (Flores and 
Orozco  2011 ) and PING (Woo et al.  2013 ) which can estimate nucleosome occu-
pancy at different sites and how well positioned nucleosomes are. Another option is 
the Nseq program which provides users with a GUI interface (Nellore et al.  2012 ). 
As with ChIP-Seq, plotting the number of nucleosomes called vs number of reads 
library can be used to infer the depth of sequencing required.  

    Small RNA-Seq Analyses 

 Due to their small size it is critical that small RNA-Seq reads are trimmed to remove 
adapter sequences. Following this the reads should be fi ltered based on their length 
to retain only those of length corresponding to small RNAs (e.g., 18–34 nt). Both 
these steps can be done using the FASTX toolkit or similar. Small RNAs generally 
originate from repetitive regions and this, along with their small size, makes it dif-
fi cult to determine from where in the genome they originate. For this reason small 
RNAs are generally aligned to the genome using an aligner such as BWA or Bowtie 
without allowing for mismatches but allowing for reads mapping to multiple loca-
tions in the genome. Differences in enrichment of between biological samples can 
be estimated using packages such as edgeR (McCarthy et al.  2012 ) or baySeq 
(Hardcastle and Kelly  2013 ).   
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    Data Visualization 

 Most analysis tools allow processed data to be exported as WIG or BED format fi les 
which can be displayed together with annotations of interest (i.e., genes, expression 
data, etc.) in a genome browser. These fi les can be uploaded to a web based genome 
browser such as gbrowse implemented by TAIR for  Arabidopsis  (  www.arabidopsis.
org    ) or the EPIC-COGE browser, which supports a wide range of species (  http://
genomevolution.org/r/939v    ). Alternatively data can be visualized using software 
such as Integrated Genomics Viewer (IGV) (Robinson et al.  2011 ) or Integrated 
genome Browser (Nicol et al.  2009 ).     
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    Chapter 3   
 Whole Genome Sequencing to Identify Genes 
and QTL in Rice 

             Ryohei     Terauchi      ,     Akira     Abe     ,     Hiroki     Takagi     ,     Muluneh     Tamiru     ,     Rym     Fekih     , 
    Satoshi     Natsume    ,     Hiroki     Yaegashi    ,     Shunichi     Kosugi     ,     Hiroyuki     Kanzaki     , 
    Hideo     Matsumura     ,     Hiromasa     Saitoh     ,     Kentaro     Yoshida     ,     Liliana     Cano     , 
and     Sophien     Kamoun    

            Overview of Genetic Analysis for Identifying Genes 

 One of the major purposes of genetic analysis is to infer an alteration in the genetic 
material that is responsible for the phenotypic changes observed in an organism 
under study. This has been routinely addressed by genetic association studies. For 
example, let’s assume that we have a population of individuals segregating in two 
phenotypic variants, and that our interest is to identify the gene responsible for this 
phenotypic difference. For this purpose, we fi rst divide the population into two phe-
notypic groups and then look for the genetic variation that shows statistically 
s ignifi cant association with the groups. Since genes are arranged linearly on chro-
mosomes, two loci that are physically close to each other are more likely inherited 
together, whereas distantly located loci tend to be inherited independently due to 
recombination occurring between the two loci (Bateson et al.  1905 ; Morgan  1910 ; 
Lobo and Shaw  2008 ). Therefore, once an association is identifi ed between a genetic 
variation and the phenotype under investigation, we infer that physical location of 
the causative gene controlling the phenotype is close (linked) to the identifi ed 
genetic variation. A common practice is to fi rst identify as many genetic variations 
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segregating among the individuals of the study, and use these variations as “genetic 
markers” to test their association with the phenotype. Following identifi cation of 
genetic markers that show association with a phenotype, we explore their vicinity to 
identify the very genetic change that is responsible for the phenotypic variation. 

 Two major approaches have been largely employed in genetic association studies. 
The fi rst is applied to progeny derived from a cross between known parents; there-
fore, it is most widely used for gene isolation from crop species that are amenable to 
artifi cial crossing. Typically, crossing of two inbred parental lines results in F1, 
which is self-fertilized to generate F2 progeny. Using a large number of F2 progeny 
segregating for a particular phenotype, the association between the phenotype and 
genetic markers is examined. This approach addresses linkage (co- segregation) of 
phenotypes and markers from the parents to progeny, thus is usually called “linkage 
study.” The second genetic association approach does not involve crossing, and is 
applied to a population of individuals with unknown relationships to each other. This 
approach is commonly called “association study,” and whole genome association 
study (WGAS) has been widely used for gene identifi cation in humans and other 
organisms. In WGAS, the population is divided into “case” and “control” groups to 
reveal markers that are associated with the “case”/“control” dichotomy. Each 
approach has its advantages and disadvantages. Linkage analysis is usually carried 
out over two generations (parents–offspring). As a result, the number of recombina-
tion occurring between the two generations is limited. In contrast, association analy-
sis depends on individuals whose common ancestor traces back a large number of 
generations, ensuring that the number of recombinations among the individuals 
under study is large. The difference in the number of recombinations affects perfor-
mance of the analysis. Owing to a higher level of linkage disequilibrium (LD), link-
age analysis can be powerful in fi nding an approximate position of a causative gene 
using a small number of markers, but requires additional efforts in identifying the 
causative gene itself. On the other hand, low levels of LD make association analysis 
less suited for inferring the approximate position of causative genes, but it is more 
powerful in identifying the causative gene, provided that a large number of markers 
are available. Consequently, the combination of linkage analysis and association 
study has proved powerful as the two approaches complement each other.  

    Genetic Markers to Become Obsolete? 

 For linkage analysis and association study, the availability of a large number of 
genetic markers is a prerequisite for successful analysis. As a result, researchers in 
the fi eld of genetics have devoted considerable amount of time and resources over 
the years to develop such markers (Avise  1994 ). Development of DNA technology 
in the 1970s enabled the use of Restriction Fragment Length Polymorphisms 
(RFLP) markers. This was followed by the invention of Polymerase Chain Reaction 
(PCR) and discovery of ubiquitous distribution of di- tri-nucleotide simple sequence 
repeats (SSR) in eukaryotic genomes, which allowed the application of highly 
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variable markers called SSR or microsatellite markers. Development and advances 
in automated DNA sequencing technology enabled the identifi cation of unlimited 
numbers of single nucleotide polymorphisms (SNPs) in the genome that can be 
used as markers called SNP markers. Continuous efforts have been made to gener-
ate large number of genetic markers covering the entire genome, while at the same 
time trying to make their scoring easier and cheaper. Nevertheless, the available 
genetic markers still represent a small proportion of the entire genetic code of an 
organism, forcing researchers to make inferences about properties of a whole 
genome based on the markers that are basically a limited number of sample points 
selected from the genome. However, thanks to the recent development of WGS 
technology, this situation is beginning to change, and would hopefully free research-
ers from their dependence on classical genetic markers.  

    Rice Genetic Resources at IBRC 

 In order to fully exploit genomics approaches for effi cient crop improvement, the 
availability of suitable biological materials is essential. Genetic materials represent-
ing a wide genetic variation of the species under study should be carefully gener-
ated, maintained, and scored for their phenotypes. At the Iwate Biotechnology 
Research Center (IBRC), we have been generating and maintaining two sets of rice 
genetic resources to accelerate improvement of elite rice cultivars. The fi rst set of 
materials include ethylmethanesulfonate (EMS)-induced mutant lines (Rakshit 
et al.  2010 ). We treated immature embryo of fl owers of a Northern Japan elite rice 
( Oryza sativa  spp.  japonica ) cultivar “Hitomebore” with 0.75 % EMS. The matured 
seeds were planted to generate M1 individuals, which were self-fertilized to obtain 
M2 seeds. The M2 plants were further self-fertilized to obtain M3 and subsequent 
generations, and we are currently maintaining seeds of over 12,000 mutant lines at 
M3–M5 generations. These mutant lines show a wide range of phenotypic diversity, 
particularly of traits of agronomic importance. The second set of materials represent 
recombinant inbred lines (RILs) obtained by crossing of “Hitomebore” to 22 rice 
cultivars representing a wide genetic variation of  O. sativa . We currently have a 
total of 3,172 RILs at the F5 to F7 generations. These resources are being used for 
isolation of important genes and QTL, as well as to develop WGS-based methods 
for accelerating crop breeding.  

    MutMap 

 Using the EMS-mutant lines of “Hitomebore” rice cultivar, we set out to rapidly 
identify the causal mutation responsible for a given mutant phenotypic trait of agro-
nomic importance. For this purpose, we developed the MutMap method (Abe et al. 
 2012 ). In MutMap, a mutant of interest is crossed to the parental line used for 
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mutagenesis (Fig.  3.1 ). If the phenotype is caused by a single recessive mutation, 
the F2 progeny segregates 3:1 (wild type to mutant phenotypes). We extract DNA 
from >20 mutant F2 individuals, mix the DNA in equal proportion to make a DNA-
bulk, which is subsequently sequenced by Illumina DNA sequencer to a depth of at 
least 10× coverage of the genome. Since the rice genome size is about 380 Mb, we 
usually generate about 5 Gb short reads for each DNA-bulk. The resulting short 
reads of 76–100 bp in size are aligned to the reference sequence of the parental line 
“Hitomebore.”  

 To facilitate the identifi cation of the causative mutation, we introduced the concept 
of “SNP-index,” which is the ratio of short reads containing SNPs to the total reads 
covering a particular position of the genome. If all short reads covering a particular 
genomic position have an identical sequence to the reference, the SNP- index is 0. 

Parental line 
(Wild type)Mutant

×

Selection of 20 individuals showing the mutant phenotype

1. Crossing 2. Segregation in F2

3. Whole genome sequencing of bulked DNA

4. Alignment of short reads to the 
Reference; Calculate SNP-index

Reference
sequence

Short
reads

Position on the chromosome (Mb)

5. Plot SNP-index over chromosome positions; Find 
region with SNP-index = 1

SNP-index
= 4/9=0.44

Causative SNP

SNP irrelevant to 
the phenotype

SNP

depth

  Fig. 3.1    A simplifi ed scheme of MutMap.  1 . A mutant showing a phenotype of interest is crossed 
to the parental line used for mutagenesis to obtain F2. Here we take a dwarf mutant caused by 
recessive mutation as an example. The mutant chromosomes with the mutations incorporated by 
mutagenesis and wild type individual chromosomes are shown.  2 . Among the F2 progeny segre-
gating for wild type and mutant phenotypes, we focus on the mutant F2 progeny. Mutant F2 indi-
viduals inherit the causative mutation in homozygous state whereas mutations that are irrelevant to 
the phenotype are inherited in 1:1 ratio.  3 . DNA of >20 mutant F2 progeny are bulked and 
sequenced by Illumina sequencer.  4 . The resulting short reads are aligned to the reference sequence 
of wild type parental line, and SNP-index is calculated.  5 . SNP-index plots are generated to visual-
ize the relationship between SNP-index and chromosome position. Sliding window analysis is 
applied to see the average value of SNP-index in a given genome interval. A peak of SNP-index 
suggests the position of causative mutation responsible for the mutant phenotype       
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By contrast, if all the short reads have an SNP different from the reference sequence, 
the SNP-index is 1. Since the causative SNP responsible for the mutant phenotype 
should be inherited by all the F2 mutant progeny in homozygous state, short reads of 
bulked DNA corresponding to such an SNP should have SNP- index = 1, whereas 
SNPs not relevant to the phenotype should segregate 1:1 among the progeny, result-
ing in SNP-index = 0.5. The genomic region(s) tightly linked to the causative SNP are 
dragged with the causative mutation, thus the SNPs residing in such region should 
have SNP-index >0.5. Thus, if we graphically plot the relationships between SNP-
index and chromosomal positions, we would observe a peak of SNP-index that is 
clustered around the position of the causative SNP. After locating the SNPs with 
SNP-index = 1, we scrutinize the genes harboring the SNPs, and identify the most 
likely candidate. Since WGS allows us to follow the inheritance of all the SNPs incor-
porated by mutagenesis, MutMap analysis does not require any genetic markers. 
Linkage of SNPs will allow us to visually identify the SNP-index peaks on a graph. 

 Practically MutMap requires only a total of around 100 F2 progeny to score the 
phenotype and a single WGS for identifi cation of the causative mutation. Therefore, 
MutMap circumvents the time-consuming and laborious steps of conventional 
marker-based linkage analysis. Furthermore, MutMap is applied to F2 derived from 
the cross of a mutant of interest to the parental line used for mutagenesis. This pro-
cedure enables the identifi cation of mutations that cause subtle quantitative changes 
of phenotype relevant to agronomic traits. This feature makes MutMap a more effi -
cient method to isolate causative mutations with quantitative effects than SHORE- 
map (Shneeberger et al.  2009 ), another bulked DNA sequencing method, in which 
mutant lines are crossed to a distantly related line.  

    MutMap+ 

 As discussed above, MutMap application requires crossing to the wild type parental 
line. To address early death or sterile mutants that don’t allow crossing, we recently 
developed MutMap+ (Fekih et al.  2013 ) as an extension of MutMap. MutMap+ 
involves identifi cation of a causal mutation by comparing SNP-index plots of two 
DNA-bulks, mutant bulk and wild type bulk, obtained from a segregating M3 prog-
eny that is derived from a self-fertilized heterozygous M2 individual. MutMap+ 
analysis starts by the identifi cation of a phenotype of interest in a small number of 
segregating M2 individuals (about 10) obtained by selfi ng of each M1 line. Then, 
the wild type siblings of the identifi ed mutants are left to self-fertilize and grow to 
maturity to generate M3 seeds. If the mutation is caused by a single recessive gene, 
two-third of the wild type M2 individuals are expected to harbor the causal mutation 
in heterozygous state. The M3 progeny established from seeds of these heterozy-
gous individuals segregate 3:1 for wild type and mutant phenotypes. Accordingly, 
about 100 M3 individuals are grown separately for each M2 line, and for those that 
segregate for the phenotype of interest, we make two sets of DNA-bulks: one from 
~20 mutant M3 progeny and the other from ~20 wild type M3 progeny, both of 
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which are derived from a single heterozygous M2 plant. The two DNA-bulks are 
separately sequenced, aligned to the reference, and SNP-index graphs are plotted as 
in MutMap analysis and compared to each other. A genomic region showing differ-
ent patterns of SNP-index plots between the two bulks points to the location of the 
causal mutation differentiating the mutant from the wild type. 

 For each M2 individual, half of the mutations incorporated by mutagenesis are 
randomly fi xed to homozygote state. Therefore, selfi ng of an M2 individual results 
in a large chromosome regions exhibiting SNP-index = 1 in M3 generation, making 
it diffi cult to locate the position of causative mutation. However, genomic regions 
exhibiting SNP-index = 1 by random fi xation should be shared by all the M3 prog-
eny, whereas the region showing SNP-index = 1 caused by bulking of mutant prog-
eny is specifi c to the mutant DNA-bulk. We can thus identify location of the 
causative mutation by comparing SNP-index plots of the mutant and wild type bulks 
of M3 progeny. MutMap+ does not require crossing, so it is particularly useful for 
identifying mutations that cause early stage lethality and infertility thereby hamper-
ing crossing. This method is also applicable to crops that are not amenable to artifi -
cial crossing. MutMap+ is also potentially useful to isolate dominant mutations. If 
the mutation is dominant, the expected SNP-index value for mutant type M3 is 0.66 
whereas that for the wild type is 0.  

    MutMap-Gap 

 To apply MutMap and MutMap+ for the identifi cation of candidate genes, we need 
a reference sequence of the parental line. In most cases, the cultivars used for muta-
genesis are not the same as the ones for which an accurate reference genome is 
publicly available. In rice, a highly accurate genome sequence is available for a 
cultivar “Nipponbare” (International Rice Genome Sequencing Project  2005 ), but 
not for the cultivar “Hitomebore” used in our studies. Therefore, we generated a 
pseudo-reference sequence of the cultivar “Hitomebore,” by fi rst obtaining short 
sequence reads of a “Hitomebore” wild type plant and aligning them to the refer-
ence genome of “Nipponbare.” After identifying all the SNPs between “Hitomebore” 
and “Nipponbare,” the nucleotides of “Nipponbare” were replaced by those of 
“Hitomebore” at all the sites of SNPs to make the “Hitomebore” reference sequence. 
Consequently, this “Hitomebore” reference sequence is useful to identify mutations 
residing in the genomic regions that are conserved between “Hitomebore” and 
“Nipponbare.” However, if the mutation of interest resides in the genomic region 
present in “Hitomebore” but absent from “Nipponbare,” we cannot identify such 
mutations by using this pseudo-reference sequence. To solve this problem, we 
developed a method we named MutMap-Gap, which combines MutMap and local 
de novo assembly (Takagi et al.  2013a ). 

 For MutMap-Gap analysis, we fi rst apply MutMap to a “Hitomebore” mutant of 
interest, obtain an SNP-index plots, and identify a peak of SNP-index correspond-
ing to the possible genomic region of the causative mutation. If after scrutiny of 
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candidate SNPs around the SNP-index peak region we cannot identify any promising 
SNPs in the “Hitomebore” pseudo-reference, this should prompt us to suspect that 
the causative mutation may reside in “Hitomebore”-specifi c region linked to the 
region identifi ed by MutMap. To explore this possibility, we can apply local de novo 
assembly by using (1) short reads of wild type “Hitomebore” mapped to the genomic 
region corresponding to the SNP-index peak as well as (2) short reads of 
“Hitomebore” that could not be mapped (unmapped) to the “Nipponbare” refer-
ence. These unmapped reads are likely to be derived from “Hitomobore”-specifi c 
genomic region absent from “Nipponbare.” After contigs are generated by the local 
de novo assembly, short reads of bulked DNA of mutant plants are aligned against 
the newly prepared reference sequence comprising “Hitomebore” pseudo-reference 
plus the newly generated contigs. This MutMap-Gap analysis may locate a contig(s) 
not present in “Nipponbare” that harbors an SNP(s) with SNP-index = 1. By apply-
ing MutMap-Gap to “Hitomebore,” we successfully identifi ed an SNP in the resis-
tance (R-) gene  Pii  that confers resistance against rice blast fungus with  AVR-Pii . 
The complete Hitomebore  Pii  gene region was not represented in “Nipponbare” 
genome, and it was recovered only by using MutMap-Gap. MutMap-Gap is particu-
larly useful to identify mutations in highly variable genomic regions like  R -gene 
clusters that are known to be rapidly evolving.  

    QTL-Seq 

 The majority of agronomically important traits are controlled by multiple genes 
called quantitative trait loci (QTL) (Falconer and Mackay  1996 ) each with a rela-
tively minor effect. Identifi cation of QTL is an important task in plant breeding, and 
has been carried out mainly by linkage analysis. Following a cross of two distantly 
related varieties, F2 or RILs are generated, and their phenotype scored. Using genetic 
markers, association between trait values and marker genotypes are studied. Due to 
the necessity of large number of genetic markers, the two mapping parents are usu-
ally selected from genetically distantly related lines. However, such parents tend to 
have differences in multiple QTL, making isolation of individual QTL diffi cult. 

 QTL-seq (Takagi et al.  2013b ) is a WGS-based method of QTL identifi cation 
based on bulked-segregant analysis (Giovannoni et al.  1991 ; Michelmore et al. 
 1991 ; Mansur et al.  1993 ; Darvasi and Soller  1994 ). First, we cross two cultivars 
with different trait values and obtain the progeny of F2 generation or RILs (Fig.  3.2 ). 
Trait values are measured in the progeny. If the trait is controlled by multiple QTL, 
frequency distribution of trait values will be close to Normal (Gaussian) distribu-
tion. Here we focus on the individual lines that belong to the upper and lower tails 
of the distribution. We then bulk the DNA of the individuals belonging to the upper 
tail to make High bulk DNA. Similarly we bulk the DNA of the lower tail individu-
als to make Low bulk DNA. DNA extracted from High and Low bulks are sepa-
rately subjected to WGS, and the resulting short reads are aligned to the reference 
sequence of either of the parental lines (e.g., Cultivar A). The SNP-index as defi ned 
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in MutMap is calculated for all the SNPs identifi ed between the each DNA-bulk and 
the reference, and the relationships between SNP-index and chromosome position 
(SNP-plots) are depicted separately for the High and Low bulks. For most of the 
genomic regions, genomes of the two parents are inherited to the progeny in equal 
probability; therefore, SNP-index should be around 0.5. However, genomic regions 
harboring QTL responsible for the differentiation of trait values among the progeny 
should exhibit contrasting patterns of SNP-index plots between High and Low 
bulks, which is easily identifi ed by comparing SNP-index plots of the two bulks. We 
applied QTL-seq to F2 and RILs of rice, and successfully identifi ed positions of 
QTL for partial resistance to blast fungus and seedling vigor. QTL-seq rapidly 
allows identifi cation of QTL by two whole genome sequencing. Since all the SNPs 
in the genome are used as “genetic markers,” the method is also applicable to prog-
eny derived from crosses between closely related cultivars.   
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  Fig. 3.2    A simplifi ed scheme of QTL-seq.  1 . A cross is made between Cultivars A and B that 
show contrasting difference for the trait of interest. The chromosomes of the two cultivars are 
shown, and Cultivar A is used as reference.  2 . We score the phenotype of the progeny (F2 or RILs) 
derived from the cross between Cultivar A and B.  3 . If the trait is controlled by multiple QTL, the 
frequency distribution of trait value follows a Normal (Gaussian) distribution. We focus on the 
upper and lower tails of the distribution, and make two DNA-bulks, one from the upper tail (High 
bulk) and the other from the lower tail (Low bulk).  4 . High bulk and Low bulk DNAs are separately 
sequenced, and aligned to the reference sequence of either of the parent used for the cross (in this 
case Cultivar A).  5 . SNP-index is calculated and the relationships between SNP-index and chromo-
some position is depicted separately for High bulk and Low bulk.  6 . SNP-index graphs are com-
pared between High and Low bulks. Genome positions with contrasting patterns of SNP-index 
plots between High and Low bulks indicate the localization of QTL differentiating the two bulks       
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    SNP-Index 

 In all the WGS-based methods described above, we used SNP-index for locating the 
candidate gene or genomic region. From the viewpoint of population genetics, SNP- 
index can be interpreted as a measure of nucleotide diversity of the population under 
study for a given genomic position. In the case of MutMap, the expected value of SNP-
index in F2 population is 0.5, except for the genomic region harboring the causative 
mutation where SNP-index = 1. In bi-allelic situation, allele frequency of 0.5 corre-
sponds to the highest genetic diversity, which is always reduced by deviating to 1 or 0. 
The SNP-index peak (SNP-index = 1) in MutMap can be viewed as a signature of selec-
tive sweep with reduced genetic diversity caused by selection of mutant type individuals 
in F2 population. Similarly, deviation of SNP-index values from 0.5 in QTL-seq is 
caused by selective sweep derived from phenotypic selection on the trait values (High 
and Low bulks). Therefore, we can reinterpret MutMap and QTL-seq as special applica-
tions of general methodology whereby SNP-index is used to identify genomic regions 
that underwent artifi cial selective sweeps. Note that MutMap and QTL are categorically 
“linkage studies” since we use progeny populations of F2 or RILs derived from known 
crosses. We expect that application of SNP-index-based method to “association study” 
will provide fruitful results not only in human but also in crop species in future.  

    Summary 

 Here we introduce a suite of WGS-based methods of gene/QTL identifi cation in 
plants. We demonstrated that these methods can be applied to crop plants by apply-
ing them to rice with a focus on the improvement of an elite cultivar of Northern 
Japan. We expect that the MutMap and QTL-seq methods to have wide applicability 
in plant breeding along with related methods of mapping-by-sequencing that have 
been primarily developed in  Arabidopsis  (James et al.  2013 ). 

 The analysis pipelines are publicly available in the URL links below: 
   http://genome-e.ibrc.or.jp/home/bioinformatics-team/mutmap         
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    Chapter 4   
 Variant Calling Using NGS Data in European 
Aspen ( Populus tremula ) 

             Jing     Wang     ,     Douglas     Scofi eld     ,     Nathaniel     R.     Street     , and     Pär     K.     Ingvarsson     

            Introduction 

 The advent of next-generation DNA sequencing (NGS) technologies has revolu-
tionized almost all biological disciplines by signifi cantly increasing the speed and 
throughput capacities of data generation while simultaneously decreasing overall 
sequencing costs per gigabase (Metzker  2010 ). With its ability to tackle a set of 
challenges unconquered by traditional Sanger sequencing, NGS technology can 
remarkably advance both sequence-based genomic research and its downstream 
transcriptomic, epigenomic, or metagenomic studies, based on a broad range of 
sequencing methods, such as whole-genome, whole-exome, whole-transcriptome 
(RNA-seq), and chromatin immunoprecipitation (ChIP-seq) sequencing protocols; 
(Mardis  2008 ; Gilad et al.  2009 ; Frese et al.  2013 ). Most of these NGS-based stud-
ies almost inevitably depend on the accurate variants detection and genotype calling 
of variants from sequence data (Nielsen et al.  2011 ). Among the various types of 
variants detected through the whole-genome (re-)sequencing, single nucleotide 
polymorphisms (SNPs) and short insertions and deletions (indels) are the most 
abundant. However, currently, reliably calling SNPs and short indels and to infer 
genotype remain challenging despite that many recent computational algorithms 
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and statistical inference have been developed to both quantify and account for the 
large uncertainty associated with variant detection in NGS studies (Li et al.  2008 , 
 2009b ; McKenna et al.  2010 ). 

 In order to translate the raw sequencing data into fi nal high-quality variant and 
genotype calls, a number of sophisticated computational analysis steps have to be 
carefully considered and performed. Meanwhile, in the past few years a fl ood of tools 
have been developed to handle the incredible amount of heterogeneous data produced 
during each step of the NGS data analysis workfl ow (Lee et al.  2012 ; Pabinger et al. 
 2013 ). All these computational processing, analyzing and interpreting of NGS data, 
and the appropriate choice of tools for each of the analysis steps present many obsta-
cles and challenges for bench scientists. Here we fi rstly highlight some of the issues 
that may create ambiguities in variant and genotype calling, e.g. erroneous base call-
ing, misalignment of sequence reads, skewed depths of read coverage. We also review 
and exemplify some recent methods and tools that are capable of improving the sen-
sitivity and specifi city of variant discovery from NGS data, including pre-processing 
of raw sequence reads, mapping reads to the reference genome, post-processing of the 
alignment results, variant discovery and genotype likelihood estimation, and fi nally 
the fi ltering out of false variants that represent artifacts of systematic sequencing 
errors or the result from inaccurate read alignments. We also provide guidelines for 
their application by using a data set of whole- genome re-sequencing data of 24 
European aspen ( Populus tremula ) individuals each sequenced to a depth of about 20× 
coverage (Fig.  4.1 ) on an Illumina HiSeq 2000 sequencing platform.   

  Fig. 4.1    Workfl ows for variant calling and genotype inference used in the whole-genome re- 
sequencing project of  P. tremula        
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    Raw Reads Pre-processing (Step I) 

 Compared to the Sanger sequencing technology, NGS data typically have a higher 
error rate which is caused by characteristics inherent of the NGS technologies, such as 
DNA damage, errors introduced during the process of amplifi cation and sequencing 
(Liu et al.  2012 ). Such high sequencing error rates will signifi cantly infl uence down-
stream read mapping, SNP and genotype calling since these algorithms all rely heav-
ily on the sequencing error score (Bentley et al. 2008). Therefore, checking the quality 
of the raw sequence data is always the fi rst step in any NGS analysis pipeline (Altmann 
et al.  2012 ; Minevich et al.  2012 ). It provides a quick overview on the base quality 
distributions and information on sequence properties such as possible base-calling 
errors, adapter contamination, or other sequence artifacts. Several tools have been 
available to produce general quality assessment reports, such as FastQC (  http://www.
bioinformatics.bbsrc.ac.uk/projects/fastqc    ), SolexaQA (Cox et al.  2010 ), and NGSQC 
Toolkit (Dai et al.  2010 ). Following quality assessment, the two most common proce-
dures are adapter removal and quality trimming. Adapter contamination, the situation 
where adapter fragments are not completely removed from reads, will interfere with 
the downstream data analysis, and can lead to such problem as incorrect alignments of 
reads or even to erroneous variant calling. Hence, reads containing adapters must fi rst 
be identifi ed and then either trimmed or discarded prior to any following quality eval-
uation. Tools, such as Cutadapt (Martin  2011 ), AdapterRemoval (Lindgreen  2012 ), 
Btrim (Kong  2011 ), FASTX-Toolkit (  http://hannonlab.cshl.edu/fastx_toolkit    ), and 
Trimmomatic (Lohse et al.  2012 ), can all effi ciently fi nd and remove adapter sequences 
from NGS reads, although they have different features in identifying adapters in the 5′ 
or 3′ end of reads, searching for multiple different adapters simultaneously or process-
ing single-end or paired- end sequencing data. Furthermore, it is well known that the 
quality of sequencing reads drops towards the end of reads, and therefore, it is always 
advisable to use Quality-based trimmers to trim off low-quality ends from reads that 
are likely to contain sequencing errors, in order to improve validity and accuracy in 
downstream analysis. Many quality control tools have been developed to perform 
fl exible trimming and fi ltering tasks, almost all the aforementioned tools for trimming 
adapters can also be used to trim low-quality nucleotides from both ends of the reads 
where quality scores do not exceed a given threshold. 

 In our whole-genome re-sequencing project, we initially used Cutadapt to trim 
adapter sequences from reads generated on an Illumina HiSeq 2000 sequencing plat-
form. On average, in 2.12 % of the processed reads an adapter occurred and these 
were subsequently trimmed. In additional, 0.14 % of the processed reads were com-
pletely discarded since their lengths were reduced below 36 bases after trimming 
(Fig.  4.2a ). We then used Trimmomatic to cut bases off the start and end of each read 
when the quality dropped below 20, the program also scanned reads using a four-base 
pair wide sliding window and trimmed reads when the average quality per base 
dropped below 20. Finally it removed reads that were shorter than 36 base pairs after 
trimming. After the pre-processing of raw reads (step-I in Fig.  4.1 ), on average 83.3 % 
of paired reads survived the processing, and 4.6 % and 2.2 % of the reads only with 
either the forward or reverse read survived the processing, respectively (Fig.  4.2a ).   
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    The Short-Read Alignment (Step II) 

 Following the pre-processing of raw reads, the second step in the accurate detection 
and inference of variants and genotypes is usually the mapping of sequence reads to 
a reference genome of either the sequenced or a closely related species (Flicek and 
Birney  2009 ). The accuracy of the alignment determines the ultimate outcome of 
variant calling, since wrongly aligned reads may produce artifi cial deviations from 
the reference, which will introduce errors in the downstream detection and analysis 
of genetic variants (Li et al.  2008 ). However, this task poses serious challenges due 
to huge amounts of sequence data, and it is usually both computationally intensive 
and time consuming (Bao et al.  2011 ). One challenge is that because reference 

  Fig. 4.2    Simple statistics of survived and trimmed reads after raw reads pre-processing ( a ) and 
mapping statistics that were reported by SAMtools fl agstat for both paired-end ( b ) and single-end 
reads ( c ) in the whole-genome re-sequencing project of  P. tremula        
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genomes are often very large, mapping millions or even billions of short reads 
against the genome within optimally memory and processing time usage is usually 
thought to be a computational bottleneck during the analysis of NGS data (Li and 
Homer  2010 ). Another commonly encountered obstacle is caused by repetitive 
DNA sequences, which are common throughout the genomes of a large number of 
species (Treangen and Salzberg  2011 ). Such repetitive sequences create ambiguities 
in alignment since some reads may map equally well to multiple locations in the 
genome. Furthermore, true variations between the sample and reference genomes 
and sequencing errors exacerbate this challenge, since they may even result in even 
more mismatches between the read and its true source compared to other copies of 
the repeat (Yu et al.  2012 ). In recent years, large numbers of algorithms and soft-
ware tools have been developed to overcome these challenges, in order to accurately 
and effi ciently map short reads to reference genomes. These tools include MAQ (Li 
et al.  2008 ), BWA (Li and Durbin  2009 ), SOAP2 (Li et al.  2009c ), Bowtie (Langmead 
et al.  2009 ), NovoAlign (  http://www.novocraft.com    ), and Stampy (Lunter and 
Goodson  2011 ). Here, we will emphasize some important features that need to be 
considered before initiating alignment and then briefl y illustrate how to choose 
alignment tools aimed at specifi c features. 

    Alignment Algorithms 

 Most alignment algorithms use an indexing method to minimize processing time 
and they can be mainly grouped into two categories: Hash table-based (MAQ, 
NovoAlign) and Burrows Wheeler transform (BWT)-based method (BWA, Bowtie, 
SOAP2) (Li and Homer  2010 ). The advantages and limitations of different algorith-
mic approaches mainly refl ect their effi ciencies in tradeoff among mapping speed, 
memory usage, and mapping sensitivity and accuracy. It has been shown by recent 
studies that the BWT algorithm, which creates a complete reference genome index 
and then use parallelization strategies for alignment, can substantially reduced exe-
cution time and computer memory usage although at the cost of a slight loss of 
mapping sensitivity and accuracy compared to hash-based algorithms (Flicek and 
Birney  2009 ). Actually, the choice of an appropriate alignment method is strongly 
infl uenced by various factors, such as the specifi c research aims, the characteristics 
of the genome sequenced, the sequencing technology used, and the amount and 
length of the reads to be mapped.  

    Mismatches Between Sample and Reference Genome 

 Besides choosing an appropriate alignment algorithm, the parameter setting for 
each alignment tool is also essential for the accuracy of the alignment. The gap and 
mismatch penalty are important parameters one should carefully consider when 
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choosing an alignment tool (Bao et al.  2011 ). Allowing too few mismatches will 
obstruct downstream analysis in fi nding variants between sequenced and reference 
genomes. Conversely, allowing too much mismatches may promote more reads 
mapping to the reference genome but at the cost of increased number of false posi-
tive variants in the downstream analysis. Overall, the optimal choice of the gap 
opening and gap extension parameters and the tolerable number of mismatches 
highly depend on the species sequenced. Different alignment tools have different 
default options in setting these parameters, for example BWA can only align reads 
with at most a certain number of mismatches or gaps which depend on the length of 
the reads (Li and Durbin  2009 ), NovoAlign can allow up to eight mismatches per 
read for single end mapping (  http://www.novocraft.com    ) whereas RMAP has no 
limitations on the number of mismatches (Smith et al.  2009 ).  

    Multiple Mapping 

 One of the most commonly encountered problems with the accuracy of the align-
ment are the large amounts of repetitive DNA sequences found in most species, 
which cause big problems for handling reads that map ambiguously to multiple 
locations in the reference genome and which therefore could lead to false inference 
of variants (Treangen and Salzberg  2011 ). Different alignment program treat repeats 
in different ways, one approach is to just ignore and discard all reads that can be 
mapped to multiple locations in the genome and to only report those reads that are 
uniquely mapped. Although suppressing reads with multiple alignments could 
greatly diminish the false alignments created by repetitive sequences, it might result 
in a substantial portion of biologically important variants being missed in the fol-
lowing analysis. Another commonly used strategy is the best match approach, in 
which only the alignment containing the fewest mismatches to the reference for a 
read is reported (e.g., BWA, Bowtie). While, if in cases where multiple equally best 
alignments exits, an aligner can either randomly choose one of them or discard all 
of them. Additionally, some alignment program will report all alignments for reads 
mapped to multiple positions (e.g., SOAP2). Furthermore, most state-of-the-art 
alignment tools (e.g., MAQ, BWA, Novoalign, Stampy) generate mapping quality 
scores for each alignment. This score is generally estimated by incorporating vari-
ous factors, such as base qualities, the number of base mismatches, the existence 
and size of gap in the alignment, and it is often treated as an indicator of the likeli-
hood that the alignment is accurate. The higher the mapping quality, the better the 
alignment is. A mapping quality of zero will be assigned to reads that can be aligned 
equally well to at least two positions. The accurate assessment of mapping quality 
for each read is very important since variant calling and other downstream analysis 
all depend on these scores (Ruffalo et al.  2011 ,  2012 ). 

 After aligning reads to a reference genome, most common alignment program 
store the alignment information in the Sequence Alignment/Map (SAM) format 
and/or its binary version, the Binary Alignment/Map (BAM) format (Li et al.  2009a ). 
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These formats support almost all sequence types, store information about the position, 
orientation, and mapping quality of each aligned read and any paired read, and are 
effi cient for access in the alignments in any specifi c regions. Moreover, many tools, 
e.g. SAMtools (Li et al.  2009a ), Picard (  http://picard.sourceforge.net    ), were devel-
oped to manipulate SAM/BAM alignment fi les, including sorting, merging, indexing, 
retrieving, and generating alignments in any genomic region swiftly. In addition, 
these tools can also compile statistics about the fraction of accurately mapped, 
poorly mapped, and unmapped reads for both single-end and paired-end reads. The 
visual inspection of alignments within a target genomic region can be performed 
using either a web-based genome browser or a stand-alone genome browser such as 
the Integrative Genomics Viewer (IGV) (Robinson et al.  2011 ). 

 In our whole genome re-sequencing project, we used the BWA aligner to align 
all paired-end and single-end reads to the reference genome and used SAMtools 
fl agstat to generate a mapping statistics. On average, 60.9 % of all read pair were 
mapped the reference genome properly, whereas 7.1 % of total reads that have one 
read in a pair mapping on a different chromosome or with an unreasonable insert 
size. In 5.2 % of reads, one read in a pair was mapped but with the other read 
unmapped. Finally, 26.8 % of all reads could not be mapped to the reference at all 
(Fig.  4.2b ). For single-end reads, 68.8 % of all reads mapped to the reference while 
the remaining were unmapped (Fig.  4.2c ).   

    Post-processing Alignment (Step III) 

 Prior to the actual variant calling, multiple alignment post-processing steps, e.g. 
local realignment around indels, the marking of duplicated reads, and quality score 
recalibration need to be performed to minimize the number of artifacts in down-
stream variant calling. 

    Local Realignment Around Indels 

 In regions with insertions and deletions (indels), sequence reads are often mapped 
with mismatching bases effectively looking like evidence for variants. Sometimes 
the inconsistent placement of reads result in false positive or false negative variant 
calls, which further infl uence the accuracy of the downstream data analyses. Thus, 
local realignment can be performed to solve such alignment problems by fi rst 
inspecting reads that overlap a given indel and then realigning individual reads to 
get a fi nal consensus alignment. The local realignment tool in GATK (The Genome 
Analysis Toolkit) is one of the most common tools used to realign reads and yield 
more concise read mapping data in regions containing indels (McKenna et al.  2010 ; 
DePristo et al.  2011 ). It includes two steps, fi rst the RealignerTargetCreator fi nds 
suspicious-looking intervals which are likely in need of realignment, and then the 
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IndelRealigner is used to run the realigner over those intervals. Except for the GATK 
tool, other tools such as Dindel (Albers et al.  2011 ) and SRMA (Short-Read Micro 
re-Aligner) (Homer and Nelson  2010 ) can also realign reads around small indels.  

    Mark Duplicates 

 Another commonly encountered issue is sequence duplication that is over- 
representation of certain sequences, which is an artifact of the PCR amplifi ca-
tion step introduced during library construction. PCR duplicates often create a 
skewed coverage distribution that may subsequently bias the number of variants 
and substantially infl uence the accuracy of the variant discovery. If multiple 
reads or read pairs have identical external coordinates and the same insert 
length, several tools (e.g., MarkDuplicates in Picard and Rmdup in SAMtools) 
allow the user to either mark these duplicates or completely remove them, 
thereby only keeping the best quality reads out of all the identical reads. 
Compared to Rmdup in SAMtools that consider reads to be duplicates as long 
as their mapping locations are the same and does not work for unpaired reads 
(e.g., orphan reads or ends mapped to different chromosomes), MarkDuplicates 
in Picard seems to be a better choice for handling these cases since it not only 
takes into account mapping locations but also the sequence identity of reads 
aligned at those positions when marking or removing duplicates, and addition-
ally it works properly for unpaired reads. Anyhow, removing duplicates not only 
can mitigate the effects of PCR amplifi cation but also can reduce the potential 
source of noise and computational costs in downstream steps.  

    Base Quality Score Recalibration 

 When a sequencer calls a base, a quality score is always calculated by base-calling 
algorithms. However, many studies found that the raw Phred-scaled quality scores 
were often inaccurate and might deviate from the true base-calling error rates 
(Brockman et al.  2008 ). Thus, recalibrating base quality scores to make them more 
accurately refl ect the true error rate is essential, as the variant and genotype calling 
in the downstream analyses all highly depend on the per-base quality scores 
(DePristo et al.  2011 ). One typical base recalibration procedure has been imple-
mented in GATK, which fi rst group bases into different categories with respect to 
several features, such as the reported quality score, the position of the base within 
the read, the dinucleotide context. Then, for each such category, the mismatch rate 
is computed and used to recalibrate the quality scores. However, it is often hard to 
run base quality score recalibration if there is not a comprehensive database of 
known SNPs, since the quality of the polymorphic sites will be inferred to be much 
lower than it actually is due to their mismatches to the reference sequence. 
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 In our whole genome re-sequencing project, we also carried out several processing 
steps to enhance the quality of the alignments before variant calling. First, initial 
alignments were refi ned by local realignment using GATK (Fig.  4.3 ), and then, we 
removed potential PCR duplicates using the Picard tool. From our data, it has been 
shown that there were relatively large amounts of reads which were marked as dupli-
cates for both paired-end and single-end reads (Fig.  4.4 ). However, we did not recali-
brate the base quality since we do not have a good SNP database for  P. tremula  yet.     

    Variant and Genotype Calling (Step IV) 

 One crucial, and nearly inevitable, application of NGS is variant detection and gen-
otype calling at polymorphic sites. After aligning sequencing reads against a refer-
ence genome, variant calling can be performed by searching for positions where 
nucleotides from accession reads differ from the reference genome (DePristo et al. 
 2011 ; Nielsen et al.  2011 ). The relatively high error rates and short read length of 
NGS technologies present challenges for the accurate discovery of genetic variants 
and several empirical and statistical methods have therefore been developed to call 
variants (Li et al.  2008 ,  2009b ; McKenna et al.  2010 ). Early variant calling 
approaches typically applied a serious of fi ltering steps according to thresholds on 
total read depth, per-base quality score, read alignment quality, strand-specifi c 
depth, and variant frequency (Wang et al.  2008 ). Genotype inference for each indi-
vidual would then proceed by counting the number of supporting reads for each 

  Fig. 4.3    Integrative genomics viewer (IGV) visualization of alignments in scaffold 1: 38,087–
38,131 from the sample SwAsp006 before ( up ) and after ( down ) sequence realignment in the 
whole-genome re-sequencing project of  P. tremula        
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allele and using fi xed cutoffs at the detected polymorphic sites. However, a main 
disadvantage of this type of genotype calling is that it would miss a lot of heterozy-
gous genotypes in medium to low coverage regions. More recent variant calling 
methods use statistical models within a probabilistic framework and provide a natu-
ral way for measuring the uncertainty when calling variants and genotypes (Li et al. 
 2008 ,  2009b ; McKenna et al.  2010 ; DePristo et al.  2011 ). In addition, the probabi-
listic methods can also incorporate information regarding allele frequencies across 
multiple individuals and patterns of linkage disequilibrium (LD) to improve the 
fi nal genotype calling accuracy (Marchini and Howie  2010 ). In this section, we fi rst 
focus on the methods used for generating genotype calls and calculating genotype 
likelihoods for all possible genotypes. We then provide an overview of some of the 
available software tools for variant discovery and genotyping. 

    Methods for Genotype Calling 

 Currently, the most common method for calling variants is estimating the probabil-
ity of variant alleles through a Bayesian approach that integrates prior estimations 
of overall sequencing error rate and calculates the posterior probability of all the 
possible genotypes. With the genotype likelihood ( P ( Data|G )) which is computed 
from information such as the called nucleotides at each base, per-base quality values 
and mapping quality scores for each read, and prior probability for each genotype 
 P(G) , the posterior probability of genotype  G  can be calculated via Bayes’ formula. 

  Fig. 4.4    The percentage of mapped sequence that is marked as duplicate for both paired-end reads 
and single-end reads in the whole-genome re-sequencing project of  P. tremula        
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The genotype with the highest posterior probability is often chosen as the most 
likely genotype call and this posterior probability can also be used as a measure of 
calling uncertainty. 

 Depending on how the prior probabilities for genotype are assigned, genotype 
calling methods can be classifi ed into three categories: single-sample genotyping, 
multi-sample genotyping without integrating an LD-based analysis, and multi- 
sample genotyping using LD-based analysis (Nielsen et al.  2011 ; Li et al.  2012 ). For 
single-sample genotype calling method, the prior-genotype probability is either 
assigned equally for all genotypes or assigned differently based on external infor-
mation such as different assignment strategies for homozygous and heterozygous 
genotypes, or depending on whether the variant has previously been reported in 
databases. Although the single-sample method performs well with high coverage 
NGS data, it produces large amounts of false positive variants with low coverage 
data (Li et al.  2009b ). A number of multi-sample methods have therefore been 
developed to mitigate these issues by estimating allele frequencies from larger data 
sets, which can be further used to form more informative prior probabilities for 
inferring the true genotypes by integrating the Hardy–Weinberg equilibrium 
assumption from population genetic theory (Bansal et al.  2010 ; Martin et al.  2010 ). 
The genotype calling for the fi rst two methods discussed so far are all performed at 
each site separately. However, integrating information of the pattern of LD at nearby 
sites can further substantially improve genotype calling accuracy when multiple 
samples have been sequenced (Scheet and Stephens  2006 ; Browning and Yu  2009 ). 
In practice, the choice of strategies to generate accurate genotype calls ultimately 
depends on the design of sequencing-based studies, especially on sequencing depth 
and the subsequent application of the data.  

    Software Tools for Variant Discovery and Genotyping 

 The upsurge of NGS methods has generated large amounts of data during the past 
few years and it is not surprising that a fl ood of methods and tools have been devel-
oped to contribute to accurate variant and genotype calling for NGS studies. Several 
widely used variant discovery tools, e.g. SAMtools (Li et al.  2009a ), GATK 
(DePristo et al.  2011 ), and SOAP (Li et al.  2009c ), all use a Bayesian statistical 
model that incorporates more realistic information on things such as read mapping 
quality, raw sequencing base quality, read depth, and the empirical correlation 
between adjacent qualities to simultaneously estimate the allele frequency and infer 
the genotype with highest probability at each site on both single sample and multi- 
sample data. In addition to Bayesian approaches, some tools such as SNVer use a 
more general frequentist framework for calling variants (Wei et al.  2011 ). SNVer 
does not require a prior probability as Bayesian methods since it formulates variant 
calling as a hypothesis-testing problem, and it can also call common and rare vari-
ants in both individual and pooled NGS data. Here, we give a brief overview of a 
number of commonly used tools for variant calling. 
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    SAMtools mpileup and BCFtools 

 SAMtools is a versatile collection of tools for manipulating alignments in the SAM 
and BAM format. Variant and genotype calling by SAMtools are separated into two 
steps, SAMtools mpileup fi rst computes the likelihood of all possible genotypes and 
stores these likelihood information in the BCF (Binary call format), which is the 
binary representation of the variant call format (VCF) (Danecek et al.  2011 ). Then, 
BCFtools from the SAMtools packages applies the prior and does the actual variant 
calling based on the genotype likelihoods calculated in the previous step. The 
advantage of the separation of genotype likelihood computation and subsequent 
variant calling in SAMtools enhances the fl exibility for subsequent statistical analy-
ses. Another important option in the SAMtools software package is the implementa-
tion of Base Alignment Quality (BAQ), which is a Phred-like score representing the 
probability that a read base is misaligned (Li  2011 ). The BAQ computation provides 
an effi cient and effective way to reduce false SNP calls caused by misalignments 
around indels and dramatically improve the accuracy of SNP discovery. However, 
although the BAQ computation for each base is turned on by default in SAMtools 
mpileup, there have been recent suggestions that BAQ may be too strict and there-
fore leads to a lot of true SNPs being missed. It is feasible for users to disable proba-
bilistic realignment for the computation of BAQ with the –B parameter, or perform 
an extended BAQ calculation with the –E option, which improves the sensitivity of 
variant discovery with relatively little extra cost of specifi city.  

    GATK Unifi edGenotyper 

 The variant discovery pipeline of GATK may be the best state-of-the-art framework 
for variation discovery and genotyping using NGS data. The toolkit offers a wide 
variety of statistical models with a primary focus on discovering high-quality vari-
ant and genotype calls using multiple sequencing machines for many experimental 
designs. The GATK Unifi edGenotyper uses a similar Bayesian genotype likelihood 
model as SAMtools to simultaneously estimate the most likely genotypes and allele 
frequencies at each locus on both single and multi-sample data. In addition, the 
GATK provides an implementation of the BAQ algorithm from SAMtools, although 
BAQ is turned off by default in GATK. Another advantage of GATK is that it auto-
matically applies several read fi lters before processing by Unifi edGenotyper or 
other pre- and post-processing steps, e.g. fi ltering out reads that fail the quality 
check, duplicate reads, mapping quality zero reads, reads whose mate maps to a 
different contig or unmapped reads.  

    SNVer 

 Differing from Bayesian methods, SNVer formulates variant discovery as a hypoth-
esis testing problem, which reports one single overall  p -value for evaluating the 
signifi cance of a candidate locus being a variant in both pooled and individual NGS 
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data. Recently, a graphical user interface version of SNVer tool—SNVerGUI has 
been published (Wang et al.  2012 ). With SNVerGUI, the users can perform the 
entire variant calling pipeline by simply adjusting several parameters via a user- 
friendly graphical interface. Moreover, SNVerGUI supports all standard inputs and 
outputs and displays the results as tables, supporting various interactive post-call 
processing for further analysis.  

    GATK HaplotypeCaller 

 At present, the standard variant discovery and genotyping approach from NGS data 
is to map raw sequence reads to a reference genome and then identify positions 
where there exist simple variant sequences. This approach is well established and 
has been proven powerful for both single and multi-sample data. Nonetheless, the 
mapping-based approach does not consider the correlation between sequence reads 
when performing alignment and typically focuses only on a single variant type, 
which may result in inconsistent variant calling when different types of variants 
cluster. Several of these fl aws can potentially be avoided through de novo assembly 
since it is agnostic with regard to variant type and divergence of sample sequence 
from the reference genome (Carnevali et al.  2012 ; Iqbal et al.  2012 ; Li  2012 ). Thus, 
assembly based variant calling is often treated as a complement to mapping based 
calling. The HaplotypeCaller from GATK call SNPs, indels and short structural 
variation (SV) simultaneously by performing a local de novo assembly of haplo-
types via de Bruijn graphs in an active region if it has the potential to be variable, 
which is evaluated using an affi ne gap penalty Pair HMM model. If a variant call is 
determined and emitted, then a genotype for each sample will be assigned to it. The 
GATK HaplotypeCaller is still under active and continuous development and it cur-
rently only supports diploid calling. 

 In our whole-genome re-sequencing project, variant and genotype calling was 
performed with the two most widely used tools, SAMtools (version 0.1.18) and 
GATK (version 2.5-2). When calling variants using SAMtools mpileup, we tried 
three different options with regard to whether applying the BAQ algorithm: default 
option implements BAQ directly to evaluate the probability of misalignment of each 
base; option B disables the computation of BAQ; option E extends the BAQ compu-
tation. Additionally, we also used Unifi edGenotyper and HaplotypeCaller imple-
mented in the GATK to call SNPs and short indels with near-default parameters 
except for the heterozygosity value which were used to compute prior likelihoods 
for both SNP and indel calling (The expected heterozygosity value was set to 0.015 
for SNP calling and 0.0025 for indel calling). 

 A visual inspection of the variant calling using IGV showed that large amounts 
of SNPs that were called by all other methods, except for SAMtools with the default 
BAQ option, looked convincing in IGV (Fig.  4.5 ). Therefore, we did not use the 
default BAQ option in SAMtools in the following analysis. For the remaining four 
variant calling methods included in our study, we compared concordance and dis-
crepancy of SNP calling between them when applied to the fi rst 100 scaffolds for 
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sample SwAsp006 (Fig.  4.6 ), and it showed a moderate discrepancy between the 
overall variant sets that might result from methodological variation between these 
different methods. Nonetheless, there still exist a set of robust SNPs that were called 
by all methods (representing nearly 70 % of all possible SNPs called) and these 
intersecting sites could therefore be regarded as true SNP data for the following 
fi ltering step. Although HaplotypeCaller is believed to be the best possible caller in 
GATK (  http://www.broadinstitute.org/gatk/guide/topic?name=best-practices    ), we 
found a number of apparent errors with HaplotypeCaller with regard to how it chose 
candidate haplotypes and how it made heterozygous calls when performing variant 
calling in the version used (GATK version 2.5-2); again, this may be because we are 
working with a species with high heterozygosity. As a result, we chose 
Unifi edGenotyper to do SNP calling in our project, and the output of these raw SNP 
calls was later used in the fi ltering step.      

    Variant Filtration (Step V) 

 Most variant calling tools store DNA polymorphism data such as SNPs, indels, and 
structural variants in a standard VCF fi le (Danecek et al.  2011 ). The VCF fi le con-
tains all variant information provided by the variant caller and usually includes eight 
fi xed fi elds for each identifi ed variant candidate: the chromosome (CHROM), a one- 
based position of the start of the variant (POS), unique identifi ers of the variant (ID), 
the reference allele (REF), a comma separated list of alternate non-reference alleles 

  Fig. 4.5    Integrative genomics viewer (IGV) visualization of variants called by SAMtools default, 
SAMtools option B, SAMtools option E, GATK Unifi edGenotyper, GATK HaplotypeCaller (from 
 top  to  bottom ) in scaffold 3: 71,053–71,236 for the sample SwAsp006 in the whole-genome re- 
sequencing project of  P. tremula . The HaplotypeCaller can also produce a BAM fi le to which 
assembled haplotypes were written and can be viewed through IGV ( bottom  in the IGV)       
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(ALT), a phred-scaled quality score (QUAL), site fi ltering information (FILTER) 
and a semicolon separated list of additional, user extensible annotation (INFO). In 
addition, if samples and genotype information is present, the FORMAT column and 
sample IDs would follow the INFO fi eld. Many tools have been developed to pro-
vide the possibility for easily processing VCF fi les. VCFtools is an open-source 
software package designed for working with VCF fi les, such as fi le validation, 
merging, intersecting, comparing, concatenating, fi ltering, and calculating some 
basic population genetic statistics, etc. (Danecek et al.  2011 ). Several tools in GATK 
also allow different operations to be performed on VCF fi les, e.g. CombineVariants 
and SelectVariants can merge or subtract VCF fi les from one another, VariantFiltration 
can fi lter variant calls using a number of user-selectable criteria, VariantRecalibrator 
and ApplyRecalibration can be combined to recalibrate variant quality score and 
then fi lter out false positive variants (DePristo et al.  2011 ). In addition, toolboxes 
such as BEDtools and SnpSift also include various utilities for manipulating VCF 
fi les (Quinlan and Hall  2010 ; Cingolani et al.  2012 ). 

 At the step of the variant calling process, the raw variant calls are likely to 
contain many false positives made from errors or incorrect alignment of the 
sequencing data, which can be greatly improved by using a number of fi ltering 
steps. Usually, the fi ltering approaches can be divided into two types: hard fi l-
tering and soft fi ltering (DePristo et al.  2011 ). Hard fi ltering is performed by 

  Fig. 4.6    Concordant and specifi c calls in SNP detection over the fi rst 100 scaffolds between the 
four variant calling methods: SAMtools with option B, SAMtools with option E, GATK 
Unifi edGenotyper, GATK HaplotypeCaller for the sample SwAsp006 in the whole-genome re- 
sequencing project of  P. tremula        
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setting specifi c thresholds for variant properties and then removing all variants 
that do not fulfi ll these criteria. Typically, the most commonly used fi lters are 
those that remove genomic regions with repetitive DNA sequences where reads 
are poorly mapped to reference genome, or relies on fi ltering variant calls with 
properties outside normal distributions, such as extreme coverage depths, low 
confi dence scores and mapping quality, strand bias, and so on. Hard fi ltering 
tools, such as VCFtools, GATK VariantFiltration and SnpSift can fi lter VCF 
fi les using arbitrary expressions as needed (Danecek et al.  2011 ; DePristo et al. 
 2011 ; Cingolani et al.  2012 ). However, the development and optimization of 
hard fi lters in terms of sensitivity and specifi city are very diffi cult since they 
usually depend on various criteria, whereas the variants might meet the thresh-
old in some criteria but not in others, and in this situation it is diffi cult to decide 
a variant should be fi ltered out or not. All of these challenges can be addressed 
with soft fi ltering, which do not need to apply any hand fi lters at any point in the 
process of variant fi ltration and all fi ltering criteria are learned from the data 
itself. In most cases, soft fi ltering is referred to as “variant quality score recali-
bration” (VQSR, performed in GATK) (DePristo et al.  2011 ). VQSR fi rst cre-
ates a Gaussian mixture model given a set of putative high-quality variants 
along with covariant variant error annotations. This adaptive error model can 
then be employed to evaluate the probability that each variant call is real or not. 
Although VQSR was originally developed for variant calling in human re-
sequencing data sets, it can also be used for other organisms since it is possible 
to create true variant data by  experiments. Nonetheless, in some situations hard 
fi ltering has to be the only solution if we do not have an extensive variation 
database for our particular species. 

 In our whole-genome re-sequencing project, variant fi ltration was performed by 
combining the approaches of hard and soft fi ltering (Table  4.1 ). First, we called SNPs 
using GATK Unifi edGenotyper in the fi rst 500 scaffolds with default options except 
for modifying the parameter of expected heterozygosity to 0.015 and 0.0025 for SNP 
and Indel calling, respectively. We chose to work with three independent samples 
which collected from the south, middle, and north of Sweden (SwAsp006, SwAsp078, 
SwAsp108). We found the total number of SNPs called were similar among individu-
als (Table  4.1 ). Then, we used hard fi ltering approach to remove genomic regions that 
contained at least two reads with mapping quality zero, thereby targeting variants in 
repetitive DNA regions. After this step, we found around 5 % SNPs were removed 
(Table  4.1 ). For the soft fi ltering approach, we fi rst used the four variant discovery 
tools (SAMtools-B, SAMtools-E, GATK Unifi edGenotyper, GATK HaplotypeCaller) 

     Table 4.1    Number of SNPs initially called in the fi rst 500 scaffolds for three samples (SwAsp006, 
SwAsp078, SwAsp108) and after initial hard fi ltering and subsequent soft fi ltering   

 SwAsp006  SwAsp078  SwAsp108 

 Raw data  470,559  469,401  460,493 
 Hard fi ltering  443,839  443,193  434,022 
 Soft fi ltering  272,327  249,723  210,834 
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to call SNPs in genomic regions that contained in the 40–60 % quantiles of the total 
read coverage for each sample. We further extracted SNPs called by all these four 
tools using the GATK CombineVariants and SelectVariants and treated these SNPs as 
“true” SNPs and used these to develop a database to enable us to perform VQSR in 
GATK. Following VQSR, we found around 39 %, 44 %, 51 % SNPs were removed 
in SwAsp006, SwAsp078 and SwAsp108, respectively, which highly improve the 
accuracy and quality of SNP and genotype calling in our project.

       Conclusion 

 Advances in NGS technology, coupled with the development of a large amount of 
novel, effi cient statistical methods, and computational analysis tools, have made it 
possible to produce high-quality variant and genotype calls on an unprecedented 
scale. In this chapter we familiarized the reader with a number of analysis steps 
needed to perform towards optimizing the accuracy of variant and genotype calling. 
Additionally, we also presented a variant calling workfl ow starting from the raw 
sequenced reads to the fi ltration of the identifi ed variants by processing a whole- 
genome re-sequencing dataset of a non-model species ( P. tremula ). Nonetheless, 
there still exist various challenges involved in obtaining accurate variant calls from 
NGS data. All of the currently available statistical algorithms, bioinformatic tools, 
and software for each of the optional steps in the variant calling workfl ow will rap-
idly evolve in response to changing sequencing platform technologies. As such, a 
recommended strategy for analyzing NGS data will change rapidly from month to 
month. Accordingly, rather than recommend any exact strategy, the chapter points 
out the various aspects need the user to consider when choosing suitable tools for 
optimal variant calling now or even in the future.     
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    Chapter 5   
 Leafy Spurge Genomics: A Model Perennial 
Weed to Investigate Development, Stress 
Responses, and Invasiveness 

                David     Horvath      ,     James     V.     Anderson     ,     Wun     S.     Chao     , 
    Michael     E.     Foley     , and     Münevver     Doğramaci    

            Introduction 

 Leafy spurge ( Euphorbia esula , L.) is an invasive perennial weed (CABI  2004 ) that 
is related to several important crops including cassava ( Manihot esculenta ), castor 
bean ( Ricinus communis ), rubber tree ( Hevea brasiliensis ), and even more closely 
to poinsettia ( Euphorbia pulcherrima ), which is an important horticultural plant 
(Wurdack et al.  2005 ). Leafy spurge was introduced to North America in the late 
1700s, probably in the ballast of ships. It was noted in several New England plant 
surveys shortly thereafter (CABI  2004 ). Although naturalized, it was never noted as 
a signifi cant pest. However, in the late 1800s leafy spurge was introduced to the 
central USA, most likely by immigrants from Eastern Europe. It is speculated that 
Germans from Russia immigrants were the likely source for the introduction of 
leafy spurge to the Great Plains, and this hypothesis is supported by genetic analy-
ses of leafy spurge populations in the USA and Eastern Europe (Rowe et al.  1995 ; 
Dunn  1985 ). It was speculated that the seeds were probably brought in as contami-
nants with grain (Dunn  1985 ), although this seems unlikely since leafy spurge is not 
generally found in cultivated plots. However, leafy spurge has been noted as a 
medicinal plant since ancient times—both as a regurgitant and as a skin exfoliant 
(Horvath et al.  2011 ). Thus, it seems possible that leafy spurge was brought here and 
cultivated as a folk remedy. It is these Eastern European strains that seem to domi-
nate the gene pool of the most aggressive populations and have since spread 
throughout the Great Plains of the USA and Canada. By the late twentieth century, 
leafy spurge infested more than 2 million hectares and could be found in 35 US 
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states (Anderson et al.  2003 ; Quimby and Wendel  1997 ). Prior to the introduction of 
effective biological control agents, leafy spurge infested land was expanding at a 
rate between 12 and 16 % per year (Duncan et al.  2004 ), and leafy spurge was con-
sidered the most problematic weed in the Northern Great Plains (CABI  2004 ), cost-
ing land users over US$100 million annually (Leitch et al.  1994 ). 

 Leafy spurge infests primarily range, rights-of-ways, and recreation land in 
North America, and is a particular problem for some livestock producers since leafy 
spurge causes scours, severe irritation of the mouth and digestive system, and even 
death of the animals. Because leafy spurge is a rangeland weed, it is diffi cult to 
control by conventional means. However, goats and sheep will consume leafy 
spurge, and grazing practices combining cattle and sheep or goats have been devised 
as a means to control this noxious weed. Additionally, biological control with sev-
eral introduced insects has proven effective in some locations. The most effective 
agent has been a group of fl ea beetles—specifi cally  Aphthona nigriscutis ,  Aphthona 
lacertosa ,  Aphthona czwalinae , and  Aphthona fl ava  (Kirby et al.  2000 ). Although 
these cultural control measures and biological agents have shown some promise, 
there are still terrain features such as sandy soils, which can reduce the effectiveness 
of fl ea beetle control (Lym  2005 ), and remote areas that make distributing biologi-
cal control agents diffi cult. 

 Leafy spurge is also fairly diffi cult to control using conventional herbicides. 
Several herbicide treatments have documented effectiveness (Lym and Messersmith 
 1983 ). However, because leafy spurge primarily infests areas that are of marginal 
agricultural value and often remote, it is often not cost effective to use chemical 
control measures. In addition, leafy spurge seeds can remain dormant in the ground 
for at least 8 years (Bowes and Thomas  1978 ), making chemical control a challeng-
ing task. 

 Underground adventitious shoot buds that form on the crown and roots (often 
referred to as crown and root buds) are another means that allows leafy spurge to 
avoid control measures. Leafy spurge has an extensive root system with hundreds of 
buds that will grow if the aerial portion of the plant is removed or destroyed dis-
turbed (CABI  2004 ). These buds form seasonally on the crown and roots of leafy 
spurge, and once formed they remain in a paradormant state; that is, they will not 
grow unless they are separated from the growing meristems above them. Buds gen-
erally transition to a state of endodormant in the fall, which allows them to avoid 
initiation of new vegetative growth during brief warm spells in autumn after frosts 
have killed the above ground portion of the plant. Extended periods of cold tem-
perature (i.e., vernalization) release buds from endodormancy and program prede-
termined fl oral meristems in preparation for growth-conducive temperatures 
(Anderson et al.  2005 ). 

 Because leafy spurge is such a diffi cult weed to control and results in consider-
able losses for US land users, in the early 1990s, the USDA Plant Science Research 
unit in Fargo, ND was redirected to study the biology of leafy spurge and to develop 
novel control measures. At the time, there was information available about the biol-
ogy but limited or no information about the molecular biology and genetics of leafy 
spurge. The literature suggests that leafy spurge is an auto-allo hexaploid, usually 
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containing 60 chromosomes, although some variability in chromosome number was 
observed suggesting continued hybridization among leafy spurge subspecies 
(Stahevitch et al.  1988 ). Leafy spurge is self-fertile, but self-pollination produced 
fewer seeds than outcrosses—suggesting that there is some self-incompatibility 
(Selbo and Carmichael  1999 ).  

    Initial Forays into the Molecular Biology of Leafy Spurge 

 Studies using RFLPs designed from both nuclear and chloroplast DNA produced 
the fi rst sequences cloned from leafy spurge (Rowe et al.  1995 ,  1997 ). However, the 
fi rst sequenced genes of leafy spurge were derived from differential display experi-
ments designed to identify genes induced when root buds of leafy spurge were cold 
treated (Horvath and Olson  1998 ), or to investigate release from endodormancy 
(Horvath and Anderson  2002 ). Several genes of known and unknown function were 
identifi ed in these experiments. It was hypothesized that by examining the promot-
ers of these genes, it might be possible to identify common  cis -acting elements that 
could serve as binding sites for transcription factors required for the transition from 
a dormant to non-dormant state. Thus, the fi rst genomic library for leafy spurge was 
created in a lambda zap express vector. This library had average insert sizes of about 
6,000 bp and served as the source of genomic clones for many subsequent promoter 
cloning projects. Also, because differential display produces short gene fragments, 
a cDNA library was needed to clone and sequence full length transcripts. Thus, a 
cDNA library was created from mRNA of root buds that included both growth- 
induced and paradormant buds. In anticipation of future needs, this library was cre-
ated in the hybrid-zap lambda vector in order to facilitate follow-on one and 
two-hybrid cloning experiments. Two reciprocally subtracted cDNA libraries from 
growing and dormant buds were also developed (Jia et al.  2006 ). 

 Research to clone genes involved in cell cycle, such as cyclins and  RETINO 
BLASTOMA  ( RB ) as well as genes involved in meristem growth and development 
such as  SHOOTMERISTEMLESS  ( STM ) was initiated. Primers designed to amplify 
 STM , cyclins, histones, and cell cycle inhibitors such as the  KRP  family of genes 
proved reasonably effective (Anderson and Horvath  2001 ; Horvath et al.  2005a ,  b ; 
Varanasi et al.  2008 ), and the cloning, sequencing, and characterization of full 
length clones from these genes from the cDNA and genomic libraries was usually 
effective. However, in some cases, the desired clones were not obtained.  

    Leafy Spurge Enters the Genomic Era 

 Cloning of several genes of interest had proven frustrating. Thus Dr. James Anderson 
employed the approach of randomly sequencing clones from cDNA library, which 
led to the establishment of the fi rst EST-database for leafy spurge (Anderson and 
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Horvath  2001 ). Surprisingly, despite the cDNA library being neither normalized nor 
subtracted, the fi rst 100 clones derived from this initial sequencing project included 
one of the histone genes that had proved diffi cult to clone using conventional meth-
ods. This initial EST-dataset contained ~1,100 unique cDNAs, which provided 
resources for monitoring the abundance of transcripts involved in response to xeno-
biotic-, cold-, and dehydration-stress (Anderson and Davis  2004 ), monitoring 
hybridization effi ciency between leafy spurge and cassava, transcript abundance in 
response to heat-stress (Anderson et al.  2004 ), abundance of transcripts involved in 
carbohydrate metabolism, cell cycle, cell wall biochemistry, and response to auxin 
under changing environmental conditions (Anderson et al.  2005 ). As will be 
described later, this EST-dataset also provided the resources to develop the fi rst 
leafy spurge microarrays, which were critical for allowing our group to explore and 
establish a functional genomics program for perennial weeds. 

 Our initial success led to development of a comprehensive EST-database, in col-
laboration with the International Institute for Tropical Agriculture, Ibadan, Nigeria, 
and the Keck Center at the University of Illinois, Urbana, USA. This project pro-
duced an EST-database for leafy spurge and an EST-database for cassava. The leafy 
spurge EST-database was developed from pooled RNAs from all plant tissues 
including dormant, after-ripened, and germinating seeds, as well as plant tissues 
exposed to cold, dehydration, wounding, photoperiod, and diseases such as downy 
mildew, and several insect biological control agents including gall midge and fl ea 
beetles. Because the leafy spurge library was normalized and subjected to three 
sequential subtraction procedures, the resulting 45,314 ESTs produced more than 
23,000 unique gene sequences that collapsed into a 19,015 unigene set with an aver-
age size of 671 bases (Anderson et al.  2007 ). Two cassava EST-databases were also 
developed from RNA extracted from leaf tissues (cultivar TME117) of plants that 
were either well-hydrated or subjected to dehydration (Lokko et al.  2007 ). The cas-
sava EST-database project generated 18,166 ESTs, which were used to identify 
8,577 unigenes. Representatives of most cell cycle genes are present in these EST- 
databases as are genes involved in numerous hormone signaling responses and 
development programs. These EST-databases are available in Genbank, and the 
ESTIMA website (  http://titan.biotec.uiuc.edu/cgi-bin/ESTWebsite/estima_start?se
qSet=leafyspurge    ).  

    Experimenting with Transcriptomics 

 The promise and utility of cDNA microarrays for model plants such as arabidopsis 
( Arabidopsis thaliana  Heyn) was well established by the turn of the century, but the 
use of these powerful techniques for examining gene expression in non-model 
plants was limited. We hypothesized that, since many of the most important genes 
are well conserved between plant species, it should be possible to follow the expres-
sion of many genes by hybridizing labeled cDNAs from non-model plants to 
arabidopsis- based cDNA microarrays. Thus, in collaboration with Michigan State 
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University, we were able to test this hypothesis. To our great surprise, we were able 
to visualize hybridization to nearly 80 % of the genes represented on the 7,000 ele-
ment arabidopsis cDNA arrays using labeled leafy spurge cDNA (Horvath et al. 
 2003a ). Even with cDNA from a weedy monocot (wild oat— Avena fatua ) we were 
able to detect hybridization of more than 40 % of the genes on the arabidopsis 
arrays (Horvath et al.  2003b ). More importantly, the hybridization was seemingly 
quite specifi c, as the test between cDNA derived from leaves verses those from 
growing meristems produced the expected differential expression of numerous cell 
cycle and photosynthesis genes expected to be differentially expressed between 
these tissues. However, subsequent cloning of the putative differentially expressed 
genes from leafy spurge often proved diffi cult since primers could only be designed 
from the available arabidopsis sequences for genes of interest. Also, the possibility 
of gene family members with differing expression patterns further complicated 
follow-on analyses. 

 With the assistance of Dr. Phil McClean at North Dakota State University, a 
small group of clones from our initial EST database were used to print the fi rst leafy 
spurge microarrays. Although the arrays were useful tools in establishing proce-
dures and served as a proof of concept, the complexity of the resulting arrays was 
recognizably insuffi cient for any signifi cant analysis. Much better arrays were pro-
duced from a more complete set of ESTs by collaborators at the International Center 
for Tropical Agriculture, in Cali, Columbia. These arrays proved quite useful for 
initial investigations on paradormancy release (Horvath et al.  2005a ,  b ) and other 
well-defi ned phases of dormancy in crown buds of leafy spurge (Horvath et al. 
 2006 ). However, even these arrays lacked the necessary complexity for a robust 
functional genomics analysis. Thus, once the large scale EST project was com-
pleted (Anderson et al.  2007 ), the University of Illinois produced microarrays from 
~19,000 leafy spurge plus ~4,000 cassava unigenes that were not represented in the 
leafy spurge EST-database. Cassava unigenes were included because of our success 
with cross hybridizing arabidopsis cDNA arrays, and indications that many leafy 
spurge genes cassava can cross-hybridization (Anderson et al.  2004 ). These arrays 
proved to be one of the most important tools in our quest to develop a robust func-
tional genomics program for understanding the biology of leafy spurge at a tran-
scriptomic level.  

    Outcomes Obtained Using the 23,000 Element Leafy 
Spurge/Cassava Microarrays 

 The development and use of these microarrays produced an overwhelming abun-
dance of results over several facets of leafy spurge biology and environmental 
responses. The arrays were fi rst used to examine the differential gene expression 
during transitions in well-defi ned phases of seasonal dormancy in crown buds of 
leafy spurge under fi eld conditions. This research identifi ed nearly one thousand 
differentially expressed genes, and analysis of the data highlighted circadian 
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responses, hormones such as ethylene and abscisic acid, anoxia, and DORMANCY 
ASSOCIATED MADS-BOX transcription factors as playing a potential role in reg-
ulating different phases of dormancy induction and maintenance (Horvath et al. 
 2008 ). Further research established the impact of drought stress on endodormancy 
release (Doğramacı et al.  2011 ), the role of light and temperature on molecular 
mechanisms involved in well-defi ned phases of dormancy as well as fl owering 
responses in underground adventitious buds of leafy spurge (Doğramacı et al.  2010 , 
 2013 ), and the involvement of ethylene in the transition from para- to endo- 
dormancy (Doğramacı et al.  2013 ). These functional genomics projects have high-
lighted multiple gene products playing a role in dormancy processes in crown buds 
of leafy spurge, some of which are involved in circadian rhythm (CCA1, PIF3), 
photomorphogenesis (COP1, HY5), transcriptional regulation and stress response 
(AP2/ERF transcription factors), fl owering (FT, MAF3) as well as many others 
associated with hormone signaling and response. Taken together, the development 
of EST-databases and incorporation of microarrays into our research program has 
allowed us to postulate and refi ne conceptual models for molecular mechanisms 
involved in regulating well-defi ned phases of seasonal dormancy in perennials 
(Horvath et al. 2002; Anderson et al.  2005 ; Doğramacı et al.  2010 ). 

 These arrays were also used to examine dormancy in seeds to follow changes in 
gene expression during transition from dormant- to germinating-seeds (Chao et al. 
 2011 ; Foley et al.  2010 ,  2011 ,  2013 ). These studies highlighted physiological 
responses in imbibed seeds that did not germinate at a constant temperature; leafy 
spurge seeds require day/night temperature fl uctuations in order to effi ciently ger-
minate. These experiments again implicated circadian signals in dormancy responses 
with seeds similar to what was observed for buds and suggested a germination pro-
gram that differs from of arabidopsis seeds. 

 With the assistance of Dr. Igor Andreev from the Ukrainian National Academy 
of Sciences, we also used these microarrays in a preliminary set of experiments 
designed to identify genes that were differentially expressed between leafy spurge 
plants growing in their native range near Kiev and to leafy spurge growing in its 
invaded range near Fargo, ND. Analysis of the data (Table  5.1 ) indicated that genes 

   Table 5.1    Selected results of signifi cant ( p  < 0.05) processes identifi ed through gene set enrichment 
and sub-network analysis from genes that were preferentially expressed in leafy spurge mature leaf 
tissue collected in the Ukraine vs. those that were preferentially expressed in US leafy spurge 
samples   

 Ukrainian spurge  U.S. spurge 

  Pathway up-regulated  
 13-LOX and 13-HFL (jasmonic acid)  Starch biosynthesis 
 Systemin signaling  Carbohydrate biosynthetic process 
 Cell death  Starch biosynthetic process 
 Wounding response  Carbohydrate metabolic process 
 Salicylic acid stimulus response  Neighbors of RuBP carboxylase 
 Defense response  Neighbors of cyclin 
 Fungus response  Microtubule-based process 
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involved in biotic stress responses were more highly expressed in leafy spurge 
growing in the Ukraine relative to plants growing in the USA. These results suggest 
that leafy spurge has been released from diseases or insects that keep it in check in 
its native range, allowing it to grow more aggressively in its invaded range. Flea 
beetles were observed feeding on at least one of the four US samples and that 
another US sample was infested with a fungal pathogen. This observation suggests 
there are likely more devastating pathogens in the native range of leafy spurge, or 
that a specifi c agent is highly effective at inducing the defense response in its native 
range. It was also noteworthy that leafy spurge populations tested in the USA had 
greater abundance of transcripts associated with photosynthetic and carbon metabo-
lism than did the leafy spurge growing in the Ukraine. This may be due to increased 
energy reserves being redirected from defense to production when leafy spurge is 
released from its pathogens. However, it could also be the results of genetic changes 
(or a combination of genetic and environmental difference) through evolution of 
leafy spurge in its invaded range. Common garden experiments are needed to test 
these hypotheses.

   The response of leafy spurge to the bacteria that cause cassava blight 
( Xanthomonas axonopodis  pv.  manihotis ) was also investigated in collaboration 
with Dr. Maria Santana from Universidad Simón Bolivar, Caracas, Venezuela. 
Interestingly, leafy spurge can be infected with this pathogen, with bacterial titers 
initially rising rapidly in the infected tissues (Horvath et al.  2013a ,  b ). However, 
leafy spurge was usually able to shed infected leaves and recover, provided humid-
ity levels were kept low. Correlations of early infection responses between leafy 
spurge and cassava were similar and indicated that there was an initial repression of 
photosynthesis-related genes. However, these genes rapidly resumed or exceeded 
normal expression levels in leafy spurge (Fig.  5.1 ), but most remained low or were 
further down-regulated in infected cassava plants—which eventually all died.  

 Because of our success with heterologous hybridization of arabidopsis micro-
arrays, and the promising cross-hybridization between leafy spurge and cassava 
(Anderson et al.  2004 ) the leafy spurge arrays were also used to examine several 
physiological responses in cassava. These studies included tuberization and fl ow-
ering between ancestral and domesticated varieties of cassava. Domestication of 
cassava likely involved evolutionary events related to removing wild ancestors 
from the rain forest and our studies indicate that the domestication process 
involves light signaling effects on chromatin remodeling, hormone balance, shoot 
branching, fl owering, and tuber development involving asymmetric cell expan-
sion resulting in reduced cell elongation and increased lateral root expansion 
(Anderson et al.  2012 ; Carvalho et al.  2009 ). The microarrays, as well as our EST-
databases were even used to study protein production in normal and transgenic 
cassava (Carvalho et al.  2012 ; Horvath et al. unpublished), and to investigate 
changes in gene expression in poinsettia that were infected with a mycoplasm that 
alters auxin responses (Nicolaisen and Horvath  2008 ). Analysis still in progress 
from microarray studies also indicate that dehydration stress in related species of 
Euphorbiaceae (cassava, castor bean, leafy spurge) impacts common molecular 
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mechanisms involved in circadian rhythm, jasmonic acid signaling and response, 
and photomorphogenesis (J.V. Anderson, unpublished), which is likely to provide 
new insights for maintaining crop productivity in response to the consequences of 
predicted global climate change.  

    BAC Library Construction: An Important Tool for Promoter 
Analysis and the First Step in Full Genome Sequencing 

 So far, well over 200 different microarrays have been hybridized and produced reli-
able data, which have been incorporated into bioinformatics programs to identify 
clusters of coordinately regulated genes from the various experiments. Thus, it is 
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possible to identify common sequences in the promoters of these coordinately 
 regulated leafy spurge genes. Such sequences could serve as binding sites for tran-
scription factors involved in various processes and responses to environmental con-
ditions. To accomplish this, identifi cation of the promoter sequences for these 
coordinately regulated genes is required. However, cloning of promoters from a 
genomics library is a laborious task that often required consecutive screenings to 
obtain clones with suffi cient promoter sequences. Also, as leafy spurge is an auto-
allo hexaploid, it was often impossible to know that contiguous sequences derived 
from several genomic clones represented a true gene sequence or if it was a chimera 
of several closely related paralogous genes. Additionally, on occasion, it was unclear 
if similar cDNAs were from two different genes or were the result of alternative 
splicing of the same gene. This was a conundrum in regard to the  DORMANCY 
ASSOCIATED MADS- BOX   ( DAM ) gene(s), which are known to be very similar to 
each other and also prone to alternative splicing. To deal with this issue, two separate 
bacterial artifi cial chromosome libraries (BAC) were created for leafy spurge—each 
with a different restriction enzyme. Each library contains 36,864 clones with an 
average size of 143 kb. The BAC libraries were developed in collaboration with the 
Arizona Genomics Institute and are publicly available. Combined, the libraries pro-
vided about 5× coverage of the 2.1 Gb leafy spurge genome (Horvath et al.  2013a ,  b ). 
These libraries were used to clone multiple and highly similar  DAM  genes and 
 confi rmed that the two cDNAs resulted from alternative splicing of the same gene. 
We also identifi ed and sequenced multiple members of the  FLOWERING LOCUS T  
gene, which we hypothesize are potential targets for the DAM transcription factors. 

 Third generation sequencing technology from Pacifi c Biosciences (PacBIO) was 
initially used in an attempt to sequence selected BAC clones. Although substantial 
fold coverage was obtained, even when several BACs were sequenced simultaneously 
in the same reaction, the directional shifts and poor fi delity of the early PacBIO tech-
nology prevented easy assembly of the sequence. Consequently, these clones were 
sequenced by Amplicon Express, Pullman WA, from two different libraries with insert 
sizes of 200 and 400 bases using Illumina technology and their proprietary assembly 
pipeline. These processes generally resulted in 2–7 contigs per BAC. It would be 
interesting to utilize more recent PacBio assembly programs such as BLASR ( BLASR 
website ), perhaps after correcting the PacBio sequence data with the PacBioToCA 
program (Au et al.  2012 ), with the Illumina sequences generated by Amplicon 
Expressto determine if such efforts could produce single contig assemblies for each 
BAC. However, these procedures have not yet been attempted, since the major genes 
of interest were contained within single contigs produced by Amplicon Express. 

 In addition to serving as a source for large contiguous fragments of leafy spurge 
DNA, these BAC libraries could serve as the starting point to full genome sequenc-
ing of leafy spurge through a BAC by BAC cloning strategy. Plans are currently in 
place to develop a pooled matrix of both libraries, if funding becomes available. 
Using a 42 × 42 × 42 three dimension block matrix, all 73,728 clones can be repre-
sented in only 126 pools. These pools could be used to construct individually tagged 
Illumina libraries and sequenced on two lanes of Illumina, providing 15× coverage 
of the leafy spurge genome. An individual BAC clone would be represented by the 
intersection of three pools. Thus, it should be possible to de-convolute the sequence 
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for each BAC pool and devise a minimal tiling path for sequencing of the library. It 
may then be possible to fully assemble each BAC using a set of Illumina sequence 
data derived from shotgun sequencing (see below) of the whole leafy spurge genome 
using partially sequenced BAC contigs with programs such as IMAGE (Tsai et al. 
 2010 ) or PriceTI (Ruby et al.  2013 ) designed to close gaps. These sequenced and 
ordered BACs could fi nally result in a fully assembled genome for leafy spurge.  

    Shotgun Sequencing of the Leafy Spurge Genome 

 In 2012, we initiated several different approaches to yield a partial assembly of the 
leafy spurge genome using Illumina sequencing. We also investigated the possible 
use of third generation, long-read sequences generated by the PacBIO sequencing 
system. This is currently a work in progress. 

 The fi rst sequences produced were from a 10 kb genomic library on four fl ow 
cells using the PacBIO C2 chemistry in collaboration with Dr. Tim Smith (USDA- 
ARS, Clay Center, NE USA). This research resulted in more than 150,000 reads, 
producing a total of 3.22 e8  bases. The median contigs size (N50) was 3,073 bases 
and the maximum read length was 13,758 bases. Despite the fact that this repre-
sented only about 1/7th of the leafy spurge genome, approximately 1/3rd of our 
existing ESTs were represented in the PacBIO sequences and nearly 27,000 
sequences had BlastN hits to the leafy spurge EST-database. 

 Subsequently, eight different genomic libraries were prepared from a group of 
genetically identical plants cloned from a single individual leafy spurge plant for 
Illumina sequencing. So far, four of these libraries have been sequenced; producing 
about 28× coverage of the leafy spurge genome and analyses of these sequences has 
been performed using iPlant resources (Goff et al.  2011 ). 

 Assembly of these sequences has been predictably problematic. Computer 
resources needed to run SOAP de novo on all four libraries in the iPlant discovery 
environment were insuffi cient. Thus, various techniques have been used to glean 
information from these sequences. 

 Because leafy spurge is closely related to two fully sequenced genomes (that of 
cassava and castor bean) and is in the same plant order (malpighiales) as poplar 
( Populus  ssp.), the BLAT program was used to identify leafy spurge sequences 
that were conserved in one of these three fully sequenced species. The paired ends 
of each library were separately compared to each of the species, as well as to the 
leafy spurge EST database, and the resulting tabular data were combined in a 
single fi le. Duplicate entries were removed, and those sequences that had hits to at 
least one of the three fully sequenced genomes from at least one of the paired 
reads were used to build a “conserved fastq” fi le. Approximately 9 % of the leafy 
spurge fragments had hits to sequences from at least one of these three species. All 
fragments containing conserved sequences were combined and BLAT was again 
used to  identify conserved repetitive sequences that were subsequently removed. 
The remaining conserved sequences represented approximately 8 % of the leafy 
spurge genome, which in theory contain the bulk of the gene sequences (Table  5.2 ). 
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These conserved sequences were assembled in the program Trinity and produced 
over 170,000 contigs with an average insert size of over 700 bases and cover about 
1/20th of the leafy spurge genome (Table  5.3 ).

    These contigs are expected to contain sequences primarily from recognized 
genes, but should lack promoter and intron sequences required for many analyses. 
However, a comparison of the resulting contigs to the previously sequenced BAC 
clones indicates that small introns and some 3′ and 5′ non-coding sequences were 
assembled. 

 Additional extension of these contigs will be attempted through several differ-
ent approaches. One is to use the contigs generated by Trinity in a meta-assembly 
along with the combined Illumina libraries using an assembly program capable of 
handling long and short sequences such as MIRA (Chevreux et al.  2004 ) or Velvet 
(Zerbino and Birney  2008 ). Another possibility is to use iterative gap fi lling pro-
grams such as IMAGE or PriceTI to extend the ends of the resulting contigs. These 
programs extend seed sequences, such as the Trinity-produced contigs, by identi-
fying and assembling fragments that map to the ends of the seed sequence and add 
them to the ends of the extending fragments. These programs then perform a meta- 
assembly to combine fragments that might now have overlapping sequences. The 
resulting assembly should represent the bulk of the conserved non-repetitive DNA 
in the leafy spurge genome. A comparison of selected fragments to previously 
sequenced BAC clones should confi rm if this process provided an accurate assem-
bly for most of the leafy spurge genes. Programs designed to identify and annotate 
genes can then be used to build a database of genes and associated promoter 
sequences.  

    Mining Old Data and New 

 A collection of contigs containing leafy spurge genes will provide the opportunity 
to extract additional data from the many microarray experiments previously done on 
leafy spurge. In most of the microarray analyses, clusters of genes coordinately 
regulated following particular treatment regimes were identifi ed. Presumably these 
genes are coordinately regulated by common transcription factors. These transcrip-
tion factors likely bind to similar  cis -acting elements present in the regulatory 
regions of these coordinately regulated genes. Several programs are available that 
can identify over-represented short sequences within groups of promoter sequences. 
Such sequences are prime candidates for binding sites of transcription factors that 
regulate these genes in responses to specifi c conditions. Thus, it should be possible 

   Table 5.3    Statistics from the Trinity assembly of the conserved sequences   

 Count  Sum_len  N50  Min_len  Max_len  Med_len  Ave_len  SD_len 

 172,432  1.22E+08  886  201  19,081  594  707  484 
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to use these programs and the promoter sequences to identify transcription factors 
involved in seed and bud dormancy, environmental stress response, and even those 
that may have a functional role in the evolution of invasiveness. 

 A database of promoter sequences and the assembled gene space of leafy spurge 
will also be benefi cial in future experiments using RNA sequencing (RNAseq). We 
have prepared libraries to RNAseq to re-examine the transcriptomics of parador-
mancy release and the response of leafy spurge to herbicide treatments. Additionally, 
antibodies to the DAM proteins of leafy spurge have been prepared and shown to 
specifi cally precipitate chromatin bound by these transcription factors. The avail-
ability of an assembled gene space makes possible the mapping of transcripts for 
accurate transcriptional analysis, and also for identifying genes that are regulated by 
DAM transcription factors with ChIPseq experiments. 

 In conclusion, years of effort have gone into making leafy spurge a model for 
understanding plant dormancy, with models for control of key dormancy-regulating 
gene networks and physiological processes. This research has required the building 
of genomic resources needed for observations and development of testable hypoth-
eses regarding the mechanisms of leafy spurge invasiveness. Tools and techniques 
have been developed for assembling gene space and even whole genomes of com-
plex non-model plant species at prices even moderately funded research programs 
can afford. This continuing research will make leafy spurge a true model system for 
complex, wild plant species.     
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    Chapter 6   
 Utilization of NGS and Proteomic-Based 
Approaches to Gain Insights on Cellular 
Responses to Singlet Oxygen and Improve 
Energy Yields for Bacterial Stress Adaptation 

             Roger     S.     Greenwell     Jr.      ,     Mobashar     Hussain     Urf     Turabe     Fazil      , and     H.  P.     Pandey    

            Introduction 

 Cellular responses to environmental cues dictate the ability of organisms to adapt 
and survive. Organisms will reprogram their metabolic activities in response to 
these cues, altering a wide number of biological traits such as to increase the likeli-
hood of passing on their genetic material. One of the simplest primary responses are 
transcriptional response mechanisms, as a wide variety of target genes can be 
differentially expressed based on necessity, and can be regulated by a variety of 
transcription factors. The net effect of these signal transduction pathways involves 
changes in growth, metabolism, motility, and transcriptional and translational activ-
ity. For example, microbes have evolved responses to molecular O 2  that dictate 
cellular growth between aerobic and anaerobic states while also contending with 
any toxic by-products generated as a consequence of those growth conditions. 

 Indeed, as the fi rst photosynthetic organisms acquired the ability to produce 
signifi cant quantities of O 2 , atmospheric accumulation led to the evolution of bioen-
ergetic pathways. The evolution of aerobic respiration, wherein the formation of a 
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proton gradient to generate ATP is coupled with reduction of O 2 , led to increased 
biological diversity through eventual adaptation and development of eukaryotic 
organisms (Ziegelhoffer and Donohue  2009 ; Kerr  2005 ). The use of O 2  as a terminal 
electron acceptor conferred a growth advantage in part due to the large amount of 
conserved energy in the reduction to water, done via a 4-electron transfer reaction 
by cytochrome oxidases (Miller and Gennis  1986 ; Azzi and Gennis  1986 ). However, 
one important trade-off to using O 2  as an electron acceptor is the formation of vari-
ous reactive oxygen species (ROS) that can cause severe damage and lead to cell 
death (Rosner and Storz  1997 ; Schulz et al.  2000c ). 

 While molecular O 2  is relatively inert due to the spin state restriction, it is con-
verted to toxic ROS by either one electron transfer (class I) or energy transfer (class 
II) reactions (Fig.  6.1 ) (Steinberg  2012 ; Kiley and Storz  2004 ; Ziegelhoffer and 
Donohue  2009 ). These compounds can signifi cantly damage a wide variety of bio-
molecules, triggering the onset of debilitating diseases or leading to cell death 
(Cogdell et al.  2000 ; Schulz et al.  2000c ; Frank and Brudvig  2004b ). Signifi cant 
effort has been invested in determining the effects of and responses to the presence 
of the class I ROS, but less information has been gathered regarding response to the 
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class II ROS (Schulz et al.  2000a ,  b ,  c ; Kiley and Storz  2004 ; Storz and Imlay  1999 ; 
Zheng and Storz  2000 ).  

 This chapter will discuss the generation of and cellular responses to the class II 
ROS, singlet oxygen ( 1 O 2 ). Particular focus will be on the effects of  1 O 2  on the 
purple non-sulfur photoheterotroph,  Rhodobacter sphaeroides , and the cellular 
response triggered by  R. sphaeroides  in the presence of this ROS. In-depth reviews 
on the responses to singlet oxygen in microbes can be found elsewhere (Ziegelhoffer 
and Donohue  2009 ; Glaeser et al.  2011 ). We will discuss the generation of and dam-
age caused by  1 O 2 , and the triggering of the transcriptional response cascade in 
response to this ROS. We will focus on the use of next-generation sequencing tech-
nologies and multi-omics experiments for insights on this response and the utiliza-
tion of such technologies toward improved energy generation.  

    Reactive Oxygen Species and Singlet Oxygen 

 The relatively stable ground state of oxygen is a triplet state with two unpaired elec-
trons with the same spin quantum number, each located in different antibonding 
(π*) orbitals. Oxygen can react by oxidizing another molecule, but, despite its high 
thermodynamic reactivity and diradical state, its reactions are kinetically slow due 
to spin restriction. The class I ROS that include superoxide, hydrogen peroxide, or 
hydroxyl radicals can be produced when one or more electrons are transferred to O 2  
(Fig.  6.1 ) (Rosner and Storz  1997 ). 

 Singlet oxygen ( 1 O 2 ) is a member of the class II ROS generated by energy trans-
fer to molecular oxygen (also referred to as  3 O 2 ) that removes the spin restriction 
and generates a highly reactive oxygen species. The energy transfer leads to rear-
rangement of the π*2p electrons and can produce two different forms of  1 O 2 :  1 Δg 
and  1 Σg. The  1 Σg is extremely unstable and reverts to the longer-lived  1 Δg form. In 
 1 O 2  ( 1 Δg; furthermore just referred to as  1 O 2 ), one unpaired electron from a π*2p 
orbital in  3 O 2  is excited and transferred to the other π* orbital (Fig.  6.1 ). This pro-
cess creates a lone empty electron orbital, thus making  1 O 2  a very powerful oxidant. 
The energy difference between  3 O 2  and  1 O 2  is 92 kJ M −1  or ~900 meV (Davies  2003 ; 
Nyman and Hynninen  2004 ; Grether-Beck et al.  2000 ; Steinberg  2012 ). Due to its 
high reactivity,  1 O 2  has the ability to attack a variety of biomolecules, including 
proteins (Davies  2003 ,  2004 ,  2005 ; Clennan  2001 ), lipids (Glaeser and Klug  2005 ; 
Lupinkova and Komenda  2004 ; Nishiyama et al.  2004 ; Rinalducci et al.  2004 ), and 
nucleic acids (Sies  1993 ; Piette  1991 ). 

 The organization of outer orbital electrons in  1 O 2 , superoxide, hydrogen peroxide, 
and hydroxyl radicals imparts unique chemistry to each compound. The primary reac-
tion products generated by  1 O 2  differ from those generated by the class I ROS, and as 
a consequence,  1 O 2  is not detoxifi ed by activities that prevent the activity or repair the 
damages of class I ROS (Davies  2004 ,  2005 ; Clennan  2001 ; Nyman and Hynninen 
 2004 ). Analysis of  1 O 2  reactivity with model compounds in vitro identifi ed the thiol 
side chains of cysteine residues as prime targets for protein  modifi cation by this ROS 
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(Clennan  2001 ), with additional studies showing that tryptophan, histidine, tyrosine, 
and methionine side chains may also be subject to attack (Estevam et al.  2004 ; Wright 
et al.  2002 ; Davies  2003 ,  2005 ). Attack of cysteine sulfhydryl groups by  1 O 2  leads to 
the initial production of persulfoxides (Fig.  6.2 ) (Clennan  2001 ; Landrum  2013 ). 
Despite the importance and cellular toxicity of  1 O 2 , little is known about its interac-
tions with biomolecules, particularly when compared to class I ROS.  

 The persulfoxide products, in turn, can attack neighboring functional groups 
(amino, aromatic, etc.) or bonds (C–C and C–N) and generate additional damage 
(Clennan  2001 ). Attack by  1 O 2  on other amino acid side chains and on double bonds 
can generate endoperoxides (Fig.  6.2 ) (Davies  2003 ,  2004 ,  2005 ). These endoper-
oxides, like the persulfoxide intermediate, can continue to damage the protein and 
neighboring biomolecules, leading to amino acid side chain oxidation, peptide or 
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phosphodiester bond cleavage, or unsaturated fatty acid oxidation (Wright et al. 
 2000 ,  2002 ; Davies  2003 ,  2004 ; Kanofsky  1989a ; Girotti and Kriska  2004 ). Due to 
both the reactivity of  1 O 2  and cascade of oxidative damage that is triggered from 
 1 O 2 -mediated oxidation, it is not surprising then that prokaryotic and eukaryotic 
cells can succumb to the damage of this ROS.  

    Sources of  1 O 2  

 Environmentally signifi cant sources of  1 O 2  exist, produced naturally or anthropo-
genically. The major process is energy distribution by a photosensitizer—a com-
pound that, when in an energetically excited state, is capable of transferring that 
energy to molecular oxygen. Under photosynthetic growth conditions, capture of 
light energy by photosynthetic pigments (such as chlorophyll or bacteriochloro-
phyll) in the plant, algal or bacterial photosynthetic apparatus leads to excited-state 
pigments that can transfer that energy to molecular oxygen and generate  1 O 2  
(Anthony et al.  2005 ; Glaeser and Klug  2005 ; Lupinkova and Komenda  2004 ; 
Rinalducci et al.  2004 ; Glaeser et al.  2011 ; Ziegelhoffer and Donohue  2009 ). 

 Natural chromophores such as tetrapyrroles or porphyrin ring systems can act as 
photosensitizers to generate  1 O 2  in the presence of light and molecular O 2 . Light- 
independent reactions can also generate  1 O 2 , such that the catalytic activity of 
NADH oxidase and various peroxidases will produce  1 O 2  as an inadvertent by- 
product in non-photosynthetic organisms (Davies  2005 ; Kanofsky  1983 ,  1984 , 
 1988 ,  1989a ,  b ,  1991 ; Kanofsky and Axelrod  1986 ; Kanofsky et al.  1988 ). In both 
animals and plants, the bactericidal activity of  1 O 2  is used to defend against micro-
bial pathogens (Davies  2004 ). Macrophages generate an oxidative burst as part of 
the host immune response to pathogens that includes formation of  1 O 2  as well as 
other reactive oxygen and reactive nitrogen species (Kanofsky et al.  1988 ; Davies 
 2004 ; Kochevar  2004 ; Kanofsky  1991 ). 

 Chemically,  1 O 2  can be generated by direct energy transfer from UV light to O 2 , or 
by the action of light on a chemical photosensitizer like methylene blue or rose bengal 
(Davies  2004 ; Kochevar  2004 ). Photodynamic therapy relies on using chemical pho-
tosensitizers and a directed light source to generate  1 O 2  and prevent cell growth, such 
as inhibiting the growth of cancer cells (Nyman and Hynninen  2004 ). An understand-
ing of the mechanisms by which cells respond to and protect themselves from  1 O 2  is 
of considerable interest for therapeutic, antimicrobial, and energetic reasons.  

     1 O 2  Production in Photosynthetic Organisms 

 It is believed that  1 O 2  is the major damaging form of ROS in photosynthetic organisms 
(Triantaphylides et al.  2008 ). Since  1 O 2  inhibits the productivity of the photosyn-
thetic apparatus, a large amount of information is available regarding formation of 
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this ROS (Szabo et al.  2005 ; Cogdell et al.  2000 ; Frank and Brudvig  2004a ; 
Kochevar  2004 ; Danon et al.  2005 ; Barber and Andersson  1992 ; Fryer et al.  2002 ). 
Light energy absorbed by chlorophyll (in plants) or bacteriochlorophyll (in prokary-
otes) pigments found in the light-harvesting complexes of the photosynthetic appa-
ratus leads to pigment excitation to a high-energy triplet state (Cogdell et al.  2000 ; 
Frank and Brudvig  2004a ; Kochevar  2004 ). The excited pigments typically trans-
ferred this energy to the reaction center in order to generate reducing power in the 
form of reduced quinone molecules. In the presence of available molecular oxygen, 
the triplet state pigments can transfer energy to O 2  and generate  1 O 2  (Cogdell et al. 
 2000 ; Frank and Brudvig  2004a ; Kochevar  2004 ). 

 A major consequence of damage by  1 O 2  in photosynthetic bacteria is the 
inactivation of bacterial reaction center complexes (Cogdell et al.  2000 ; Frank 
and Brudvig  2004a ). In plants, major damage occurs to photosystem II 
(Lupinkova and Komenda  2004 ; Nishiyama et al.  2004 ) and  1 O 2  can lead to the 
formation of necrotic lesions within the chloroplast (Danon et al.  2005 ).  1 O 2  
blocks repair of the light- sensitive D1 subunit of plant photosystem II 
(Rinalducci et al.  2004 ; Hideg et al.  2007 ; Kochevar  2004 ; Nishiyama et al. 
 2004 ), and leads to fatty acid peroxidation (Kriska and Girotti  2004 ; Girotti and 
Kriska  2004 ), which in turn causes destruction of the integrity of the lipid 
bilayer, abolishment of membrane enzyme activity (Kochevar  2004 ), and trig-
gering of apoptosis (Danon et al.  2005 ; Foyer and Noctor  2005 ). Analysis of 
thylakoid membranes in plant cells in the absence of protective quenching com-
pounds, such as carotenoids, shows increased levels of lipid peroxidation, a 
product of  1 O 2 -mediated oxidation (Triantaphylides et al.  2008 ). 

 There is no appreciable accumulation of  1 O 2  in cells, in part due to its reactivity. 
Damage had been predicted to be localized, given the reactivity and proximity of 
likely target molecules to the site of  1 O 2  generation. The cellular half-life of  1 O 2  was 
initially estimated to be in ~100 ns range, implicating that singlet oxygen would 
only travel a short distance (<100 nm) before encountering and reacting with a tar-
get molecule (Davies  2004 ; Kochevar  2004 ). More recent studies have estimated the 
half-life of  1 O 2  to be ~ 3 μs, increasing the potential diffusion area to be >250 nm 
and allowing  1 O 2  to travel across a signifi cant portion of the microbial cell and caus-
ing damage to a larger spectrum of biomolecules (Glaeser et al.  2011 ; Skovsen et al. 
 2005 ). The total global cellular damage caused by  1 O 2  or the mechanisms by which 
cells recognize and respond to formation of any damage produced by this reactive 
oxygen species remains to be elucidated.  

    Energy Generation in  R. sphaeroides  

  R. sphaeroides , a purple non-sulfur α-proteobacterium, is capable of growth in a 
wide variety of conditions and has been studied for decades as a model system for 
investigating anoxygenic photosynthesis (Blankenship et al.  1995 ). This faculta-
tive bacterium can grow under a diverse cadre of metabolic conditions, and is 
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normally found in freshwater or marine environments. In those environments, 
 R. sphaeroides  can be found growing photosynthetically or utilizing aerobic or 
anaerobic respiration (depending on the electron acceptors available). Additionally, 
under photosynthetic growth conditions  R. sphaeroides  is capable of autotrophic 
or heterotrophic growth. The regulation of genes encoding the photosynthetic 
machinery as well as genes involved in switching between growth types has been 
characterized to great detail. 

 More recently,  R. sphaeroides  has also become a model of economic importance 
for its use as a potential source of renewable bioproducts, such as biofuels and bio-
plastics. During photosynthetic growth,  R. sphaeroides  produces large amounts of 
carotenoids and isoprenoids that are of economic importance (Cogdell et al.  2000 ; 
Glaeser and Klug  2005 ; Glaeser et al.  2011 ; Monger et al.  1976 ; Niederman et al. 
 1976 ; Slouf et al.  2012 ). Polyhydroxybutyrate (PHB), a polymer of 3- hydroxybutyrate, 
is produced likely as a storage compound for carbon and reducing power storage but 
is of interest as a bioplastic material (Imam et al.  2011 ). When grown under nitrogen- 
limiting conditions, the activity of the nitrogenase enzyme complex in  R. sphaeroi-
des  also leads to production of hydrogen (H 2 ) gas that can be exploited as a biofuel 
source (Kontur et al.  2011 ). 

 The generation of these bioproducts of interest is being coupling to the 
 harnessing of energy generated from using light or solar energy, such that pro-
duction is dependent on effi cient energy utilization. Due to its metabolic diver-
sity, one may expect  R. sphaeroides  to have evolved an array of regulatory 
mechanisms working in concert to ensure the most effi cient processes for  carbon 
utilization and/or energy generation or conservation based on the environmental 
conditions (Imam et al.  2011 ). These mechanisms are currently being investi-
gated in order to exploit any potential bioproduct (Imam et al.  2011 ; Kontur 
et al.  2011 ). These investigations include the utilization of next-generation 
sequencing and multiple-omics (i.e., proteomics) technologies that allow the 
determination of global effects and can lead to maximum energy generation 
and/or compound production. 

 As previously stated, there is evidence that  1 O 2  is the major damaging ROS in 
photosynthetic organisms (Triantaphylides et al.  2008 ). The implication is that  1 O 2  
would prevent maximum output of bioproducts of interest if the photosynthetic 
apparatus is damaged as a result of ROS production. As such, characterizing the 
mechanisms by which photosynthetic cells contend with  1 O 2  is of importance. 
Substantial quantities of  1 O 2  can be formed during photosynthetic growth of  
R. sphaeroides  in the presence of molecular O 2 . Additionally,  1 O 2  can be generated 
by treatment of  R. sphaeroides  with the photosensitizing dye methylene blue when 
under aerobic conditions, limiting the production of carotenoids that are associated 
with photosynthetic growth (Anthony et al.  2005 ; Kumar et al.  2012 ; Nuss et al. 
 2010 ; Greenwell et al.  2011 ). The use of  R. sphaeroides  to characterize cellular 
responses to  1 O 2  is of particular importance due to the years of research in photosyn-
thesis, availability of systems capable of monitoring the effects of  1 O 2  in vivo, and 
coupled with the use of genomic approaches make this bacterium the best model 
system (Ziegelhoffer and Donohue  2009 ).  

6 Utilization of NGS and Proteomic-Based Approaches to Gain…



86

    Quenching of  1 O 2  by Carotenoids 

 Carotenoids are a natural line of defense that can prevent damage by  1 O 2  via quench-
ing in both photosynthetic and non-photosynthetic organisms. This insight was ini-
tially discovered by studying the extreme sensitivity of carotenoid mutants of 
photosynthetic bacteria to light in the presence of oxygen (Sager and Zalokar  1958 ; 
Anderson and Robertson  1960 ; Griffi ths et al.  1955 ). Carotenoids in photosynthetic 
microorganisms and in chloroplasts provide protection against singlet oxygen for-
mation by quenching excited triplet-state chlorophylls and bacteriochlorophylls, or 
by directly quenching singlet directly (Cogdell et al.  2000 ; Krieger-Liszkay et al. 
 2008 ; Telfer  2005 ; Trebst  2003 ; Ziegelhoffer and Donohue  2009 ; Glaeser and Klug 
 2005 ). The energy transferred from excited chlorophylls or  1 O 2  is transferred to and 
excites the carotenoid from its ground state. The excited carotenoid relaxes back to 
ground state by releasing the excess energy as heat (Domonkos et al.  2013 ; Frank 
and Brudvig  2004b ; Johnson and Schroeder  1996 ; Telfer  2005 ; Young and Frank 
 1996 ). No chemical change to the carotenoid occurs during this process, leaving the 
molecule unchanged. A wide variety of carotenoid molecules exist, from β-carotene 
to α-tocopherol to xanthophylls, with well over 600 different carotenoids that have 
been studied (Kruk et al.  2005 ; Bendich and Olson  1989 ). 

 While carotenoids can function to directly quench  1 O 2 , the levels of this ROS can 
accumulate over time and overwhelm this defense, eventually leading to irreversible 
carotenoid modifi cation (Ziegelhoffer and Donohue  2009 ). Since  1 O 2  destroys pro-
teins and lipids of the photosynthetic apparatus, the quenching activity of carot-
enoids must be insuffi cient to fully protect against this reactive oxygen species and 
as such, other systems must be utilized to protect and counteract  1 O 2 -mediated dam-
age (Rinalducci et al.  2004 ; Kochevar  2004 ; Nishiyama et al.  2004 ; Hideg et al. 
 2000 ; Estevam et al.  2004 ; Ziegelhoffer and Donohue  2009 ).  

    Transcriptional Response to  1 O 2  by  R. sphaeroides  

 The activities of transcription factors are used to alter gene expression once an 
appropriate signal or stimulus is applied to the cell. These transcription factors vary 
in their structures, the mechanisms by which the signal is transduced into a response, 
and their interactions with either the DNA, RNA polymerase, or both. A specifi c 
transcriptional response to  1 O 2  was identifi ed in  R. sphaeroides , and this response is 
essential when  R. sphaeroides  cells are limited in carotenoid production (Anthony 
et al.  2005 ). This transcriptional response is regulated by two proteins: the Group IV 
sigma ( σ ) factor,  σ  E , and the anti- σ  factor ChrR. 

 In bacteria, sigma ( σ ) factors function to regulate transcriptional activity by 
recruiting RNA polymerase (RNAP) to specifi c promoter elements. The number of 
 σ  factors encoded by different bacteria varies dramatically: the model bacterium 
 Escherichia coli  has only 7  σ  factors total, whereas  Streptomyces coelicolor  has 64 
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different  σ  factors (~50 of which fall into the ECF sub-class of  σ  factors) (Bentley 
et al.  2002 ; Gross et al.  1996 ; Mascher  2013 ). The ECF  σ  factor family is the largest 
and most functionally diverse group of  σ  factors, and the transcriptional networks 
regulated by ECF  σ  factors allow cells to adapt and respond to a wide variety of 
environmental stimuli (Helmann  2002 ; Lonetto et al.  1992 ; Mascher  2013 ). Some 
common characteristics of ECF  σ  factors include positive auto-regulation of their 
own structural gene and co-transcription of their structural gene with a gene that 
encodes a cognate anti- σ  factor that binds to and inhibits activity of the  σ  factor until 
the cell receives the appropriate environmental stimulus. 

 The activity of  σ  E  is controlled by the anti-sigma factor ChrR which interacts 
with  σ  E  in a heterodimeric complex in the absence of  1 O 2  (Anthony et al.  2004 ; 
Campbell et al.  2007 ; Newman et al.  1999 ,  2001 ). Once bound to ChrR,  σ  E  is unable 
to bind core RNA polymerase or initiate transcription of target genes. ChrR does 
this by preventing the interaction of the  σ  factor with core RNA polymerase 
(Anthony et al.  2004 ). The anti-sigma factor ChrR is a zinc metalloprotein that 
requires this metal to inhibit  σ  E  activity (Newman et al.  2001 ). 

 It was shown that  R. sphaeroides  requires  σ  E  to transcribe genes needed for sur-
vival in the presence of  1 O 2  when carotenoids are limiting, and that  σ  E  activity was 
not induced when cells were exposed to oxidants including superoxide, hydrogen 
peroxide, and hydroxyl radicals (Anthony et al.  2005 ). However, it has been shown 
that this system also responds to the  tertiary -butyl hydroperoxide ( t -BOOH), but it 
is presumed that this activation of  σ  E  through a different mechanism than induced by 
 1 O 2  (Nam et al.  2013 ). The existing model is  1 O 2  is sensed by ChrR, either directly 
or indirectly by an oxidation by-product, to subsequently release  σ  E  in order to initi-
ate the transcriptional response (Greenwell et al.  2011 ; Nam et al.  2013 ). Initially, 
target genes regulated by  σ  E  were identifi ed using gene expression studies (Anthony 
et al.  2005 ), whereas a more complete analysis others were identifi ed using an in 
silico investigation utilizing a wide array of previously published microarray analy-
ses and subsequently confi rmed using chromatin immunoprecipitation on a chip 
(ChIP-chip) assays (Dufour et al.  2008 ).  

    Alternative Responses to  1 O 2  by Other Organisms 

 While the  σ  E –ChrR system of  R. sphaeroides  is not the only system triggered in 
response to  1 O 2 , to date it is the best characterized. A homolog of the  σ  E –ChrR sys-
tem in the non-photosynthetic bacterium  Caulobacter crescentus  has also been 
shown to be initiated in response to  1 O 2 , as well as  t -BOOH, cadmium, and UV-A 
exposure (Lourenco and Gomes  2009 ). 

 Other organisms have different transcriptional responses initiated when 
exposed to  1 O 2 . The algae  Chlamydomonas reinhardti  has served as a eukaryotic 
model for monitoring the effects of exposure to  1 O 2 . The fi rst evidence of spe-
cifi c gene induction due to  1 O 2  was observed in  C. reinhardti  by monitoring 
expression of the  GPX5  gene that was robustly induced specifi cally to  1 O 2  but 
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minimally affected by alternative ROS tested (Leisinger et al.  2001 ; Brzezowski 
et al.  2012 ; Fischer et al.  2009 ,  2010 ,  2012 ). Carotenoid biogenesis is induced 
in certain prokaryotes and eukaryotes. In  Myxococcus xanthus  it is induced by 
 1 O 2  generated due to high levels of the tetrapyrrole protoporphyrin IX, which 
can act as a photosensitizer, accumulated during stationary phase (Botella et al. 
 1995 ; Browning et al.  2003 ; Galbis-Martinez et al.  2012 ; Martinez-Laborda 
et al.  1990 ; Martinez-Laborda and Murillo  1989 ; Whitworth et al.  2004 ). When 
grown in the presence of light, the obligate aerobe actinomycete  S. coelicolor  
also induces carotenogenesis (Takano et al.  2005 ), grown under conditions that 
can generate  1 O 2 . This light-induced mechanism may be due to either detection 
of  1 O 2  or as a preventive measure prior to  1 O 2  generation. 

 As stated above, the response systems that contend with other ROS are consid-
ered to be not adapted for contending with  1 O 2 . However, some of those response 
systems are observed to be induced when cells encounter this reactive oxygen spe-
cies. The SoxRS regulon of  E. coli  was induced in a  soxR -dependent fashion by an 
exogenous endoperoxide compound, disodium 3,3′-(1,4-naphthylidene) dipropri-
onate (NDPO 2 ) endoperoxides, that generates  1 O 2  by decomposition (Agnez-Lima 
et al.  2001 ; Ziegelhoffer and Donohue  2009 ). Additionally, overexpression of 
OxyR, a regulator of hydrogen peroxide-inducible genes, in  E. coli  diminished the 
oxidative damage generated by  1 O 2  (Schulz et al.  2000a ; Agnez et al.  1996 ; Kim 
et al.  2002 ). One proposal for how these systems may protect cells from oxidative 
damage is due to the increased expression of antioxidant enzymes and scavenging 
compounds that may act to quench  1 O 2  rather than repair any damage. Insights into 
the global effects of  1 O 2 , and any other stress or response mechanism, can be further 
investigated using more recently developed technologies.  

    Utilization of Next-Generation Sequencing (NGS) 
Technologies, Proteomic, and Metabolomic Approaches 
to Characterize Cellular Responses 

 Next-generation sequencing (NGS) technologies have been developing over the 
past decade, providing a wide variety of applications for improved investigations. 
For example, NGS can be utilized for variation analysis using whole-genome rese-
quencing, transcriptome and non-coding RNA analyses via RNA sequencing (RNA- 
seq) technology, DNA–protein interactions via chromatin-immunoprecipitation 
with sequencing analysis (ChIP-seq), and a wide variety of other applications 
(Conway et al.  2012 ; Egan et al.  2012a ,  b ). Combinatorial NGS technologies pro-
vide a breadth and depth of insight into research, allowing more comprehensive 
determination of effects on a more global scale than what has been attainable via 
reductive research investigations. In addition to the benefi t of increased throughput 
via the use of NGS technologies, decreased cost of data generation has led to vast 
improvements in analyses—for example, resequencing of entire plant genomes is 
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no longer time- and cost-prohibitive to investigate genotype–phenotype relationships 
in complex systems (Rounsley and Last  2010 ). A number of NGS technologies and 
informational resources have become available very recently. Some commonly used 
platforms include the Roche 454 sequencing technology (Margulies et al.  2005 ), the 
Illumina Solexa Genome Analyzer (Bennett  2004 ; Bennett et al.  2005 ), and Life 
Technologies SOLiD or Ion Torrent platforms (Rothberg et al.  2011 ), to name a few. 

 As mentioned above, whole-genome sequencing using NGS technology allows 
for rapid and complete coverage of the genomes of bacteria, plants, and animals. 
Combinatorial approaches using multiple platforms in conjunction improves effi -
ciency in assembly than a single platform, and sequencing alignment using a refer-
ence genome is obviously optimal. For example, several plant genomes have 
recently been sequenced by combinatorial NGS technologies and have allowed for 
the rapid acquisition of genome-scale variants data recognized by the high- 
throughput identifi cation of mutations and alleles associated with various diverse 
phenotypes (DePristo et al.  2011 ). 

 For more complete investigation into transcriptomics above and beyond 
microarray analyses, RNA-seq is a particularly popular tool for the rapid collec-
tion and quantifi cation of a much larger scale of RNAs both coding and non-
coding (Wang et al.  2009 ,  2010 ; Garber et al.  2011 ). Coupling RNA-seq with 
other NGS technologies has allowed for simultaneous acquisition of genomic 
DNA sequence, profi les of gene expression, and detection of polymorphisms and 
splicing variants in order to derive resources and insight in a variety of plant spe-
cies, including Arabidopsis and rice, that have particular economic and energetic 
importance (Filichkin et al.  2010 ; Gonzalez-Ballester et al.  2010 ; Castruita et al. 
 2011 ; Zenoni et al.  2010 ). 

 In addition to RNA-seq and other approaches that focus on transcriptional regu-
latory networks, other approaches include interactome analyses for networks 
formed via protein–protein interactions and metabolome analyses to monitor 
 metabolic activity (Saito and Matsuda  2010 ). Metabolomic platforms couple ultra- 
performance liquid chromatography to mass spectrometry (Sawada et al.  2009 ). 
The accumulation and detection of a wide variety of metabolites in a large number 
of samples can occur rapidly and allow for the investigation of complex metabolic 
systems and changes in biological systems. Profi ling of the metabolome provides a 
snapshot of metabolite accumulation in response to various conditions, including 
mutant analysis, treatments, and stress responses (Ishikawa et al.  2010 ; Kusano 
et al.  2011a ,  b ,  c ). A recent metabolomic study looking at Arabidopsis mutants 
involved in methionine chain elongation showed that some of those enzymes were 
also involved in primary and secondary metabolite synthesis (Sawada et al.  2009 ). 

 Informational resources include the PRIMe (  http://prime.psc.riken.jp/    ), 
MeRy-B (  http://www.cbib.u-bordeaux2.fr/MERYB/    ), and MetabolomeExpress 
(  https://www.metabolome-express.org/    ) that are particularly powerful analysis 
tools for metabolomic studies (Akiyama et al.  2008 ; Carroll et al.  2010 ; Ferry-
Dumazet et al.  2011 ). In particular, a review by (Saito and Matsuda  2010 ) pro-
vides a summary list of resources available for metabolomic studies, particularly 
plant metabolomics.  
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    Investigations into the Cellular Response to  1 O 2  
and Identifi cation of the  σ  E  Regulon 

 The transcriptional response to  1 O 2  identifi ed in  R. sphaeroides  is regulated by the 
Group IV  σ  factor,  σ  E , and the anti- σ  factor ChrR (Anthony et al.  2005 ). In the 
absence of  1 O 2 ,  σ  E  and ChrR interact in a heterodimeric complex preventing  σ  E  from 
binding core RNA polymerase to initiate transcription (Anthony et al.  2004 ; 
Campbell et al.  2007 ; Newman et al.  1999 ,  2001 ). It was previously shown that 
 R. sphaeroides  requires  σ  E  to transcribe genes needed for survival in the presence of 
 1 O 2  when carotenoids are limiting, and that  σ  E  activity was not induced when cells 
were exposed to oxidants including superoxide, hydrogen peroxide, and hydroxyl 
radicals (Anthony et al.  2005 ). Some important characteristics of Group IV  σ /anti- σ  
factor pairs include positive auto-regulation by the  σ  factor of its own coding gene, 
and cells lacking the anti- σ  factor constitutively express the  σ  factor, and by virtue, 
the target genes regulated by the  σ  factor (Helmann  2002 ). 

 Using the characteristics describe for Group IV  σ  factor regulatory systems, the 
target genes regulated by  σ  E  were initially identifi ed using gene expression studies 
via microarray, comparing gene expression in wild type  R. sphaeroides  to ΔChrR 
cells (Anthony et al.  2005 ). An in silico investigation that utilized previously pub-
lished  R. sphaeroides  gene expression microarray analyses looked for genes that 
had correlated expression patterns with identifi ed  σ  E  target genes via hierarchical 
clustering, and any genes identifi ed as co-regulated were subsequently confi rmed 
using ChIP-chip assays (Dufour et al.  2008 ). 

 In the initial microarray experiments,  rpoE  exhibited increased expression along 
with ~180 genes (corresponding to ~60 operons) that had a ≥3-fold increase in 
expression in ΔChrR cells when compared to wild type cells (Anthony et al.  2005 ). 
Only a small number of those operons were confi rmed to be direct  σ  E  targets. 
Coupling this experiment to publicly available microarray analyses to identify co- 
regulated genes and CHiP-chip experiments to identify enriched DNA sequences 
occupied by  σ  E  in vivo allowed for a more complete determination of the net effect 
of  1 O 2  on gene expression (Dufour et al.  2008 ,  2012 ). This work led to the identifi ca-
tion of a core set of genes regulated by  σ  E –ChrR in a wide variety of bacteria and an 
extended regulon that is found in α-proteobacteria (Dufour et al.  2008 ; Ziegelhoffer 
and Donohue  2009 ). Additional investigations into the response proposed that sev-
eral small non-coding RNAs and the RNA chaperone Hfq also play a role in the 
cellular response to  1 O 2 , as Δhfq cells exhibited greater sensitivity and diminished 
induction of  σ  E  and members of the  σ  E  regulon when encountering  1 O 2  (Berghoff 
et al.  2009 ,  2011 ). 

 Identifi ed members of the core  σ  E  target regulon include  rpoEchrR , the coding 
genes of the master regulators of this response to  1 O 2  (Anthony et al.  2005 ; Dufour 
et al.  2008 ,  2012 ). The operon RSP2143–2144 is annotated to encode  phrA  and 
 cfaS , respectively. The  phrA  gene encodes a DNA photolyase that can repair pyrimi-
dine dimers formed by oxidative stress (Hendrischk et al.  2007 ; Dufour et al.  2008 ); 
 cfaS  is annotated as a cyclopropane fatty acid synthase predicted to modify membrane 
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lipids at sites of unsaturation by adding a methylene bridge, thus removing an oxi-
dation target and maintaining the integrity of the fatty acid bilayer (Nam et al. 
 2013 ). The operon ranging from RSP1087–1091 contains uncharacterized gene 
products whose roles are unknown but are likely important to the cellular response, 
with the two genes encoded by RSP1091 and RSP1090 have limited amino acid 
similarity to cyclopropane fatty acid synthetases (Nam et al.  2013 ; Dufour et al. 
 2008 ; Ziegelhoffer and Donohue  2009 ). The  cycA  gene, encoded at locus tag 
RSP0296, is also a target gene regulated by and encodes cytochrome c 2  that func-
tions as an electron shuttle in photosynthesis. Regulation of  cycA  is complex due to 
multiple transcription factors binding upstream and competing to regulate its 
expression, including the PrrA response regulator that regulates the shift between 
aerobic and photosynthetic growth, and the heat shock sigma factors RpoH I  and 
RpoH II  (Newman et al.  1999 ,  2001 ; Tavano et al.  2004 ; Eraso and Kaplan  1994 ; 
Karls et al.  1999 ). Other important functions are likely to be carried out by remain-
ing members of the core  σ  E –ChrR regulon but their functions are currently unknown 
(such as the RSP1087–1091 and the uncharacterized RSP1409 loci). 

 RpoH II , one of two predicted homologs of the  E. coli  heat shock  σ  factor RpoH 
that are expressed in  R. sphaeroides , in turn initiates transcription of a number of 
other genes that are involved in stress response. Inclusion of RpoH II  comprises the 
extended  σ  E –ChrR regulon found only in some α-proteobacteria, and thus  σ  E  acti-
vates a transcriptional cascade when it receives the inducing signal (Dufour et al. 
 2010 ). Further insight into the  σ  E -dependent response and energy generation in  R. 
sphaeroides  requires globally based analytical techniques. 

 A multi “-omics” investigation of the global cellular dynamics of and response 
to exposure to  1 O 2  was recently conducted (Berghoff et al.  2013 ). The cellular 
response to  1 O 2  by  R. sphaeroides  was investigated on three levels: transcriptome 
analysis using microarrays and deep sequencing via RNA-seq, translatome analysis 
by polysome accumulation after treatment with chloramphenicol, and proteomic 
analysis via protein labeling using heavy amino acids coupled to liquid chromatog-
raphy with tandem mass spectrometry (LC–MS/MS) (Berghoff et al.  2013 ). This 
investigation correlated transcriptional activity to translational activity of mRNAs 
as they are actively bound by ribosomes and to the actual levels of various proteins 
expressed in vivo. This is the fi rst global investigation into the effects of  1 O 2  on cel-
lular transcription and translation activity and protein stability in vivo. These activi-
ties were compared over an extended exposure to  1 O 2  at various time points to 
distinguish rapid, transient responses to long-lived induced or down-regulated activ-
ities. The dynamic alteration of activities included sulfur metabolic genes that were 
induced at the onset of stress but were not maintained for the duration of exposure 
(Berghoff et al.  2013 ). The classifi cations of activities altered globally included 
redox and stress defense mechanisms, and also included various metabolic activities 
such as carbohydrate, iron, and sulfur and amino acid metabolism, cell transport 
activities, and quorum sensing (Berghoff et al.  2013 ). This NGS and multiple-omics 
coupled investigation highlights the depth and ability to identify global effects of 
cellular responses, described above by the variety of activities affected by the pres-
ence of this ROS.  
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    Coupling Insights to Improved Energy Generation 

 The use of newly developed NGS and proteomic analyses has great expended our 
ability to determine and understand the global ramifi cations of stresses and signals 
and the cellular responses to them. Specifi cally, the investigations described above 
have garnered signifi cant insight into the global cellular effects of prolonged expo-
sure to the ROS,  1 O 2 . Future investigations have to focus on identifying the func-
tions and roles of uncharacterized gene products involved in the core and extended 
regulons of the  R. sphaeroides σ  E –ChrR system as well as characterize the specifi c 
mechanisms by which  1 O 2  alters the metabolic activities described above—are these 
alterations in metabolism simply due to damage caused directly by  1 O 2  to essential 
components, are oxidative by-products such as organic hydroperoxides involved in 
a second level of oxidative damage that directly affects those cellular activities, or 
are  1 O 2  and/or oxidative by-products recognized as signals to alter the activities such 
that there is minimal loss of effi cient activity? 

 As  1 O 2  is considered the major toxic compound that prohibits energy generation 
in photosynthetic centers, the  σ  E –ChrR system can be used as part of a detection 
mechanism in  R. sphaeroides  against the presence of  1 O 2 . If  1 O 2  is indeed the major 
ROS that affects energy generation, monitoring the response to the presence will be 
essential to ensure that maximum energy production is attained. Under growth con-
ditions used to generate fuel source such as H 2 , tracking  σ  E  activity during produc-
tion will allow direct monitoring of a mechanism that threatens to decrease that 
energy potential. The use of this system as a monitor of energy potential in a fuel 
cell, where cellular exposure to molecular O 2  should be prohibited to maximize 
energy generation via photosynthetic growth conditions, provides an easily detect-
able assay. 

 While a signifi cant amount of work remains to ascertain the mechanistic details 
described above, it also remains unclear as to whether the gene products or pro-
cesses identifi ed to combat  1 O 2  are similar in prokaryotes and eukaryotes. Insights 
garnered from prokaryotic cellular responses to  1 O 2  may lead to directed expression 
of genes necessary for cellular stability or energy production when cells or organ-
isms are exposed to long durations of  1 O 2 . Since some of the genes induced by  1 O 2  
stress are proposed to confer protective or repair activities, other genes encode pro-
teins of unknown function that currently prevent a comprehensive understanding of 
the cellular response to  1 O 2 . Since  1 O 2  affects global cellular activities, the dynamic 
interplay and mechanisms by which those activities are altered also remain to be 
determined.     
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    Chapter 7   
 Experimental Evolution and Next Generation 
Sequencing Illuminate the Evolutionary 
Trajectories of Microbes 

              Mario     A.     Fares      

            Introduction 

 In his book “The origin of species by means of natural selection” (Darwin  1859 ), 
Charles Darwin manifested a deep frustration justifi ed by the realization that natural 
selection is too slow to be observed in real time. He admittedly based all his conclu-
sions on observations or indirect measurements of the action of natural selection 
and reported many evidence supporting his conclusion: “That natural selection will 
always act with extreme slowness I fully admit.” 

 Darwin, if lived today, would be enthralled by the fact that the process of natural 
selection and the mechanisms underlying them could be directly tested in a reason-
able short time using microbes. Microbes offer a unique opportunity to observe and 
test the mechanism of natural selection and the general principles of evolution. This 
is mainly due to the short generation times, small genome sizes, and deep microbes 
genetic and physiological characterization. These features and the feasibility of 
evolving microbes in the laboratory with the current technology under controlled 
conditions and at high “speeds” make them ideal systems to put the main principles 
of evolution to test and unearth the dynamics underlying the evolution of biological 
complexity (Kawecki et al.  2012 ). In addition to the possibility of conducting 
laboratory- supervised evolution experiments, the next generation sequencing tech-
nology (NGS) has enabled sequencing hundreds of microbial genomes at once, 
linking particular genome dynamics to microbes’ lifestyles. 

             M.  A.   Fares      (*) 
  Department of Abiotic Stress ,  Instituto de Biología Molecular y Celular de Plantas (CSIC- 
UPV) ,   Ingeniero Fausto Elio ,  Valencia   46022 ,  Spain    

  Department of Genetics ,  Smurfi t Institute of Genetics, University of Dublin, Trinity College , 
  Dublin ,  Ireland   
 e-mail: mfares@ibmcp.upv.es, faresm@tcd.ie  

mailto:mfares@ibmcp.upv.es
mailto:faresm@tcd.ie


102

 In this chapter, I will discuss the many different scenarios under which microbes 
have been evolved in the laboratory, how did NGS contribute to the understanding 
of the genomes dynamics behind specifi c adaptive processes, and the main concep-
tual breakthroughs derived from these studies.  

    What Makes Microbes Attractive to Test Evolutionary 
Processes? 

 Eighty-fi ve years ago, August Krogh articulated a principle (Krogh principle) after 
which experimentalists should choose the model organism that can best foster a 
clear and direct experimental design and a rigorous and unambiguous result and 
interpretation (Krogh  1929 ). Krogh principle is particularly useful when testing 
evolutionary processes, as these are often dominated by very complex patterns that 
are intermingled and many times shaped by the environment. 

 The general principles of Evolutionary biology has been historically built based 
on indirect theoretical and comparative studies (Futuyma  1998 ), lacking rigorous 
experimentation proof. There are several reasons for the lack of experimental stud-
ies probing principles of evolution. Mainly, it remains diffi cult identifying the 
dynamics of natural selection leading to the fi xation of advantageous mutations at 
specifi c episode of organisms’ evolution. Some of the reasons for this diffi culty are 
the impracticality of replicating the complex mix of environmental conditions under 
which populations grew at some stage during their evolution and the slow pace at 
which natural selection acts. In this sense, microorganisms offer a unique opportu-
nity for studying evolution as they present large populations sizes, short generation 
times, small genome sizes, and enormous physiological plasticity. Noticeably, 
microorganisms are not equipped with complex homeostasis systems, and thus their 
phenotype is largely the result of their genetic composition interacting with the 
environment. In addition to this convenient feature, microbes present a puzzling 
diversifi cation whether measured in terms of the number of species (Dykhuizen 
 1998 ; Gans et al.  2005 ), habitat range (Pikuta et al.  2007 ), or the breadth of energy 
sources and biochemical pathways they can exploit in order to survive (Pace  1997 ). 

 The hallmarks of experimentation of any kind are control and replication. In 
evolutionary biology, controlling environmental conditions, especially when con-
ducting experiments out of the laboratory, is diffi cult if not impossible. However, 
the fact that enormous population size of microbes could grow in tiny spaces (for 
example, a drop of culture medium) makes it feasible growing hundreds of micro-
bial populations in a standard laboratory space. Moreover, microbiologists have 
successfully harnessed bacterial evolution and domesticated them to grow under 
laboratory-controlled conditions. Hundreds of microbial populations can be then 
propagated and analyzed simultaneously. If maintained evolving separately, with no 
cross-contamination, such populations can be used to test the repeatability of evolu-
tionary processes (Lenski et al.  2000 ), to understand the physiological plasticity of 
bacteria growing under different carbon sources, and reproduce ecological scenarios 
of more complex organisms. In summary, experimental evolution allows determining 
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the selective forces operating, and by virtue of replicating the experiment, researchers 
can distinguish between deterministic and stochastic effects. 

 Environmental control is one of the most important advantages of using micro-
bial populations because we can grow homogenously distributed populations in an 
environment in which single factors can be modifi ed. In this new single-factor mod-
ifi ed environments, that reproduces ancestral environments, many hypotheses can 
be tested, including how novel physiologies emerge to adapt to a new environment, 
the population dynamics of generalists and specialists, and the role of contingency 
in the adaptation to novel conditions and the trade-offs that such adaptations involve 
(Bennett and Lenski  2007 ; Bronikowski et al.  2001 ; Lee et al.  2009 ). 

 The large population sizes of microbes offers an analytical advantage, which is 
concerned with the higher likelihood of originating novel adaptations through muta-
tions. The rationale is simple: in a small space of culture liquid billions of microbial 
cells can be kept and propagated, thereby avoiding the effect of genetic drift and 
directly testing the role of natural selection. During DNA replication, or even protein 
translation, there is a low but fi nite probability of an error in replication. The probabil-
ity of occurrence of such a mutation is the product of the population size and the 
mutation rate. Therefore, the larger the population size the greater is the number of 
mutations originating in the population and the higher is the probability of a muta-
tional novelty emerging. Because selection is strong when population sizes are large, 
the probability of fi xation of benefi cial mutations is very high. It follows then that the 
rate at which evolution occurs is high in microbial populations, making it possible 
reproducing adaptive evolution in real time. Indeed, in long-term evolutionary studies 
on microbial populations, every single nucleotide base pair should have experienced 
at least one mutation, and thus have undergone selection fi ltering (Lenski et al.  2003 ). 

 Finally, unlike multicellular organisms that require at least days or weeks to pro-
duce a new generation, microbes require minutes or hours. This allows benefi cial 
mutations to become quickly fi xed in the populations. For example, thermo- resistant 
mutations can become fi xed in the microbial population within 15–20 days after ini-
tiating an evolution experiment (Bennett and Lenski  2007 ; Elena and Lenski  2003 ). 
Moreover, the enormous linkage disequilibrium of microbes ensures their clonal 
transmission for thousands of generations preserving the ancestral genetic back-
ground. This, in addition to the possibility of freezing evolved cells that can be thawed 
again, permits building a microbial fossil record and perform genome archeology at 
any time of the evolution experiment (Lenski et al.  2003 ; Ostrowski et al.  2008 ).  

    Experimental Evolution and Mutation Accumulation 
Dynamics 

 Experimental evolution combined with whole-genome re-sequencing is a promising 
strategy for investigating the dynamics of evolutionary change. One of the questions 
that have motivated efforts in reproducing an evolutionary scenario is how repeat-
able is evolution. The fragmentary nature of the fossil record cannot provide a full 

7 Experimental Evolution and Next Generation Sequencing Illuminate…



104

picture that would allow answering this question, and even if it did we are not 
 certain what kinds of environments or adaptations have not been explored by nature. 
Instead, reproducing fi ne-tuned scenarios in a test tube containing billions of bacte-
rial cells can shed light on the complexity of evolutionary patterns. 

 Evolution experiments start with an initial population of microbes genetically 
identical and adapted to an ancestral environment (Fig.  7.1 ). Adaptation is 
 determined by the Malthusian growth parameter of the population and is considered 
to be proportional to the relative fi tness of the population. Fitness in experimentally 
evolved populations is measured as the capacity of such descendent populations to 
compete head-to-head with their ancestors. These two populations, the evolved one 
and its parental ancestral population, can be compared because they can be brought 
together in the same place at the same time. We can compare the performance of the 
descendant and ancestral populations by quantifying the number of offspring that 
each leaves in the next generations in an environment in which the carbon source is 
common for the two differentiated populations. Populations are propagated between 

0.1 ml in
9.9 ml
medium

Ancestral
cell

30,000
generations

50,000
generations

Head-to-head
competition

  Fig. 7.1    Experimental evolution of microbes in the laboratory. From a single cell (ancestral cell) 
many replicate populations are generated, all being genetically identical and evolving for many 
generations independently. To assay the biological fi tness of the evolved population at any time 
point, equal proportions of this population and of its ancestral one are mixed in the same medium. 
Both cells, the evolved and ancestral ones, should be distinguishable, for example through a meta-
bolic marker that yields distinctly colored cells, to determine the relative frequency of each popula-
tion at the start and end of the competition experiment. Improved fi tness of the evolved population 
is refl ected in a higher proportion of evolved cells than ancestors in the competition experiment       
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generations by diluting 0.1 ml of the grown culture in 9.9 ml of a new culture. 
To determine how repeatable is evolution, many different independently evolving 
lineages are generated from the same ancestor, and thus originally presenting the 
same genetic background and evolved in parallel (Fig.  7.1 ). The many different 
evolutionary paths followed by each of the independent evolving lines can be then 
compared and their differences quantifi ed.

   As I explained earlier, microbes are genetically represented by one chromosome. 
The gamma-proteobacterium  Escherichia coli  strain K12 MG1655 is the one most 
used in experimental evolution of microbes. Most bacteria, including  E. coli , pres-
ent highly dense genomes, with the genome size refl ecting the number of genes 
(Giovannoni et al.  2005 ; Mira et al.  2001 ). The high gene density of these genomes 
and large linkage disequilibrium means that the mutational load is expected to 
increase as generations pass by without disrupting previous genetic backgrounds 
and that most changes will be affecting coding genes or regulatory regions. This 
means that we can directly associate particular nucleotide mutations to specifi c phe-
notypes and follow the history of interesting mutations since the last common 
ancestor of all the founded bacterial populations. Likewise, the yeast  Saccharomyces 
cerevisiae  has been used in its haploid or diploid genetic structure as a model to test 
specifi c evolutionary processes through experimental evolution. Here I provide 
examples of how NGS performs a powerful tool when combined with experimental 
evolution to unearth the rules governing fundamental evolutionary processes.  

    The Evolutionary Trajectories of Adaptive Mutations 

 NGS has been developed reaching a stage in which single minority mutations can 
be identifi ed at low frequencies and their origin traced through reviving evolved 
cells at different time points of an evolution experiment. For example, the fi nal 
stages of the fi xation of an adaptive mutation can be identifi ed by mixing equal 
proportions of bacterial cells labeled with two different tags (Hegreness et al.  2006 ). 
Combining cost-effective Illumina re-sequencing with experimental evolution 
makes it possible to sequence several hundreds of individuals from an evolved pop-
ulation, generating estimates of allele frequencies at millions of single-nucleotide 
polymorphisms (SNPs) genome-wide (Burke  2012 ; Burke et al.  2010 ; Burke and 
Long  2012 ; Futschik and Schlotterer  2010 ). This is important not only to identify 
rare variants but also to determine with unprecedented accuracy the evolutionary 
trajectories of adaptive mutations. 

 Evolution experiments seeking to identify adaptive evolution derive populations 
from a single ancestral genotypes, and thus genetically identical, in a constant environ-
ment or an environment with constant fl uctuations. This is achieved by a continuous 
culture of populations in which the input of resources and the removal of individuals 
occur at a constant and controlled way. Alternatively, a fraction of the grown popula-
tion is passaged to a new culture medium. When an adaptive mutation emerges in such 
an environment, this drives the evolutionary dynamic of the population, so that the 
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average fi tness of the population increases gradually. When several adaptive muta-
tions emerge, synergistic epistasis among them, that is interactions between muta-
tions that increases the effects of single mutants on fi tness in a non- linear fashion, 
leads to diminishing-returns epistasis: each mutation has lower benefi cial effect for 
the individuals in the presence of another benefi cial mutations than if it appeared 
alone in the ancestral genetic background (Chou et al.  2011 ; Khan et al.  2011 ; Kvitek 
and Sherlock  2011 ). Regardless of whether or not diminishing returns take place, 
benefi cial mutations will lead populations to climb peaks in a fi tness landscape 
(Fig.  7.2 ) (Orr  2009a ,  b ). In the absence of interfering mutations, benefi cial mutations 
will undergo refi nement and selective sweep in the population (Atwood et al.  1951 ; 
Barrick and Lenski  2013 ). However, in asexual populations it is more frequent to 
observe cases in which the benefi cial mutation needs to displace other benefi cial 
mutations emerging during its fi xation, thereby slowing down the fi xation rate of 

Higher fitness

Deleterious

a

b

  Fig. 7.2    Fitness landscape of an evolving population. Peaks represent regions of maximum rela-
tive biological fi tness while valleys are regions of low fi tness. In a smooth landscape ( a ) popula-
tions ( spheres ) can cross the valleys of low fi tness without yielding lethal phenotypes (e.g., these 
populations go from high mean fi tness to intermediate mean fi tness). In rugged and complex land-
scape ( b ), crossing the valleys of low fi tness is lethal and precludes populations from reaching new 
local fi tness maxima through gradual evolution. This fi gure is taken from (Henderson et al.  2013 ), 
with author’s permission       
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adaptive mutations. This effect, known as clonal interference (Fogle et al.  2008 ; 
Miralles et al.  1999 ), has been shown to be frequent in asexual populations of infl u-
enza (Strelkowa and Lassig  2012 ), the bacteriophage phiX174 (Pepin and Wichman 
 2008 ), bacteria (de Visser and Rozen  2006 ), and yeast (Kao and Sherlock  2008 ; Lang 
et al.  2013 ) but has only been characterized in yeast by deep sequencing yeast popula-
tions at frequent intervals (Lang et al.  2013 ).

   Adaptive mutations need to be distinguished from those that are innovative, lead-
ing to new phenotypes adaptable to novel environments. Many research studies in 
this area have shown that such innovative mutations are often sudden and involve 
only one-to-few mutations. The identifi cation of these mutations has been possible 
through the use of NGS, which has also enabled disentangling benefi cial mutations 
from innovative ones. For example, in a recent study, Marchetti and colleagues 
showed that an experimentally evolved chimeric  Ralstonia solanacearum  strain, 
derived from a plant pathogen, could establish a symbiotic mutualistic association 
once evolved experimentally. This change in lifestyle occurred upon colonizing root 
nodules and was due to a single non-synonymous (amino acid replacing) mutation 
in the gene  hrpG  that encodes a protein regulating the expression of several virulent 
factors (Marchetti et al.  2010 ). In another study in which authors conducted a long- 
term evolution experiment with  E. coli  (LTEE),  E. coli  adapted to a glucose-limited 
medium, which also contained the bacterium-unusable citrate, evolved the ability to 
metabolize citrate after 30,000 generations in one of the 12 original replicate popu-
lations with which the experiment commenced (Blount et al.  2008 ). The emergence 
of this innovation required a single genome event in earlier generations (an enabling 
mutation), consistent on a chromosomal duplication that placed a transcription pro-
moter upstream of a Citrate transporter-encoding gene (Blount et al.  2012 ). 

 The concept of genetic background and enabling mutations is very important to 
understand the term “evolvability”—the capacity of individuals or genotypes to 
evolve and adapt to a wide set of different conditions. Indeed, the combination of 
alleles existing in the population may well condition and constrain the evolutionary 
trajectories of new alleles, through either altering mutation rates or conditioning the 
nature and strength of epistatic interactions with new mutations (Meyer et al.  2012 ). 
The actual dynamics underlying the enabling effect of neutral mutation networks 
has been investigated in very simple systems, such as RNA folding (Wagner  2008 ), 
however, the role of enabling mutations versus compensatory mutations—those 
compensating the effects of destabilizing innovative mutations—remains the ground 
of intense investigation and debate. 

 As discussed earlier, populations with high mutation rates increase the per-cap-
ita chance of acquiring a benefi cial mutation. In LTEE, the frequency of hyper- 
mutators is high, rising mutation rates 100-fold compared to that of the ancestral 
population (Mao et al.  1997 ). However, in recent studies it has been shown that 
hyper-mutators in experimental populations are generally followed by phenotypes 
with slow mutation rates, probably because such phenotypes prevent the loss of 
adaptive mutations in the populations and lower genetic load (Sniegowski et al. 
 2000 ; Wielgoss et al.  2013 ).  
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    Convergent Evolution in Bacterial Experimental Populations 

 One of the most important questions yet unanswered is how repeatable is evolution. 
In particular, what is the role of contingency in the fi xation of adaptive mutations? 
In a recent study (Tenaillon et al.  2012 ), authors evolved 115  E. coli  populations for 
2,000 generations of the bacterium to adapt to 42.2 °C, a complex environmental 
factor to which many pathways of the organism respond. To determine the diversity 
of adaptation of  E. coli  to high temperatures, they started the experiment from a 
single ancestral cell adapted to 37 °C. After 2,000 generations, the genome of one 
clone from each of the 115 experimentally evolving populations at 42.2 °C was 
sequenced. In addition to genome sequencing, the relative fi tness of the evolved 
clones was assessed, observing a signifi cant increase of fi tness of the evolved strain 
at 42.2 °C in comparison with their ancestor. Interestingly, in 18 of the 115 lines, 
authors found a shared mutation in codon 966 of the RNA polymerase β-subunit 
( rpoB ), and 17 lines contained an amino acid replacing mutation in codon 15 of the 
 rho  gene. In general, 20.2 % of genes mutated convergently in their experiment and 
24.5 % of operons were convergently affected by mutations. This signifi cant con-
vergence was strongly driven by the epistatic interactions between new alleles. 
These experiments demonstrate that while the range of adaptive pathways may be 
bewildering, epistasis and genetic background can constrain the set of possible solu-
tions to adapt to an environment, making evolution somewhat predictable.  

    Experimental Evolution Under Ineffi cient Natural Selection 

 To study the spectrum of mutations, researchers have evolved microbes, such as  E. 
coli  and  S. cerevisiae , under controlled laboratory experiments and re-sequenced 
their genomes at different time points of the evolution experiment. Because the 
main objective of these experiments is to identify the breadth of mutations occur-
ring in the genome, and calculate the rates of mutations, such populations have been 
evolved under very ineffi cient natural selection: replicates of evolving lines were 
single-colony transferred to new plates and this was repeated for hundreds or even 
thousands of generations (Fig.  7.3 ). These experiments have been useful to deter-
mine the spectrum and rate of mutations in  E. coli  (Lee et al.  2012 ) and  S. cerevisiae  
(Lynch et al.  2008 ).

   Purifying selection generally precludes the fi xation of innovative mutations 
because they are generally destabilizing owing to the trade-off between current and 
novel adaptations (DePristo et al.  2005 ; Wilke et al.  2005 ; Zeldovich et al.  2007 ). 
There are a number of scenarios in which innovative mutations can be fi xed under 
ineffi cient natural selection, including gene duplication (Ohno  1999 ), and systems 
with over-active mechanisms of mutational robustness, such as over-expressed 
molecular chaperones (Moran  1996 ). 

 How does gene duplication enable the fi xation of innovative mutations? After 
the duplication of a gene, the two daughter copies are virtually identical, hence 
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functionally redundant, with some exceptions that include non-duplicated regula-
tory elements, moving of one gene copy to a differently transcribed genome region 
or allele ancestral polymorphism (Lynch and Katju  2004 ). Such exceptions may 
well determine the spectrum of subsequent mutations of each gene copy, and conse-
quently the functional fates of duplicates. The asymmetry between gene copies is 
avoided in many biological systems such as yeast through whole-genome duplica-
tion (WGD) but not through small-scale duplications (SSD). Accordingly, a number 
of studies have shown that the mechanism of duplication can determine the 
 persistence of genes in duplicate, with WGDs being more prevalent among central 
genes in the network (although with some exceptions depending on the organism 
(Alvarez- Ponce and Fares  2012 )), they are refractory to subsequent SSD events and 
dosage sensitive (Carretero-Paulet and Fares  2012 ; Conant and Wolfe  2006 ; Fares 
et al.  2013 ; Hakes et al.  2007 ; Makino and McLysaght  2010 ). These studies have 
shown that SSDs are more likely to present redundancy, hence mutational robust-
ness and evolvability (Draghi et al.  2010 ), than WGDs. In particular, Fares and col-
leagues conducted a simple mutation accumulation experiment in which fi ve lines 
of  S. cerevisiae  haploid strains derived from a single ancestor defi cient in a mis-
match repair gene ( msh2 ) were evolved independently under strong genetic drift. 
They passaged these lines periodically by single colony transfers from one genera-
tion to the next for 2,200 generations. The whole genome of one colony was 
sequenced from each line and the distribution of non-synonymous SNPs in dupli-
cates and singletons identifi ed. As predicted by theory, SSDs showed signifi cantly 

  Fig. 7.3    Experimental evolution of populations of yeast under ineffi cient natural selection. Many 
replicate populations derive from a single yeast cell. To impose population bottlenecks and genetic 
drift a single colony is transferred to the new environment (plate). In the fi gure example, fi ve inde-
pendent lines of evolution started and evolved for many generations. At specifi c points of the 
evolution experiment, whole-genome sequencing and growth curves are conducted and mutations 
mapped in the reference genome       
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larger number of non-synonymous SNPs than singletons and WGDs, supporting 
larger redundancy for SSDs than WGDs (Fares et al.  2013 ). 

 Experimental evolution has also been used to determine the role of a molecular 
chaperone in ameliorating the effects of deleterious non-lethal mutations. In an 
experiment in which several independent  E. coli  lines were subjected to single- 
colony passages, authors assessed the fi tness of evolved population by competing 
them head-to-head to their ancestral population. After 3,200 generations of experi-
mental bottlenecked evolution, cells presented half as much fi tness as their ances-
tors owing to the increase in the deleterious mutational load owing to strong genetic 
drift effects. Over-expression of GroEL, a molecular chaperone essential in  E. coli  
and which folds other proteins in the cell (Fayet et al.  1989 ; Lin and Rye  2006 ), 
allowed the recovery of about 88 % of the fi tness of evolved cells (Fares et al.  2002 ). 
Interestingly,  groESL , the operon encoding the chaperonin GroEL and its cofactor 
GroES, is abundantly synthesized in endosymbiotic mutualistic bacteria (Ahn et al. 
 1994 ; Aksoy  1995 ) that undergo strong genetic drift during their clonal transmis-
sion from mother host to the offspring (Buchner  1965 ). Experimental evolution of 
   E. coli   under ineffi cient natural selection reproduced therefore the transmission of 
endosymbiotic bacteria and identifi ed GroEL as a mechanism of robustness against 
deleterious non-lethal mutations.  

    Concluding Remarks 

 Experimental evolution is a powerful tool to reproduce particular evolutionary pro-
cesses with high repeatability and under tightly controlled environmental condi-
tions. When combined with whole-genome sequencing, experimental evolution can 
inform on the dynamics underlying adaptations, speed of evolution, role of environ-
ment, and evolvability. Current studies have unveiled unprecedented and unex-
pected outcomes and have revealed complex dynamics to adaptation. While the 
general principles of evolution by natural selection clearly follow Darwinian laws, 
the evolutionary trajectories, contingency, constraints, and evolvability of organ-
isms remain largely obscure. Future research in population genomics combined 
with NGS will be the key for understanding how do adaptations come about, how 
they interact, and where they lead.     
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    Chapter 8   
 Plant Carbohydrate Active Enzyme (CAZyme) 
Repertoires: A Comparative Study 

             Huansheng     Cao     ,     Alex     Ekstrom    , and     Yanbin     Yin     

            Why Do We Study Plant Cell Walls? 

 Lignocellulosic biofuels have drawn considerable attentions in the past decade for a 
number of reasons, such as (1) fossil-based fuel is not sustainable; (2) global warm-
ing is getting worse because of the increasing greenhouse gas emission from fossil- 
based fuel consumption and (3) starch-based biofuels compete with human foods. 
The study of the biosynthesis and modifi cation of plant cell walls has thus become 
vitally important and timely because cell walls are the major components of bio-
mass, the most promising renewable source for the production of biofuels and bio-
materials (Ragauskas et al.  2006 ; Pauly and Keegstra  2008 ). In fact, other than being 
used as biofuel feedstock, plant cell walls also play other vital roles, such as provid-
ing structural support to cells and defense against pathogens, serving as cell- specifi c 
developmental and differentiation markers, and mediating or facilitating cell–cell 
communication, etc. Lastly, plant cell walls also have many economic uses in human 
and animal nutrition and as sources of natural textile fi bers, paper and wood prod-
ucts, and components of fi ne chemicals and medicinal products. Clearly the study of 
plant cell walls is not only important and signifi cant to the fundamental science but 
also has immense infl uence in our biotech industry and other economic fi elds.  
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    How CAZymes Are Related to Cell Wall Studies? 

 For decades the plant cell wall research community has been focusing on unraveling 
the complex chemical structures of cell walls using chemical and biochemical 
approaches. In addition, numerous studies have been published towards elucidating 
the metabolic and regulatory pathways for the syntheses of various cell wall bio-
polymers (celluloses (Lei et al.  2012 ; Endler and Persson  2011 ; Gu and Somerville 
 2010 ; Somerville  2006 ; Joshi and Mansfi eld  2007 ), hemicelluloses (Carpita  2012 ; 
Doering et al.  2012 ; York and O’Neill  2008 ; Scheller and Ulvskov  2010 ; Driouich 
et al.  2012 ; Sandhu et al.  2009 ), lignins (Carpita  2012 ; Zhong and Ye  2009 ; 
Vanholme et al.  2008 ; Boerjan et al.  2003 ; Weng and Chapple  2010 ; Xu et al.  2009 ; 
Humphreys and Chapple  2002 ; Li and Chapple  2010 ), and pectins (Driouich et al. 
 2012 ; Mohnen  2008 ; Harholt et al.  2010 ; Atmodjo et al.  2013 )). A large number of 
genes have been experimentally characterized to be cell wall-related (CWR) and 
among them the most important are Carbohydrate Active enZymes (CAZymes) 
(Cantarel et al.  2009 ). For example, the Purdue Cell Wall genomics database col-
lected ~1,000 Arabidopsis CWR genes (Yong et al.  2005 ) and the CAZy database 
(see below) annotated ~1,100 Arabidopsis genes to be CAZymes. A simple BLAST 
search suggests that 48 % of CWR genes are also CAZyme genes.  

    What Are CAZymes and the CAZyDB? 

 CAZymes are enzymes responsible for the synthesis, degradation, modifi cation, and 
recognition of carbohydrates in all living organisms. According to the classifi cation 
scheme established by the CAZy database (CAZyDB,   www.cazy.org    ), CAZymes are 
classifi ed into six different classes as of July 2013: GHs (glycoside hydrolases), GTs 
(glycosyltransferases), CEs (carbohydrate esterases), PLs (polysaccharide lyases), AAs 
(auxiliary activities), and CBMs (carbohydrate binding modules). During the past 20 
years since early 1990s, the CAZyDB has created 132 GH families, 94 GT families, 16 
CE families, 22 PL families, 10 AA families, and 67 CBM families. Among the six 
classes, GTs are used to build the glycosidic bonds to form polysaccharides and other 
glycol-molecules, GHs and PLs to break the glycosidic bonds and CEs to break ester 
bonds. CBMs are non-catalytic structural modules used for recognizing and binding 
different carbohydrates. AAs are most recently included in the CAZyDB to classify 
redox enzymes for degrading lignins, which were previously categorized by the FOLy 
database (Fungal Oxidative Lignin enzymes) (Levasseur et al.  2008 ). 

 Although CAZymes are found in all kinds of organisms, they are vitally important 
for plants because most of the energy and carbon fi xed in the photosynthesis are 
turned into sugars and then to all kinds of carbohydrates by using CAZymes, which 
feed animals and microbes as foods and provide humans textiles, papers, fuels, indus-
trial materials, etc. Since plants are the most carbohydrate-rich organisms, plant 
genomes typically encode thousands of CAZymes for carbohydrate metabolism.  
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    Existing Studies on Plant CAZyomes 

 Two plant genomes have their CAZyome (all the CAZymes encoded in the genome) 
manually annotated in the CAZyDB:  Arabidopsis thaliana  has 1,167 CAZyme 
genes (  http://www.cazy.org/e1.html    ) and  Oryza sativa  has 1,147 CAZyme genes 
(  http://www.cazy.org/e4.html    ), accounting for 4.3 and 2.9 % of genes in Arabidopsis 
and Rice, respectively. These percentages were shown to be much higher than other 
eukaryotes such as yeast, fl y and even higher than most bacteria (Coutinho et al. 
 2003 ; Henrissat et al.  2001 ). One of the reasons was because plants have many gene 
duplications in their genomes either at the whole-genome level or at local regions 
(Coutinho et al.  2003 ). 

 Although not included in the CAZyDB, the CAZyome of  Populus trichocarpa  
has been published a few years ago (Geisler-Lee et al.  2006 ). It was shown that there 
are over 1,600 CAZymes in poplar, which is an underestimated number as CAZyme 
containing merely CBM domains were excluded in the count. Therefore, among the 
three studied plants poplar has the largest number of CAZymes, likely because pop-
lar had a more recent whole genome duplication (chromosome polyploidy) com-
pared with Arabidopsis and Rice (Geisler-Lee et al.  2006 ). 

 Other than the three model plants, the complete CAZyme gene repertories of 
other plants have not been surveyed. Nevertheless, as mentioned above, the Purdue 
Cell Wall genomics database has collected CWR gene families and compiled a 
CWR gene list for three plant species: Arabidopsis (Yong et al.  2005 ), Rice and 
Maize (Penning et al.  2009 ). Since the plant cell walls are mainly composed of vari-
ous polysaccharides such as celluloses, hemicelluloses, and pectins, 48 % CWR 
genes encode CAZymes (see above). The non-CAZyme CWR genes include genes 
encoding lignin biosynthetic enzymes, sugar precursor synthases, transcription fac-
tors, transporters, signaling proteins, etc. 

 A paper published in 2004 (Yokoyama and Nishitani  2004 ) has compiled the 
CWR gene list for Arabidopsis and Rice, and reported 675 Arabidopsis genes of 32 
protein families and 465 Rice genes of 20 protein families. The families with dis-
tinct sizes were compared between the two organisms using phylogenetic approaches 
and the size differences were attributed to the fact that dicot and monocot plants 
have cell walls with different carbohydrate compositions. For instance, Arabidopsis 
cell walls have more pectins and rice cell walls have xyloglucans with less complex 
side chains, in agreement with the fi nding that Arabidopsis appears to have more 
genes involved in pectin metabolism. 

 For early divergent non-seed plants, a recent study (Harholt et al.  2012 ) has 
looked at the GT gene repertories of spike moss  Selaginella moellendorffi i  and moss 
 Physcomitrella patens  and used phylogenetic analyses to identify orthologs of dif-
ferent GT families. Interesting fi ndings were made such as some GT families are 
absent in seed plants but are present in the spike moss and moss genomes. Cell wall 
chemical composition results were also referenced to help interpret the gene phy-
logenies in order to match the genotypes with phenotypes. For example, spike moss 
and moss both have GT2 proteins clustered with cellulose synthase (CesA) proteins 
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from cyanobacteria, red algae, and fungi, while the cluster does not contain any seed 
plant GT2 proteins. This suggests these lower land plants might have two sets of 
genes of distinct origins that are responsible for the synthesis of celluloses. 

 All these published comparative studies demonstrated that comparative genom-
ics could be very useful to reveal new insights into the evolution and function of 
CAZymes and further be benefi cial to a better understanding of the plant cell wall 
evolution and diversity.  

    dbCAN: A HMM Database for Large-Scale 
Analysis of CAZymes 

 To facilitate the research of CAZymes in any organisms including plants, we have 
built hidden Markov models (HMMs) for 330 CAZyme families created by the 
CAZyDB, which has enabled automated CAZyme annotation for fully sequenced 
genomes and metagenomes (Yin et al.  2012 ). The collection of HMMs is named 
dbCAN, a database for automated CAZyme annotation. Specifi cally, for each 
CAZyme family, we have an HMM to represent the multiple sequence alignment of 
the signature domains of CAZyDB-annotated proteins of that family. 

 Taking GT2 as an example, the signature domain of each CAZyme family is 
defi ned as a region that is conserved and present in all member proteins of the GT2 
family. The GT2 member proteins are from GenBank, and were annotated by the 
CAZyDB to belong to the GT2 family. In order to locate the GT2 signature domain in 
all member proteins, we searched all the proteins against the NCBI conserved domain 
database (CDD) (Marchler-Bauer et al.  2009 ) to fi nd a CDD model that are present in 
all (or most) of the query proteins, which in this case is pfam00535. We then extracted 
all the pfam00535 domains in the GT2 proteins and then built an HMM. 

 Note here the new GT2 HMM is different from the pfam00535 model as they are 
based on different training sets, with the former to be CAZyme GT2 family-specifi c 
as it is derived from GT2 proteins of the CAZyDB and the latter to be more general. 
Table  8.1  lists all of the CDD signature domains for CAZyme families. Note that 
there are 64 of them indicated as “self-built,” meaning that no CDD model is found 
to cover most proteins in that CAZyme family. These families include 20 CBM 
families, 24 GH families, 11 GT families, 6 PL families, and 3 AA families. For half 
of the 64 families including all of the 20 CBM families, we were able to fi nd the 
signature domain in at least one characterized member proteins by manually going 
through the literature that originally defi ned the family. We then scanned all the 
remaining member proteins to retrieve the signature domains and then built the 
HMMs. For the remaining families, since we do not know where the signature 
domains are, we had to use the CAZyDB-annotated full length proteins to build 
multiple sequence alignment and then manually remove long gaps and ambiguously 
aligned regions and then build HMMs. Fortunately all these families are catalytic 
enzyme families, which usually have long signature domains often covering most 
part of the full-length proteins.
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   Table 8.1    CAZyme families and their HMMs   

 CAZyme 
family 

 Origins of the signature 
domain HMMs in dbCAN 

 CAZyme 
family 

 Origins of the signature domain 
HMMs in dbCAN 

 AA0  NA  GH5  pfam00150 
 AA1  TIGR03389  GH50  pfam09206 
 AA10  pfam03067  GH51  COG3534 
 AA2  cd00692  GH52  pfam03512 
 AA3  COG2303  GH53  pfam07745 
 AA4  Self-built a   GH54  pfam09206 
 AA5  Self-built a   GH55  Self-built (pubmed: 17587693) 
 AA6  TIGR01755  GH56  pfam01630 
 AA7  COG0277  GH57  pfam03065 
 AA8  Self-built a   GH58  pfam12217 
 AA9  pfam03443  GH59  pfam02057 
 CBM0  NA  GH6  pfam01341 
 CBM1  pfam00734  GH60  Deleted family 
 CBM10  pfam02013  GH61  pfam03443 
 CBM11  pfam03425  GH62  pfam03664 
 CBM12  pfam02839  GH63  PRK10137 
 CBM13  pfam00652  GH64  Self-built a  
 CBM14  pfam01607  GH65  pfam03632 
 CBM15  pfam03426  GH66  Self-built b  
 CBM16  pfam02018  GH67  COG3661 
 CBM17  pfam03424  GH68  pfam02435 
 CBM18  smart00270  GH69  Replaced by PL16 
 CBM19  pfam03427  GH7  pfam00840 
 CBM2  pfam00553  GH70  pfam02324 
 CBM20  pfam00686  GH71  pfam03659 
 CBM21  pfam03370  GH72  pfam03198 
 CBM22  pfam02018  GH73  pfam01832 
 CBM23  pfam03425  GH74  smart00602 
 CBM24  Self-built (pubmed: 

10636904) 
 GH75  pfam07335 

 CBM25  pfam03423  GH76  pfam03663 
 CBM26  Self-built (pubmed: 

16230347) 
 GH77  pfam02446 

 CBM27  pfam09212  GH78  pfam05592 
 CBM28  pfam03424  GH79  pfam03662 
 CBM29  Self-built (pubmed: 

11560933) 
 GH8  pfam01270 

 CBM3  pfam00942  GH80  cd00978 
 CBM30  pfam02927  GH81  pfam03639 
 CBM31  pfam11606  GH82  COG5434 
 CBM32  pfam00754  GH83  pfam00423 

(continued)
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Table 8.1 (continued)

 CAZyme 
family 

 Origins of the signature 
domain HMMs in dbCAN 

 CAZyme 
family 

 Origins of the signature domain 
HMMs in dbCAN 

 CBM33  pfam03067  GH84  pfam07555 
 CBM34  cd02857  GH85  pfam03644 
 CBM35  pfam03422  GH86  Self-built a  
 CBM36  pfam03422  GH87  pfam00754 
 CBM37  smart00060  GH88  pfam07470 
 CBM38  Self-built (pubmed: 

15109727) 
 GH89  pfam05089 

 CBM39  Self-built (pdb: 2RQE)  GH9  pfam00759 
 CBM4  pfam02018  GH90  pfam09251 
 CBM40  pfam02973  GH91  Self-built a  
 CBM41  pfam03714  GH92  pfam07971 
 CBM42  pfam05270  GH93  Self-built (pubmed: 14988022) 
 CBM43  pfam07983  GH94  COG3459 
 CBM44  pfam00801  GH95  Self-built (pubmed: 15262925) 
 CBM45  Self-built (pubmed: 

16584202) 
 GH96  Self-built (pubmed: 17513582) 

 CBM46  pfam03442  GH97  pfam10566 
 CBM47  pfam00754  GH98  pfam08306 
 CBM48  pfam02922  GH99  Self-built a  
 CBM49  pfam09478  GT0  NA 
 CBM5  pfam02839  GT1  COG1819 
 CBM50  pfam01476  GT10  pfam00852 
 CBM51  pfam08305  GT11  pfam01531 
 CBM52  pfam10645  GT12  pfam00535 
 CBM53  pfam03423  GT13  pfam03071 
 CBM54  Self-built (pubmed: 

19389758) 
 GT14  pfam02485 

 CBM55  Self-built (pubmed: 
12011021) 

 GT15  pfam01793 

 CBM56  Self-built (pubmed: 9738929)  GT16  pfam05060 
 CBM57  pfam11721  GT17  pfam04724 
 CBM58  Self-built (pubmed: 

20159465) 
 GT18  Self-built b  

 CBM59  Self-built (genbank: 
ACJ48973) 

 GT19  pfam02684 

 CBM6  pfam03422  GT2  pfam00535 
 CBM60  Self-built (pubmed: 

20659893) 
 GT20  pfam00982 

 CBM61  Self-built (pubmed: 
20826814) 

 GT21  cd02520 

 CBM62  Self-built (pubmed: 
21454512) 

 GT22  pfam03901 

(continued)
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Table 8.1 (continued)

 CAZyme 
family 

 Origins of the signature 
domain HMMs in dbCAN 

 CAZyme 
family 

 Origins of the signature domain 
HMMs in dbCAN 

 CBM63  Self-built (genbank: 
110590882) 

 GT23  pfam05830 

 CBM64  Self-built (genbank: 
ADN02998.1) 

 GT24  cd06432 

 CBM65  Self-built (pdb: 4AEM)  GT25  pfam01755 
 CBM66  Self-built (pdb: 4AZZ)  GT26  pfam03808 
 CBM67  Self-built (genbank: 

BAC68538.1) 
 GT27  cd02510 

 CBM7  Deleted family  GT28  pfam04101 
 CBM8  Self-built (pubmed: 1447151)  GT29  pfam00777 
 CBM9  pfam06452  GT3  pfam05693 
 CE0  NA  GT30  pfam04413 
 CE1  pfam00756  GT31  pfam01762 
 CE10  COG0657  GT32  pfam04488 
 CE11  pfam03331  GT33  cd03816 
 CE12  cd01821  GT34  pfam05637 
 CE13  pfam03283  GT35  pfam00343 
 CE14  pfam02585  GT36  Replaced by GH94 
 CE15  pfam05448  GT37  pfam03254 
 CE16  cd01846  GT38  pfam07388 
 CE2  cd01831  GT39  pfam02366 
 CE3  cd01833  GT4  pfam00534 
 CE4  pfam01522  GT40  cd04186 
 CE5  pfam01083  GT41  COG3914 
 CE6  pfam03629  GT42  pfam06002 
 CE7  pfam05448  GT43  pfam03360 
 CE8  pfam01095  GT44  pfam04488 
 CE9  cd00854  GT45  pfam00535 
 GH0  NA  GT46  Deleted family 
 GH1  pfam00232  GT47  pfam03016 
 GH10  pfam00331  GT48  pfam02364 
 GH100  pfam04853  GT49  Self-built a  
 GH101  Self-built (pubmed: 

16141207) 
 GT5  cd03791 

 GH102  pfam03562  GT50  pfam05007 
 GH103  TIGR02283  GT51  pfam00912 
 GH104  cd00736  GT52  pfam07922 
 GH105  pfam07470  GT53  pfam04602 
 GH106  Self-built a   GT54  pfam04666 
 GH107  Self-built (pubmed: 

16880504) 
 GT55  pfam09488 

(continued)
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Table 8.1 (continued)

 CAZyme 
family 

 Origins of the signature 
domain HMMs in dbCAN 

 CAZyme 
family 

 Origins of the signature domain 
HMMs in dbCAN 

 GH108  pfam05838  GT56  pfam07429 
 GH109  pfam01408  GT57  pfam03155 
 GH11  pfam00457  GT58  pfam05208 
 GH110  Self-built b   GT59  pfam04922 
 GH111  Self-built a   GT6  pfam03414 
 GH112  pfam09508  GT60  pfam11397 
 GH113  Self-built a   GT61  pfam04577 
 GH114  pfam03537  GT62  pfam03452 
 GH115  Self-built a   GT63  Self-built (pdb: 1BGT) 
 GH116  pfam04685  GT64  pfam09258 
 GH117  pfam04616  GT65  pfam10250 
 GH118  PRK11557  GT66  pfam02516 
 GH119  Self-built a   GT67  PTZ00210 
 GH12  pfam01670  GT68  pfam10250 
 GH120  pfam07602  GT69  pfam11735 
 GH121  Self-built a   GT7  pfam02709 
 GH122  COG4697  GT70  Self-built a  
 GH123  Self-built a   GT71  pfam11051 
 GH124  GH124  GT72  pfam11440 
 GH125  pfam06824  GT73  PRK09822 
 GH126  Self-built (genbank: 

ABG82272.1) 
 GT74  Self-built a  

 GH127  pfam07944  GT75  pfam03214 
 GH128  pfam11790  GT76  pfam04188 
 GH129  Self-built a   GT77  pfam03407 
 GH13  pfam00128  GT78  Self-built a  
 GH130  pfam04041  GT79  Self-built a  
 GH131  Self-built (genbank: 

AFQ89876.1) 
 GT8  pfam01501 

 GH132  Self-built (genbank: 
EAL86926.1) 

 GT80  pfam11477 

 GH14  pfam01373  GT81  PRK13915 
 GH15  pfam00723  GT82  pfam06306 
 GH16  cd00413  GT83  COG1807 
 GH17  pfam00332  GT84  pfam10091 
 GH18  pfam00704  GT85  pfam12250 
 GH19  cd00325  GT86  Deleted family 
 GH2  COG3250  GT87  pfam09594 
 GH20  pfam00728  GT88  Self-built b  
 GH21  Deleted family  GT89  Self-built a  
 GH22  pfam00062  GT9  pfam01075 

(continued)
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   Such HMM representing protein families/domains has been widely used in other 
well-known protein family databases such as Pfam (Punta et al.  2012 ), TIGRFAMs 
(Haft et al.  2003 ), PANTHER (Mi et al.  2005 ), SUPERFAMILY (Wilson et al.  2009 ), 
etc. and proved to be very effi cient in large-scale analyses such as genome annotation. 

 With regard to the search of HMMs, unlike another commonly used approach, 
the BLAST search that uses protein sequences as the query, the HMM-based search 
uses the HMM search tool HMMER 3.0 (  http://hmmer.janelia.org/    ) (Eddy  2011 ), 
which takes the HMMs as the query and a protein sequence dataset (e.g., the entire 
plant proteome) as the database or vice versa. Since an HMM is a representation of 

Table 8.1 (continued)

 CAZyme 
family 

 Origins of the signature 
domain HMMs in dbCAN 

 CAZyme 
family 

 Origins of the signature domain 
HMMs in dbCAN 

 GH23  cd00254  GT90  smart00672 
 GH24  cd00737  GT91  pfam12141 
 GH25  pfam01183  GT92  pfam01697 
 GH26  pfam02156  GT93  Self-built (genbank: 

ZP_03542636.1) 
 GH27  pfam02065  GT94  Self-built (genbank: AAA86377) 
 GH28  pfam00295  PL0  NA 
 GH29  pfam01120  PL1  smart00656 
 GH3  pfam00933  PL10  pfam09492 
 GH30  COG5520  PL11  Self-built b  
 GH31  pfam01055  PL12  pfam07940 
 GH32  pfam00251  PL13  Self-built a  
 GH33  cd00260  PL14  Self-built a  
 GH34  pfam00064  PL15  pfam07940 
 GH35  pfam01301  PL16  pfam07212 
 GH36  COG3345  PL17  pfam07940 
 GH37  pfam01204  PL18  pfam08787 
 GH38  pfam01074  PL19  Replaced by GH91 
 GH39  pfam01229  PL2  pfam06917 
 GH4  pfam02056  PL20  Self-built a  
 GH40  Deleted family  PL21  pfam07940 
 GH41  Deleted family  PL22  TIGR02800 
 GH42  pfam02449  PL3  pfam03211 
 GH43  pfam04616  PL4  pfam09284 
 GH44  Self-built b   PL5  pfam05426 
 GH45  pfam02015  PL6  Self-built a  
 GH46  cd00978  PL7  pfam08787 
 GH47  pfam01532  PL8  pfam02278 
 GH48  pfam02011  PL9  Self-built b  
 GH49  pfam03718  –  – 

   a All member proteins in the family are used 
  b Only characterized member proteins are used  
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a multiple sequence alignment of a certain protein domain, it encompasses the 
common characteristics of all member sequences in the alignment and thus the 
HMM search is more sensitive compared to the BLAST search. The result will 
report the occurrences of all the matched HMM domains and the boundaries of the 
domains, so that it is particularly well suited for annotating proteins having multiple 
domains (including repetitive domains). 

 With the 330 CAZyme HMMs, we have also built a web server (  http://csbl.bmb.uga.
edu/dbCAN/annotate.php    ) to allow users to submit their protein sequences of a whole 
genome for the automated and large-scale annotation of CAZymes (Yin et al.  2012 ).  

    CAZyome of Fully Sequenced Plants 

 Using the HMMER 3.0 as the tool and the 330 CAZyme HMMs as the query, we 
have scanned 31 fully sequenced plants and 2 chlorophytic green algae available in 
the Phytozome database (Goodstein et al.  2012 ). AA families were not included in 
this analysis as they became available only recently. The 31 plants include 23 dicots, 
6 monocots, 1 spike moss, and 1 moss. We used  E -value <1e-5 and HMM coverage 
>0.3 to keep the hits. The HMM coverage means the fraction of CAZyme HMM 
(representing the CAZyme domain) that is covered in the alignment with the hit 
protein. Our previous evaluation using annotated Arabidopsis CAZymes in the 
CAZyDB as the benchmark suggests that the coverage >0.3 is the best cutoff to bal-
ance the rates of false positives and false negatives and overall our automated 
CAZyme annotation achieves sensitivity = 96.3 % and PPV = 78.8 % for Arabidopsis 
(Yin et al.  2012 ). 

 As the result, Fig.  8.1  shows the total number of CAZymes found in the 33 sur-
veyed genomes and the breakdown of the fi ve different CAZyme classes. In agree-
ment with previous papers (Coutinho et al.  2003 ), there is a positive correlation 
between the number of CAZymes (4th column) and the total number of proteins 
(3rd column) encoded in the genomes (Pearson’s correlation coeffi cient  R  = 0.77, 
 P -value = 1.8e-07), meaning that the more proteins encoded in the genome, the 
more CAZymes the genome has. Figure  8.1  also shows that this correlation largely 
remains for all of the fi ve CAZyme classes, although the correlation coeffi cient R 
varies slightly with PL having the lowest R and GT has the highest R (GT: 0.78, 
GH: 0.74, CE: 0.72, CBM: 0.69 and PL: 0.58).  

 Since the correlation is not perfect, we further calculated the percentage of 
CAZymes in the 33 genomes by dividing the number CAZymes by the total number 
of proteins (including splicing isoforms). As shown in Fig.  8.2 , the CAZyme % 
ranges from 2.1 % in  VolVox carteri  to 5.1 % in  Mimulus guttatus . On average, there 
are 3.8 % CAZymes encoded in the plant genomes. Comparatively speaking, chlo-
rophytic green algae have lower CAZyme %, possibly because they are only dis-
tantly related to land plants and might not have as much carbohydrate contents as 
plants. Moss also has a lower percentage (2.6 %), but spike moss has a higher 
CAZyme % (4.4 %). Most seed plants have higher CAZyme %, but there are some 
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  Fig. 8.1    The 33 plant and green algae and the number of CAZymes       

  Fig. 8.2    The percentage of CAZymes       
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exceptions such as  Medicago_Truncatula  (2.3 %),  Gossypium_Raimondii  (2.3 %), 
 Aquilegia_Coerulea  (2.9 %), and  Oryza_Sativa  (2.2 %).  

 If we look at the different CAZyme classes, more interesting fi ndings emerge. 
For example, the green algae have very low PL %, CE %, and GH %, but fairly high 
CBM % compared with land plants. Monocots seem to have lower PL % and 
CBM % than dicots. 

 We also looked into each CAZyme family to compare the numbers across different 
plants. Figures  8.3 ,  8.4 ,  8.5 ,  8.6 , and  8.7  show the distribution of different CAZymes in 
different genomes: GH families (Fig.  8.3 ), GT families (Fig.  8.4 ), CE families (Fig.  8.5 ), 
PL families (Fig.  8.6 ), and CBM families (Fig.  8.7 ). These heat maps provide very gen-
eral overviews of the presence/absence and the abundance of each CAZyme families. 
In-depth comparative analyses such as phylogenetic analysis and expression analysis by 
referring to existing knowledge about the gene functions in the literature will be needed 
to make any substantive conclusions. Here we omit the details and only summarize 
some of the most obvious observations by visually inspecting these plots.      

  GHs     There are 64 GH families having member proteins in at least one plant or green 
algal genomes. The top families include GH28, GH17, GH1, GH16, which are all 
reported to be CWR (Yokoyama and Nishitani  2004 ). However, about half of the 64 
families have only very few members (e.g., <5). Some of these families are only found 
in green algae, e.g. GH125, GH114, GH99, and others are only sporadically distributed 
in a small number of plants, such as GH117, GH113, GH106, GH105, GH104, GH103, 
GH97, GH92, GH78, GH76, GH71, GH55, GH54, GH53, GH36, GH24. Further exam-
ination of the HMMER results is needed to determine whether these families are indeed 
present in these genomes or not. If they are, then it remains to be answered why they are 
only found in very few plants, where are they originated from, were they transferred 
from other organisms like bacteria or were they lost in other plants in the evolution?  

  GT     60 GT families have genes in at least one of the surveyed genomes. The top 
families with higher number of member genes include GT47, GT8, GT1, GT2, 
GT4, GT31, GT77, GT14, all of which except GT1 and GT14 are involved in cell 
wall synthesis (Yokoyama and Nishitani  2004 ). Comparatively, it appears that 
GT34, GT37, GT43, GT61, GT77 families have more genes in monocots than in 
dicots, while GT75 and GT8 have more genes in dicots than in monocots, and GT47 
and GT77 have higher percentages of genes in green algae than in land plants. 

 Like GH families, there are also many families present in a small number of 
genomes. For example, GT94, GT71, GT69, GT60, GT49, GT25, GT15 are only 
found in green algae. GT81 and GT78 are only found in moss and spike moss. GT51 
was also found to be only present in moss and spike moss (Harholt et al.  2012 ), but 
here we show that they appear to be present in nine seed plants as well. There are 
also families only absent in green algae or in moss or spike moss, such as GT58, 
GT51, GT43, GT29, GT22, GT21, GT9, etc. But again, further sequence analyses 
are needed to confi rm this and to answer why and how this happens.  
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  Fig. 8.3    Heat map of GH family sizes       
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  Fig. 8.4    Heat map of GT family sizes       
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  CE     Except for CE2, all of the 16 CE families have member genes in plants and 
algae. The top families are CE16, CE10, CE8, and CE1. In contrast, CE9 is only 
found in moss, CE3 and CE4 are only found in two and three species, respectively. 
CE8 and CE13 genes encode pectin methylesterases and pectin acetylesterases and 
they both are absent in green algae. CE8 seems to have higher number of genes in 
dicots than monocots.  

  PL     The two pectin lyases families, PL1 and PL4 are widely found in land plants 
but are absent in green algae. Both families appear to have higher percentages of 
genes in dicots compared to monocots. Other PL families are only sporadically 
distributed in a small number of species and have a very small number of genes.  

  CBM     Almost half of the 67 CBM families are found in plants and algae. The 
top families are CBM57, CBM43, CBM50, CBM48, CBM22, CBM20, CBM18. 

  Fig. 8.5    Heat map of CE family sizes       
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The following families are widely distributed in land plants but are missing in 
 chlorophytic green algae: CBM57, CBM43, CBM49, CBM22, CBM16, as opposed 
to CBM47, CBM21, CBM14, which have genes only in the algae.   

    Phylogenetic Analysis Is Useful to the Study of the Function 
and Evolution of CAZymes 

 Again further detailed phylogenetic analyses will be very useful to delineate the 
function and evolution of these CAZyme families, like what we did previously on 
cellulose and hemicellulose backbone synthases of GT2 (Yin et al.  2009 ), xylan and 
pectin synthesis-related GT8, 43, 47 (Kong et al.  2009 ,  2011 ; Kulkarni et al.  2011 ; 
Yin et al.  2010 ,  2011a ), NDP-sugar inter-conversion enzymes (Yin et al.  2011b ; Gu 
et al.  2010 ), monolignol synthetic enzymes (Escamilla-Trevino et al.  2010 ; Zhao 
et al.  2010 ), and transcription factors (Shen et al.  2009 ). As an example, Fig.  8.8  
shows a phylogeny of GT2 proteins from 16 plant and two chlorophytic green algal 
genomes. It clearly presents the sequence-based clustering of GT2 proteins into 
many different clusters. By locating experimentally studied genes in the phylogeny 
and referring to published literature on the functional roles of these genes, we were 
able to further classify plant GT2 proteins into CesA subfamily and 10 cellulose 
synthase-like (Csl) subfamilies. The un-labeled branches in the phylogeny are less 
studied and are apparently non-Csl GT2 proteins. Comparing to previous studies 
(Yin et al.  2009 ), we were able to show that CslG and CslJ are not restricted to 
dicots and monocots, respectively, by surveying more completed genomes. Similar 
analyses will be conducted on other CAZyme families in the future.   

  Fig. 8.6    Heat map of PL family sizes       
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    Future Development 

 A web-based database named PlantCAZyme is being developed in our lab (  http://
cys.bios.niu.edu/plantcazyme/index.php    ) to provide public access to the pre- 
computed plant CAZyme sequence and annotation data. Based on CAZyme 
sequences, secondary data will be derived through more in-depth bioinformatics 
analyses, such as computer-based functional annotation, sequence alignment, 
phylogenetic trees, predicted protein structures, orthologs and paralogs, genomic 
locations, etc. A web-based BLAST search function will also be available to allow 
user to search against the pre-computed plant CAZyme sequence database.     

  Fig. 8.7    Heat map of CBM family sizes       
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    Chapter 9   
 Metagenomics of Plant–Microbe Interactions 

             Riccardo     Rosselli      and     Andrea     Squartini     

         The presence of plants on emerged land has been a main landscape-changing milestone 
in earth history. Their passage from planktonic lifestyle to that of rooted individuals 
stemming into air, along with the evolutionary shift to pluricellular forms, is a con-
quest that owes its foundation to a deal with microbes. The possibility of mineral 
nutrition through the access to growth-limiting resources, which could be scarce or 
in insoluble or unreachable forms, requires a major endeavor of microbial media-
tion to assist plants in direct and indirect ways. Likewise the possibility for a plant 
to survive, persist, or recur into an environment across seasons and years depends 
on the onset of a system that can recycle its residues and process the periodically 
deposited litter of perennial species. Organic matter decomposition with its main 
nutritional elements returning in mineral form, to the benefi t of the vegetation is a 
lifelong ecosystem service in which microorganisms are the leading agents. Also 
the process of soil formation, starting from bare bedrock and working its way 
through centuries of slow pedogenesis is in itself an action that calls for a concerted 
interactivity unfolded by events led by microorganisms and plants. The former 
being responsible of several key actions. These include: initial colonization with 
autotrophic forms, rocky minerals solubilization via acidifi cation; formation of 
crevices leading to a progressive increase of the surface/volume ratio in the mineral 
particles; mixing of organic matter, consisting in the microbe debris themselves, to 
the rocky portions of ground. The latter is a major step which introduces an altered 
geometry that breaks the ordered compactness of the clay minerals and creates the 
micropore-based environment that characterizes a mature underground habitat. 
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Furthermore, organic matter and fungal mycelia that wrap particles are the keys for 
building the aggregate structure of soil that makes it hospitable for plants and more 
stable against erosion. Plants, which consequently fi nd a substratum suitable for 
holding water, nutrients and anchoring themselves, in turn start to fuel the ground 
with a substantial portion of the organic carbon fi xed by photosynthesis, which is 
exuded through roots and serves as a life-nourishing fl ow giving rise to the rhizo-
sphere. This terms refer to the zone of infl uence of roots where microorganisms 
abund and multiply at rates several fold higher than those occurring in the mineral 
bulk soil. The rhizosphere is in this respect like a river running through a desert and 
it is the ground of many mutual benefi ts exchanged between plants and microbes, 
including growth-promoting activities, nutrient scavenging, solubilization and 
delivery, protection from pathogens, production of plant hormone-like compounds, 
and biostimulants of microbial origin. The presence of microbes can extend from 
soil into the plant as several species are able to be internalized as endophytes and 
invade the plant without pathogenic outcomes, conveying benefi cial actions right 
from the inside of plant tissues. 

 As outlined above soil itself is a product of mutual actions between plants and 
microorganisms. Understanding its complexity requires that it is regarded not as an 
abstract entity but rather as one of the ends of the soil-rhizosphere-plant continuum, 
throughout which the microorganisms are actively distributed. Therefore soil should 
be seen as part of the greater plant–microbe interactome. The functioning of the 
terrestrial ecosystem and its productivity depend in turn on the metabolic activities 
and interactions happening in the soil, that we can consider in this respect, as the 
Earth’s widest live interface. 

 The organisms dwelling in soil are very numerous. In a single gram, about a bil-
lion of live bacterial cells are typically present, and they belong, according to con-
servative estimates, to thousands of different species (Torsvik et al.  2002 ). Most of 
these are still unknown to biology due to the diffuse phenomenon of bacterial non- 
culturability in vitro which concerns over 99 % of environmental bacteria. This 
drawback imposes the use of methods, independent from culturing and isolation, to 
study soil biota in situ and characterize them by indirect means. Bacterial biomass 
ranges from 30 at 500 g/m 2 . They share the soil environment with the other living 
members of groups as fungi (from 60 to 100 g/m 2 ), algae (0.5–10 g/m 2 ), protozoa 
(5–20 g/m 2 ) nematodes (0.1–0.3 g/m 2 ), arthropods (0.2–0.5 g/m 2 ), and anellids 
(0.5–200 g/m 2 ) (André et al.  2001 ; Lavelle and Sapin  2002 ). 

 As commented above, microbial life in soil contributes to the genesis and struc-
turing of the soil itself and profoundly affects its attitude to host and support plants. 
Both productivity and health of the cultivated plants as well as the distribution of 
natural vegetation are conditioned by interactions with ground microbiota, with the 
most signifi cant correlation being the presence or absence of symbiotic or patho-
genic microorganisms (Klironomos  2002 ). 

 Besides their key role in recycling and degradation, soil microbes take active 
part in primary productivity both as photosynthetic unicellular entities and as light- 
independent chemolithotrophic species. Their ubiquity, versatility and survival 
strategies make them a very successful biological corporation driving both the 
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development and the stability of our physical environment; suffi ce to say that the 
total biomass of microbial cells on planet earth has been estimated equal to that of 
plants (10 12  tons). 

 Despite its centrality, the soil, even the one nearest to our feet, largely remains 
for many aspects an unexplored environment. Its very high level of biological diver-
sity and the consequent physio-metabolic complexity make this substratum a place 
whose knowledge requires new techniques with a correspondingly high power of 
resolution. The metagenomic approach, enabling to read, order, and compare very 
high numbers of extractable DNA sequences from the system, offers a route that, 
thanks to the recent technological development, has today become possible. 

 As a matter of fact the highly inhabited milieu that soil represents is at the same 
time the background from which plants derive their living and a complex biological 
community where the challenges of high throughput-assisted metagenomics can be 
put on trial in an ideal way. 

 It can be added that microbiology in general is a fi eld that, most of any other 
branch of life, calls for a culture-independent approach since, as recalled above, the 
majority of bacterial species (>99 %) are not culturable on plates (Staley and 
Konopka  1985 ). This translates into an anomaly into the numbers of known species 
in comparison with botany and zoology, with particular respect to insects or to 
arthropods in general. In this respect the coming of age of metagenomics has offered 
the tool to fi ll this main gap in our biological knowledge, and to verify whether the 
known number of microbial species does represent the tip of a large iceberg or 
whether a different model of distribution (and/or a different species boundary defi -
nition) need to be applied to understand and describe earth microbiology. 

 Whichever the true structure of the unseen community be, and whatever the ice-
berg size, the techniques that are arising and improving, especially thanks to the 
NGS sequencing platforms, enable to verify many of the standing hypotheses and 
the fi rst results have started to appear. 

 In covering the topic of metagenomics applied to plant and soil environmental 
microbiology some issues need to be clarifi ed that apply to the correspondence 
between terminology and approach. First, as regards culture-independent DNA- 
based taxonomical studies of the members occurring in natural microbial communi-
ties, these studies have started in the 1980s, long before the availability of NGS 
machines (Olsen et al.  1986 ). Stemming from the path opened by Carl Woese in 
demonstrating the usefulness of the 16S rRNA sequence as universal comparative 
meter (Woese et al.  1975 ; Woese  1987 ), capitalizing the feasibility of PCR-based 
amplifi cation of the corresponding 16s gene pools, a countless number of studies 
have addressed the composition of bacterial assemblages from the most diverse 
environments. Strictly speaking, this kind of approach, being directed to a single 
gene would however comply to the defi nition of metagenetics rather than of metage-
nomics and it was carried out in most cases through Sanger-sequencing of cloned 
amplicon libraries. As the present essay pertains to matter relating to NGS era, that 
vast body of data will not be reviewed here but it is to be acknowledged as the back-
ground reference that placed the basis from which we start our comprehension of 
microbial diversity and its interaction with our planet environments. 
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 Focusing on the theme of this chapter, plants are a particularly important niche 
for microorganisms as these can be nourished by their organic compounds at 
different levels. First, in the soil surrounding the plant roots, its effect is felt as the 
rhizosphere; at closer range, the plant surface is a direct interface that unfolds 
underground as the rhizoplane and above on stems and leaves giving rise to the 
phyllosphere. The latter, consisting in the leaves surface, is characterized by harsh 
conditions of low nutrient outfl ow, direct sun exposure with high UV radiation 
impact, desiccating winds, but it is nevertheless a heavily colonized and extremely 
vast habitat (Yang et al.  2001 ; Lindow and Leveau  2002 ). Moving further to the 
internal parts of plants, both along vascular byways as well as right inside the 
 tissues these zones are also home for an array of microbial species, the endophytes, 
that take advantage of such privileged location (Bacon and White  2000 ). The inva-
sion of a host plant is in fact not only a matter of interaction with pathogenic 
 species, but very often the outcome of a compromise that can span from appar-
ently neutral or commensal attitudes (Berlec  2012 ), to various degrees of mutualism 
(Masson-Boivin et al.  2009 ). Pathogenic bacteria and fungi are however among 
the most studied as their economic damage to crops has called for highly funded 
research and extensive studies on their strategies of interaction with plants 
(Alvarez  2004 ). Some benefi cial microorganisms appear to be very tightly associ-
ated with their host plants. Their persistence over generations within them is 
ensured by mechanisms of transmission to the offsprings (Zilber-Rosenberg and 
Rosenberg  2008 ). Such views have also led to the proposal that evolution of plants 
is correlated and concerted with that of their microbiomes, leading to the defi ni-
tion of the hologenome theory (Rosenberg et al.  2010 ). 

 There are several ways upon which microorganisms associated with plants can 
enact (Compant et al.  2010 ). These can span from plant-hormone production, to the 
biocontrol against plant pathogens, to drought stress-tolerance, to the solubilization 
of soil nutrients as phosphorus or iron. In the latter case the process unfolds via 
siderophores production (Wu et al.  2009 ). In the case of fungi, a number of species 
engage the mycorrhizal symbiosis which concerns the vast majority of land plants 
and confers to these an extended capability of exploring soil resources as limiting 
nutrients and water (Bonfante and Genre  2008 ). The potential of benefi cial micro-
organisms in improving crop productivity has been exploited in the production and 
marketing of different types of agricultural inoculants, mostly as fertilizers or bio- 
protectors (Tikhonovich and Provorov  2011 ). 

 With the development of high throughput DNA sequencing techniques all these 
plant-microbe interactive scenarios have become approachable with a novel and 
deeper level of resolution (Handelsman  2004 ; Shendure and Ji  2008 ; MacLean et al. 
 2009 ). This should virtually overcome, at once, problems related to species uncul-
turability, PCR-based biases in representing true species proportions within a com-
plex community, rare species detection in species-rich environments (Tyson et al 
 2004 ; Tringe et al.  2005 ; Sogin et al.  2006 ). 

 In parallel to NGS principles and hardware, a corresponding line of bioinfor-
matical solutions and user-friendly software tools is in parallel unfolding to match 
the massive data generated (Caporaso et al.  2010 ). 
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 Studying microorganisms in association with plants can pose in fi rst instance 
some technical challenges, for example when dealing with endophytes, one of the 
problems encountered when constructing a metagenomic library is the overwhelm-
ing excess of the host plant material (and DNA) with respect to the microbial one. 
Therefore different strategies can be chosen to enrich the microbial target either 
with detergents and salts (Wang et al.  2008 ) or with selective centrifugation to sepa-
rate bacteria from plant cells (Sessitsch et al.  2012 ). 

 As regards the overall goals of the research, one possible question could be the 
assessment of which microbial species are associated with a particular plant or with 
a given part of it. In other words how hosts shape up and affect the community 
structure of their microbial partners. Other lines of research can focus on the effects 
of external challenges or stresses on the microbial community composition that can 
be found within or around a certain plant or vegetation. 

 A study on tree phyllosphere applied bar-coded pyrosequencing to survey bacterial 
identities on the leaves of 56 tree species across different locations (Redford et al. 
 2010 ). Results indicated a high degree of individual variability; conserved community 
patterns, coherent with the tree species, were detected, also irrespective of geographic 
distances and of surrounding atmosphere microbial composition. These data, obtained 
thanks to the high throughput of NGS machines, point out an important congruence 
between the phylogenies of trees and those of their phyllospheric microbiota. A cer-
tain difference stands out in this respect between the results of studies on the phyllo-
sphere, whose microbial community is more determined by the host, and those on the 
rhizosphere where soil has a more pronounced effect and a plant recruits bacteria 
through the slow substrate outfl ow from roots. In phyllospheres instead the selection 
process appears to be more rapid and is exerted right on the plant leaf surface, more 
on a compatibility basis than by substrate- driven mechanisms (Bulgarelli et al.  2013 ) 

 The situation of the plant as major determinant of phyllospheric community is 
nevertheless not to be generalized as other studies on  Tamarix  shrubs belonging to 
three different species (Finkel et al.  2011 ,  2012 ), using 16S/18S rRNA tag pyrose-
quencing, examined over 200,000 sequences of the 16S V6 and 18S V9 hypervari-
able regions and revealed a diverse community, with 788 bacterial and 64 eukaryotic 
genera. The analysis pointed out that the geographical issue and local surroundings 
are important determinants of the bacterial assemblages composition. In a different 
study poplar endophytes and rhizospheric microorganisms were investigated by 
community profi ling using 454 pyrosequencing with separate primers for the V4 
region for bacterial 16S rRNA and the D1/D2 region for fungal 28S rRNA genes 
(Gottel et al.  2011 ). Results indicated the distinctness of the two compartments 
composition. The rhizosphere dominant bacteria resulted Acidobacteria (31 %) and 
Alphaproteobacteria (30 %), while inside the plant roots the scores were led by 
Gammaproteobacteria (54 %), in large part represented by a  Pseudomonas  sp. The 
diversity of bacterial communities colonizing the oak rhizosphere and the surround-
ing soil was studied upon analyzing, by 454 pyrosequencing, over 300,000 16S 
rDNA amplicons (Uroz et al.  2010 ). Acidobacteria and Proteobacteria resulted 
dominant but the relative proportions of the overall phyla and of the Proteobacteria 
classes clearly differentiated the rhizosphere from the bulk soil environment. 
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 A pyrosequencing-based analysis of the V2–V3 16S rRNA gene region was 
undertaken to identify fl uctuations in bacterial diversity in nine forest and nine 
grassland soils (Nacke et al.  2011 ). The dataset encompassed 598,962 sequences. 
Bacterial diversity resulted to be more phylum-rich in grassland soils than in forest 
soils: Acidobacteria, Proteobacteria, and Actinobacteria being the most prominent 
taxa. Community structure had moreover signifi cant differences between beech and 
spruce forest soils. Besides the dependence on vegetation, bacterial diversity was 
correlated with soil pH, but not particularly with land management type nor other 
soil properties. 

 A further study was devoted to monitoring the responses of rhizospheric bacteria 
to different low molecular weight carbon substrates as glucose, serine or citric acid via 
bar-coded pyrosequencing of the 16S rRNA gene (Eilers et al.  2010 ). All three sub-
strates had effect in 24h which mostly consisted in a stimulation of Betaproteobacteria, 
Gammaproteobacteria, and Actinobacteria. Citric acid was in particular active on the 
former group with effects displaying a two- to fi vefold increase. 

 Some authors have addressed the question of how the domestication of plants 
and the selection of modern crops could have been shaped by the underlying rela-
tionships with microbes, and investigated this topic via 16S rRNA taxonomic 
microarray, targeting 19 bacterial phyla on fi ve main genetic inbred maize lines 
rhizospheres (Bouffaud et al.  2012 ). Results indicated a correlation between the 
bacterial assemblages and the maize genetic structure, mostly explained by 
Betaproteobacteria of the genus  Burkholderia . 

 In a study on the rhizosphere microorganisms of six potato varieties at three 
developmental stages in two types of soils, the authors used DNA-based pyrose-
quencing and screened over 350,000 sequences (İnceoğlu et al.  2011 ). While the 
rhizosphere samples were markedly different from the bulk soil ones and the domi-
nant members were mostly represented by Actinobacteria, and Alphaproteobacteria, 
no clear host genotype selection was evident, with only some effect at the plants 
youngest stage. 

 However, when evaluating the results of all these studies it must be borne in mind 
that when dealing with techniques such as 16S rRNA sequencing as a tool to extract 
taxonomical identity information, this gene is not carrying a suitable variability 
below the species level to enable the assessment of subspecies or strain-related dif-
ferences. As a consequence, when the relationships between host plant genotype 
and specifi c microorganims are expressed at these levels, different approaches as 
whole metagenome sequencing and comparison can be envisaged more suited to 
reveal possible host specifi city issues. 

 The identity of bacteria present on tomato fruits surface in relation to different 
irrigation water sources was assessed by 454 pyrosequencing (Telias et al.  2011 ). 
While there were signifi cant differences in bacterial assemblages between surface 
water (displaying higher species richness with abundant gram-positives) and 
groundwater (less diverse and dominated by proteobacteria), the fruit surface ended 
up colonized by a community that was not signifi cantly distinct. Also this experi-
ence shows the profound effect of a plant habitat in specifi cally selecting and enrich-
ing some precise members of the bacterial array that are able to become established 
in that particular niche. 
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 Pyrosequencing-based analysis of the V1–V2 16S rRNA gene region coupled 
to Community level physiological profi ling (CLPP) were used to analyze bacte-
rial diversity from soils of chemically cultivated land, organically cultivated 
land, and fallow grass land, after 16 years of such managements (Chaudhry et al. 
 2012 ). The most abundant phyla were Proteobacteria (29.8 %), Acidobacteria 
(22.6 %), Actinobacteria (11.1 %), and Bacteroidetes (4.7 %), Proteobacteria, 
Bacteroidetes, and Gemmatimonadetes were more abundant in organically 
cropped soils while Actinobacteria abounded in chemically treated ones, and 
Acidobacteria in fallow soils. 

 Simulation of climate change by altering CO 2  concentrations was tested in its 
effects on nitrifying archeal and bacterial community compositions in soybean rhi-
zospheres, which were assessed by 454 sequencing on amplicon libraries of 16S 
rDNA and on the nitrifi cation gene  amoA  (Nelson et al.  2010 ). The archeal phyla 
were found affected in their relative proportions but the copy number of the nitrifi -
cation gene was not. 

 In some studies, the presence of genes linked to key microbial proteins as 
 phototrophic pigments were investigated (Atamna-Ismaeel et al.  2012 ). 
454- pyrosequencing-generated metagenome data from the phyllospheres of fi ve 
plants: tamarisk ( Tamarix nilotica ), soybean ( Glycine max ), Thale cress ( Arabidopsis 
thaliana ), white clover ( Trifolium repens ), and rice ( Oryza sativa ). The data revealed 
for the fi rst time the presence of bacterial rhodopsins outside of aquatic habitats and 
showed that microbial and plant photosynthesis co-occur in such habitat. Rhodopsin 
is a pigment similar to those involved in animal vision. Its spectrum of light absor-
bance is different from that of chlorophyll implying an adapted noncompeting 
instance of coexistence between plants and the bacteria on their leaves. 

 The host plant factor resulted dominant in shaping the structure of the bacterial 
community borne on its leaves. In a study on lettuce belonging to different cultivars, 
even if those were grown in the same fi eld, the foliar bacterial communities were 
distinct (Hunter et al.  2010 ), leading to the hypothesis that leaf texture and leaching 
of specifi c metabolites were the basis of these specifi cities. A further understanding 
of the plant genotype role in selecting specifi c microorganisms came from a study 
on the phyllosphere of recombinant inbred corn varieties (Balint-Kurti et al  2010 ). 
QTL mapping revealed the existence of chromosomal loci that control epiphytic 
microbiota. These coincide with the determinants that underlie the susceptibility to 
a fungus causing the Southern leaf blight disease. 

 Some plants, as those of the Leguminosae family can engage at the same time in 
different symbioses with nitrogen-fi xing bacteria and with mycorrhizal fungi. Many 
of the legumes are important food crops and the analysis of their relationships with 
microbes can help to foster their productivity by improving fi eld inoculation tech-
nologies. The availability of soybean mutants defective in the symbiotic nodule 
formation has allowed an experiment in which plant shoot colonization by different 
bacteria has been analyzed in relation to plant genotype and to nitrogen fertilization 
levels (Ikeda et al.  2010 ). The study reported that both the symbiotic attitude and the 
exogenous nitrogen supplementation can affect internal colonization by bacteria 
other than the  Bradyrhizobium  symbionts. The recurring colonizers included 
 Methylobacterium  and  Aurantimonas . 
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 Studies reviewing patterns of bacterial dynamics in their interactions with plants 
have put in evidence some key trends (Bulgarelli et al.  2013 ). Data indicate a dual 
step selection process which initially leads to a differentiation of rhizosphere biota 
from those of bulk soil. Subsequently the rhizodeposition of organic compounds 
leached from roots further selects some taxa also via gene for gene catabolic inter-
actions on specifi c trophic compounds. A defi ned guild of microbes is eventually 
gaining access into plant tissues and becoming endophytic also by virtue of a bio-
chemical mutualism. 

 In some cases the studies of plant–microbe interactions have not been targeted at 
situations occurring in nature but to vegetables in the food processing and market-
ing contexts. From this standpoint the dynamics of phyllospheric bacteria in relation 
to storage of spinach at different refrigeration temperatures was investigated by 
pyrosequencing of 16S rRNA gene amplicons (Lopez-Velasco et al.  2011 ). 
Notwithstanding the nature of horticultural crops and the man-managed artifi cial 
environment, a remarkable degree of initial diversity was noticed in the microorgan-
isms present on leaves. The analysis revealed over 1,000 operational technical units 
(OTUs) of which 75 % were associated with previously undescribed taxa. At least 
11 prokaryotic phyla were represented, among which the most abundant cases 
belonged to Proteobacteria and Firmicutes .  The refrigeration and packaging proce-
dures showed a rapid decline of the richness with a drop to only 5 phyla after one 
day. Such conditions promoted a shift in the community with the fast rise of 
Gammaproteobacteria, as  Pseudomonas  spp. and different Enterobacteriaceae 
which became the most abundant taxa after 15 days at either 4 or 10 °C. However, 
within the family, different genera displayed individual cold-sensitivity as the 
growth of  Escherichia coli  was inhibited at the lower temperature. The study dem-
onstrated a relevant application of NGS techniques to the fi eld of food safety and 
quality control. Within the increasing awareness of these possibilities it has been 
postulated that phyllospheric communities could be purposely modulated by plant 
breeding or by selected agrochemical treatments in order to enhance fresh produce 
safety (Newton et al.  2010 ). 

 Another study addressed a further agronomical-level case by analyzing leaf bac-
terial communities on lettuce (Rastogi et al.  2012 ). The analysis also addressed the 
changes due to time and space by following, on the same crop, geographical and 
seasonal transects in California and Arizona. Besides the pyrosequencing of 16S 
rRNA gene amplicons, the project involved also the quantitative assessment of 
phyllospheric bacteria and of their culturability on plates. The total bacterial popu-
lations on leaves ranged between 10 5  and 10 6  cells per gram of tissue and the frac-
tion of culturable colonies was ten times lower in summer than in spring and a 
hundred times lower in winter. Sequencing of the small subunit ribosomal rRNA 
gene indicated as most abundant groups the Proteobacteria, Firmicutes, 
Bacteroidetes, and Actinobacteria at phylum level, and within these  Pseudomonas, 
Bacillus, Massilia, Arthrobacter , and  Pantoea  at genus level. The authors consid-
ered these taxa as a representative core of the bacteria associating with cultivated 
lettuce irrespective of season or localities. The analysis allowed also to fi nd indica-
tor species that correlated with potential pathological conditions. In this respect the 
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presence of some known pathogens of this crop, such as  Xanthomonas campestris  
pv.  vitians , was in positive correlation with the presence of bacteria from the genus 
 Alkanindiges , and in negative correlation with the genera  Bacillus, Erwinia , and 
 Pantoea . As regards seasonal variations, the summer sampling scored higher pres-
ences of Enterobacteriaceae and culturable coliforms in comparison with the winter 
situations. Geographically there were trends that correlated with the distance but 
were not affected by the cultivar of lettuce analyzed. Also the effect on an impactful 
event, consisting in a dust storm, was evaluated in that survey and its effect in altera-
tion of the bacterial assemblages was quantifi ed. 

 The emerging view of hitherto unnoticed members of the microbial entourage of 
a plant as key elements for disease prevention and overall fi tness is becoming clearer 
also thanks to metagenomics (Babalola  2010 ; Bulgarelli et al.  2013 ). An example 
comes from the case of  Sphingomonas  that was demonstrated to interfere with the 
growth of pathogenic  Pseudomonas syringae  pv.  syringae  in the phyllosphere of  A. 
thaliana  (Innerebner et al.  2011 ). 

 Among the questions that could be addressed via metagenomics stands the issue 
on what is the environment from which the phyllosphere microorganisms are 
recruited. Contrary to some expectations, soil was not the primary source as shown 
by pyrosequencing of phyllosphere biota with those of the surrounding soil, which 
resulted to share only 0.5 % of the sequences (Kim et al.  2012 ). But if soil was not 
recognized as source for epiphytic microbes, air was not either, as suggested by 
studies comparing airborne community with that stabilizing on leaves (Vokou et al. 
 2012 ). A parallel study on the model plant  A. thaliana  yielded Actinomycetales and 
Actinoplanes as most abundant in rhizosphere bacteria whereas the phyllosphere 
was dominated by  Pseudomonas  (Bodenhausen et al.  2013 ). 

 The comparative genomics of sequenced bacterial epiphytes as that of  Pantoea 
agglomerans  299R (Remus-Emsermann et al.  2013 ) is starting to reveal the set of 
genes that enable successful persistence in the rhizosphere. These include specifi c 
sugar utilization, osmoprotection, and DNA repair systems to cope with UV dam-
age. Also the formation of a capsule with copious extracellular polysaccharides 
(EPS) results a common and crucial trait to form cell aggregates and prevent desic-
cation and osmotic stress (Monier and Lindow  2004 ). 

 When entering a plant, bacteria encounter pros and cons at each level from sur-
face to the inner apoplast. The outer stages expose them to UV radiation and drought 
while inside the plant they need to come to terms with defense compounds. 
Transcriptional profi ling of the leaf pathogen  P. syringae  which can access both 
microenvironments, showed that genes such as those for motility, chemosensing, 
phosphate and sulfur uptake, and indole metabolism to derive tryptophan, were 
preferentially expressed on the surface location rather than in the apoplast (Yu et al. 
 2013 ). On the contrary genes involved in the metabolism and transport of 
 gamma- aminobutyric acid, production of secondary metabolites, and phytotoxins 
such as syringomycin, and syringopeptin were turned on when the bacterium had 
entered inside the plant. 

 Besides bacteria, plant surface can be colonized by fungi although in lower num-
bers. A high- throughput pyrosequencing analysis of fungal internal transcribed 
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spacer 1 (ITS1) was carried out to detect the fungi on the phyllosphere of oak 
(Jumpponen and Jones  2009 ) and the rural environment was compared to urban 
management areas. In the former, prevailing taxa included  Ramularia, Stenella, 
Dioszegia, Devriesia, Mycosphaerella, Paraphaeosphaeria, Phaeosphaeria,  and 
 Sphaeceloma , while in the latter the community was led by  Aureobasidium, 
Davidiella, Didymella , and  Microsphaeropsis . The study highlighted the impor-
tance of land use in fungal colonization of the host as more important than plant 
species. It can be added that the nutrient content (in particular concerning nitrogen 
and sulfur) could be a discriminant feature between urban and forest settings lead-
ing to uneven contents within the same plant species and explaining phenotypic 
outcomes such as the associated biota. 

 Further exploring plant epiphytic fungi by 454 pyrosequencing of the ITS1 
region, those thriving on leaves of  Fagus sylvatica , the European beech, were stud-
ied, distinguishing also different parts of the plants (Cordier et al.  2012 ). A large 
presence of cosmopolitan fungi as  Taphrina, Lalaria , and  Woollsia  was recorded 
and the community variability was mostly evident at the small spatial scale repre-
sented by the leaves. The host genotype was a strong determinant of community 
composition as the genetic distance between beech trees imposed corresponding 
differences in fungal assemblages. Again by analyzing balsam poplar phyllosphere 
by ITS pyrosequencing (Bálint et al.  2013 ) a majority of plant genotype-specifi c 
fungal taxa was pointed out. 

 The microbiology of the phyllospere was studied also by combining more -omics 
approaches and conjugating metagenomics with metaproteomics into metaprote-
ogenomics (Delmotte et al.  2009 ). Soybean, clover, and  A. thaliana  leaves were 
studied, and recurring distinct bacterial communities were identifi ed. The proteomic 
approach enabled to trace physiological traits as characteristic such as enzymes for 
the use of one-carbon plant compounds as methanol, which correlated with the pres-
ence of  Methylobacterium,  and TonB-dependent receptors which were linked to the 
presence of  Sphingomonas . This example shows the usefulness of coupling protein 
sequencing via mass spectrometry with their identifi cation on the sequenced 
metagenome from the same sampling. 

 A further work on metaproteogenomics addressed the comparison of leaf and 
root microbiota in rice, searching for distinct metabolic processes that could charac-
terize the two compartments. DNA was analyzed by using in parallel a 16S rRNA 
amplicons sequencing approach and a whole metegenome 454 sequencing (Knief 
et al.  2012 ). At phylum level the dominant divisions in the phyllosphere were 
Actinobacteira (38 %) and Alphaproteobacteria (35 %). In the rhizosphere Alpha-, 
Beta-, and Deltaproteobacteria together accounted for 10 % of the cases while all 
the other phyla had less than 5 % and included Actinobacteria, Firmicutes, 
Gammaproteobacteria, and Deinococcus-Thermus. The percentage on unknown 
taxa, not classifi able at the cutoff identity imposed, was much higher in the rhizo-
sphere and reached 40 %. The phyllosphere was characterized by genera as 
 Rhizobium, Methylobacterium , and  Microbacterium.  The proteomics part of the 
experiment enabled to cover more than 4,600 identifi ed proteins, whose analysis 
revealed enzymes for methylotrophy such as methanol dehydrogenase, formaldehyde 
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activating enzyme, which comply with the phenotype of Methylobacterium. In the 
rhizosphere instead, genes for the methanogenesis and methanotrophy were found. 
Moreover the transport processes and the stress responses were more pronounced in 
the phyllosphere. In both sectors of the plant, genes for nitrogen fi xation were 
found, but as regards their expression that occurred only in the rhizosphere. This 
example shows the investigative advantages of combining metagenomics with 
metaproteomics to achieve a deeper level of information on environmental activities 
related to microorganims. 

 A different way to address the interactive assets of bacteria towards plants by 
NGS methodologies is achieved by sequencing different isolates of the same spe-
cies and comparing their sequences to enucleate the conserved core of genes which 
are supposedly relevant for their ecology. This kind of reverse metagenomics has 
been applied to the study of  Pseudomonas fl uorescens  (Loper et al.  2012 ) whereby 
seven strains were sequenced. They differ in their capability of biocontrol vs plant 
pathogens and some can also interact with insects. The approach allowed to distin-
guish the isolates into three subclades by using multilocus sequence analysis. The 
pan-genome of  P. fl uorescens  species resulted very large as it accounted for about 
54 % of the pan-genome of the whole  Pseudomonas  genus. This was distinguished 
from the core genome which represented just 45–52 % of the genome of any indi-
vidual strain. The study also allowed to discover novel genes including those for 
some siderophores, antibiotics, bacteriocins, secretion systems of different types 
and toxins active against insects. This approach also enabled a subsequent phyloge-
netic inference work by examining the distribution of repetitive palindromic extra-
genic (REP) elements in relation to that of mobile genetic elements as insertion 
sequences and transposons. 

 Other methodologies that have been successfully used to assist the detection of 
plant-associated microorganisms include the Phylochip-based metagenomics 
(Mendes et al.  2011 ). The principle is based on a microarray-hybridization on chip, 
that supports a defi ned but vast series of species-specifi c primers. The approach was 
tested on disease-suppressive soils, i.e. those in which plants tend to be immune 
from a number of microbial pathogens infections that would cause severe damages 
to them if grown elsewhere. The basis of suppressiveness is thought to be due to the 
presence of antagonistic microorganisms as soil sterilization by heath can cancel the 
suppressive properties. Aiming at defi ning also whether the presence of specifi c 
microbiota could explain such protective effect, the phylochip was applied to rhizo-
sphere of sugarbeet seedlings, infecting those with the fungal pathogen  Rhizoctonia 
solani , a major pest for many agricultural crops, and growing them in disease- 
suppressive or disease-conducive soil. The analysis led to the defi nition of 33.346 
OTUs of bacterial and archeal nature, which reveals, in both types of soil, a high 
species richness, also compared to previous studies. Dominant phyla were 
Proteobacteria (39 %) and Firmicutes (20 %). A large fraction of unclassifi ed cases 
(16 %) was also present. To verify a difference in the two cases, the Bray-Curtis 
dissimilarity matrix analysis was calculated on the relative abundance of the bacte-
rial and archaeal OTUs identifi ed. The rhizosphere communities of the suppressive 
and conducive soils consequently showed their differences. A number of bacterial 
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taxa were ascribed to suppressiveness. These included the families of 
Pseudomonadaceae, Burkholderiaceae, Xanthomonadales and Lactobacilaceae and 
the phylum Actinobacteria. The former family in particular featured a  Pseudomonas  
producing a chlorinated lipopeptide encoded by a non-ribosomal peptide synthase, 
which was shown to be a major determinant of disease-prevention. Other taxa how-
ever appear to concur to the overall phenomenon, indicating the synergistic action 
of a microbial consortium as the basis for the full effects of these soils. 

 The involvement of  Pseudomonas  has a parallel in a different disease control situ-
ation as other strains of this species are known to produce the antibiotic compound 
2,4-diacetylphloroglucinol (2,4-DAPG) which suppresses the fungal pathogen, 
 Gaeumannomyces graminis , in soil thereby defi ned as suppressive of the “take-all 
disease” which this fungus causes to cereals (Raaijmakers and Weller  1998 ). In the 
phylochip-based study (Mendes et al.  2011 ) upon isolating different  Pseudomonas  
from the suppressive soil, despite the fact that most were able to colonize the rhizo-
sphere, only one of them was able to confer the suppressiveness phenotype. 

 A different perspective, still on the plant disease interactive scenarios, addressed 
a different question: How is the rhizosphere community altered by a plant patho-
gen? The study involved a combined approach of microarray chips (Geochip 3.0). 
Clone library sequencing and taxon/group-specifi c quantitative real-time PCR 
applied to citrus rhizosphere in plants affected by the severe disease known as huan-
glongbing (HLB), caused by the bacterium  Candidatus  Liberibacter asiaticus 
(Trivedi et al.  2012 ). The phylum Proteobacteria, with genera of ascertained rhizo-
sphere colonization attitude, was the most abundant in healthy rhizospheres while 
phyla as Acidobacteria, Actinobacteria, and Firmicutes, which were dominant in 
the bulk soil resulted more represented in soil infected with the HLB disease agent. 

 The study also addressed which genes and functions are affected. The phylochip 
analysis showed that HLB disease impacted on different bacterial guilds; a number 
of genes responsible of known ecological processes as nitrogen cycling, carbon 
fi xation, phosphorus utilization, metal homeostasis and resistance, resulted differ-
entially present, displaying higher scores in healthy rhizospheres of citrus. The 
microbial community in the diseased soil appeared to have undergone a shift from 
the use of readily degradable forms of carbon to those that are rather recalcitrant. 

 Among the recent studies that have explored the diversity of plant-associated 
microbes, a paradigmatic report is represented by two papers which appeared on the 
same issue of Nature focusing on the model species  A. thaliana  (Lundberg et al. 
 2012 ; Bulgarelli et al.  2012 ). 

 The former describes the high-resolution 16S amplicon pyrosequencing compar-
ing bulk soil, rhizosphere, and endophytic microorganisms, upon taking into account 
over 600 individual plants, in two soil types. The project tested the hypothesis that 
the bacteria ending up in the different compartments would mostly depend on host 
genotype. 778 microbial OTUs were individuated. 12 of these demonstrated plant 
genotype-related quantitative enrichment within the endophytic domain. Results 
showed that, while soil has an effect on determining the communities composition, 
the endophytic inner core of bacteria shows a conspicuous degree of overlapping 
and is characterized by low-complexity assemblages, enriched in Actinobacteria 
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and given families of Proteobacteria. Plant developmental stage and genotype also 
account for a part of the observed variability. With the exception of some transient 
dwellers, the true endophytes of this plant, which as many cruciferae lacks fungal 
mycorrhizal associations, appear to be a well-defi ned group of conserved taxa with 
either symbiotic or potentially pathogenic attitudes. 

 In the parallel study (Bulgarelli et al.  2012 ) two ecotypes of  A. thaliana  in two soils 
(of clay and sandy type) were examined by pyrosequencing of the 16S ribosomal 
RNA gene PCR amplicons, analyzing the variable V5–V6 regions. Plants appeared to 
be mostly invaded by Proteobacteria, Bacteroidetes, and Actinobacteria, with each of 
these phyla being represented by a dominant class or family. The effect of soil type in 
determining the members of the endophytic community was appreciable supporting 
the view of a soil origin for plant endophytes. The host plant genotype appeared to 
have a certain effect in determining which bacterial ribotype profi les were found 
within the endophytes community. In the same study the authors also tested the 
microbe-enriching capabilities of inert wooden material inserted in the same soil, in 
order to derive information on the effect of metabolically inactive lignocellulosic 
material. Interestingly the resulting colonizers had 40 % of the taxa in common with 
the  Arabidopsis  root-enriched ones, with a high representation of Betaproteobacteria. 
On the contrary Actinobacteria were underrepresented in these wood-enriched groups, 
being more neatly associated with the live root-selected community. 

 As regards endophytic taxa, Tag Encoded FLX amplicon pyrosequencing 
(TEFAP) was used to detect pCR-amplifi able ribosomal genes of bacteria and fungi 
in a work on micropropagated  Atriplex  plants (Lucero et al.  2011 ). A series of dif-
ferent primer pairs were tested and their performances compared. In this approach 
the authors also performed a comparison with culturable colonies from the plant 
tissues under examination and a parallel observation of the material using light, 
electron, and confocal microscopy. The molecular analyses revealed 7 bacterial and 
17 ascomycete taxa in  A. canescens , and 5 bacterial taxa in  A. torreyi . The use of 
different primers revealed differences in the results pointing out the problem of 
potential primer biases and preferential amplifi cation of certain targets, which 
occurs even in a low complexity community. This evidence raises a general issue of 
the accurate representation of a community when studies rely on a PCR-dependent 
amplifi cation step. The microscopy complementation of this study also indicated 
the presence of microbial cells in leaves and root tissues that had been regenerated 
aseptically. These and other clues suggested the hypothesis that endophytes of these 
plants are seedborne and transmitted to the progeny. 

 Another relevant piece of research focusing on the plant endophytism on a major 
crop, rice, reveals other clues on the identities of endophytic bacteria, on their 
 lifestyle, and on proteins relevant for endophytism (Sessitsch et al.  2012 ). That 
work, not using a PCR-dependent strategy but targeting full metagenome sequenc-
ing on isolated endophytic bacterial cells, also followed an original approach of 
endophyte separation via centrifugation. This, likewise, involved a massive amount 
of fi eld- grown rice plants biomass to be processed in order to purify enough bacte-
rial DNA for effi cient metagenomics. Protein putative functions were deduced from 
similarity analyses and suggested which traits and metabolic pathways are relevant 
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for endophytic life. These involved the presence of fl agella, plant-polymer-degrading 
enzymes, protein secretion systems, iron uptake and storage, quorum sensing, and 
reactive oxygen species detoxifi cation. As regards genes for the nitrogen transfor-
mation, interestingly evidences have arisen that the whole cycle could occur in the 
endorhizosphere, as genes for nitrogen fi xation, nitrifi cation and denitrifi cation 
were present in the endophytic populations. Results extend the knowledge on endo-
phytism and open interesting perspectives for its exploitation, regardless the non- 
culturability of the bacteria, for the improvement of plant productivity, stress 
resistance, biological control, and bioremediation. 

 A thorough application of sequencing techniques calls for the view from the 
transcriptional side of the gene expression row. In this respect studies have appeared 
that consider the whole transcriptome analysis applied to plant microbe interactions 
and concern in this case the host plant transcriptomics. This allows, for example, to 
scan gene expression at timely chosen moments after inoculation of a pathogen. It 
was the case of a study on peach leaves after infection by  Xanthomonas arboricola  
pv.  pruni  (Socquet-Juglard et al.  2013 ). The bacterium is a threat for peach produc-
tion causing necroses on fruits and leaves that have a severe impact on crop yield 
and commercialization-preventing damage. Little evidence was yet available on 
defense mechanism in peach trees. A whole transcriptome sequencing analysis 
scanned the differentially expressed genes at two time points, consisting in 2 and 
12 h post infection, in comparison with non-inoculated control leaves. Out of the 
19,781 known peach genes that were expressed in all time points, there were 23 and 
263 that were expressed differentially at 2 and 12 h post infection. Within these, 82 
and 40 % were up-regulated; and 18 and 60 % were down-regulated. Bioinformatical 
searches against the Gene Ontology database indicated the stress response genes 
particularly represented at 2 h, while cellular and metabolic processes genes were 
more involved in the second time point. The differential expression of genes related 
to known pathogen-associated molecular pattern (PAMP) receptors, of disease 
resistance genes (including several RPM1-like and pathogenesis related thaumatin- 
encoding genes) was particularly informative of the defense pathways that the plant 
adopted. The peach also showed response in genes for photosynthesis, citochromes, 
reorganization of cell wall and hormone signalling, along with other transcripts pro-
viding several fi eld-advancing pieces of information in early stages of plant defense 
from bacterial pathogens. 

 A different study, also using a transcriptomics approach and focusing on plant 
pathogen interaction, showed that with massively parallel transcriptome sequencing 
one can study the fungus and the infected host in parallel and enucleate the arsenal 
of effectors that are used by the two interacting genomes (Stassen et al.  2012 ). The 
analysis was focused on lettuce downy mildew ( Bremia lactucae ) an oomycete 
using secreted proteins in its invasive interaction strategy. The effectors that are 
known to be translocated by the host belong to two classes: RXLR and Crinklers. 
The massively parallel sequencing was done on cDNA derived on one side from  B. 
lactucae  fungal spores, and on the other, from infected lettuce seedlings. More than 
2.3 million 454 FLX reads were processed, assembling 59,618 contigs representing 
transcripts from both organisms. 19,663 of these belonged to  B. lactucae  as they 
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matched SOLiD genome sequences stemming from more than 270 million reads 
from spore DNA. Upon translating these into protein models there were 1,023 of 
these that suited the prediction of being part of a secretome that featured elicitins, 
necrosis, ethylene-inducing peptide 1-like proteins, glucanase inhibitors, and lec-
tins, and was enriched in cysteine-rich proteins. There were likewise 78 candidate 
host translocated effectors complying with the RXLR or with the Crinkler types. 

 In essence, the advent of metagenomics and the availability of the NGS machines 
have initiated an age of important discoveries in several fi elds and in particular in that of 
environmental microbiology in which the soil and plant contexts occupy a prime posi-
tion. The taxonomical complexity of microbial communities and their richness are nev-
ertheless still posing robust challenges to investigations of this kind. The sensu stricto 
metagenomical approach would call for sequencing of the DNA totality. Notwithstanding 
the high throughput, when the goal is unravelling the identities of many different 
microbes hosted by a given habitat, studies tend to focus on defi ned genes, such as the 
16S rRNA determinants rather than on the whole metagenome. Besides the terminology 
issue which would make this a metagenetic rather than metagenomic approach, some 
cautionary considerations ought to be made in this respect. Since the standard way of 
tackling the 16S analysis is a PCR-driven enrichment of the amplicon, making use of 
bona fi de universal primers, a variable degree of primer bias, and uneven mismatches in 
the fi rst PCR cycles can severely alter the true community proportions at the endpoint 
stage of the amplifi cation reaction. Moreover, the matching primer assumption is a self-
referencing condition that rests on an a priori knowledge which rests on previously 
observed taxa but might be incomplete as regards the remaining yet-to-fi nd taxa. Possible 
novel species that could be just out of the boundaries of the conserved consensus could 
even not be amplifi ed at all, and thence never discovered. 

 For this reason, it is auspicated that future developments of studies of mixed 
microbial assemblages could be carried out by means of PCR-independent 
approaches, one of these could be, for example, the direct 16S rRNA sequencing, 
which could at once give an unbiased picture of the community members, coupled 
to their levels of gene expression activity, and consequently reveal hitherto unknown 
taxa with higher polymorphism in their ribosomal genes. It can be foreseen that 
novel protocols will develop these concepts and improve our knowledge in the 
plant-microbe interactive scenario as well as in other environmental contexts.    
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    Chapter 10   
 Genes and  Trans -Factors Underlying 
Embryogenic Transition in Plant Soma-Cells 

             Dhananjay     K.     Pandey      and     Bhupendra     Chaudhary      

             In Vitro  Regeneration of Plant Species 

 Reproduction is a unique feature of all living beings in order to maintain the species 
existence. In plant kingdom, majorly pollination, fertilization, embryo development 
and its germination are the natural practices to persist in the species management. 
Many plants choose alternate mechanisms for their genetic succession either parallel 
or independently. For example, in the genus  Bryophyllum  plantlets develop on the 
fringes of leaves whereas fragments of the plant bodies of liverworts and mosses 
regenerate through embryo formation. In many  Citrus  species, nucellar cells produce 
embryos, perhaps for overcoming the fertilization barrier and higher growth compe-
tency. Theoretically it is understood that all plant cells are totipotent and can give rise 
complete plantlet. If so, why do different taxa, cultivars and type of explants (tissues) 
exhibit signifi cant variation in the regeneration potential? It is evident that different 
plant species respond  in vitro  with a wide spectrum of regeneration methods includ-
ing organogenesis and somatic embryogenesis. The latter has drawn more attention 
in recent past as limited success had been achieved across plant species.  

    Somatic Embryogenesis 

 Somatic embryogenesis (SE) is one of the most diverged modes of regeneration in 
plants. Somatic embryogenesis was fi rst reported in carrot cell suspension cultures 
(Steward et al.  1958 ). Somatic embryogenesis is the process of transition of a 
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somatic cell into an embryo. In this process a bipolar structure is formed having a 
closed vascular supply making it independent from the parental tissue. This is a 
multi-step regeneration process in plants and is highly plant-genotype dependent. 
Previously, important roles of endogenous hormones have been suggested in such 
genotypic variations of SE potential (Carman  1990 ). Somatic embryogenesis shared 
many similarities with zygotic embryogenesis thus making it a model system for 
studying different biochemical, morphological and physiological characteristics in 
higher plants (Kawahara et al.  1995 ). Moreover, SE has wide use in genetic trans-
formation, somatic hybridization and induction of somaclonal variations (Gall et al. 
 1994 ; Robertson et al.  1992 ). There are two modes of SE, one is direct somatic 
embryogenesis (DSE) characterized by the induction of somatic embryos directly 
from pro-embryogenic cells of leaves, stem, microspores or protoplasts without the 
proliferation of calli, and other is indirect somatic embryogenesis (ISE) where 
somatic embryos are developed from friable embryogenic calli (Jimenez and 
Bangerth  2001 ; Quiroz-Figueroa et al.  2006 ). In general, somatic embryo formation 
proceeds through distinct developmental stages involving globular, heart-shaped 
and torpedo-shaped stages in dicots (Fig.  10.1 ), and globular, scutellar (transition) 
and coleoptilar stages in monocots (Takano et al.  2006 ; Toonen et al.  1996 ).

   It could thus be assumed that how much cellular changes have been required to 
bring such modulation in the cell-fate which was initially destined to multiply, but 
eventually converted into very specialized embryonic structures. What are those key 
factors which are responsible to compel a cell changing  its fate? How could such 
factors be identifi ed? Temporal study of the progression of SE at phenotypic and 
molecular level might be helpful in fi nding the precise and exact answers to such  
important questions. 

    Initiation of Somatic Embryogenesis 

 This is very crucial stage when the cellular machinery changes its programmed 
developmental paths. It is an induced cell-fate change triggered by different key 
factors in which applied stress is of prime importance. During evolution different 

  Fig. 10.1    Somatic embryogenesis in cotton ( Gossypium hirsutum  L. cv. Coker 310). ( A ) 
Cotyledonary explants were taken from 7 days seedling germinated on half-MS medium. ( B ) The 
explants produced calli on callus induction (MST1) medium. ( C ) The granular embryogenic callus 
on callus proliferation (MSOT2) medium. ( D ) Formation of embryogenic calli on embryo indcu-
tion (MSOT3) medium developing somatic embryos at this stage.       
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abiotic and biotic stress conditions are the prominent and determining factors of 
acquired cellular physiologies. Optimal stress conditions are required to trigger 
more cellular factors, which in turn are the part of different molecular mechanisms 
affecting the entire cellular milieu towards the acquisition of the embryogenic com-
petence. For example, phytohormones 2, 4-D, ABA, ethylene are considered among 
such stress inducing factors. Gene expression study at transcriptome and proteome 
level has revealed the importance of selected stress related genes/proteins in the 
acquisition and maintenance of SE (Omid and Abbas  2010 ). Details of important 
stress-related factors for their  roles towards SE acquisition have been described 
in upcoming sections.  

    Somatic Embryogenesis Is Genotype/Explant Source Dependent 

 Inducing a somatic cell to SE is highly dependent on the plant-genotype and the 
explants selected for  in vitro  regeneration (Maillot et al.  2006 ; Perrin et al.  2004 ). 
Many researchers reported that few cultivars had shown high regeneration potential 
in comparison with others of the same species (Rao et al.  2006 ; Trolinder and 
Goodin  1987 ). Similarly, within any particular regenerating cultivar differential 
magnitude of SE potential has been recorded when selected a typical tissue type as 
starting material (Perrin et al.  2004 ; Carimi et al.  2005 ; Gribaudo et al.  2004 ). In 
 Sorghum  genotype dependent SE and regeneration was reported when leaf base was 
considered as an explant (Mishra and Khurana  2003 ). Among various genotypes 
tested, CO 25 cultivar showed high frequency of callus induction and regeneration 
(Indra and Krishnaveni  2009 ). Genotype dependent SE in different varieties of rice 
has also been reported (Aruna and Reddy  1988 ; Moghaieb et al.  2009 ). Further, in 
sweet potato selection of specifi c genotype and explants has been observed to be 
important for induced ability of SE acquisition (Liu et al.  1992 ). In soybean among 
different genotypes tested on a wide range of media for SE, variation in frequency 
of embryogenesis induction was prominent (Bailey et al.  1993 ). Screening of 38 
cultivars of the most important fi bre crop cotton ( Gossypium ) for SE potential, sug-
gested for very high degree of genotype specifi city (Trolinder and Xhixian  1989 ). In 
Georgia and Pee Dee lines of cotton, regeneration effi ciency is relatively low as 
compared to the standard Coker 312 cultivar and it shows a high degree of seed-to- 
seed variation in SE potential when tested  in vitro  (Sakhanokho et al.  2004 ). 
Moreover, in an elite Chinese cotton ( Gossypium hirsutum  L.) cultivar Simian-3, 
root is the most responsive explants for production of somatic embryos than hypo-
cotyls and cotyledonary tissues (Zhang et al.  2001 ). It is important to note that the 
tissue types near to the zygotic embryo during developmental stage of a seed exhib-
ited maximum response towards SE than that of distant tissues when used as 
explants. Probably, this is due to the existence of active cellular machinery respon-
sible for induction and maintenance of embryonic potential in such tissue types. In 
sugarcane fresh inner whorl of leaves and shoot apical meristem has been found 
highly acquiescent to  in vitro  SE induction (Ali et al.  2007 ). Different peanut geno-
types including Valencia, Spanish and Virginia botanical types showed signifi cant 
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variations in somatic embryo formation and plantlet regeneration on similar culture 
conditions. Somatic embryo formation from cotyledons and embryo axis exhibited 
optimal embryogenic response supporting the fact of genotype and explant depen-
dency during SE (Ozias-Akins et al.  1992 ).  

    Stress-Mediated Up-regulation of Phytohormone in SE 

 As noted elsewhere, plant SE is greatly dependent on varied stress conditions 
imposed  in vitro  across plant species (Feher et al.  2003 ; Kamada et al.  1989 ,  1993 , 
 1994 ; Lee et al.  2001 ; Nolan et al.  2006 ; Touraev et al.  1997 ). Stress extensively 
interferes in activation of different cellular key factors during cell fate modulation. 
Until now, there are many reports highlighting important stress factors such as high 
osmotic pressure (Kamada et al.  1993 ; Iwai et al.  2003 ; Karami et al.  2006 ), explants 
wounding (Cheong et al.  2002 ; Santarem et al.  1997 ), dehydration (Kumria et al. 
 2003 ; Patnaik et al.  2005 ), heavy metal ions (Patnaik et al.  2005 ; Cueva Agila et al. 
 2013 ), high temperature (Kamada et al.  1994 ; Kiyosue et al.  1993a ), micro- and 
macronutrients (Pandey et al.  2012 ) eliciting SE acquisition response in differential 
manner. However, the major question remains whether different stress conditions 
trigger identical cellular pathways or differentially contribute in SE acquisition. 
Therefore, it would be remarkable to explore the molecular mechanisms of such 
stress mediated SE acquisition. Work done so far in this area suggested that repro-
gramming of cellular fate is due to pattern change in the expression of candidate 
genic- factors in response to diverse stress conditions. Such important factors may 
in turn trigger the cellular modulation for embryo formation (Feher et al.  2003 ; 
Chugh and Khurana  2002 ; Ge et al.  2012 ; Namasivayam  2007 ; Rose and Nolan 
 2006 ; Schlögl et al.  2012 ; Wiśniewskaa et al.  2012 ; Wójcikowska et al.  2013 ; Xu 
et al.  2013 ; Zheng et al.  2013 ). It is evident that phytohormones’ level is critical 
for the induction of SE under stress conditions, which subsequently may infl uence 
genetic and cellular  trans -factors essential for cell-restructuring and re- programming. 
Essential phytohormones studied so far for their defi nite role in the induction of SE 
are as following: 

    Auxin 

 In most of studied plant taxa, auxin has been reported to be the prime factor for 
somatic cell to embryo transition (Jimenez and Bangerth  2001 ; Ivanova et al.  1994 ; 
Michalczuk et al.  1992 ; Rajasekaran et al.  1987 ). An optimal amount of auxin is 
necessary for the induction and progression of SE. At initial stage of SE high amount 
of auxin is required that may be exogenously supplied   in vitro  cultures. However, 
at later stages of embryo formation, endogenous auxin-level is declined gradually 
establishing an auxin gradient in the soma-cell considered to be important for 
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auxin-mediated cell-signalling (Michalczuk et al.  1992 ; Fujimura and Komaminea 
 1979 ; Gray et al.  1984 ; Gray and Trigiano  1993 ; Hanning and Conger  1982 ). In 
parallel with zygotic embryos it is evident  that the polar transport of auxin is indis-
pensable for the establishment of bilateral symmetry in dicotyledonous somatic 
embryos (Liu et al.  1993 ; Schiavone and Cooke  1985 ,  1987 ). The endogenous level 
as well as exogenously supplied auxin acts as one of the determining factors during 
induction and maintenance of SE (Michalczuk et al.  1992 ). Therefore, the threshold 
level of auxin has to be maintained inside the competent somatic cell for the acquisi-
tion of embryogenic potential. Signifi cant role of auxin has been proved in 
 Pennisetum purpureum  (Rajasekaran et al.  1987 ), sugarcane (Guiderdoni et al. 
 1995 ), carrot (Jiménez and Bangerth  2001a ; Li and Neumann  1985 ; Sasaki et al. 
 1994 ),  Medicago falcata  (Ivanova et al.  1994 ),  Prunus  spp. (Michalczuk and Druart 
 1999 ), maize (Jiménez and Bangerth  2001 ) and wheat (Jiménez and Bangerth 
 2001b ) measuring higher endogenous auxin level in the embryogenic competence 
(EC) in comparison with non-embryogenic competence (NEC) cell. Further it has 
been suggested that different stress response is directly linked with auxin and auxin 
response factors. Recently, important role of micronutrient mediated stress in main-
tenance of optimal auxin level in cellular milieu leading to SE acquisition has been 
suggested (Pandey et al.  2012 ). Differential expression of auxin-responsive genes 
established a relationship between stress and downstream gene expression (Jain and 
Khurana  2009 ). However, it becomes essential to reveal the molecular mechanism 
of stress-mediated up-regulation of auxin-responsive gene network with their func-
tional components. Expression analyses have established relationship between dif-
ferent type of stress conditions and auxin with downstream factors essential to the 
acquisition of cell-to-embryo transition. For example, enhanced endogenous auxin 
level upregulates the expression of somatic embryo receptor kinase ( SERK ) gene 
(Nolan et al.  2006 ), somatic embryo-related factor ( SERF ) (Mantiri et al.  2008 ) and 
Ca 2+  ion channel-mediated regulatory gene expression (Takeda et al.  2003 ), all 
reported earlier to be essential for SE. Auxin-inducible genes in  Triticum aestivum  
including  Ta SERKs are involved in SE and decreased signifi cantly upon auxin 
depletion (Singla et al.  2008 ). Under various stress conditions in rice, there is rela-
tion between endogenous IAA levels and expression of genes related to biosynthe-
sis/signalling of the hormone (Du et al.  2013 ). These studies confi rmed the strong 
association among stress, auxin and triggered key factors considered to be essential 
for somatic cell-to-embryo transition. The auxin response factors (ARFs) are the 
imperative determining factors which play signifi cant role in the downstream effect 
of auxin in the cellular milieu. So far many ARFs have been discovered for their 
vital role in SE, for example ARF7 and ARF19 proteins regulate target genes of 
auxin cell-signaling during embryonic development. These observations provide 
molecular insight into the unique contribution of auxin towards plant SE (Okushima 
et al.  2005 ; Wang et al.  2007 ). Further, the next generation sequencing (NGS) tech-
nology might help in sequencing of ARFs and their downstream target-expression 
profi ling  in the maintenance of SE (Yang et al.  2012 ).  

10 Genes and Trans-Factors Underlying Embryogenic Transition in Plant Soma-Cells



160

    Cytokinin 

 Cytokinin acts as an important growth regulator for somatic embryos commence-
ment  in vitro  and has already been reported in many species such as  Trifolium , 
 Coffea ,  Gladiolus ,  Helianthus ,  Spinacia  and  Medicago . The immature zygotic 
embryos of  Trifolium  when cultured in presence of phytohormone BAP, cells of 
hypocotyl epidermis directly produce somatic embryos without an intermediate cal-
lus stage (Maheswaran and Williams  1985 ). Leaf explants of  Coffea  when cultured 
on high cytokinin containing medium, white friable calluses were produced and con-
sequently developed into somatic embryos. Surprisingly, subculturing and mainte-
nance of calli on the same medium produced somatic embryos even after 2 years of 
sub-culturing (Yasuda et al.  1985 ). In high cytokinin containing suspension cultures 
of  Gldiolus  primary and secondary embryos could be developed from a single 
somatic cell (Remotti  1995 ). Zeatin, a cytokinin also had a positive effect on embryo-
genic potency of  Helianthus  during  in vitro  culture (Charrière and Hahne  1998 ). In 
wild  Medicago  spp. ( M. truncatula ,  M. littoralis ,  M. murex ,  M. polymorpha ) high 
cytokinin content signifi cantly supports the progression of SE (Iantcheva et al.  1999 ).  

    Abscisic Acid (ABA) 

 In plants, many physiological processes are mediated and regulated by ABA and has 
also been reported to be important for embryogenesis (Dodeman et al.  1997 ; Kong 
and Von Aderkas  2007 ; Vahdati et al.  2008 ). Stimulatory consequence of ABA on 
somatic cells or tissues modulates its fate towards embryogenesis and is considered 
as a stress response (Zdravković-Korać and Nešković  1999 ). ABA increases desic-
cation tolerance of the tissue destined to embryo formation and in the process 
increases the competence of embryo formed. Expression of specifi c genes and pro-
teins, for example LEA,  Dc ECP31 (Kiyosue et al.  1992 ),  Dc ECP40 (Kiyosue et al. 
 1993b ) in carrot,  At ECP31 (Yang et al.  1996 ),  At ECP63 (Yang et al.  1997 ) in 
 Arabidopsis ,  Leu  D19 in cotton and  Em  gene in wheat (Dure et al.  1989 ; Hughes and 
Galau  1991 ; Marcotte et al.  1988 ) were examined up-regulated during SE and identi-
fi ed as a component of ABA-inducible system. In support to this, ABA supplied 
exogenously to the non-embryogenic callus showed stimulation for the SE (Cui 
et al.  1998 ). ABA may also regulate the embryogenesis process mainly through reg-
ulation of  DC 8 genes (Hatzopoulos et al.  1990 ), carbohydrate metabolism (Karami 
et al.  2006 ; Martin et al.  2000 ), inhibition of peroxidase activity (Wei  2001 ) and 
others. These studies highlight the predominant role of ABA in the process of SE.  

    Gibberellins 

 The role of exogenous and endogenous gibberellins in SE has limited intervention 
so far. Preliminary results highlighted the high levels of endogenous gibberellins in 
the initial explants and the callus cultures are considered to be important for both 
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embryo induction and elongation (Jiménez  2001 ). Moreover, effects of gibberellins 
on SE depends on the genotype and explants used for tissue culture (Mikuła et al. 
 1998 ). For example, exogenous application of a subtype of gibberellin GA3 in cul-
ture medium inhibited SE in carrot (Fujimura and Komamine  1975 ; Tokuji and 
Kuriyama  2003 ), citrus (Kochba et al.  1978 ) and  Geranium  (Hutchinson et al. 
 1997 ). Whereas exogenous application of  GA3 stimulated embryogenesis in imma-
ture cotyledon cultures of  Cicer  (Hita et al.  1997 ) and petiole derived cultures 
of  Medicago  (Ruduś et al.  2002 ).  

    Ethylene 

 Endogenous ethylene has a vital role in the conversion of soma-cells into  somatic 
embryos, thus fi ne balance of ethylene level is essential for optimal embryogenic com-
petency (Tsuchisaka et al.  2009 ). In the near iso-genic lines (NILs) of white spruce for 
SE, the ethylene content was observed relatively higher in the non- embryogenic line 
(Kumar et al.  1989 ) and exogenous supply of the same led to the formation of  abnor-
mal embryo (Kong et al.  1999 ; Kong and Yeung  1994 ). Recent studies confi rmed that 
high ethylene levels at maturation stage of SE inhibit somatic embryo development 
and, reduced ethylene-level further  enhanced embryo formation (Huang et al.  2001 ; 
Minocha et al.  2004 ; Ptak et al.  2010 ). Similar to gibberellins, response of ethylene 
towards SE is highly genotypic dependent and varied across species and tissue types 
(Jiménez  2005 ). For example, addition of ethylene inhibitors enhanced embryogenic-
callus initiation in  Zea mays  (Vain et al.  1989 ) and SE in  Picea glauca  (Kong and 
Yeung  1994 ),  Hevea brasiliensis  (Auboiron et al.  1990 ). On contrary, SE has been 
shown to be stimulated by ethylene in M edicago  sativa (Kepczynski et al.  1992 ) and 
 Coffea camephora  (Hatanaka et al.  1995 ). Moreover, in  Daucus carota  ethylene may 
either act as an inhibitor (Roustan et al.  1990 ) or stimulator (Nissen  1994 ). Thus the 
effect of ethylene on the induction of SE varied within and across species.    

    Induced Cell-Fate For SE 

    Cellular Morphology, Physiology and Histological Pattern 

 During SE, somatic cells convert into embryonic tissue and are of wide importance 
for the study of morphological changes occurred during the process. Changes arose 
during SE induction provide clues to understand the mechanism of transition from 
an un-differentiated to embryogenic tissue. Following developmental stages, embry-
onic competence is achieved by somatic cells similar to zygotic cells however, with 
certain variations at cellular and histological levels. 

 In many plant species, cells involved in SE are small in size and have large 
nucleus, thick cytoplasm containing numerous ribosomes, mitochondria, plastids 
with starch and short profi les of rough endoplasmic reticulum (Canhoto et al.  1996 ; 
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Zhang et al.  1997 ). In Pineapple Guava ( Myrtaceae ), sub-epidermal cells of the 
upper cotyledonary surface undergo several divisions giving rise to multi- 
meristematic layers which subsequently developed into somatic embryos (Canhoto 
et al.  1996 ). Also, plasmodesmata and oil bodies during early developmental stages 
of embryos considered to be important for proper exchange of material and nutri-
tional supply required for embryo maturation (Canhoto et al.  1996 ). Epithelial cells 
were observed important for SE induction in rice scutellum explants, since it acts as 
main player in absorption of sugar, phytohormones and having high metabolic 
activity (Jones and Rost  1989 ; Maeda and Radi  1991 ). The microtubule organiza-
tion of the cell wall is also important during SE mainly through the maintenance of 
cell size (Toonen et al.  1996 ). Also the culture density of cell suspensions could be 
a signifi cant factor as low culture density has been shown favouring SE (Fujimura 
and Komaminea  1979 ; Nomura and Komamine  1985 ). Somatic embryogenesis is 
extensively inhibited in high cell density cultures of carrot cells, and used to identify 
the inhibitory factor 4-hydroxybenzyl alcohol that could strongly inhibit the forma-
tion of somatic embryos when added to the culture medium (Kobayashi et al.  2000 ). 
Contents of reducing sugars and starch have also been reported as one of the impor-
tant factors in differentiation of embryogenic and non-embryogenic calli. For exam-
ple, in  Medicago arborea , higher sugar concentrations and lower starch content in 
the embryogenic cultures are prevalent than in non-embryogenic cultures (Martin 
et al.  2000 ). Various studies confi rmed that carbohydrate in form of starch has high 
consumption in SE competent cells and therefore, may be considered as a marker 
for SE induction (Ho and Vasil  1983 ; Radojevic  1979 ). Furthermore, callose deposi-
tion in the cell wall and the presence of vacuolar Ca 2+  may also be considered as the 
primary signals for the identifi cation of embryogenic competent cells, as shown in 
 Cichorium  (Dubois et al.  1991 ) and  Trifolium repens  (Maheswaran and Williams 
 1985 ). From the cell suspensions of carrot taking an individual cell and the mono-
clonal antibody JIM8 for a cell wall antigen (McCabe et al.  1997 ) have shown that 
JIM8 +  cell population produced somatic embryos, whereas JIM8 −  population could 
not develop any embryos. Physical isolation of competent cells is also considered to 
be important for SE induction, as it helps in perceiving altered signalling and behav-
ioural independency from neighbouring cells. The concept of such isolation holds 
strong from the fi nding that competent cells subsequently loss their plasmodesmata 
between surrounding cells, interrupting symplastic continuity and reducing electri-
cal coupling (Warren and Warren  1993 ). 

 In  G. hirsutum  the histological examination showed epidermal or sub-epidermal 
types of cells get induced during embryogenesis. The embryogenic mass and 
somatic embryos are mostly derived from these sub-epidermal cells only. The chro-
mosomal behaviour of the cells surrounding embryogenic cells often showed abnor-
mal divisions and higher level of polyploidy (Aydin et al.  2010 ). In Pineapple Guava 
( Myrtaceae ) 4–5 day culture of cotyledons when exposed to SE induction medium, 
the accumulation of starch in the plastids and the differentiation of mitochondria is 
the most pronounced modifi cations (Canhoto et al.  1996 ). During maturation, in 
many cases, the embryos undergo structural development and also accumulate pro-
teinaceous and carbohydrate compounds necessary for further development 
(Brownfi eld et al.  2007 ; Tereso et al.  2007 ).  
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    Changes in Gene Expression  

 Somatic cells are guided by a set of genes and proteins having their precise temporal 
expression profi les. The molecular switch of a somatic cell into embryo is the diver-
sion of the existing genetic program. During transition of somatic cell into embryo, 
the expression pattern of such candidate genes changes so that cell under conver-
sion may attain an alternative physiology. Such reprogramming could occur at tran-
scriptional or post-transcriptional levels. It has been earlier reported that SE requires 
increased RNA synthesis during the molecular switch (Fujimura and Komamine 
 1980 ). Also exogenous and endogenous levels of corresponding proteins in culture 
directly affect the induction of SE (de Vries et al.  1988 ; Gavish et al.  1991 ). 
Therefore, identifi cation of candidate genes will help to understand the mechanism 
of somatic cell-to-embryo transition at cellular level. Previously candidate genes 
have been examined to express exclusively during the embryogenic stage, and 
such genes could easily be used as robust  biomarkers of SE. 

    Somatic Embryo Receptor Kinase ( SERK ) 

 Somatic embryo receptor kinase ( SERK ) is highly potential candidate gene and has 
been shown previously to have direct relation with SE.  Over-expression of  SERK 
 gene exhibited three- to fourfold increase in the embryogenic competence across 
plant taxa (Hecht et al.  2001 ). At fi rst, SERK were identifi ed as  trans -membrane 
protein at the cell surface of  D. carota  cell cultures (Schmidt et al.  1997 ). It has been 
observed that these molecules are highly expressed in vacuolated cells. Up to globu-
lar stage of embryogenesis,  SERK  gene expression has been examined high in both 
somatic and zygotic embryos. Until now  there are many reports from different taxa 
supporting the fact that  SERK  gene expression is important for SE.  SERK  genes 
positively regulate SE in rice (Hu et al.  2005 ),  Arabidopsis  (Hecht et al.  2001 ), 
potato (Sharma et al.  2008 ), cotton (Pandey and Chaudhary  2014 );coconut (Perez- 
Nunez et al.  2009 ),  Medicago  (Nolan et al.  2003 ), orchid species  Cyrtochilum lox-
ense  (Cueva et al.  2012 ), sunfl ower (Thomas et al.  2004 ), cacao (Santos et al.  2005 ), 
grapevine (Maillot et al.  2009 ) and gymnosperm  Araucaria  (Steiner et al.  2012 ). 
Homologs of  SERK  gene have been discovered in several plant species with their 
role in SE(Baudino et al.  2001 ; Ito et al.  2005 ; Shimada et al.  2005 ).  In plant, the 
SERK over-expression has been shown to activate several molecular signals/ligands 
at the cell-surface. Possibly, the molecular signals/ligands develop a LRR-mediated 
attachment to SERK inducing the directed signaling cascade. In result, the concur-
rent expression network get modulated possibly via chromatin remodeling further 
inducing other target genes responsible for SE, e.g. LEA, LEC, BBM and  their com-
binatorial effect  compel a somatic cell to get converted into an embryo (Chugh and 
Khurana  2002 ; Schmidt et al.  1997 ; Maillot et al.  2009 ; Albrecht et al.  2008 ; 
Braybrook et al.  2006 ; Casson et al.  2005 ; Heidmann et al.  2006 ; Ikeda et al.  2006 ; 
Nolan et al.  2009 ; Passarinho et al.  2008 ; Zhenga et al.  2009 ). In cotton micronutri-
ent boron mediated  in vitro  stress condition enhanced endogenous auxin level in the 
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somatic cells, resulting into chromatin-remodeling and up-regulation of  SERK 
  transcript level (Albrecht et al.  2008 ). All these fi ndings conclude that  SERK  could 
be considered a molecular marker of SE in plants.  

   WUSCHEL ( WUS ) 

 WUSCHEL is an important gene  known for its specifi c role in the determination of  
cellular fate in plant regeneration mainly through SE (Namasivayam  2007 ). Previous 
reports largly emphasized the role of  WUS  gene during  in vitro  regeneration (Atta 
et al. 2009; Cary et al. 2002; Gordon et al. 2007).   WUS  gene has been examined for 
the promotion of vegetative-to-embryonic transition in  Arabidopsis  (Zuo et al. 
 2002 ) .  Optimum expression of  WUS  gene regulated by an appropriate amount of 
exogenously supplied auxin is indispensable for acquisition of SE (Zuo et al.  2002 ). 
It has also been suggested that the  establishment of auxin gradient is fairly corre-
lated with the induced  WUS  expression during SE (Su et al.  2009 ). Recently, it has 
been shown that over-expression of the  WUS  gene from  Arabidopsis  enhanced 
embryogenic competence in cotton callus culture  in vitro  (Bouchabké-Coussa et al. 
 2013 ). In  Ocotea catharinensis , an endangered angiosperm tree species,  WUS - 
related  genes have been observed up-regulated during embryogenesis (Santa- 
Catarina et al.  2012 ).  WUS  expression is primarily regulated by feedback loop 
involving  CLV  genes (Bhalla and Singh  2006 ), and mutation in  CLV  genes leads to 
over-expression of  WUS  due to lack of feedback control. Therefore, it is important 
to investigate such factors having suppressive effect on  CLV  genes those might pos-
sibly be important for SE directly or indirectly through  WUS  over-expression. So 
far, in many plant species  WUS  gene expression has been observed important for 
the induction of SE.  

   Baby Boom ( BBM ) Gene 

 The  BBM  gene was fi rst isolated from microspore cultures of  Brassica napus  
(Boutilier et al.  2002 ). BBM is a transcription factor of AP2/ERF family expressed 
preferentially in seed, embryo and root meristem (Nole-Wilson et al.  2005 ). In 
 Arabidopsis  and  Brassica , ectopic expression of  BBM  triggers a switch from vege-
tative to embryonic growth (Boutilier et al. 2002; Kulinska-Lukaszek et al. 2012). 
Heterologous expression of BABY BOOM AP2/ERF transcription factor from  B. 
napus  and  A.  thaliana under constitutive CaMV 35S promoter enhanced regenera-
tion potential of tobacco (Srinivasan et al.  2007 ). This suggests that  BBM  is an 
important player during acquisition of plant SE. However, it is of prime concern 
what are the downstream signalling components of BBM-induced SE? Using yeast-
two- hybrid techniques certain BBM interacting proteins have already been identi-
fi ed, for example PKR1 (PICKLE-RELATED1) and HDG11 (HOMEODOMAIN 
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GLABROUS11). Though, further experimental validation shall be required to study 
the loss or gain-of-function mutants of PKR1 and/or HDG11, to characterize the 
role of  BBM  in somatic embryos formation (Horstman et al.  2009 ).  

    WRKY ,  AOX  and Ca 2+  

  WRKY  gene family is one of the largest families of transcriptional regulators in 
plants and participate in signalling network leading to wide and differential func-
tions. Ongoing research in this area suggested that the family had evolved with 
members of diverse functionality showing propoerties of both activators and repres-
sors of target genes performing different cellular processes. Moreover, it is interest-
ing to note that single WRKY transcription factor may act in differential manner in 
varied cellular process and conditions. During SE the WRKY transcription factor 
DGE1 in orchard grass ( Dactylis glomerata ) has been examined over expressed 
(Alexandrova and Conger  2002 ). In  Solanum chacoense  the WRKY gene family 
member( Sc WRKY1) consisted of 525 amino acids and play specifi c role during 
embryogenesis (Lagace and Matton  2004 ). Also, in response to different stress con-
ditions increased expression level of   WRKY  gene was recorded and further consid-
ered to be important in the regulation of transcriptional reprogramming required for 
SE (Lagace and Matton  2004 ; Chen et al.  2011 ; Kasajima et al.  2010 ; Zou et al. 
 2004 ). Though the initial data suggested for the essential role of WRKY in SE, tar-
get family members have yet to be experimentally validated for their precise 
function(s) through  specifi c molecular interactions. Under stress conditions, the 
somatic cells accumulate large number of oxidant molecules, for example, micronu-
trient Boron (B)-defi ciency in cultured somatic cells plasma membranes were 
highly leaky and lose their functional integrity. Under such conditions, the soma-
cells also had impaired plasma membranes with disturbed ion fl uxes, decreased 
level of photosynthesis and poor defense system (Cakmak and Römheld  1997 ). 
However, to sustain the cell-vigour up-regulation of mitochondrial alternative oxi-
dase ( AOX ) gene was observed enhancing the defense mechanism of the cell mainly 
through lowering down the reactive oxygen production  (Maxwell et al.  1999 ). 
Similarly, in carrot two  AOX  genes ( Dc AOX1a and  Dc AOX2a) have been exam-
ined up-regulated during initiation of SE (Frederico et al.  2009 ).Thus the  AOX  gene 
family has been identifi ed having crucial role in plant SE.  

 Ca 2+  is one of the most important signalling molecules participating in many cel-
lular pathways and transmitting different signals. The location, concentration and 
persistence time of Ca 2+  mediated signals are the determining factor for its signal-
ling diversity. Intracellular Ca 2+  concentration has been observed up-regulated dur-
ing embryogenesis, indicating its active role in this process (Anil and Rao  2000 ; 
Antoine et al.  2000 ; Jansen et al.  1990 ). During SE Ca 2+  ion dependent protein 
kinase (CDPKs) acts as key player in the signalling pathway as the CDPKs and 
signifi cant levels have been traced in the embryogenic cell culture’s protein extracts 
(Jackson and Casanova  2000 ; Steenhoudt and Vanderleyden  2000 ).    
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    Altered Cellular Homeostasis Is Essential for Soma 
Cell-to- Embryo Transition 

 A pre-requisite to the induction of embryogenic potential is the treatment of soma 
cells under induced stress conditions subsequently up-regulating cell-signalling 
(Fig.  10.2 ). However, prolonged treatment of soma-cells under induced stress con-
ditions may result into the damage of cellular machinery and decreased SE. The 
Reactive Oxygen Species (ROS) are mostly the oxidants molecules released in the 
cell during induced stress conditions or developmental processes. In stress condi-
tions, these may negatively infl uence the soma cell-to-embryo conversion process. 
In order to avoid the negative impact of such oxidant molecules, the cells have been 
evolving with the mechanisms of scavenging excess ROS produced in the growing 
cell preventing cellular damage. This may involve one of the important processes of 
up- regulation of antioxidant defense mechanisms (Apel and Hirt  2004 ; Bowler 
et al.  1992 ; Willekens et al.  1997 ). Among all antioxidant molecules, glutathione is 
the primary molecule identifi ed to prevent the ROS-mediated cellular damage thus 
maintaining the cellular homeostasis (Noctor and Foyer  1998 ). Previously, it has 
been proved that the certain enzymes targeting glutathione degradation in the cell 
are up-regulated during auxin-induced SE.  If so, up-regulation of antioxidant gluta-
thione may help in achieving the homeostasis much earlier than the required period 
for the acquisition of SE. Earlier, it has been shown that glutathione degrading 
enzymes are prominently expressed during auxin-induced SE in  Cichorium  in order 
to maintain the auxin-mediated induction of embryonic siganling cascade and thus 
delaying of achieving the cellular homeostasis (Galland et al.  2001 ; Thibaud-Nissen 
et al.  2003 ). However, under induced stress conditions an auxin gradient is estab-
lished in the cell by the coordinated expression of these enzymes (Nagata et al. 
 1994 ). It is thus concluded that embryogenic cells do control oxidative stress much 
effi ciently by regulating the ROS-scavenging system of the cell. Therefore the soma 
cells having stress-induced signaling cascade upto a threshold level shall only be 
competent to cell-to-embryo transition. But in response to the increased oxidants in 
the cell, the antioxidant level will also be increased maintaining the cellular redox 
(Fig.  10.2 ) (Kairong et al. 1999). It is thus evident that induction of SE is a result of 
modulated ROS levels majorly through balancing of stress-mediated production of 
oxidants and in turn up-regulated antioxidants (Pandey and Chaudhary  2014 ). 
Hence, it may be assumed that in order to maintain cellular homeostasis, even the 
optimal levels of ROS essential in SE will be scavenged. Since the competent 
somatic cells entail stress-mediated optimal ROS levels for the induction of SE (Fig. 
 10.2 ), removal of ROS may also elude the embryogenic potential  in vitro .

      Genomics of Somatic Embryogenesis 

 The advent of genomics with newly emerged technologies such as Next Generation 
Sequencing (NGS) platforms commenced a new dimension of studying genetic 
information of complex biological system. It is now easy to study the genome, 
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transcriptome and epigenome of any species with wider approach and provides new 
information to understand the complex mechanism of diversity of cellular function 
in the biological systems. NGS platforms   may also be used as powerful tool to 
study the molecular basis of SE. Using NGS technologies now it is easy to compare 
variations in the transcriptome of embryogenic and non-embryogenic stages/culti-
vars of a plant species. For example, in cotton two near-isogenic lines for the trait of 
full-regeneration (FR) and non-regeneration (NR) could be compared at transcript 
level to study the molecular basis of acquired SE. 

 Limited research information is available in the area of plant SE using transcrip-
tome sequencing platforms. Earlier, in cotton, 137 differentially expressed genes 
were either switched on or off during transition of non-embryogenic calli to embryo-
genic calli, whereas 813 genes changed their expression level during the develop-
ment process of somatic embryos (Yang et al.  2012 ).  In silico  analysis shown that 
the genes for basic processes such as metabolic pathways and biosynthesis of sec-
ondary metabolites are up-regulated in embryogenic calli than non-embryogenic 
calli. Cell wall related proteins, for example arabinogalactan protein and aquaglyc-
eroporin along with diverse range stress have already been reported earlier for their 
importance in SE acquisition. Microarray studies had shown up-regulation of auxin 
and related gene network which included indole-3-acetate beta- glucosyltransferases, 
nitrilase of IAA metabolism and IAA18, auxin-responsive GH3-like protein for 
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  Fig. 10.2    A hypothetical model revealing the alteration and maintenance of cellular redox during 
the induction of SE. During cellular development a fi ne balance of oxidant (red circles) and anti-
oxidant (green circles) molecules is maintained by the soma-cells. Under induced stress condi-
tions, the stress-mediated cell-signalling is up-regulated and is the pre-requisite for the acquisition 
of SE. During this period (as highlighted in grey color) most of the soma-cells exposed to stress 
conditions undergo molecular and cellular changes leading to the formation of somatic embryos. 
However, the prolonged exposure to applied stress conditions, cellular defense mechanism mainly 
through the up-regulation of antioxidant genes is up-regulated and leads to the maintenance of 
cellular homeostasis. At this stage, the threshold levels of cell-signalling molecules are suppressed 
and the acquired embryogenic potential is lost.       
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auxin regulation pathway (Seki et al. 2002).  Variation in the transcript levels of 
genes was observed related to auxin biosynthesis, conjugate metabolism and trans-
portation (at least 35 transcripts), auxin-response factors  & responsive elements (at 
least 36 trasncripts) and other auxin-related proteins (11 transcripts) during 
SE. Moreover, complex expression patterns throughout SE in cotton possessed tryp-
tophan biosynthesis 1 (TRP1),tryptophan synthase β-subunit 2 (TSB2), chorismate 
mutase (CM1), CYP79C1, YUC and FMO, IAA biosynthesis transcripts, and 
nitrilase 4 (NIT4).  TRP1  and  ASB1  have been observed up-regulated throughout 
embryogenesis, while  NIT4A  was down-regulated, confi rming the role of auxin in 
SE (Yang et al.  2012 ). Similarly, more than 400 diverse transcription factors' (TFs) 
mRNAs expressed during SE. During late embryogenesis, number of TF mRNAs 
decreased over time. Interestingly, Zinc fi nger and bHLH family TFs are highly 
expressed among all studied TFs. The MYB family TFs and others such as ERF, 
bZIP and WRKY accounted for 4–6 % of identifi ed transcripts supporting for their 
direct contribution in induced SE. Most of the unigenes identifi ed are linked to the 
functions of protein binding, hydrolase activity, phytohormone signalling, cell wall 
and cell membrane modifi cation and abiotic/biotic stress (Yang et al.  2012 ). 
Recently, conserved and species-specifi c microRNAs have also been identifi ed 
over-expressed during SE in Poplar using deep sequencing and microarray hybrid-
ization (Li et al.  2012 ). The results suggested about potential miRNA targets and 
their functions which is directly linked to diverse biological and metabolic pro-
cesses. Their predicted target genes are mainly involved in many metabolic and bio-
logical processes including signal transduction, protein metabolism, responses to 
abiotic or biotic stimulus, growth, cell organization, electron transport and energy 
pathways, and many other developmental processes. Further, the molecular func-
tions of these target genes included DNA or RNA binding, nucleotide binding, 
involvement in enzyme activity, receptor binding, ATP binding and others. However, 
the function of most of the miRNA target genes are still unknown(Li et al.  2012 ). 

 In cotton, small RNA and degradome sequencing confi rmed complex miRNA 
regulation during SE. Thirty-six known miRNA families were examined to be dif-
ferentially expressed and 25 novel miRNAs were identifi ed involved in this process 
(Yang et al.  2013 ). In the two lines of cotton, global analysis of transcriptome 
dynamics was performed using RNA-Seq during SE and a total of 204,349 unigenes 
were identifi ed by de novo assembly of the 214,977,462 Illumina reads (Xu et al. 
 2013 ). The expression of phytohormone-related genes was mainly linked with auxin 
and cytokinin biosynthesis and signal transduction pathways. Because the concen-
tration ratio of phytohormone auxin and cytokinin supplied in culture media and 
their subsequent increase in endogenous levels at different developmental stages of 
regeneration process directed the induction of SE (Xu et al.  2013 ). During the global 
transcriptome analysis of near isogenic lines of plant species for the trait of SE, 
expression status of key  responsible genes/factors  and their master regulators will 
provide magnifi cent outlook on the molecular mechanism behind SE. Validation of 
already reported genes/transcription factors and exact consequences of their expres-
sion during SE acquisition would be feasible. Finding out the effect on diverse gene 
network during different stages of SE acquisition and maintenance would help in 
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establishing direct and/or indirect correlation between diversity of cellular factors/
processes and its contribution towards SE (Fig.  10.3 ). Correlation between varied 
stress factors and culture condition and its impact on transcript level leading a cell 
towards SE is now easy to measure using different NGS platforms. Efforts have 
been made to categorize the transcript expression for phytohormone auxin and cyto-
kinin in two distinct lines of cotton and differential expression levels were recorded 
along with the expression variation of other genes (Xu et al.  2013 ). There are more 
important factors and molecular mechanisms participate in this complex process of 
cellular fate-change yet to be examined  which might help in our understanding 
of the complex network of induced  SE. Certainly NGS technologies is the new 
hope in the scientifi c community working in the area of plant regeneration biology.
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    Chapter 11   
 Bioinformatics Tools to Analyze Proteome 
and Genome Data 

             Ritesh     Kumar     ,     Shalini     Singh     , and     Vikash     Kumar     Dubey     

           Introduction 

 Genomics is study of all genes present in a living system. Gene makes pre mRNA 
that may undergo several alternate splicing making various possible mRNA that 
translate into protein. Thus, a single gene may code for several proteins. Proteins 
may also undergo different post-translational modifi cations. It is easily understand-
able that the Proteome (complete set of protein in a living organism) is much more 
complex compared to genomics. Biological system involves complex function of 
proteome and genome. Recent development in science has generated vast amount of 
proteomics and genomics data that has to be managed and analyzed for useful infor-
mation to understand biological systems (Fig.  11.1 ). Such data generated by high- 
throughput methods are stored in public repositories like NCBI GEO (Barrett et al. 
 2005 ), ArrayExpress (Parkinson et al.  2005 ), UniPROBE (Newburger and Bulyk 
 2009 ), SWISS-2DPAGE and Two-dimensional polyacrylamide gel electrophoresis 
database. Several such proteome and genome public repositories exist. Bioinformatics 
has also made tremendous progress in last decade. Several tools have been devel-
oped to analyze and understand vast amount of proteome and genome data.
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       Bioinformatics Tool to Analyze Proteomics Data 

 Presently, there are numerous methods available for the analysis of proteins and 
peptides but in the beginning, 2D PAGE was one of the best techniques to resolve 
simultaneously thousands of proteins based on their charge (pI) and molecular 
weight. The basic workfl ow for the analysis of proteome by 2D PAGE and mass 
spectrometric analysis is shown in Fig.  11.2 . The principal procedure of 2D PAGE 
is based on the isoelectric focusing (IEF) in fi rst dimension, which separates pro-
teins based on their isoelectric point followed by SDS-Polyacrylamide gel electro-
phoresis (SDS-PAGE) in second dimension that separates protein based on their 
molecular weights. These separation techniques allow complex mixtures of proteins 
to be separated differing by a single charge, thereby allowing any modifi cations to 
be detected. IEF is the most important step in 2D-PAGE, in which proteins are solu-
bilized in high concentration of urea and reducing agents without SDS. It also 
requires the fi rst dimension pH range based on protein sample and length of the strip 
based on size of SDS-PAGE.

   At this point, movement of proteins depend on their net charge and pI. A protein 
with net negative charge will move towards positive electrode and protein with net 
positive charge will move towards negative electrode. The electrophoretic mobility 
of protein becomes zero when pH is equal to its pI. In second dimension of 2D-PAGE, 
separation of proteins is based on the difference in electrophoretic mobility due to 
difference in their molecular radius which is roughly equal to its size. Proteins are 
already denatured in fi rst dimension by urea and reducing agents, therefore the SDS 
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present in gel running buffer is suffi cient to bind with already denatured proteins. 
Generally 1.4 g of SDS binds to 1 g of protein and forms uniformly negative charge 
complex that moves towards positively charged electrode (Reynolds and Tanford 
 1970 ). Certain protein contains phosphate, lipid, and carbohydrate groups and can 
bind to varying amount of SDS, resulting in abnormal electrophoretic mobility. After 
second dimension run, gel is separated and stained for protein visualization (Fig. 
 11.3 ). The high resolving capacity of 2D-Gel and due to various staining procedures 
available, it is very much useful to resolve thousand of proteins and to identify 
changes in protein abundance between two proteome samples.

   Protein samples from control and treated cells are visualized by software systems 
for 2D-gel image analysis. The common software that are used frequently are: (1) 
Image master 2D-platinum and (2) DeCyder, both are commercially available on 
GE healthcare (  www.gelifesciences.com    ) (3) PDQuest (4) Proteomweaver, are 
commercially available on Bio-Rad (  www.bio-rad.com    ) and (5) Delta2D which is 
commercially available on Decodon (  www.decodon.com    ). The common task for 2D 
gel users are to choose appropriate tools/softwares for their need. Most of the soft-
ware systems for 2D gel image analysis have common function. These are visual-
ization, quantifi cation of protein spots on the gel, and matching of corresponding 
spots across the gel. Sometimes, more than one spot per protein as well as 
 co- migrating spots are present on gel which creates problems for quantifi cation of 
protein, database matching, and comparison of proteins across the gel. There are 

  Fig. 11.2    Flow chart showing different steps in proteome analysis. After two-dimensional gel 
electrophoresis, differentially expressed protein spot is identifi ed using image analysis. 
Subsequently, differentially expressed proteins are identifi ed by in-gel digestion of protein spot by 
a protease and fragments mass determination by mass spectrometry. Finally, data is analyzed using 
computational tools. (Figure and part of legend adopted from  BMC Bioinformatics ,  2006 , 7:430)       
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various interfering substances in 2D gel electrophoresis that can interfere with sepa-
ration and visualization of proteome. The most common non-protein impurities are 
(1) salt (2) lipids (3) nucleic acids and (4) carbohydrates. Salt contamination causes 
most frequent and insuffi cient focusing in fi rst dimension IEF run, whereas lipids, 
charged polysaccharides, and nucleic acid binding proteins can bind to proteins 
changing both their isoelectric point and molecular weight. 

 In regular two-dimensional gel electrophoresis, control and treated protein sam-
ples run on two different gels which are visualized and compared by software sys-
tems as mentioned earlier. However, the results are always doubtful due to gel to gel 
variations. Differential imaging of gel electrophoresis (2D-DIGE) is one of the very 
effective tools that resolves and quantifi es different protein samples on single gel. It 
uses fl uorescence dye (cy2, cy3 and cy5). Protein samples are labeled with CyDye 
prior to IEF and SDS-PAGE (Table  11.1 ). There are two forms of CyDye labeling: 
(1) minimal labeling and (2) saturation labeling. In minimal labeling ɛ-amino group 
of lysine of protein samples covalently react with N-hydroxy succinamide ester 
group of CyDye. Concentration of dye is kept limiting to 2–3 % so that only a single 
lysine per protein molecule is labeled and rest remains unlabelled. Binding of these 
dyes does not affect the isoelectric point of protein because the fl uor dye contains 
+1 charge but it adds 450 Da of mass. The detection limit is 100–200 pg of single 

  Fig. 11.3    A typical image of two-dimensional (IEF-SDS-PAGE) gel electrophoresis of crude 
phenol-soluble protein fraction isolated from  C. comosa  rhizomes using isoelectric focusing in pH 
range of ( a ) 3–5.4 and ( b ) 5.4–10. (Figure and part of legend adopted from  Proteome Science , 
 2011 , 9:43)       

    Table 11.1 Types of cyDye used for the labeling of protein samples in 2D-DIGE   

 Name of dye 
 Dyes commercially 
available 

 Amino acids 
labeled  Sensitivity 

 CyDye DIGE Fluor 
minimal dye 

 Cy2, Cy3, Cy5  A small % of 
lysine residues 

 Equivalent to silver staining 

 CyDye DIGE Fluor 
saturation dye 

 Cy3, Cy5  100 % of cystein 
residues 

 One hundred times higher 
than silver staining 

   Source : Adopted from  Methods in Molecular Biology ,  2009 , 577)  
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protein depends on experiment on gel (Lilley et al.  2002 ). However, detection limit 
for silver staining is 1 ng. In saturation labeling cysteine residues of protein samples 
react with thiol reactive maleimide group of CyDye. CyDye supplied for saturation 
labeling does not contain any charge, thus binding does not affect the pI of protein 
samples. This is much more sensitive than minimal labeling because more fl uoro-
phor is incorporated in each protein sample (Shaw et al.  2003 ).

   There are specifi c excitation wavelengths for different CyDye (cy2, cy3 and cy5). 
Gel scanning at specifi c wavelength provides the information about different pro-
teomes (Fig.  11.4 ). Softwares developed for the DIGE system are typically used for 
the analysis of gel image. Images analyzed by the software systems are overlaid and 
the difference in protein spots can be detected. After completion of electrophoresis, 
image is analyzed three times at three different wavelengths (red, blue, and green). 
Various free tools are available on internet to analyze and compare spots on gel. 
Some of the important tools are: (1) Flicker (open2dprot.sourceforge.net/Flicker) 
(2) Image master 2D platinum (  www.gelifesciences.com    ) (3) Melanie viewer (  www.
expasy.org    ) (4) GelScape (  www.gelscape.ualberta.ca    ) and (5) PDQuest (  www.bio-
rad.com    ). This labeling system is also compatible to MS/Tandem MS, which 
involves generation of peptides by proteolytic digestion on gel plug itself. Cleavage 
by trypsin takes place on carboxy terminal of lysine and arginine residues but pep-
tide generation is not affected because very few lysine residues undergo modifi ca-
tion by dye labeling. The peptides generated after proteolytic digestion are extracted 
from the gel and results are analyzed by MS/Tandem MS. These results are com-
pared  in silico  to identify the protein of interest (Fig.  11.5 ).

  Fig. 11.4    Assessment of experimental variability by 2D-DIGE in proteomic analysis. Identical 
samples were labeled with  (a)  Cy3 and  (b)  Cy5, and run on a single gel. A total of 2,257 spots were 
detected in the overlapped image.  (c)   All 2,257 spots were found to be similar between the Cy3 
and Cy5 images by the Decyder program. In the overlapped image, spots that are similar between 
Cy3 and Cy5 are  yellow . Spots that are increased in Cy3 and in Cy5 are  green  and  red , respectively. 
(Figure and fi gure legend are adopted from  Clinical Proteomics ,  2007 , 3)       
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    There are two important methods to identify proteins: (1) MALDI-Tof based 
peptide mass fi ngerprinting and (2) LC-MS/MS based peptide sequencing. Due to 
high resolution, sensitivity, and mass accuracy of MALDI-Tof, still this is one of the 
preferred methods to identify protein and also known as peptide mass fi ngerprint-
ing. In this method, fi rst protein of interest is either chemically or enzymatically 
digested and one MS-Spectrum is acquired which generates the mass per unit charge 
( m / z ) of all peptide fragments (Fig.  11.6 ). These experimentally generated  m / z  of 
peptide fragments are identifi ed by comparing to the list of identifi ed peptide masses 
available in databases.

   In LC-MS/MS, peptide fragments generated after proteolytic digestion are sepa-
rated on HPLC system and eluted peptide from HPLC is fragmented by tandem 
mass spectrometry attached to HPLC by a process called collision-induced- 
dissociation (Fig.  11.7 ). MS/MS spectra are generated for individual peptides are 
compared to the list of peptides in databases. In addition to peptide mass, the peak 
pattern in CID spectra provides useful information about the sequence of protein.

   In PMF analysis, the experimental result is compared to theoretical one that is 
stored in protein database using  in silico  digestion of same proteolytic enzyme used 
in experimental digestion. Some of the important tools available online for the PMF 
analysis are: (1) MS-Fit (  prospector.ucsf.edu    ) (2) Mascot (  www.matrixscience.
com    ) (3) PeptideSearch (4) ProFound (prowl.rockefeller.edu) (5) Aldente (6) 
PepFrag (  prowl.rockefeller.edu/prowl/pepfrag.html    ). This analysis considers the 
overlapping masses among the experimental and theoretical peaks and provides a 
similarity score of the proteins. There are variety of different scoring types available 
based on various algorithms used in above mentioned software. PepFrag and 
ProFound are based on simple scoring algorithm based on overlapping masses 
between experimental and theoretical digested protein whereas Mascot, MS-Fit, 
and ProFound are based on different algorithm, and it considers nonuniform distri-
bution of peptide masses in databases. Aldente uses mass spectral realignment 

  Fig. 11.5    Overview of the proteomics 2D workfl ow and 2D DIGE system approach for differen-
tial analysis and identifi cation of protein samples. (Figure and fi gure legend are adopted from 
 Analytical and Bioanalytical Chemistry ,  2005 , 382)       
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method also called Hough transformation in the scoring process (Gras and Muller 
 2001 ). Swiss-prot group allows Aldente to automatically search for post- translational 
modifi cation in proteins as available in swiss-prot databases. It has been reported 
that Profound is much more sensitive and specifi c than MS-Fit for PMF analysis 
(Chamrad et al.  2004 ). In LC-MS/MS based peptide sequencing also called as pep-
tide fragment fi ngerprinting (PFF), experimental MS/MS spectra are compared to 
theoretical MS/MS spectra of peptides from databases in order to fi nd the similar 
peptide and get the highest score. Identifi cation of protein based on fragmentation 
spectra has several advantages over peptide mass fi ngerprinting. PFF allows to work 
with complex peptide mixtures and to search local homology in databases. Due to 
the presence of contaminants, co-eluting peptides, post-translational modifi cations, 
mutations, and experimental spectra that are not available in databases, the theoreti-
cal MS/MS spectra do not match with experimental MS/MS spectra. Important 
tools available for PFF analysis are: (1) MS-Tag and MS-Seq (  prospector.ucsf.edu    ) 
(2) Mascot (  www.matrixscience.com/search_form_select.html    ) (3) GutenTag 
(  fi elds.scripps.edu    ) (4) PepFrag (prowl.rockefeller.edu/prowl/pepfrag.html) (5) 
Sequest (  fi elds.scripps.edu/sequest/index.html    ) (6) InsPecT (proteomics.ucsd.edu/

  Fig. 11.6    MALDI-TOF-MS spectra of protein in gel tryptic digestion. (Figure and fi gure legend 
are adopted from  Applied Biochemistry and Biotechnology ,  2012 , 167)       
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Software/Inspect.html) (7) Phenyx (  www.phenyx-ms.com    ) (8) Popitam (  www.
code.google.com/p/popitam    ) (9) ProID (  www.sashimi.sourceforge.net/software_
mi.html    ) (10) X!Tandem (  human.thegpm.org/tandem/thegpm_tandem.html    ) (11) 
Spectrum Mill (  www.home.agilent.com    ). 

 The function of all these tools is based on database digestion, overlapping pep-
tide sequences, scoring and validation of result. Guten Tag, InsPect, and Popitam 
are designed in such a way to handle unexpected post-translational modifi cations 
and mutations whereas Mascot and X!Tandem fi rst identify the matched spectra and 
then it starts comparing the unidentifi ed spectra using various parameters consider-
ing certain modifi cations as well as mutations. In the abovementioned tools, Sequest 
and Spectrum Mill have very good sensitivity values, whereas Mascot and X!Tandem 
have very good specifi city values. Similar MS based tools generate relatively incon-
sistent results and become highly laborious to analyze the data. Recent advance-
ment in tools such as Protein Prophet and Peptide Prophet has been built to help in 
validating their results. There are numerous tools available for MS data analysis. 
These tools are: (1) PeptideProphet (  tools.proteomecenter.org/PeptideProphet.php    ) 
(2) ProteinProphet (  tools.proteomecenter.org/ProteinProphet.php    ), and (3) 
DTASelect (  fi elds.scripps.edu    ), for validation of protein identifi cations, while (4) 
RelEx (  fi elds.scripps.edu    ) (5) ZoomQuant (  Proteomics.mcw.edu    ) and (6) Xpress 
(  tools.proteomecenter.org/XPRESS.php    ) for quantitative analysis of proteins 
obtained by MS spectra. ProteinScape (  www.bruker.com/products/mass-
spectrometry- and-separations/software/proteinscape/overview.html    ) is a commer-
cial bioinformatics tool from Bruker Daltonics that manages data storage, processing, 
and identifi cation of MS data. It combines the results obtained from various identi-
fi cation tools and generates a combined unique score and unidentifi ed spectra that 
can be interpreted using algorithm. Scaffold 4 (  www.proteomesoftware.com/prod-
ucts/scaffold    ), another bioinformatics tool from Proteome Software that identifi es 
regulated isoforms and post-translational modifi cations of proteins, analyzes Mascot 
and Sequest results and fi lters by selecting target peptide by using new local FDR- 
based peptide scoring algorithm.  

    Bioinformatics Tool to Analyze Genomics Data 

 The reward of being the basic structural and functional unit of living organisms is 
given to “cell.” Each cell is an amazing entity in itself as it carries different organ-
elles which interact and co-ordinate to ensure the ultimate cell survival. All cell 
functions are governed by the set of genetic instructions originating from DNA and 
ultimately moving to active proteins via RNA intermediary. These genetic materials 
(DNA & RNA) of an organism, instructing cells for what to do and how to do, con-
stitute the genome of that organism. The study of genome is termed “Genomics,” 
which started way back in 1970s when Fred Sanger sequenced the genomes of a 
virus and mitochondrion. 1990 marks the initiation of human genome project which 
has generated large volume of data on genomic sequences. Since then the novel 
sequence submission has increased enormously which is widening the gap between 
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the volume of raw data and their analysis using techniques such as molecular biol-
ogy and other traditional research approaches. This challenging and daunting inter-
pretation of large amount of gene sequences can be achieved rapidly by using 
bioinformatics methodologies which can dissect large gene list to summarize most 
pertinent and enriched biology. There are a variety of genomic databases, gene anal-
ysis, and enrichment technologies which have become excellent tools to answer 
many genome related queries.  

    Genomic Repositories 

 The raw sequence data generated through genomic research are stored in genomic 
repositories. These public databases are classifi ed on the basis of those containing 
primary data and those housing compilation of more curated version of data. The 
most common databases used for storing primary data are National Centre for 
Biotechnology Information (NCBI), European Molecular Biology Laboratory 
(EMBL), and DNA Database of Japan. These three repositories work together by 
sharing information on daily basis which is achieved by making fi les and sequence 
information compatible between individual databases. These databases monitor 
submission from researchers, genome projects, and other sources while doing little 
with curation part. The institutions such as NCBI are working to create more curated 
version of databases such as RefSeq, etc. RefSeq contains non-redundant, well- 
annotated, and curated collection of sequences including DNA, RNA, and their pro-
tein products.  

    Similarity Search and Sequence Alignment Tools 

 Basic local alignment search tool (BLAST) and its derivatives such as ClustalW, 
FASTA, Gapped BLAST, etc. are the most commonly used algorithms for align-
ment of sequences and similarity search. BLAST uses heuristic approach which 
accounts for a balance between speed and sensitivity. This heuristic approach uses 
short segments to create alignment instead of comparing every residue against each 
other. A word list with words of a specifi c length is created from the query sequence. 
The words from this word list are compared in order to seed an alignment. Once the 
alignment is seeded, an optimal fi nal alignment is generated by further extending 
each match. Quality of the alignment is determined by both e- value and bit score. 
Bit score is an indicator of quality of an alignment; the higher the bit score, the 
 better the alignment. The  e -value of a given pair wise alignment is a measure of its 
statistical signifi cance where the lower  e -value indicates that the hit is more signifi -
cant. An  e -value of 0.05 indicates that this match has 5 in 100 chance of occurring 
by chance alone. Similarly FASTA also uses heuristic approach for sequence align-
ment. Gapped BLAST allows insertions and deletions within an alignment (Teufel 
et al.  2006 ). ClustalW is a multiple sequence alignment tool which helps in aligning 
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three or more biological sequences of comparable length. This helps in inferring 
homology and evolutionary relationships between query sequences. 

 The alignment of proteins or cDNA derived sequences with respect to genomic 
DNA sequences and those of nucleotide sequences against proteins is of increasing 
importance. EST_GENOME and SIM4 are the software tools which align tran-
scribed and spliced DNA sequences to unspliced genomic DNA sequences contain-
ing that gene thereby allowing incorporation of introns where feasible intron starts 
and stops at splice consensus dinucleotides GT and AG, respectively. Other more 
developed and elaborated software for aligning genomic sequences with proteins 
are GeneWise and Procrustes (Searls  2000 ).  

    Variation Related Databases 

 Mutation is associated with various pathological conditions and hence seeks great 
importance to be identifi ed and analyzed. Single nucleotide polymorphisms (SNPs) 
are also very important in relation to their pharmacological impact and role in dis-
ease development and drug interaction. One of the most comprehensive repositories 
for SNPs is NCBI dbSNP database. SNPs can be functionally silent if they are pres-
ent in introns or in coding sequence positions where they do not account for change 
in amino acid in translated proteins. However, functionally active SNPs are present 
in regulatory regions of genes or in amino acid coding positions. There are other 
databases containing information regarding variety of known gene lesions. The 
human gene mutation database (HGMD) contains a compilation of data on germline 
mutation underlying human inherited diseases. It comprises known single base-pair 
substitutions, deletions, insertions, repeat expansions, etc., excluding mitochondrial 
genome mutations and somatic gene mutations. Each entry in HGMD comprises a 
reference to the fi rst report of that mutation, the associated pathological state, chro-
mosomal location, the gene name, and symbol (Cooper et al.  1998 ; Stenson et al. 
 2009 ). Another commonly used database for variation analysis is Online Mendelian 
Inheritance In Man (OMIM) which contains summary of genes present in human 
and their related genetic disorders. The OMIM entries are classifi ed on the basis that 
the information they contain is related to genes, phenotypes or both. Each OMIM 
entry is given a unique six digit number where the fi rst digit is indicative of the type 
of inheritence i.e X-linked, Y-linked, autosomal, or mitochondrial (Hamosh et al. 
 2005 ; Amberger et al.  2009 ). Other important mutation databases are Japanese sin-
gle nucleotide polymorphism (JSNP) database and HGVBase.  

    Gene Prediction Tools 

 Gene prediction is identifying coding regions of novel genes within genomic 
DNA. Gene prediction can be done in three ways: homology based,  ab initio , and 
combination of both.  Ab initio  gene prediction can be achieved by a variety of 
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software such as GRAIL, GENESCAN, AUGUSTUS, etc. Gene Recognition and 
Analysis Internet Link (GRAIL) is a statistical measure of coding potential which 
has limitation of ignoring important biological knowledge of gene structure (Xu 
et al.  1996 ). GENESCAN and AUGUSTUS rely on Hidden Markov Model for gene 
prediction. Both these databases can be accessed through WWW (World Wide 
Web). These software use web interface to take up large genomic fragments and 
give back the predicted structures of exon-intron and promoters for both strands in 
the form of graphical output. It also generates a table which shows the positions of 
exon, intron, and promoter present within the sequence. Accuracy of these programs 
is excellent with individual gene, but it drops when genes are embedded in a lengthy 
genomic context. Homology based gene fi nding can be done by tools such as 
BLASTX, Procrustes, and GeneWise. BLASTX works by searching novel DNA 
sequences for introns similar to a known protein. These homology based tools work 
well with genes embedded with larger continuous genomic sequences. A combina-
tion of best of  ab initio  and homology based approach could form an ideal algorithm 
for gene prediction (Searls  2000 ; Teufel et al.  2006 ).  

    Expression Profi ling Tools 

 Gene expression determination is an important parameter in comparing its impor-
tance in diseased and normal condition and hence exploring the potential of a par-
ticular gene as a target for development of future drugs. The level of gene expression 
depends on a variety of factors such as epigenetic modifi cation, somatic and genetic 
variation, levels of specifi c transcription factors, etc., which limit its ab initio deter-
mination and analysis. Accurate examination of few genes has been achieved via 
certain algorithms such as Serial Analysis of Gene Expression (SAGE), high- 
throughput EST sequencing, gene expression microarray analysis, etc. The outputs 
generated from these analyses are stored in database repositories. SAGE uses digital 
analysis to analyze overall expression pattern of gene. SAGE methodology uses 
short sequence tags (10–14 bp) derived from 3′ end of m-RNA. These sequence tags 
are linked together to form a long serial molecule which is then cloned and 
sequenced. Using these tags, an allocation to individual gene can be done via data-
base sequence alignment thereby allowing analysis of gene expression by quantitat-
ing the number of sequenced tags present in a gene. The data generated through 
SAGE and EST experiments can be accessed through different web interfaces such 
as NCI CGAP suite, Stanford SOURCE web tool, etc. NCI CGAP is a sequence 
oriented suite providing user access to each EST sequences with extra information 
such as vectors and RNA library used in the experiments. SOURCE web tool is a 
very convenient interface which allows searching of data on SAGE and EST expres-
sion using names and accession numbers of genes (Diehn et al.  2003 Teufel 
et al. 2006 ). ArrayExpress is a public database at EBI consisting of microarray gene 
expression data (MGED). ArrayExpress has major three objectives: (1) to act as 
repository of data to support scientifi c publications; (2) to provide easy access to 
good quality data on gene expression; (3) to enable sharing of microarray 

11 Bioinformatics Tools to Analyze Proteome and Genome Data



190

experimental protocols and models. ArrayExpress embraces three kinds of submis-
sions containing arrays, protocols, and experiments each of which can be submitted 
individually and is given a unique identifi er. ArrayExpress implements two stan-
dards: The Minimum Information about a Microarray Experiment (MIAME) which 
is a standard for microarray data annotation and Microarray Gene Expression 
Markup Language (MAGE-ML) which is a data exchange format based on XML 
and is developed by MGED society and Object Management Group (OMG) (Brazma 
et al.  2003 ). Another tool developed for viewing and examining data on gene expres-
sion with respect to biological pathways is Gene Microarray Pathway Profi ler 
(GenMAPP). In this case, the gene expression data on pathways is displayed by 
color coding based on the criteria and data provided by the investigators. It also 
contains graphic tools for creating and modifying pathways (Dahlquist et al.  2002 ).  

    Tools for Promoter Prediction 

 The prediction of promoter region is very important as promoter is essential for the 
regulation of gene expression. Recognition of promoter is a tedious and problematic 
task owing to the following problems:

    1.    The position of promoter cannot be specifi ed unless the gene is well character-
ized as the 5′ end of mRNA which is the transcription initiation point may not be 
known with accuracy.   

   2.    The sequence is not very closely related to a known consensus sequence.   
   3.    The promoter sequence can be considerable distance, may be kilobases, upstream 

of coding sequence of gene which is attributed to the possibility of splicing 
within 5′ leader and anywhere beyond the initiation point.   

   4.    Sequence of mammalian promoters do not show similarity.     

 To solve these structural problems, most bioinformatics tools focus on core 
regions of promoters. Few important structural regions of promoter are TATA box 
and transcription factors binding sites. TATA binding proteins (TBP) recognizes 
TATA box and is a part of TFIID transcription initiation factor. It makes up the 
TATA box consensus sequence which can be used as an identifying feature of pro-
moter. An initiator region which is a loosely conserved region around the transcrip-
tion start site has also been reported which may be bound to different proteins and 
help in the recognition of transcription start site in absence of TATA box. The pres-
ence of promoters can also be signaled by presence of specifi c binding sites for 
transcription factors in vicinity of coding sequences. The common core promoter 
elements are represented in Fig.  11.8 .

   The computational approach for promoter recognition combines modules recog-
nizing every binding site by using complete description of spatial arrangement of 
these binding sites. The binding specifi city is sometimes characterized by using 
consensus sequence, that is, by assigning most favored base at a particular position 
within a site. Another way to determine binding specifi city is by using position 
weight matrix. A position weight matrix assigns a weight to every feasible nucleo-
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tide at each position of potential binding site and the summation of these 
weights given to nucleotides are allotted as a site score. Position weight matrix is 
known to be the more informative description of specifi city protein’s binding to 
DNA than is a consensus sequence. The fi rst and highly specifi c promoter predic-
tion algorithm was PromoterScan. It recognizes promoters by means of TATA box 
position weight matrix in combination with the density of specifi c transcription 
factor binding sites. PromoterScan is considered to show high specifi city but low 
sensitivity. Autogene is software including a module for promoter recognition. It 
uses a set of 136 consensus sequences for transcription factor binding sites assem-
bled by Faisst and Meyer in 1992. PromFind works by using the differences in 
hexamer sequence frequencies between promoters, coding regions, and noncoding 
regions present downstream of the fi rst exon (Fickett and Hatzigeorgiou  1997 ).  

    Genome Annotation Tools 

 The high rate of raw sequence accumulation necessitates the need of fully auto-
mated genome annotation to minimize the manual intervention. On-line annotation, 
also called as framework annotation can be achieved by using tools such as 
PowerBLAST. It breaks down a long query sequence into overlapping fragments, 
uses Gapped BLAST for searching, and then reassembles the results. Its search is 
based on taxonomical information and offers graphical display where annotations 
are superimposed on sequences. It also has choice for masking repetitive and low 
complexity sequences. AceDB is a dedicated on-line annotation system designed to 
support the  C. elegans  project. It depends on  ab initio  and hybrid gene fi nding tools 
with an option to use detectors for certain auxiliary feature such as tRNA fi nders. 
An attempt to annotate human genomic sequence was made by establishing a con-
sortium known as Genome Channel. Certain tools such as GeneQuiz and MIPS are 
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used as post hoc annotation systems. For a set of open reading frame, these tools 
provide functional predictions involving function, catalytic activity, cofactors, 
active sites, homology to other proteins, quaternary structures, etc. (Searls  2000 ). In 
order to ease the analysis of large list of genes and facilitate their functional annota-
tion, a Database for Annotation, Visualization, and Integrated Discovery (DAVID) 
has been developed. It offers a set of data mining tools that provides a graphical 
display of functionally descriptive data. DAVID provides visualization tools which 
is linked to different sources of biological annotation and promotes discovery 
through functional classifi cation, conserved protein domain architecture, and bio-
chemical pathway maps ( Dennis et al. 2003). It accelerates the functional annota-
tion of any set of genes from human, mouse, and rat or fl ies genomes (Huang et al. 
 2009 ). The tool menu page of DAVID is shown in Fig.  11.9 .

  Fig. 11.9    The tool menu page of DAVID showing that the gene list manager is displaying various 
tools after gene lists are successfully submitted. (Figure adopted from  Methods in Molecular 
Biology ,  2012 , 820)       
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    Chapter 12   
 High-Throughput Transcriptome Analysis 
of Plant Stress Responses 

              Güzin     Tombuloğlu        and     Hüseyin     Tombuloğlu      

            Plant Stresses and Its Genetic Regulation 

 Plants are often subjected to various biotic and abiotic stresses in their natural or 
agronomic habitats (Ahuja et al.  2010 ; Rasmussen et al.  2013 ). Unfavorable envi-
ronmental conditions cause serious limitations to agricultural production and crop 
yield (Cabello et al.  2014 ). Some examples of abiotic stresses are drought, salinity, 
extreme temperatures, chemical toxicity, and oxidative stress that have critical 
threats to agriculture and ruin the environment (Wang et al.  2003 ). 

 Abiotic stress that plays a major role in crop loss worldwide, reducing produc-
tivity of yields for most important crop plants by more than 50 % (Boyer  1982 ; 
Bray et al.  2000 ). Especially drought and salinity are assumed to become wide-
spread in several regions. Nearly 22 % of the agricultural area is saline and also 
drought lands are expected to increase (FAO Food, Agriculture Organization of the 
United Nations  2004 ). And by the year 2050 it is assumed that more than 50 % of 
all plowlands will be subjected to salinity problem (Bray et al.  2000 ). Abiotic 
stress causes to several morphological, physiological, biochemical, and molecular 
changes (Wang et al.  2001 ). 

 The types of abiotic factors such as drought, salinity, cold, heat, and chemical 
pollution are often interactively contributed to similar cellular damage. This situa-
tion continues with the emergence of osmotic stress and in this concept homeostasis 
and ion concentration of cell is destroyed (Serrano et al.  1999 ; Zhu  2001a ). Oxidative 
stress emerges to response of abiotic stress factors and may induce denaturation 
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of functional and structural proteins (Smirnoff  1998 ). Eventually different stress 
 conditions often induce similar signaling pathways (Shinozaki and Yamaguchi- 
Shinozaki  2000 ; Knight and Knight  2001 ; Zhu  2001b ,  2002 ) and cellular responses, 
such as production of stress proteins, antioxidants, and compatible solutes (Wang 
et al.  2003 ). 

 Genetic regulation of plants to abiotic stress is controlled by the activation of 
multiple responses involving complex gene interaction and crosstalk with many 
molecular pathways to increase the tolerance in order to adapt to adverse conditions 
(Basu 2012; Umezawa et al.  2006 ). Many genes and biochemical-molecular mecha-
nisms are induced in plant response to abiotic stress are illustrated in Fig.  12.1 . The 
primary stress signals such as changes in osmotic and ionic strength and membrane 
fl uidity evolve to signal sensing, perception, and transduction (Wang et al.  2003 ).
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  Fig. 12.1    Plant responses to abiotic stress (Wang et al.  2003 )       
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   Engineering of more tolerant plants involve illumination of specifi c stress-related 
genes related to molecular control mechanism of abiotic stress tolerance. These 
stress-related genes can be classifi ed in three main groups: The fi rst group is acti-
vated in signaling cascades and in transcriptional control, such as MyC, MAP 
kinases and SOS kinase (Shinozaki and Yamaguchi-Shinozaki 2000; Munnik et al. 
 1999 ; Zhu  2001b ), phospholipases (Chapman  1998 ; Frank et al.  2000 ), and involv-
ing several transcriptional factors such as HSF, and the CBF/DREB and ABF/
ABAE families (Stockinger et al.  1997 ; Schoffl  et al.  1998 ; Shinozaki and 
Yamaguchi-Shinozaki  2000 ). The second group is directly perform protection of 
membranes and proteins, such as heat shock proteins (Hsps) and chaperones, late 
embryogenesis abundant (LEA) proteins (Bray et al.  2000 ), osmoprotectants, and 
free-radical scavengers (Bohnert and Sheveleva  1998 ). Final groups are involved in 
water and ion uptake and transport such as aquaporins and ion transporters (Wang 
et al.  2003 ). In this concept hormonal responses and reactive oxygen species (ROS), 
which is a powerful signaling molecule, reveal regulatory networks. Finally stress- 
responsive mechanism is activated to re-establish cellular homeostasis by the regu-
latory components of stress-induced genes. And also this mechanism excretes toxic 
components and protects and repairs damaged proteins and membranes (Cabello 
et al.  2014 ).  

    Transcriptome Analysis Upon Stress Conditions 

 Transcriptome discovery provides deep insight to understanding stress response of 
an organism (Jogaiah et al.  2013 ). Transcriptome analysis is a powerful functional 
genomics technology has been used to identify plant stress adaptation and tolerance 
mechanisms in recent studies (Urano et al.  2010 ). Mizuno et al. ( 2010 ) performed 
whole mRNA sequencing and identifi ed salinity stress-inducible genes in rice on 
the basis of piling up of mapped reads. By this study, it was contributed to discover 
unannotated transcripts which had ORFs with a mean length of 123 amino acids in 
root and 125 amino acids in shoot could encode functional proteins without prior 
annotations. 213 and 436 unannotated transcripts were differentially expressed in 
shoot and root tissues, respectively. This comprehensive study demonstrated that 
the accuracy of mRNA sequencing technology in differentially expressed genes 
without a limitation in analysis annotated genes by the comparison of array-based 
and mRNA sequencing technology. 

 Dong et al. ( 2012 ) analyzed mRNA expression levels of  Sinapis alba  leaves under 
rewatering growth conditions and drought stress conditions by using high- throughput 
sequencing technology. It was reported that 557 annotated genes were involved in 
drought stress response related to signaling components, transcription regulators, or 
other proteins which were required for cell growth and development. This study 
provided candidate genes for understanding the molecular mechanisms of drought 
stress tolerance of  S. alba  by using high-throughput sequencing technology. 

12 High-Throughput Transcriptome Analysis of Plant Stress Responses



198

 Zhang et al. ( 2012 ) investigated atrazine-responsive transcriptome in rice by 
high-throughput sequencing to utilize understanding of gene expression and regula-
tory mechanisms of plant adaptation to xenobiotic stress. The most differentially 
expressed 40 genes were demonstrated and encoding proteins or enzymes were 
indicated. Enrichment analysis of numerous genes was involved in metabolism of 
carbohydrates, organic acids, sulfate, amino acids, secondary metabolites, etc. 
These genes were categorized to response to intracellular and environmental stimu-
lus, glutathione transferase activity, and oxidoreductase activity. Namely the high- 
throughput sequencing technology presents a major advantage for characterization 
of toxicological responses of crops to atrazine. 

 Newly, Xu et al. ( 2013 ) identifi ed early response of highly tolerant  Gossypium 
aridum  to salt stress. Digital gene expression (DGE) analysis was performed to 
identify the genes involved in salt stress. Transport, response to hormone stimulus, 
and signaling were the distinctly indicated pathways under salt stress conditions. 
According to the GO analysis, protein kinase activity and transporter activity were 
the most highly enriched GO terms. This study was the fi rst report of root and leaf 
transcriptome characterization of highly tolerant  G. aridum  by using paired-end 
sequencing technology.  

    Transcriptome De Novo Assembly 

 In recent years next generation sequencing (NGS) technology has become a mag-
nifi cent approach in the genome and transcriptome analysis of any organism (Wang 
et al.  2010 ). The current NGS technologies are reference-based, de novo and com-
bined strategies differ in throughput and cost property (Martin and Wang  2011 ). 

  Reference - based assembly  is very sensitive and contains three steps when a 
reference genome is available (Martin and Wang  2011 ). First step is the alignment 
of RNA-seq reads by using a splice-aware aligner. Second step is building a graph 
representing alternative splicing. And fi nal step is traversing the graph to assemble 
variants and getting assembled isoforms. Reference-based transcriptome assembly 
is useful for simple transcriptomics organisms such as bacteria, archaea, and simple- 
eukaryotic organisms related to lower introns and alternative splicing but it is diffi -
cult to use for the plant and mammalian transcriptomes related to complex alternative 
splicing (Martin and Wang  2011 ). However, this technique is only applicable when 
the reference genome is available (Trapnell et al.  2010 ). 

  De novo assembly  of RNA-seq was discovered as a wonderful approach to high- 
throughput gene discovery on a genome-wide scale in non-model organisms. De 
novo assembly of RNA-seq is the only way to study transcriptomes of organisms 
without a reference genome (Grabherr et al.  2011 ). Recently, a number of de novo 
assemblers have been developed to give researchers an explicit understanding of 
process. These assemblers are Velvet (Zerbino and Birney  2008 ), Oases (Schulz 
et al. 2012), SOAPdenovo (Li et al.  2009 ), Rnnotator (Martin et al.  2010 ), and 
fi nally Trinity (Grabherr et al.  2011 ). 
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 Trinity program is the effi cient method in order to do full-length transcriptome 
assembly from RNA-Seq data without a reference genome (Grabherr et al. 2011). 
Firstly, from the RNA-Seq data, the program combines short reads to generate con-
tigs which are longer fragments overlapped in certain lengths. Then the reads 
mapped back to contigs with paired-end reads. Finally, the program connects the 
contigs, and get sequences that corresponded to both contig ends. The corresponded 
sequence is called Unigene (Fig.  12.2 ). In the case of multiple sequence reading 
from the same species, Unigenes from different samples can be overlapped by using 
sequence clustering programs and then spliced and redundant sequences can be 
removed. Hence, non-redundant sequences can be acquired. After clustering, the 
non-redundant unigenes can be divided into two: one is clusters, referred as CL; and 
the other is singletons, called either Unigene or Pre. Finally, to detect the sequence 
directions, BLASTx alignment with e-value score  < 0.00001 is used to show the 
best aligning score between Unigenes and protein databases such as nr, Swiss-Prot, 
KEGG and COG. If there is a contradiction between different databases, the 
sequence direction can be decided by following the database order: nr, Swiss-Prot, 
KEGG, and COG. If a Unigene is not aligned with the databases, another software 
namely ESTScan (Iseli et al. 1999) can be used to decide its sequnce direction.   

   De novo assembly has been used to transcriptome sequencing in many organ-
isms, such as chestnut (Barakat et al.  2009 ), pine (Parchman et al.  2010 ), olive 
(Alagna et al.  2009 ), ginseng (Sun et al.  2010 ),  Arabidopsis thaliana  (Weber et al. 
 2007 ; Wall et al.  2009 ), maize (Vega-Arreguin et al.  2009 ),  Artemisia annua  (Wang 
et al.  2009 ), fi sh (Hale et al.  2009 ), insects (Hahn et al.  2009 ; Zagrobelny et al. 
 2009 ), and worms (Meyer et al.  2009 ). 

Reads (Sample 1)

Assemble(Kmer)

Assemble contigs to unigene

Long sequence clustering

Unigene

Unigene

Unigene

All-Unigene

Map reads to contigs
Contig

Contig1 Contig2 The same pipeline as
Sample 1

Reads (Sample 2)

  Fig. 12.2    Trinity assembly process (Tombuloglu 2014)       
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  A. thaliana  was the fi rst plant in de novo plant transcriptome sequencing by 
mRNASeq (Weber et al.  2007 ). This novel approach used for molecular plant 
breeding studies such as for eucalyptus, melon, and different legumes (Novaes 
et al.  2008 ; Guo et al.  2010 ; Blavet et al.  2011 ; Hiremath et al.  2011 ; Kaur et al. 
 2011 ). Also this technology was applied to the primary (Dai et al.  2011 ; Franssen 
et al.  2011 ; King et al.  2011 ; Troncoso-Ponce et al.  2011 ) and the secondary 
(Alagna et al.  2009 ; Wang et al.  2009 ; Bleeker et al.  2011 ; Desgagne-Penix et al. 
 2012 ) metabolisms of plants. In a while, it has been used to study adaptations of 
plants to biotic (Barakat et al.  2009 ; Sun et al.  2011 ) and abiotic stress conditions 
(Dassanayake et al.  2009 ; Villar et al.  2011 ). 

 In this concept, we performed a transcriptome-based analysis of barley ( Hordeum 
vulgare ) exposed to excess Boron (B) (Tombuloglu  2014 , Tombuloglu et al.  2015 ). 
Totally, 256,874 unigenes were generated and assigned to known peptide databases: 
Gene Ontology (GO), Swiss-Prot, Clusters of Orthologous Groups (COG), and the 
Kyoto Encyclopedia of Genes and Genomes (KEGG), as determined by BLASTx 
search (Fig.  12.3 ). DGE analysis was performed to identify the genes involved in 
excess B. Most of them were involved in the cell wall, stress response, membrane, 
protein kinase, and transporter mechanisms (Tombuloglu et al.  2013 ,  2015 ).

   Since the fi rst plant transcriptome,  Arabidopsis , was sequenced (Weber et al. 
 2007 ), at least 60 plant transcriptomes have been sequenced by using de novo 
assembly. At this time, the purpose of the 1KP project is sequencing the transcrip-
tome of about 1,000 plant species (Schliesky et al.  2012 ).  

  Fig. 12.3    Bioinformatics analysis (Tombuloglu 2014)       
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    Functional Annotation of Unigenes by BLASTx Against 
Protein Databases 

 To annotate unigenes, all unigene sequences are fi rstly aligned by BLASTx to pro-
tein databases like nr, Swiss-Prot, KEGG, and COG ( e -value < 0.00001), and aligned 
by BLASTn to nucleotide databases nt ( e -value < 0.00001), retrieving proteins with 
the highest sequence similarity with the given Unigene annotations provide func-
tional annotations of All-Unigene and expression levels (Fan et al.  2013 ). The nr 
nucleotide database is most widely used to search homologous proteins, preserved 
by NCBI as a target database for their BLAST search services from GenBank, 
GenBank updates, and EMBL updates (Lin et al.  2013 ). Using this approach, most 
researchers found the matches of unique sequences in the nr database in different 
organisms (Hao et al.  2011 ; Fan et al.  2013 ; Lin et al.  2013 ). After the alignment by 
BLASTn to nucleotide database processes, all unigenes were also searched against 
the Swiss-Prot database. Swiss-Prot database serves a high level of protein annota-
tion by the integration of other databases. These annotations are functions of pro-
teins, posttranslational modifi cations, domains and sites of proteins, secondary and 
quaternary structure of proteins, etc. (Bairoch and Apweiler  2000 ).  

    Functional Classifi cation of Unigenes by Clusters 
of Orthologous Groups (COG), Gene Ontology (GO), 
and KEGG Pathway Enrichment 

 Unigene annotation provides information of expression and functions of Unigenes. 
Functional annotation of Unigene contains COG, Gene Ontology (GO), KEGG 
pathway enrichment, and protein sequence similarity. 

 COG is a database where orthologous gene products are classifi ed. Every protein 
in COG is assumed to evolve from an ancestor protein, and the whole database is built 
on coding proteins with complete genome as well as system evolution relationships 
of bacteria, algae, and eukaryotic creatures (Tatusov et al.  1997 ,  2003 ). Unigenes are 
aligned to COG database to predict and classify possible functions of Unigenes. 

 Gene Ontology (GO) is a comprehensive database which classifi es genes accord-
ing their functions and properties in any organism (Ashburner et al. 2000). GO data-
base is divided into three ontologies: molecular function, cellular component, and 
biological process. The database unit is defi ned as GO-term and each GO-term cor-
respond to a type of ontology. For the annotation of All-Unigene, Blast2GO program 
is used with nr database (Conesa et al. 2005). After that, another program WEGO 
can be used to do GO functional classifi cation for all Unigenes (Ye et al. 2006). 

 KEGG is a bioinformatics resource for linking genomes to life and the environ-
ment. KEGG database contains systematic analysis of inner-cell metabolic path-
ways and functions of gene products (Kanehisa et al.  2008 ). KEGG database enables 
to understand biological functions of genes with the Pathway annotation. The KEGG 
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pathway database records networks of molecular interactions in the cells, and vari-
ants of them specifi c to particular organisms (Kanehisa et al.  2010 ; Joy et al.  2013 ).  

    Protein Coding Region Prediction (CDS) 

 CDS represents the coding sequence of a protein (Furuno et al.  2003 ). It is com-
posed of exons and the region starts from the 5′ end initiation codon and ends with 
3′ end termination codon. Protein Coding Region Prediction is an important step in 
the analysis of functional gene annotation (Furuno et al.  2003 ). RNA-seq enables to 
obtain genomic information of an organism that is translated to protein from full- 
length mRNA (Grabherr et al.  2011 ). 

 In Protein Coding Region Prediction by using RNA-seq, all unigenes are fi rstly 
aligned by BLASTx to protein databases in the priority order of nr, Swiss-Prot, 
KEGG, and COG. Proteins with highest ranks in the blast results are taken to decide 
the coding region sequences of Unigenes. Amino acid translation of these sequences 
gives the coding region of a Unigene. When unigene cannot be aligned to any data-
base, in that case the sequence can be scanned by ESTScan (Iseli et al. 1999) which 
gives nucleotide sequence (5′–3′) direction and amino acid sequence of predicted 
coding region.   

    Digital Gene Expression Profi ling 

 Genome-wide gene expression analysis is the fundamental study in functional 
genomics research area. To determine expression level of the gene, microarrays are 
at present the default technology due to sequence-specifi c probe hybridization, 
measurement of the only relative abundances of transcripts and determination of 
only predefi ned sequences (Irizarry et al.  2005 ; Hoen et al.  2008 ). 

 Otherwise, tag-based methods including serial analysis of gene expression 
(SAGE) (Velculescu et al.  1995 ; Harbers and Carninci 2005) cap analysis of gene 
expression (CAGE) (Shiraki et al.  2003 ; Nakamura and Carninci 2004; Kodzius et al. 
 2006 ) and massively parallel signature sequencing (MPSS) (Brenner et al.  2000 ; 
Peiffer et al.  2008 ; Reinartz et al.;  2002 ) were generated to overcome these handi-
caps. These tag-based sequencing approaches are high throughput and can provide 
precise, “digital” gene expression levels (Wang et al.  2009 ). However, most of these 
methods are based on expensive Sanger sequencing technology. And it is impossible 
to map substantial part of the short tags uniquely to the reference genome (Wang 
et al.  2009 ). Also, only a part of the transcript can be analyzed. These properties are 
the limitations of the use of traditional sequencing technology (Wang et al.  2009 ). 

 By the improvement of high-throughput sequencing technology, Digital Gene 
Expression (DGE) profi ling is started to use gene expression of whole genome in 
certain species under unique conditions. In DGE analysis specifi c tags representing 
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different mRNAs are acquired through effi cient enzyme digestion. Then millions of 
tags were sequenced using the new-generation sequencing technology (Fig.  12.4 ).

   The 3′ tag DGE uses oligo-dT priming for fi rst strand cDNA synthesis generates 
libraries that are enriched in the 3′ untranslated regions of polyadenylated mRNAs, 
and produces 20–21 base cDNA tags (Saha et al.  2002 ). DGE technology generates 
such extensive sequencing depth-of-coverage that single copy resolution of gene 
expression quantifi cation should be possible. The alternative to 3′ tag DGE sequenc-
ing is full-length RNA sequencing (RNA-seq), which collects both quantitative and 
qualitative information about the entire transcriptome. RNA-seq is a powerful tool 
for identifying expressed polymorphisms as well as differentially expressed splice 

  Fig. 12.4    Experimental workfl ow of DGE (BGI  2014 , http://www.genomics.hk/Digital)        
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variants, fusion genes, transcriptional start sites, and polyadenylation sites (Wang 
et al.  2009 ; Asmann et al.  2009 ). With these advantages RNA-seq method provides 
both single-base resolution for annotation and “digital” gene expression levels at the 
genome scale, often at a much lower cost than either tiling arrays or large-scale 
Sanger EST sequencing (Wang et al.  2009 ).  

    Unigene Expression Difference Analysis 

 In all organisms every cell contains the same set of genes however only a certain 
part of these genes are activated in any given cell at a certain time. To identify which 
genes are turned on and which are turned off, expression difference analysis is used. 
By the discovery of differentially expressed genes that are in different conditions is 
a basic step of understanding the molecular basis of phenotypic variation (Soneson 
and Delorenzi  2013 ). For this purpose, the high-throughput sequencing of cDNA 
(RNA-seq) has been used extensively. The most common use of RNA-seq is fi nding 
differentially expressed genes with the quality of quantifi cation that show differ-
ences in expression level between conditions related to response of any treatment 
(Oshlack et al.  2010 ; Agarwal et al.  2010 ; Soneson and Delorenzi  2013 ). 

 In expression difference analysis, normalization is the basic step in the analysis 
of expression difference from RNA-seq data and provides certain comparison of 
expression levels between and within samples (Sultan et al.  2008 ; Mortazavi et al. 
 2008 ; Marioni et al.  2008 ; Anders and Huber  2010 ; Langmead et al.  2010 ; Robinson 
and Oshlack  2010 ). Within-sample comparison library normalization enables quan-
tifi cation of relative expression levels of each gene to other genes in the sample. The 
RPKM (Reads Per kb per Million reads) measure of read density refl ects the molar 
concentration of a transcript in the starting sample by normalizing for RNA length 
and for the total read number in the measurement. This facilitates transparent com-
parison of transcript levels both within and between samples (Mortazavi et al. 
 2008 ). The RPKM method is able to eliminate the infl uence of different gene length 
and sequencing level on the calculation of gene expression. Therefore the calculated 
gene expression can be directly used for comparing the difference of gene expres-
sion between samples. Thus the RPKM method allowed to study the expression 
levels of all the unigenes generated.

  The formula is RPKM = ( , , * ) / ( * * , )1 000 000 1 000C N L    

  Assigns RPKM(A) to be the expression of gene A,  C  to be number of reads that 
uniquely aligned to gene A,  N  to be total number of reads that uniquely aligned to 
all genes, and  L  to be number of bases on gene A.     
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    Chapter 13   
 CNV and Structural Variation in Plants: 
Prospects of NGS Approaches 

             Enrico     Francia     ,     Nicola     Pecchioni      ,     Alberto     Policriti     , and     Simone     Scalabrin    

         The present chapter focuses on copy number variants (CNVs). It fi rstly summarizes 
how CNVs are classifi ed within structural variants (SVs), which are the mechanisms 
causing their onset, and to which extent they have been discovered in plant genomes. 
Moreover, as most of the CNVs reported so far overlap with protein- coding sequences 
and result in gains and losses of gene copies that might have a straight infl uence on 
gene/transcript dosage (Chia et al.  2012 ), particular attention is given to the role 
played by copy number variation (CNV) in the regulation of relevant adaptive traits, 
e.g. plant development, as well as resistance to abiotic stresses. A full range of struc-
tural variation could thus be detected from next- generation sequencing (NGS) data, 
including translocations, and CNVs (for a review, see Abel and Duncavage  2013 ). 
However, the complexity of plant genomes and the short read length obtained from 
NGS platforms pose new bioinformatic challenges associated with their detection. 
After the discussion about the computational issues, the array of available methods 
for CNV discovery from NGS data is reviewed. Notably, although numerous 
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software packages are available for NGS analysis, there is currently no single infor-
matic method capable of identifying the full range of structural DNA variation, and 
multiple complementary tools are required for robust CNVs detection. Finally, future 
bioinformatic and applicative prospects for such genomic variants are discussed. 

    Copy Number Variation Is Part of Genome 
Structural Variation 

 Plant nuclear genomes display extensive variation in size, chromosome and gene 
number, and number of genome copies per nucleus (Kellogg and Bennetzen  2004 ). 
Such genomic variability can be present in many forms, including single nucleotide 
polymorphisms (SNPs), variable number of tandem repeats (VNTRs; e.g., mini- 
and microsatellites), presence/absence of transposable elements (e.g., retrotranspo-
sons and DNA transposons), and different forms of structural variation (SV) 
(Fig.  13.1 ). On the basis of their nature, SVs are classifi ed in (1) chromosomal 
inversions when a segment of a chromosome is reversed end to end, (2)  translocations 
in which rearrangements of parts of non-homologous chromosomes are involved, 
and (3) CNVs. Scherer ( 2007 ) masterly overviewed how descriptors of variation 
began in the realm of cytogenetics in the 1960s and in the 1970s, continued in the 
fi eld of molecular genetics and, most recently, in that of cytogenomics, which 
bridges the gap for detection of genomic variants. Owing to Feuk et al. ( 2006 ), and 
as said in the introductory paragraph, SV should cover by defi nition the genomic 
variation that affect large DNA segments, ranging from 1 kb to several Mb (“submi-
croscopic” size). The designation of the category “1 kb to submicroscopic” is some-
what arbitrary at both ends, but is used for operational defi nition. In a broad sense, 
structural variation has been used to refer to genomic segments both smaller and 
larger than the narrower operational defi nition. CNVs are currently defi ned as 
unbalanced changes in the genome structure and represent a large category of 
genomic structural variation, which according to Alkan et al. ( 2011 ) should include 
by defi nition insertions (i.e., the addition of one or more base pairs into a DNA 
sequence), deletions (i.e., the loss of any number of nucleotides, from a single base 
to an entire piece of chromosome), tandem or interspersed duplications (i.e., any 
duplication of a region of DNA). According to these authors, also the single base 
INDELs should be ideally ascribed to CNVs. NGS, in conjunction with increas-
ingly powerful bioinformatic tools, made possible the identifi cation of polymorphic 
regions of >50 bp in size, traditionally defi ned as INDELs, that could be included 
among SVs (Alkan et al.  2011 ). In other reports (e.g., Springer et al.  2009 ), the defi -
nition of CNV is associated with that of presence-absence variation (PAV), that 
should include the insertions and deletions distinct from the typical CNVs; to which, 
in a restrictive view, should only be ascribed duplications. In the present chapter we 
prefer to embrace the wide-angle vision of CNVs, by including present-absent vari-
ants (PAVs) into this group of SVs. Then, in accordance with most literature reports, 
we also prefer to exclude from CNVs the structural variations <1 kb (Fig.  13.1 ). 
CNV sometimes exhibits strong associations with specifi c biological functions. 
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Structural variation is therefore increasingly recognized, in humans as well as in 
other organisms, as a common feature and evolutionary force of genomes, where 
CNVs and associated gene dosage effects have been implicated in a number of trait/
phenotypes (Girirajan et al.  2011 ; Cantsilieris and White  2013 ).  

    Diffusion of CNVs Within Genomes 

 Owing to the biomedical focus of most studies, at present the best data on CNVs 
come from human genome. Great interest in CNVs was stimulated by two initial 
papers of Iafrate et al. ( 2004 ) and Sebat et al. ( 2004 ) in the early 2000s. Both these 

  Fig. 13.1    General diagram of genomic structural variation ( SV ). Events ranging from single-base 
sequence variation to either whole chromosome or genome changes are  italics underlined  and 
ordered in the fi gure according to their physical size ( rectangle  to the left). Major categories of 
single nucleotide variants ( SNVs ) and structural variants ( SVs ) resulting from variation events are 
indicated by  solid arrows ; SVs <1 kb were excluded from CNVs in accordance with most literature 
records (see text for details).  Open arrows  show the general approaches applied for discovery the 
different variation events. Figure modifi ed from Scherer et al. ( 2007 )       
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papers described large-scale copy number polymorphism in the human genome. 
CNV was found surprisingly common among humans. For example, an early study 
by McCarroll et al. ( 2008 ) has revealed that a sizable proportion—from 175 to 230 
autosomal loci spanning approximately six megabases—of the human genome var-
ies in copy number between two unrelated individuals. Considering only protein- 
coding genes, studies show that any two humans are likely to differ at CNVs 
completely encompassing approximately 105 genes. Interestingly, a considerable 
higher gene CNV was found in maize (Swanson-Wagner et al.  2010 ); however, the 
importance of this result cannot be overemphasized: any two individual genomes 
taken from nature, in any species, will have dozens to hundreds of differences in 
their total number of functional genes. Currently, it is estimated that common CNVs 
occur in approximately 10–12 % of the human reference genome (Conrad et al. 
 2010 ; Redon et al.  2006 ). In human genome CNVs are often detected in regions that 
contain protein-coding genes or important regulatory elements. CNVs may also 
affect gene regulation by position effects, and CNVs that partially overlap a gene 
sequence may disrupt the structure of the gene and impair its function (for a review 
see Zmieńko et al.  2014 ). In a comparison study between humans and chimpanzee, 
beside a conservation of many CNV regions between the two species, some of these 
regions appeared to be “hotspots” for the genesis of this kind of variation (Perry 
et al.  2006 ). CNVs in plants have not been so thoroughly studied, notwithstanding 
the signifi cant number of diverse fully sequenced genomes since 2000. It is only in 
the last 5 years that CNVs have attracted the attention of plant biologists and geneti-
cists, likely stimulated by the fi rst fi ndings of association to phenotypes in 2009 and 
2010, and leading to the fi rst estimates of the extent of CNV in plant genomes. 
Notably, in plant genetics, the individual organisms are mainly treated as represen-
tatives of one of the following sub-types: (a) cultivars (also named varieties), which 
are distinct, often intentionally bred subsets of a species that will behave uniformly 
and predictably when grown in the environment to which they are adapted or (b) 
accessions, which are collections of plant material from a particular location that are 
given unique identifi ers. Accordingly, CNVs in plants are often recognized and dis-
cussed as polymorphisms distinguishing cultivars/accessions of one species rather 
than affecting individual plants (Chia et al.  2012 ; Cao et al.  2011 ; Xu et al.  2012 ). 
The crop plant in which CNVs have been primarily investigated, and for which exist 
the deepest knowledge is maize— Zea mays  L. (Springer et al.  2009 ; Swanson- 
Wagner et al.  2010 ; Beló et al.  2010 ; Jiao et al.  2012 ). After the release of the com-
plete genome sequence of the inbred line B73, the extremely high genomic diversity 
exhibited by maize has become accessible at a level of detail never had before. 
Several studies revealed extensive structural variation, including hundreds of CNVs 
and thousands of the cited PAVs. Basing on comparative genomic hybridization 
(CGH) Springer et al. ( 2009 ) and Beló et al. ( 2010 ) detected thousands of dispersed 
as well as clustered CNVs in the maize genome, between B73 and Mo17 inbred 
lines or among 13 inbreds compared to B73, respectively. Two main factors affected 
the estimation of the number of CNVs detected between different inbreds. First, the 
microarray platform used was primarily developed for gene expression with not 
uniform distribution of genes along the maize genome (e.g., with fewer probes in 
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the paracentromeric regions). Second, the majority of the probes were designed to 
be complementary to the B73 allele, and therefore sequences absent from B73 could 
not be detected. As a consequence, the number of CNVs identifi ed was underesti-
mated, especially with respect to small CNVs, as the methodology favors detection 
of large insertion–deletion variants. However, the high level of structural variation 
and differences in genome content observed in maize are unprecedented among 
higher eukaryotes. Lai et al. ( 2010 ) characterized genetic variation in the six elite 
strains most commonly used to make commercial hybrids. As already hypothesized 
by Springer et al. ( 2009 ), the authors discussed the potential roles of complementa-
tion of gene PAVs, CNVs, and other mutations in contributing to heterosis. Swanson-
Wagner et al. ( 2010 ) analyzed structural variation between diverse maize inbreds 
and inbred wild teosinte lines, providing evidence for widespread genome content 
variation. Over 70 % of the CNV/PAV examples were identifi ed in multiple geno-
types, and the majority of events were observed in both maize and teosinte, suggest-
ing that these variants predate domestication and that it seems not having been 
strong selection acting against them. Partially in contrast with this observation, Jiao 
et al. ( 2012 ) reported extensive CNVs occurring through the maize breeding history. 
By sequencing of 278 inbred lines from different periods of breeding history, includ-
ing deep resequencing of 4 lines with known pedigree information, these authors 
could conclude that, even within identity-by-descent regions, extensive variation 
caused by SNPs, INDELs, together with CNVs occurred quite rapidly during breed-
ing. In particular, 8.5 % of maize genes showed CNV among the four compared 
genomes, and an average CNV rate was calculated, although lower for maize com-
pared to that described in humans (8.57 × 10 −4  per gene per year vs. 1.2 × 10 −2 ) (Jiao 
et al.  2012 ). As a second important crop surveyed for CNVs, soybean reference 
genome of cultivar Williams 82 has been compared with introgressed regions from 
parent Kingwa by analyzing nucleotide and structural differences between Williams 
82 individuals (Haun et al.  2011 ). The authors found that in soybean the impact of 
intracultivar genetic heterogeneity can be signifi cant, with a high rate of structural 
and gene content variation and, as hypothesized in humans, the presence of con-
spicuous CNV hotspots. McHale et al. ( 2012 ) combined and compared two 
approaches for the evaluation of genome-wide structural and gene content variation 
among four soybean genotypes: microarray CGH and exome DNA capture and 
resequencing. As an interesting result of the analyses, the regions most enriched for 
SVs were gene-rich regions harboring clusters of multigene families. Only mem-
bers of multigene families that are located within clusters tend to be associated with 
CNV regions. Among these multigene families, the most abundant were the nucle-
otide-binding and receptor-like classes, presumably important for plant defense 
against pathogens. In terms of CNV distribution, soybean showed relatively long 
chromosomal regions (and nearly entire chromosomes) that exhibit virtually no SV 
among genotypes, interspersed with pockets of high SV ranging from several kb to 
greater than 10 Mb in length. By resequencing and comparing two sweet and one 
grain sorghum ( Sorghum bicolor  L.) inbred lines to the reference accession BTx623, 
Zheng et al. ( 2011 ) came to similar result. Along with INDELs PAVs and SNPs, 
more than 17,000 CNVs (>2 kb in length) were retrieved. While the majority of the 
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large-effect structural variations resided in genes containing LRR, PPR repeats and 
in disease resistance R genes, annotation analysis showed that 2,600 genes had 
3,234 CNVs, and 32 genes had CNVs in all three sorghum lines (Zheng et al.  2011 ). 
The fi rst catalog of CNVs in a diploid Triticeae species has been reported by Muñoz-
Amatriaín et al. ( 2013 ) for the barley ( Hordeum vulgare  L.) crop. The authors devel-
oped a CGH array covering approximately 50 Mb of repeat-masked sequence of the 
reference cv. Morex and compared via genomic hybridization a collection of 14 
genotypes including eight cultivars and six wild barleys. Almost 15 % of all the 
sequences considered were affected by CNV and more than 60 % were found in two 
or more genotypes. As already observed in the maize genome (Springer et al.  2009 ; 
Swanson-Wagner et al.  2010 ; Beló et al.  2010 ) CNVs in barley are enriched near to 
chromosome ends, apart in one chromosome (4H), that showed the lowest fre-
quency of CNVs. CNV affects 9.5 % of the coding sequences represented on the 
array and, similarly to what observed in soybean, the genes affected by CNV are 
enriched for sequences annotated as disease resistance proteins and protein kinases. 
The list of agriculturally relevant species surveyed for presence of CNVs extends at 
least to allotetraploid wheat (Saintenac et al.  2011 ), rice (Yu et al.  2013 ), and tomato 
(Causse et al.  2013 ). A signifi cant presence of such SVs has been verifi ed consis-
tently in all the three species. By a sequence capture assay restricted to 3.5 Mb exon 
regions, for a total of 3,497 genes of tetraploid wheat compared between cultivar 
Langdon and a wild emmer accession, Saintenac et al. ( 2011 ) found 85 CNV tar-
gets; among these, 77 variants were due to an elevated number of copies in the 
Langdon genome and only 8 variants resulted from copy increase in the wild emmer 
genome. In the rice CGH study, Yu et al. ( 2013 ) identifi ed 2.69 % of rice genome 
interested by CN variable regions (CNVRs), overlapping 1,321 genes, these signifi -
cantly enriched for cell death, protein phosphorylation, and defense response, as 
already observed in soybean and barley. The 1,686 putative CNV regions identifi ed 
in tomato impacted a total of 1,235 genes, with signifi cant differences between the 
eight resequenced genotypes, and cell death process genes represented in signifi cant 
excess (Causse et al.  2013 ).  

    Mechanisms Leading to Variation in Number of Copies 

 As a general rule, alteration in copy number involves change in the structure of the 
chromosomes such that two formerly separated DNA sequences are joined together. 
Several mechanisms have been postulated to explain the formation and then the 
variation in number of copies of CNVs (Hastings et al.  2009a ). However, the mech-
anisms of all structural changes that involve chromosomal DNA are substantially 
the same, and occur by two general mechanisms: homologous recombination (HR) 
and non-homologous recombination (NHR). HR is a complex process whereby 
DNA segments that share signifi cant sequence homology are exchanged. This defi -
nition entails the requirement for broad DNA sequence identity; however, in yeast it 
is thought that as little as 30 bp are suffi cient (Haber  2000 ). In plants, a few hundred 
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base pairs can engage the HR machinery (Puchta and Hohn  1991 ), but it is still 
unclear whether there is a lower limit, nor what is the dependence on the type of 
partners (Lieberman-Lazarovich and Levy  2011 ). Sequence microhomology 
(i.e., very few bases of identity) or no homology are instead the basic events for 
NHR. Although HR provides vital repair mechanisms, meiosis requires crossing 
over and a possible side effect of this requirement is the rather high frequency of 
CNVs produced—according to the estimates reported by Lupski ( 2007 ). According 
to this author, such frequency ranges from 10 −6  to 10 −4  copy number changes per 
gamete. Several mechanisms are based on HR for repairing DNA breaks and gaps; 
among these, the best studied is called double-stranded break (DSB)-induced 
recombination. Owing to previous research done in  Saccharomyces cerevisiae  one 
of DSB repair models (namely, synthesis-dependent strand annealing—SDSA), 
which does not generate crossovers, could produce variations in copy number when 
the DNA template contains direct repeats (for a review see, Pâques and Haber 
 1999 ). A more important HR mechanism is the non-allelic homologous recombina-
tion (NAHR), between DNA segments on the same chromosome and of high simi-
larity, but that are not alleles. NAHR usually involves low-copy repeats 
(LCRs)—DNA segments larger than 1 kb that are generated during ancient duplica-
tion events. Depending on the LCR location, NAHR can lead to intrachromatid, 
interchromatid, or interchromosomal rearrangements. The type of rearrangement 
depends on LCR orientation: the repeats may be direct, opposite or mixed. The 
orientation determines whether NAHR leads to the deletion, reciprocal duplication, 
or inversion of the DNA segment fl anked by the LCRs. In maize, some transposon 
elements have been shown capable of directly inducing tandem sequence duplica-
tions, and let to hypothesize that this activity has contributed to the evolution of the 
maize genome (Zhang et al.  2013 ). Besides repairing two-ended DSBs, HR can 
repair collapsed or broken replication forks in a process called break-induced repli-
cation (BIR). Several authors discussed the possible involvement of BIR in a 
microhomology- mediated mechanism of copy number change (Hastings et al. 
 2009b ). Finally, a minor HR player in the formation of CNVs is a DSB mechanism 
known as single-strand annealing (SSA). In yeast, SSA has been found responsible 
for deletions of up to a few tens of kb (Pâques and Haber  1999 ), while in plants SSA 
can lead to effi cient sequence deletions between direct repeats and this might, for 
example, explain the accumulation of single long terminal repeats of retroelements 
in cereal genomes (Puchta  2005 ). 

 Concerning NHR, other mechanisms of DSB repair either do not require homol-
ogy or need very short micro-homologies for DNA repair: non-homologous end 
joining (NHEJ), microhomology-mediated end joining (MMEJ), and breakage–
fusion–bridge cycle (Puchta  2005 ). All these phenomena increase the probability of 
genetic changes such as CNV. Another potential non-homologous mechanism is 
fork stalling and template switching (FoSTeS). FoSTeS is caused by DNA replica-
tion errors when replication forks stall, in a manner in which the 3′ primer end of a 
DNA strand can change templates to an ssDNA template in a nearby replication 
fork (Lee et al.  2007 ). FoSTeS events may generate insertions, deletions, or more 
complex rearrangements such as CNVs (Lee et al.  2007 ). However, Hastings et al. 
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( 2009b ) proposed a new model—microhomology-mediated break-induced replication 
(MMBIR)—that in addition to the events included in FoSTeS could also lead to 
translocations. Interestingly, MMBIR supports the hypothesis of an increase in the 
frequency of CNVs produced when cells are under stress. This observation from 
molecular evidences is consistent with the intriguing hypothesis of an adaptive evo-
lutionary value of CNV, when organisms are challenged by environmental stresses 
(see below). Such switch from high-fi delity to error-prone DSB repair in stress con-
ditions seems common from bacteria to plants (DeBolt  2010 ). Finally, it must be 
underlined that CNVs are not randomly distributed in genomes, but tend to be clus-
tered in CNV hotspots (Perry et al.  2006 ), in regions of complex genomic architec-
ture. There is therefore ample evidence that specifi c features of chromosomal 
architecture are also involved in CNV generation, and this entails that multiple 
genomic features can affect the probability of CNV occurrence.   

    Do CNVs Have a Biological Meaning? 

    Association to Phenotypes 

 Since the 1980s it is known that the human genome contains apart from single base 
and short repeat polymorphisms another abundant source of variation, involving 
deletions, insertions, duplications, and complex rearrangements. Nevertheless, the 
fi rst evidence of a phenotypic role of CNVs has come with the elucidation of the 
etiology of Charcot–Marie–Tooth neuropathy type 1A, due to gene duplication 
rather than to point mutations (Lupski et al.  1991 ). Since 1991 and until 2006, with 
the scientifi c world fully dedicated to the exploitation of SNP-associated traits, only 
a small number of pioneer studies advanced knowledge of CNV impacts on human 
diseases, before the systematic characterization of Redon et al. ( 2006 ). They identi-
fi ed CNVs covering approximately 12 % of the human genome, and hypothesized 
potential alterations of gene dosage, gene disruption or perturbed regulation of their 
expression, even at long-range distances. After the fi rst global searches aimed to 
discover and catalog these structural variations in the human and mouse genome, an 
array of different experiments mostly performed as case–control studies allowed to 
characterize an increasing number of CNV-associated phenotypes (diseases) in 
humans, such as Crohn’s disease (McCarroll et al.  2008 ). Diskin et al. ( 2009 ) dem-
onstrated, in a disease for which SNP variations are known to infl uence susceptibil-
ity, that CNV at 1q21.1 is associated with neuroblastoma and implicates a novel 
gene in early tumorigenesis. Sometimes, genetic risk factors have been missed 
because association studies have sought risk-associated SNPs, while ignoring struc-
tural variation causing gene copy number changes. This is the case of CNVs associ-
ated with colorectal adenoma recurrence (Laukaitis et al.  2010 ). But it is in particular 
with many developmental neuropsychiatric disorders that rare CNVs have unprec-
edented levels of statistical association. These CNV-associated disorders include 
schizophrenia, autism spectrum disorders, intellectual disability, and attention 
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defi cit hyperactivity disorder (ADHD); however, as CNVs often include multiple 
genes, causal genes responsible for CNV-associated diagnoses and traits are still 
poorly understood (Hiroi et al.  2013 ). Among these associations, the 16p11.2 copy 
variant phenotype of neurocognitive defects was found to be driven by the KCTD13 
gene dosage changes within the CNV region encompassing 29 genes (Golzio et al. 
 2012 ). As regards other investigated traits, fi nally and interestingly, severe obesity 
and being underweight could be mirror extreme phenotypes of the same CNV at 
16p11.2 locus, respectively, associated with a large (600 kb) deletion vs. a duplica-
tion of the region (Jacquemont et al.  2011 ). 

 The intuitive scientifi c question whether CNVs can modify gene expression is a 
key issue for their association to phenotypes where differential gene expression 
plays a role. The majority of experiments found out that not only variations in gene 
copy numbers can modify gene expression in carrier genotypes, but importantly 
they can also signifi cantly infl uence expression time courses. In a global survey in 
humans, Stranger et al. ( 2007 ) observed that CNVs captured a signifi cant percent-
age of the total genetic variation in gene expression, 17.7 %, although lower than the 
remaining part attributed to SNPs (83.6 %). In a study throughout mouse develop-
ment, Chaignat et al. ( 2011 ) observed that CNV genes are signifi cantly enriched 
within transcripts showing variable time courses between mice strains; thus, modi-
fi cations of the copy number of a gene may alter not only gene expression, but also 
potentially alter timing of its expression. Henrichsen et al. ( 2009 ) found that not 
only expression of human genes within CNVs tend to correlate with copy number 
changes, but also that CNVs can infl uence the expression of close genes, with an 
effect extending in the vicinity up to a distance of 0.5 Mb; moreover, they can also 
have a global infl uence on transcriptome. An intriguing effect on gene expression 
has been shown by a promoter competition between copy number variant α-globin 
genes and the NME4 gene, located 300 kb apart from the α-globin cluster, for which 
the deletion of two α-globin genes is unlocking higher NME4 expression by a regu-
lator (Lower et al.  2009 ). 

 Also in plants, SV has been hypothesized to be a driving force behind phenotypic 
variation (Chia et al.  2012 ). First clear associations to phenotypes in plants follow 
at distance the discoveries made in human genetics, with the fi rst report in barley 
dating 2007. The boron-toxicity tolerant cultivar Sahara contains about four times 
as many  Bot1  boron transporter gene copies compared to intolerant genotypes, and 
produces signifi cantly more  Bot1  transcripts.  Bot1  transcript levels identifi ed in bar-
ley tissues are consistent with an avoidance strategy, by limiting the net entry of 
boron into the root and by disposing boron from leaves via hydathode guttation 
(Sutton et al.  2007 ). A very similar genetic strategy has been observed recently in 
maize for tolerance to Aluminum, i.e. to acidic soils. The expansion in MATE1 
(multidrug and toxic compound extrusion 1) copy number is associated with higher 
MATE1 expression, which in turn results in superior Al tolerance; the three MATE1 
copies in the rare tolerant genotypes (all containing three copies) are identical and 
are part of a tandem triplication, absent in the vast majority of susceptible acces-
sions that carry a single copy of the transporter gene (Maron et al.  2013 ). The frost- 
tolerant barley cultivar Nure contains tandem segmental duplications through the 
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CBF2A-CBF4B genomic region of the CBF gene cluster on chromosome 5H, that 
differentiate freeze-tolerant from sensitive genotypes, which carry single copies of 
those genes. The higher copy number of CBF genes is associated with higher gene 
expression in tolerant genotype Nure of the transcription factors under short days 
(Knox et al.  2010 ). Although observed for an effector gene, at the end of the fi nal 
response cascade to cold, CNV of Y 2 K 4  dehydrin in  Medicago  has been hypothe-
sized as a duplication of dehydrin genes in cold-tolerant cultivated alfalfa genotypes 
(Castonguay et al.  2013 ). In a review of Oh et al. ( 2012 ) about tolerance of plants to 
extreme conditions, gene duplication is indicated as one of three possible strategies 
to cope with extreme abiotic stress conditions. Among the examples reported to 
support the hypothesis, HKT1, a plasma membrane Na + /K +  transporter considered 
to be a genetic determinant of salt tolerance, exists as tandem duplicated copies in 
two salt-tolerant  Thellungiella  species. As a second example, the duplication of 
NHX8 homologs, known to encode a putative Li +  transporter in  A. thaliana , leads to 
a constitutively higher expression in  Thellungiella parvula  than in  A. thaliana , and 
this in turn might be responsible for the apparently enhanced tolerance of  T. parvula  
to high Li +  in its natural habitat. In maize, a recent genome-wide SNP screen of 103 
diverse maize and teosinte lines (Chia et al.  2012 ) suggests a correlation between 
genomic regions containing structural variation – detected as read-depth variants 
(RDVs) in genome resequencing – and QTLs for agronomic traits. As an interesting 
example, genomic regions containing QTLs for leaf architecture and resistance to 
northern and southern leaf blight are enriched for RDVs. This suggests a potential 
role for CNV/PAV in generating phenotypic variation for these agronomic traits. 
Schnable and Springer ( 2013 ) hypothesize a generic role for gene CNV to help 
explaining heterosis. In fact, complementation of allelic variation, as well as com-
plementation of variation in gene content and expression patterns, is likely to be 
important contributors to this trait of paramount importance in maize. CNV/PAV 
has been reported to be differentially represented among genes categorized as being 
involved in stress and stimulus response, perhaps in part because this category 
includes some large gene families (e.g., NBS-LRR genes). This pattern is detectable 
on a genome-wide scale in maize (Chia et al.  2012 ), rice (Xu et al.  2012 ) and in 
other plants. An interesting example of multiple resistance genes acting by means of 
a structural variation is  Rhg1  nematode resistance QTL in soybean. Cook et al. 
( 2012 ) demonstrated how this resistance is governed by a peculiar CNV of multiple 
genes. Ten tandem copies of the 31-kilobase segment identifying the  Rhg1  locus are 
present in an rhg1-b resistant haplotype vs. one copy per haploid genome in suscep-
tible varieties. In this multigene segment, overexpression of the individual genes 
was ineffective, but overexpression of the genes together conferred enhanced soil 
cyst nematode resistance. Hence, SCN resistance mediated by the soybean quantita-
tive trait locus  Rhg1  is conferred by CNV that increases the expression of a set of 
dissimilar genes in a repeated multigene segment. 

 Regulation of plant development is the last group of plant phenotypic traits that 
are being increasingly associated with CN variations. In barley, Nitcher et al. ( 2013 ) 
demonstrate that the  HvFT1  (FLOWERING LOCUS T homolog, corresponding to 
the VRN-H3 locus) allele present in the barley accession BGS213 and associated 
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with a dominant spring growth habit, carries at least four identical copies of  HvFT1 , 
whereas most barley varieties harbor a single copy. The increased copy number is 
associated with earlier transcriptional up-regulation of  HvFT1 , thus giving further 
support to the hypothesis made in humans that CNV is not only leading to  differences 
in gene expression, but also to differences in expression time course. In wheat, two 
key regulators of fl owering in response to light and temperature have been found to 
be ruled by CNV associated with altered gene expression. Alleles with an increased 
copy number of photoperiod response gene  Ppd - B1  confer an early fl owering day 
neutral phenotype and have arisen independently at least twice. At the same time, 
plants with an increased copy number of vernalization requirement gene  Vrn - A1  
have an increased requirement for vernalization so that longer periods of cold are 
required to potentiate fl owering (Díaz et al.  2012 ). The results shed new light on 
regulation of fl owering in wheat, and intriguingly suggest that CNV plays a signifi -
cant role in wheat and plant adaptation.  

    Evolutionary and Adaptive Value of CNVs 

 As stated by Schrider and Hahn ( 2010 ) and by Kondrashov ( 2012 ), although it 
might be too early to tell whether or not a substantial fraction of gene copies have 
initially achieved fi xation in eukaryotes by positive selection for increased dosage, 
nevertheless enough examples have accumulated in the literature to strongly sug-
gest an adaptive value for such genetic variation. As a consequence of this, a com-
plete understanding of the molecular basis for adaptive natural selection must 
necessarily include the study of copy number variation. One of the clearest exam-
ples supporting such hypothesis comes from budding yeast (Stambuk et al.  2009 ). 
In fi ve industrially important  S. cerevisiae  strains responsible for the production of 
fuel ethanol from sugarcane, there have been found signifi cant amplifi cations of the 
telomeric SNO and SNZ genes, which are involved in the biosynthesis of vitamins 
B6 (pyridoxine) and B1 (thiamin), and confer the ability to grow more effi ciently 
under the repressing effects of thiamin, especially with high sugar concentrations. 
These genetic changes have likely been adaptive and selected for in that specifi c 
industrial environment. Similar effects of the feeding environment on CNV were 
observed in wood decaying fungi, where CNV was observed in members of the 
detoxifi cation pathways belonging to multigenic families such as the cytochrome 
P450 monooxygenases and the glutathione transferases, as an adaptive strategy 
allowing these basidiomycetes to deal with the plethora of potential toxic com-
pounds resulting at least partly from wood degradation (Morel et al.  2013 ). In 
humans, the AMY1 α-amylase gene, which encodes a protein catalyzing starch deg-
radation constitutes an interesting example. It has been found a gene copy number 
three times higher in humans compared to chimpanzees, and higher expression lev-
els of salivary amylase protein, suggesting that humans were favored in the gene 
dosage due to an increase of starch consumption in their evolutionary history (Perry 
et al.  2007 ). As pointed out by Bailey et al. ( 2008 ), in a global survey of human copy 
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number genes, many examples of gene CNVs described within the human population 
due to their association with phenotype and disease, also before the NGS era, can be 
postulated to have played important roles in human adaptation to changing environ-
mental conditions and infectious pathogens. 

 In plants, the common observed association between abiotic and biotic stress 
tolerant phenotypes and gene CNV is coupled to the observation in Arabidopsis 
(DeBolt  2010 ), although common to all organisms (Hastings et al.  2009a ; Freeman 
et al.  2006 ), that CNVs form at a faster rate than other types of mutation. A striking 
example of such a faster rate is the generation of signifi cant numbers of CNVs in 
Arabidopsis lineages after only fi ve generations under low and high temperature 
and chemical (salycilic acid spray) stresses, with positive selection for fecundity, 
while genotypes deriving from the same mother plants by selfi ng did not display 
any differences in CNV when growing under normal conditions (DeBolt  2010 ). 
Boyko and Kovalchuk ( 2011 ), from their previous experiments about signaling in 
plant–pathogen interactions, hypothesize the generation in plants infected with a 
compatible pathogen of a systemic recombination signal (SRS) that precedes the 
spread of pathogens and results in an increase of the somatic and meiotic recom-
bination frequency. Although yet to be fully validated, the hypothesis is an intrigu-
ing further support to a wide environmental adaptive role for the origin of SVs. In 
a very interesting review about genetic variation in extremophile plants (adapted 
to extreme environmental conditions), Oh et al. ( 2012 ) argue that there is little 
overall evidence that polyploidy itself is a major evolutionary driving force lead-
ing to extremophiles, while tandem duplications seem to have a more important 
role in shaping genomes for stress adaptations. The evolutionary meaning of local 
gene duplications could be in fact viewed also in comparison with polyploidy, 
common in plants, and for a long time considered as a main evolutionary driver in 
these organisms. In humans, Makino and McLysaght ( 2010 ) observe that dupli-
cated genes deriving from two ancestral WGD (whole genome duplication; i.e. 
ohnologs) have rarely experienced subsequent small-scale duplication (SSD), are 
refractory to CNV, are dosage-balanced and preferably retained in human popula-
tions; by contrast, genes that have experienced SSD are more likely to also dis-
play CNV and dosage unbalance. Similar observations in plants took Birchler 
( 2012 ) to conclude that different fates can be observed for duplicate genes 
depending on whole genome or segmental duplication. Following polyploidy 
 formation, members of macromolecular complexes persist in the evolutionary 
 lineage longer than random genes, while a complementary pattern is found for 
segmental duplications in that there is an underrepresentation of members of 
macromolecular complexes. 

 What written about adaptive value of CNVs is mostly referred to examples of 
copy number variable genes, and the majority of validated phenotypes present in the 
literature refer to these cases. However, the case of the relatively large structural 
variation at  Rhg1  locus in soybean suggests that also other more complex copy 
unbalances in higher organisms, if at similar faster mutation rates, can be included 
within the same evolutionary meaning.   
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    NGS Approaches and Bioinformatic Tools for CNV Detection 

 In this section, we are going to discuss some bioinformatics issues involved in the 
discovery and classifi cation of SV, with special emphasis on CNV in plants. We 
consider these issues trying to answer the following questions:

    1.    general: Given the mathematical defi nitions of the problems we want to solve, 
what are the main computational bottlenecks to face and what kind of limits can 
we put to the (abstractly obtainable) answers?   

   2.    practical: On the grounds of the given defi nitions, which ones among the con-
crete solutions proposed in the literature—and to what extent—reach the poten-
tial frontiers of implementable tools?   

   3.    technological: Is the interplay among proposed defi nitions, computational prob-
lems, and available (or foreseeable) technologies for data production, going to 
change signifi cantly the landscape in the (near) future?     

 We will see that the search of variations among genomes of different organisms of 
the same species is a challenging subject, as a result of the diffi culties involved in 
answering each one of the above questions. The problem is mathematically elusive, as 
a precise defi nition is either quickly unrealistic or impossible to satisfy; practical solu-
tions proposed are often diffi cult to judge or classify, because of the large amount of 
specifi c and rapidly changing sets of heuristics implemented. It is often not clear how 
the technological changes that we expect will take place in the near future, will modify 
the amounts and the kind of data that soon will be available for analysis. Nevertheless, 
the bioinformatics aspects involved in the fi eld make the challenges exciting, as it is 
clear that only a coordinated effort towards a clear specifi cation and a compilation of 
realistic needs can result in the design of a new generation of useful tools. 

    The Computational Problem 

 From a computational point of view, we begin by attempting a classifi cation of SV 
and CNV. Any classifi cation must assume the existence of a reference genome G for 
the organism under study. The reference can be either the fi rst (or most reliable) 
available sequenced genome for the species, or a core genome resulting as a com-
mon factor of previous analyses. The fi rst class of objects (SV) is usually defi ned as 
the collection of sub-sequences σ that may or may not appear in G. In such terms, 
SVs include  any  possible variation to search and classify. Among SVs we can iso-
late CNVs as those sub-sequences γ whose characteristic feature is presence/
absence together with the number of their occurrences. As we pointed out, any sen-
sible defi nition is to be given with respect to a genome sequence to be considered 
our fi xed reference system. This is true even in cases in which an “offi cial” refer-
ence is not available and a comparative study between two or more individuals is 
carried out: in these cases, the reference is fi xed on-the-fl y but is, however, present. 
Hence, for example, presence in the individual under study and absence in the refer-
ence corresponds to a number of occurrences equal to one against a number of 
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occurrences equal to zero (infi nite ratio). In general, when a γ occurs in the reference 
we can talk about the rate of its occurrence. For both SVs and CNVs, the defi nition 
should be further refi ned by (at least) specifying:

•    the (lower) limits in length for  σ ’s and γ’s, thereby introducing a fi ner classifi ca-
tion on both categories;  

•   the number and kind of allowed alignment errors, while establishing presence/
absence or evaluating the number of occurrences.    

 The above classifi cation cannot be rigid: two shorter sub-sequences cannot be 
considered equal by the same percentage of errors (mismatch, insertion/deletions of 
characters) employed for signifi cantly longer ones. Moreover, even though CNVs 
do change the total length of the genome, a detection based on a variation of the 
total length is not of any practical use. On the ground of the grid defi ned above, we 
can then fi nally enter within a more functional analysis of the sub-sequence consid-
ered. Each σ or γ can be classifi ed on special patterns defi ning its encoding, compo-
sitional, or otherwise syntactically characterizing feature.  

    NGS and the Main Techniques of CNV Discovery 

 Historically, two general categories of methods were used to detect CNVs and 
regions with overlapping CNVs (CNVRs): array-based comparative genome 
hybridization (CGH) and reference genome-based NGS. The fi rst (“hybridization- 
based mapping”) followed the observation that any region duplicated or deleted in 
an individual sample will show an excess or defi cit, respectively, of DNA that is 
highly similar to that region relative to the reference genome. These methods were 
therefore aimed at detecting these localized differences in relative DNA content. 
The second category of methods (sequencing) does not detect the duplications and 
deletions directly, but instead detects length differences in the size of captured frag-
ments from a sample relative to the reference genome. Fragments that appear too 
large must contain insertions or duplications, while those that are too small must 
contain deletions. Other methods, such as quantitative PCR (D’haene et al.  2010 ) 
and fl uorescent in situ hybridization (Cook et al.  2012 ), can be used to verify CNVs 
but they are generally not useful for the discovery process. The current approach for 
CNV discovery uses NGS high-throughput DNA sequencing technology. This 
approach has been proven effective for the discovery and mapping of SVs at nucleo-
tide resolution in plants, animals and humans (Cao et al.  2011 ; Daines et al.  2009 ; 
Yoon et al.  2009 ; Mills et al.  2011 ; Bickhart et al.  2012 ).  

    A Classifi cation of NGS Technologies 

 The previously used array-based methods could still provide a cost-effective mean 
for CNV discovery but they suffer of low throughput and low resolution of break-
points, in the best cases hundreds of bp (Conrad et al.  2010 ; Park et al.  2010 ). 
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Precise characterization of breakpoints, which may capture the signature of potential 
mutational mechanisms, is crucial for designing robust genotyping assays and 
assessing the functional content of detected CNVs (Li and Olivier  2013 ). Moreover, 
these methods are limited to sequence present in the reference assembly used to 
design the probes and they cannot neither identify balanced structural variations nor 
specify the location of a duplication (Alkan et al.  2011 ). In order to overcome the 
above problems sequencing has been used in the last years. Initially only Sanger 
sequencing (Tuzun et al.  2005 ; Korbel et al.  2007 ; Kidd et al.  2008 ; Korbel et al. 
 2009 ) was used, then also Second (Bentley et al.  2008 ; Hormozdiari et al.  2009 ; 
Campbell et al.  2008 ) and Third Generation Technologies (Maron et al.  2013 ) were 
exploited. Sanger sequences are about 1 kb long with nearly perfect accuracy and 
can be produced only at very low throughput and high costs. Second Generation 
sequences, e.g. Illumina sequences, are much shorter, 100–150 bp for HiSeq 
machines and 250–300 bp for MiSeq instruments, of good accuracy with only 1 % 
erroneous bases and throughput increase of orders of magnitude with several Gb 
produced daily at very limited cost. Finally, Third Generation, single molecule- 
derived, sequences, e.g. PacBio sequences, are a few kb long, still of limited accu-
racy with more than 10 % erroneous bases, but with dozens of Mb produced daily 
at limited costs. Therefore, apart from timing and costs, Second and Third 
Generation sequences mainly differ on read length and accuracy, and throughput. 
These factors highly infl uence the kind of methods to be used to tackle the problem 
of CNV detection.  

    NGS Technologies vs. Computational Techniques 

 Most of the current algorithms for SVs detection are modeled on computational 
methods that were initially developed to analyze Sanger sequences (Tuzun et al. 
 2005 ; Korbel et al.  2007 ; Kidd et al.  2008 ; Korbel et al.  2009 ). So far, NGS based 
methods to detect SVs can be categorized into fi ve different strategies: paired-end 
mapping (PEM), split read mapping (SRM), depth of coverage (DOC), de novo 
assembly (DNA), and a combination of the above approaches (COMBI). PEM was 
historically the fi rst method based on sequencing used to discover SVs (Tuzun et al. 
 2005 ). It assesses the span and orientation of paired reads detecting discordant pairs 
whose orientation is not as expected or distance is signifi cantly different from the 
predetermined average insert size. PEM-based tools applied to NGS datasets usu-
ally search for clusters of such signatures (Medvedev et al.  2009 ). Multiple evi-
dences are required to strengthen the signal of usually short NGS reads. Gathering 
information from multiple evidences is called clustering and it can be divided into 
hard and soft clustering. In hard clustering reads that map to multiple locations 
are discarded in order to avoid false positive SVs due to repetitive regions. In soft 
clustering (Hormozdiari et al.  2009 ), instead, in order to improve sensitivity, such 
reads are not discarded and assigned to a single cluster. PEM-based tools can be 
used to detect effectively deletions, short insertions, inversions, translocations, and 
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duplications at almost single base pair resolution. Insertions size is limited to library 
insert size unless multiple evidences are used, e.g. clusters of single reads with only 
one read of the pair of a fragment can safely be positioned in the genome may hint 
the insertion of a repetitive element (Platzer et al.  2012 ; Fiston-Lavier et al.  2011 ). 
PEM methods based either on hard or soft clustering suffer, respectively, of sensitiv-
ity and specifi city in repetitive and low-complexity regions. SRM methods are 
based on gapped alignment of a single read to the reference genome and can be used 
to determine SV breakpoints down to base pair resolution. If a read does not align 
entirely, then a gapped alignment is applied. 

 SRM was fi rst applied to long Sanger reads (Mills et al.  2006 ) but later SRM 
methods were developed also for the NGS technologies with some modifi cations: 
(1) given the high coverage of NGS experiments, clusters of split reads are requested 
as proper signature, (2) given the short length of NGS sequences, split reads usually 
tend to map to multiple locations of a genome. To overcome this problem the map-
ping of their mate is used as a reliable anchor, severely limiting the search space for 
the split read, (3) elongate single reads producing overlapping paired read libraries 
that can be merged into a single longer read, (4) complement PEM methods provid-
ing putative SVs with breakpoints not determined at base pair resolution. In general, 
SRM methods heavily rely on the length of reads, still a problem for Second 
Generation Sequences, and are not applicable to repetitive or low-complexity 
regions. SRM-based tools can be used to detect effectively deletions and very short 
insertions at base pair resolution. The limitation on insertions is given by the read 
length itself. DOC methods are still based on read alignment but unlike PEM and 
SRM methods, they mainly care on DOC and less on single base resolution. Their 
main assumption is that the number of mapping reads follows a Poisson distribution 
and regions deleted or duplicated will have less or more reads assigned to them, 
respectively. DOC-based tools can be classifi ed in at least two categories: single 
sample and multi-sample. In the fi rst case, average read depth is estimated using 
mathematical models and then regions that depart from it are discovered. In the 
second case, a sample is used as control and all other samples are compared to its 
coverage rather than to an average read depth. Therefore, in the fi rst case copy num-
bers are absolute numbers while in the second case they are relative to the control 
sample. In general, DOC methods follow a four-step procedure composed of: (1) 
independently mapping reads of each sample towards a reference genome, (2) nor-
malize coverage along a sliding window where read depth of a single window is 
computed according to the number of reads mapped in it (normalization basically 
serves to correct potential biases in read depths mainly caused by GC content and 
repetitive regions), (3) estimation of copy number, either absolute or relative, along 
the sliding window in order to determine possible gain or loss, (4) segmentation, 
merging adjacent genomic regions with a similar copy number using statistical 
models. Sliding windows can be computed in a variety of ways as with a fi xed width 
or with a predefi ned amount of reads mapping within it. DOC methods can detect 
CNVs with respect to what is present in the reference genome, therefore novel 
insertions and inversions cannot be detected. The detection reveals the copy number 
but not the location of possible new copies. The breakpoint resolution is very poor 
and is on the level of several kb. 
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 Methods based on DNA differ from previously described methods as they do not 
rely on a fi rst step of read alignment toward a reference genome but directly use the 
reads to assemble them into contigs that are later compared to a reference genome 
in order to discover discrepancies. Comparison is usually performed through 
sequence alignment to the reference genome. An alternative approach is proposed 
by the software Cortex (Iqbal et al.  2012 ; Leggett et al.  2013 ), designed to directly 
discover CNVs among multi-samples: as most assemblers it is based on de Bruijn 
graphs with the exception that nodes and edges are marked in different colors to 
differentiate different samples. Unfortunately, although a range of assemblers have 
been developed (Simpson et al.  2009 ; Gnerre et al.  2011 ; Luo et al.  2012 ; Simpson 
and Durbin  2012 ; Zimin et al.  2013 ), given the short length of NGS sequences, 
DNA is still challenging and the accuracy of contigs produced is unsatisfactory 
especially in repetitive regions that are often a great source of variations. An emerg-
ing branch in the fi eld is the assembly of limited regions, e.g. exomes or fosmid 
clones, which should lead to improved assemblies and consequently improved CNV 
detection, though at the cost of restricting to limited portions of the genome. 

 Although methods based on the four previously described categories (PEM, 
SRM, DOC, and DNA) have been greatly improved and a wide number of tools 
have been recently developed, none is able to reliably detect SVs, either in terms of 
sensitivity or specifi city. Each has different strengths and weaknesses in detection, 
depending on the kind of variant or the sequence at the studied  locus . To overcome 
the implicit limitations of individual methods, often operating in a complementary 
manner, it is possible to implement approaches (COMBI) including the different 
methods and therefore improve the detection performance and reduce the number of 
false positives. While PEM and SRM methods are related to each other, the other 
methods, DOC and DNA represent complementary methodologies that could ben-
efi t from each other. In some cases, they can detect identical events, perhaps with 
different strength and precision, while in other cases they can detect very indepen-
dent events that cannot be discovered by all methodologies.  

    Future Perspectives 

 Examples of association of SVs to agronomically relevant phenotypes can be found 
in a recent review on putative dispensable regions of plant genomes (Marroni et al. 
 2014 ). The repertoire of functional and evolutionary consequences of SVs is 
expanding, but a comprehensive map of all causative SVs is still far from complete. 
The advent of NGS technologies highly improved the detection rate of SVs even if 
such technologies are affected by two main drawbacks: diffi culty with reliably map-
ping short reads to DNA repeats (Treangen and Salzberg  2012 ) and platform- 
specifi c biases, which result in lower read coverage of some parts of the genome (for 
example, GC-rich regions) (Dohm et al.  2008 ). Compared to detection of SVs using 
a single tool, the combination of different software has proved effective in overcom-
ing the main drawbacks of NGS technologies and in improving SVs prediction 
accuracy. In addition, the use of libraries with different characteristics has been 
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proved effective in the detection of SVs. Moreover, longer reads may greatly 
improve the specifi city of reads mapping and consequently SVs detection. In this 
context, third generation sequencing (TGS) provide reads as long as few kb and 
could solve most of the problems of shorter reads, in particular in presence of repeti-
tive regions source of most misalignments. Currently, its main problem is the accu-
racy of base calls, much lower than most of previous sequencing technologies. A 
fi nal comment on the availability of proper infrastructures for SVs detection is 
needed. The huge quantity of NGS data requires a large hardware infrastructure to 
handle it in terms of both disk space and computational resources. Comprehensive 
databases of already discovered SVs could highly improve the detection but also the 
evaluation of putative newly discovered SVs. Although already available for human 
genetics the Database of Genomic Variants (  http://dgv.tcag.ca/dgv/app/home    ;   http://
www.ncbi.nlm.nih.gov/dbvar/    ;   http://www.ebi.ac.uk/dgva/    ), the need for an SV 
database for the plant kingdom could be seriously considered by bioinformatics 
institutes in the near future. 

 On the applicative, plant breeding side, we should consider whether and how 
CNVs will be effectively used for genomic-assisted selection. A relevant starting 
consideration is that for too much time this kind of variation has been excluded from 
genetic association studies. Not only in plants, but also in humans, sometimes 
genetic risk factors have been missed because association studies have sought risk-
associated SNPs, while ignoring structural variation causing gene copy number 
changes, as reported for colorectal adenoma recurrence (Laukaitis et al.  2010 ). To 
avoid this, as anticipated by Stranger et al. ( 2007 ) and by Beckmann et al. ( 2007 ) for 
humans, the interrogation of the genomes for both types of variants (SNPs and 
CNVs) in association studies may be an effective way to elucidate the causes of 
complex phenotypes in humans, animals, and plants.      
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