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Preface

In this second edition of our book, we rewrote some sections and added new ones to
some chapters for better intelligibility, e.g., the new Sect. 6.9 titled “Schwarzschild
Original Solution and the Existence of Black Holes.” Three new chapters (in this
edition, Chaps. 5, 15, and 16) are included. Chapter 5 gives a Clifford bundle
approach to the Riemannian or semi-Riemannian differential geometry of branes
understood as submanifolds of a Euclidean or pseudo-Euclidean space of large
dimension. We introduce the important concept of the projection operator, study
its properties, and introduce several other operators associated to it, as the shape
operator and the shape biform, crucial objects to define the bending of a submanifold
equipped with a Euclidean or pseudo-Euclidean embedded in a Euclidean or
pseudo-Euclidean space of large dimension. We give several different expressions
for the curvature biform operator in terms of derivatives of the projection operator
and of the shape operator and prove the remarkable formula S2.v/ D �@ ^ @.v/,
which says that the square of the shape operator applied to a 1-form field v is equal
to the negative of the Ricci operator (introduced in Chap. 4) applied to a 1-form field
v. Such result is used in Chap. 11 to show how to transform in “ marble” the “wood”
part of Einstein equation. By this we mean that we can express its second member
containing a phenomenological energy-momentum tensor in a purely geometrical
term involving the square of the shape operator. More, Chap. 11 besides including
the results just mentioned has been completely rewritten and is now titled “On the
Nature of the Gravitational Field.” We hope that this chapter leaves clear that the
interpretation of the gravitational field as the geometry of a Lorentzian spacetime
structure is only one among different possible choices, not a necessary one. We
added to this second edition Chap. 15 titled “Maxwell, Einstein, Dirac, and Navier–
Stokes Equations,” which, besides reveling some surprising relations concerning
the many faces of Maxwell, Dirac, Einstein, and the Navier–Stokes equations also,
clarifies the meaning of the so-called Komar currents and finds their explicit form in
General Relativity theory. There is now also Chap. 16 that analyzes the similarities
and main differences between Dirac, Majorana, and ELKO spinor fields, a subject
that is receiving a lot of attention in the last few years. We present an alternative
theory for ELKO spinor fields of mass dimension 3=2 (instead of mass dimension

v



vi Preface

1 as originally proposed in [1]) and show that our ELKO spinor fields can be used
to describe electric neutral particles carrying “magnetic-like” charges with short-
range interaction mediated by a su.2/-valued gauge potential. We also change (in
relation to the first edition) some symbols for better clarity on the typing of some
formulas. Of course, in a book of this size, it is almost impossible not to use the same
symbol to represent (at different places) different objects. We tried to minimize such
occurrences, and a list of the principal symbols is given at the end of the book. There,
the reader will find also a list of acronyms and an index. References are given at the
end of each chapter. A detailed description of the contents of the chapters is given
in Chap. 1.

We are particularly grateful to the many helpful discussions on the subjects
presented in this book that we had for years with P. Anglès, G. Bruhn, F. W.
Hehl, R.F. Leão, (the late) P. Lounesto, (the late) Ian Porteous, R. A. Mosna, A.M.
Moya, E.A. Notte Cuello, R. da Rocha, J.E. Maiorino, Z. Oziewicz, F. Grangeiro
Rodrigues, Q.A.G. Souza, J. Vaz Jr., and S.A. Wainer. We are also grateful to the
many readers of the first edition who pointed to us misprints and some errors that
(we hope) have been corrected in this edition. Of course, they are not guilty for any
remaining error or misconception that the reader may eventually find. Moreover, the
authors will be grateful to anyone who inform them of any additional correction that
should be made to the text.

Campinas, Brazil Waldyr Alves Rodrigues Jr.
August 2015 Edmundo Capelas de Oliveira
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Chapter 1
Introduction

Abstract In this chapter we describe the contents of all chapters of the book and
their interrelationship.

Maxwell, Dirac and Einstein’s equations are certainly among the most important
equations of twentieth century Physics and it is our intention in this book to
investigate some of the many faces1 of these equations and their relationship and to
discuss some foundational issues involving some of the theories where they appear.
To do that, let us briefly recall some facts.

Maxwell equations which date back to the nineteenth century encodes all
classical electromagnetism, i.e., they describe the electromagnetic fields generated
by charge distributions in arbitrary motion. Of course, when Maxwell formulated
his theory the arena where physical phenomena were supposed to occur was a
Newtonian spacetime, a structure containing a manifold which is diffeomorphic to
R � R3, the first factor describing Newtonian absolute time [30] and the second
factor the Euclidean space of our immediate perception.2 In his original approach
Maxwell presented his equations as a system of eight linear first order partial
differential equations involving the components of the electric and magnetic fields
[22] generated by charge and currents distributions with prescribed motions in
vacuum.3 It was only after Heaviside [16], Hertz and Gibbs that those equations
were presented using vector calculus, which by the way, is the form they appear
until today in elementary textbooks on Electrodynamics and Engineering Sciences.
In the vector calculus formalism Maxwell equations are encoded in four equations
involving the well known divergent and rotational operators. The motion of charged
particles under the action of prescribed electric and magnetic fields was supposed
in Maxwell’s time to be given by Newton’s second law of motion, with the so-
called Lorentz force acting on the charged particles. It is a well known story that

1By many faces of Maxwell, Dirac and Einstein’s equations, we mean the many different ways in
which those equations can be presented using different mathematical theories.
2For details on the Newtonian spacetime structure see, e.g., [30].
3Inside a material the equations involve also other fields, the so-called polarization fields. See
details in [22].
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2 1 Introduction

at the beginning of the twentieth century, due to the works of Lorentz, Poincaré
and Einstein [35], it has been established that the system of Maxwell equations
was compatible with a new version of spacetime structure serving as arena for
physical phenomena, namely Minkowski spacetime (to be discussed in details in
the following chapters). It became also obvious that the classical Lorentz force law
needed to be modified in order to leave the theory of classical charged particles and
their electromagnetic fields invariant under spacetime transformations in Minkowski
spacetime defining a representation of the Poincaré group. Such a condition was a
necessary one for the theory to satisfy the Principle of Relativity.4

Modern presentations of Maxwell equations make use of the theory of differen-
tial forms and succeed in writing the original system of Maxwell equations as two
equations involving the exterior derivative operator and the so-called Hodge star
operator.5

Now, one of the most important constructions of human mind in the twentieth
century has been Quantum Theory. Here, we need to recall that in a version of
that theory which is also in accordance with the Principle of Relativity, the motion
of a charged particle under the action of a prescribed electromagnetic field is not
described by the trajectory of the particle in Minkowski spacetime predicted by
the Lorentz force law once prescribed initial conditions are given. Instead (as it
is supposed well known by any reader of this book) the state of motion of the
particle is described by a (covariant) Dirac spinor field (Chap. 7), which is a section
of a particular spinor bundle. In elementary presentations6 of the subject a Dirac
spinor field is simply a mapping from Minkowski spacetime (expressed in global
coordinates in the Einstein-Lorentz-Poincaré gauge ) to C4. At any given spacetime
point, the space of Dirac spinor fields is said to carry7 the D.1=2;0/ ˚ D.0;1=2/

representation of Sl.2;C/, which is the universal covering group of the proper
orthochronous Lorentz group. Moreover the Dirac spinor field in interaction with
a prescribed electromagnetic potential is supposed to satisfy a linear differential
equation called the Dirac equation. Such theory was called relativistic quantum
mechanics (or first quantized relativistic quantum mechanics).8

4The reader is invited to study Chap. 6 in detail to know the exact meaning of this statement.
5These mathematical tools are introduced in Chap. 4.
6The elementary approach is related with a choice of a global spin coframe (Chap. 7) in spacetime.
7The precise mathematical meaning of this statement can be given only within the theory of spin-
Clifford bundles, as described in Chap. 6.
8Soon it became clear that the interaction of the electromagnetic field with the Dirac spinor
field could produce pairs (electrons and positrons). Besides that it was known since 1905 that
the classical concept of the electromagnetic field was not in accord with experience and that the
concept of photons as quanta of the said field needed to be introduced. The theory that deals with
the interaction of photons and electrons (and positrons) is a particular case of a second quantized
renormalizable quantum field theory and is called quantum electrodynamics. In that theory the
electromagnetic and the Dirac spinor fields are interpreted as operator valued distributions [3]
acting on the Hilbert space of the state vectors of the system. We shall not discuss further this
theory in this book, but will return to some of its issues in a sequel volume [6].
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Now, the covariant Dirac spinor field used in quantum electrodynamics is, at
first sight, an object of a mathematical nature very different from that of the
electromagnetic field, which is described by a 2-form field (or the electromagnetic
potential that is described by a 1-form field). As a consequence we cannot see any
relationship between these fields or between Maxwell and Dirac equations.

It would be nice if those fields which are the dependent variables in Maxwell and
Dirac equations, could be represented by objects of the same mathematical nature.
As we are going to see, this is indeed possible. It turns out that Maxwell fields
can be represented by appropriate homogeneous sections of the Clifford bundle
of differential forms C`.M;g/ and Dirac fields can be represented (once we fix a
spin coframe) by a sum of even homogeneous sections of C`.M;g/. These objects
are called representatives of Dirac-Hestenes spinor fields.9 Once we arrive at this
formulation, which requires of course the introduction of several mathematical
tools, we can see relationships between those equations that are not apparent in the
standard formalism (Chap. 13). Finally, we can also easily see the meaning of the
many Dirac-like presentations of Maxwell equations that appeared in the literature
during the last century. Moreover, we will see that our formalism is related in an
intriguing way to formalisms used in modern theories of Physics, like the theories
of superparticles and superfields (Chap. 14).

Besides providing mathematical unity to the theory of Maxwell and Dirac
fields, we give also a Clifford bundle approach to the differential geometry of
a Riemann-Cartan-Weyl spacetime. This is done with the objective of finding a
description of the gravitational field as a set of sections of an appropriate Clifford
bundle over Minkowski spacetime, which moreover satisfy equations equivalent to
Einstein’s equations on an effective Lorentzian spacetime. That enterprise is not just
a mathematical game. There are serious reasons for formulating such a theory. To
understand the most important reason (in our opinion), let us recall some facts. First,
keep in mind that in Einstein’s General Relativity theory (GRT) a gravitational field
is modeled by a Lorentzian spacetime10 (which is a particular Riemann-Cartan-
Weyl spacetime). This means that in GRT the gravitational field is an object of a
different physical nature from the electromagnetic and Dirac-Hestenes fields, which
are fields living in a spacetime. This distinct nature of the gravitational field implies
(as will be proved in Chap. 10) the lack of conservation laws of energy-momentum
and angular momentum in that theory. But how to formulate a more comprehensible
theory?

A possible answer is provided by the theory of extensors and symmetric
automorphisms of Clifford algebras developed in Chap. 2, which, together with the
Clifford bundle formalism of Chap. 4, suggests naturally to interpret Einstein theory
as a field theory for cotetrad fields (defining a coframe) in Minkowski spacetime.

9The details are given in Chap. 7 whose intelligibility presupposes that the reader has studied
Chap. 3.
10Indeed, by an equivalence class of diffeomorphic Lorentzian spacetimes.
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How this is done is described in the appropriate chapters that follow and which are
now summarized.

Chapter 2, called Multiform and Extensor Calculus, gives a detailed introduction
to exterior and Grassmann algebras and to the Clifford algebra of multiforms. The
presentation has been designed in order for any serious student to acquire quickly
the necessary skill which will permit him to reproduce the calculations done in
the text. Thus, several exercises are proposed and many of them are solved in
detail. Also in Chap. 2 we introduce the concept of extensor, which is a natural
generalization of the concept of tensor and which plays an important role in our
developments. In particular extensors appear in the formulation of the theory of
symmetric automorphisms and orthogonal Clifford products, which permit to see
different Clifford algebras associated with vector spaces of the same dimension,
but equipped with metrics of different signatures, as deformations of each other.
A theory of multiform functions and of the several different derivatives operators
acting on those multiform functions is also presented in Chap. 2. Such a theory is the
basis for the presentation of Lagrangian field theory, a subject discussed in Chaps. 8
and 9. There, we see also the crucial role of extensor fields when representing
energy-momentum and angular momentum in field theory.

Chapter 3 describes the hidden geometrical nature of spinors, and it is our hope
to have presented a fresh view on the subject. So, that chapter starts recalling some
fundamental results from the representation theory of associative algebras and then
gives the classification of real and complex Clifford algebras, and in particular
discloses the relationship between the spacetime algebra and the Majorana, Dirac
and Pauli algebras, which are the most important Clifford algebras in our study
of Maxwell, Dirac and Einstein’s equations. Next, the concepts of left, right and
bilateral ideals on Clifford algebras are introduced, and the notion of algebraically
and geometrically equivalent ideals is given. Equipped with these notions we
give original definitions of algebraic and covariant spinors. For the case of a
vector space equipped with a metric of signature .1; 3/ we show that it is very
useful to introduce the concept of Dirac-Hestenes spinors. The hidden geometrical
nature of these objects is then disclosed. We think that the concept of Dirac-
Hestenes spinor and of Dirac-Hestenes spinor fields (introduced in Chap. 6) are
very important and worth to be known by every physicist and mathematician.
Indeed, we shall see in Chap. 12 how the concept of Dirac-Hestenes spinor fields
permits us to find unsuspected mathematical relations between Maxwell and Dirac
equations and also between those equations and the Seiberg-Witten equations (in
Minkowski spacetime). Chapter 3 discuss also Majorana, Weyl and dotted and
undotted algebraic spinors. Bilinear invariants, Fierz identities and the notion of
boomerangs are also introduced since, in particular, the Fierz identities play an
important role in the interpretation of Dirac theory.

Chapter 4 discusses aspects of differential geometry that are essential for a
reasonable understanding of spacetime theories and in our opinion necessary to
avoid wishful thinking concerning mathematical possibilities and physical reality.
Our main purpose is to present a Clifford bundle approach to the geometry of
a general Riemann-Cartan-Weyl space M (a differentiable manifold) carrying a
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metric g 2 sec T02M of signature .p; q/, a connection r, an orientation �g. Such
a structure is denoted by .M; g;r; �g/. The pair .r; g/ defines a geometry for M.
When M is 4-dimensional (and satisfies some other requirements to be discussed
later) and g has signature .1; 3/, the pair .M; g/ is called a Lorentzian manifold.
Moreover, endow M with a general connection r, with a spacetime orientation �g

and with a time orientation " (see Definition 4.105). Such a general structure will
be denoted by .M; g;r ; �g;"/ and is said to be a Riemann-Cartan-Weyl spacetime.
Lorentzian spacetimes are structures .M; g;D; �g;"/ restricted by the condition that
the connection D is metric compatible, i.e., Dg D 0 and that the torsion tensor of that
connection is zero, i.e., ‚ŒD� D 0. A connection satisfying these two requirements
is called a Levi-Civita connection11 (and it is unique). Moreover, if in addition to the
previous requirements, M ' R4 and the Riemann curvature tensor of the connection
is null (i.e., RŒD� D 0) the Lorentzian spacetime is called Minkowski spacetime.
That structure is the ‘arena’ for what is called special relativistic theories.

It is necessary that the reader realize very soon that a given n-dimensional
manifold M may eventually admit many different metrics12 and many different
connections. Thus, there is no meaning in saying that a given manifold has torsion
and/or curvature. What is meaningful is to say that a given connection on a given
manifold has torsion and/or curvature. A classical example [23], is the Nunes

connection on the punctured sphere M D VS2 D fS2n north + south polesg, discussed
in Sect. 4.9.8. Indeed, let .VS2; g;D/ be the usual Riemann structure for a punctured
sphere. That means that D is the Levi-Civita connection of g, the metric on VS2
which it inherits (by pullback) from the ambient three dimensional Euclidean space.
According to that structure, as it is well known, the Riemann curvature tensor of
D on VS2 is not null and the torsion of D on VS2 is null. However, we can give to the
punctured sphere the structure .VS2; g;rc/whererc is the Nunes connection. For that
connection the Riemann curvature tensor RŒrc� D 0, but its torsion ‚Œrc� ¤ 0.
So, according to the connection D the punctured sphere has (Riemann) curvature
different from zero, but according to the Nunes connection it has zero (Riemann)
curvature.

If the above statements looks odd to you, it is because you always thought of the
sphere as being a curved surface (bent) living in Euclidean space. Notice, however,
that there may exist a surface S that is also bent as a surface in the three dimensional
Euclidean space, but is such that the structure .S; g;D/ is flat. As an example, take
the cylinder S D S1 � R with g the usual metric on S1 � R that it inherits from
the ambient three-dimensional Euclidean space, and where D is the Levi-Civita
connection of g, then RŒD� D 0 and ‚ŒD� D 0.

11Of course that denomination holds for any manifold M, dim M D n equipped with a metric of
signature .p; q/:
12The possible types of different metrics depend on some topological restrictions. This will be
discussed at the appropriate place.
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The above discussion makes clear that we cannot confuse the Riemann curvature
of a connection on a manifold M, with its bending,13 i.e., with the topological fact
that M may be realized as a (hyper)surface embedded on an Euclidean ( or pseudo-
Euclidean) space of sufficiently high dimension.14 Keeping in mind these (simple)
ideas is important for appreciating the theory (and the nature) of the gravitational
field, to be discussed in Chap. 11.

As we already said the main objective of Chap. 4 is to introduce a Clifford bundle
formalism, which can efficiently be used in the study of the differential geometry of
manifolds an also to give an unified mathematical description of the Maxwell, Dirac
and gravitational fields.

So, we introduce the Cartan, Hodge and Clifford bundles15 and present the
relationship between them and we also recall Cartan’s formulation of differential
geometry, extending it to a general Riemann-Cartan-Weyl space or spacetime
(hereafter denoted RCWS).

We study the geometry of a RCWS in the Clifford bundle C`.M; Vg/ of the
cotangent bundle.16

First we introduce, for a given manifold M, a structure .M; Vg; VD/, where VD is the
Levi-Civita connection of an arbitrary fiducial metric Vg (which is supposed to be
compatible with the structure of M) and call such a structure the standard structure.
Next we introduce the concept of the standard Dirac operator @j acting on sections of
the Clifford bundle C`.M; Vg/ of differential forms. Using @j, we define the concepts
of standard Dirac commutator and anticommutator and we discuss the geometrical
meaning of those operators. With the theory of symmetric automorphisms of a
Clifford algebra (discussed in Chap. 2) we introduce infinitely many other Dirac-
like operators given .M; VD/, one for each non-degenerated bilinear form field
g 2 sec T02M that can be defined on the standard structure .M; Vg; VD/. Such new

13Bending of a manifold viewed as submanifold of a Euclidean or pseudo-Euclidean space of large
dimension is characterized by the shape operator, a concept introduced in Chap. 5.
14Any manifold M; dim M D n, according to Whitney’s theorem, can be realized as a submanifold
of Rm, with m D 2n. However, if M carries additional structure the number m in general must
be greater than 2n. Indeed, it has been shown by Eddington [7] that if dim M D 4 and if M
carries a Lorentzian metric g, which moreover satisfies Einstein’s equations, then M can be locally
embedded in a (pseudo)Euclidean space R1;9. Also, isometric embeddings of general Lorentzian
spacetimes would require a lot of extra dimensions [4]. Indeed, a compact Lorentzian manifold
can be embedded isometrically in R2;46 and a non-compact one can be embedded isometrically in
R2;87!
15Spin-Clifford bundles are introduced in Chap. 7.
16In this book, the metric of the tangent bundle is always denoted by a boldsymbol letter, e.g., g 2
secT02M. The corresponding metric of the cotangent bundle is always represented by a typewriter
symbol, in this case, g 2 sec T20M. Moreover, we represent by g

¯
W TM! TM the endomorphism

associated with g. We have g.u; v/ D g
¯
.u/ �

gE
v, for any u; v 2 sec TM, where gE is an appropriate

Euclidean metric on TM. The inverse of the endomorphism g
¯

is denoted g
¯

�1. We represent by
g W T�M! T�M the endomorphism corresponding to g. Finally, the inverse of g is denoted by
g�1: See details in Sect. 2.8.
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Dirac-like operators are denoted by
_
@j . Using

_
@j we introduce the analogous of

the concepts of Dirac commutator and anticommutator, which are first introduced
using @j and explore their geometrical meaning. In particular, the standard Dirac
commutator permits us to give the structure of a local Lie algebra to the cotangent
bundle, in analogy with the way in which the bracket of vector fields defines a local
Lie algebra structure for the tangent bundle. The coefficients of the standard Dirac
anticommutator—called the Killing coefficients—are related to the Lie derivative of
the metric by a very interesting relation [see Eq. (4.160)].

Subsequently, we introduce, besides the structure .M; Vg; VD/ on M, also a general
RCWS structure .M; Vg;r/, r ¤ VD, on the same manifold M and study its geometry
with the help of C`.M; Vg/. Associated with that structure we introduce a Dirac
operator @ and again using the theory of symmetric automorphisms of a Clifford

algebra we introduce infinitely many other Dirac-like operators
_
@ , one for each

non-degenerated bilinear form field g 2 sec T02M that can be defined on the structure
.M; Vg;r/.

With respect to the structures .M; Vg;r/ and .M; Vg; VD/ we also obtain new
decompositions of a general connection r. It is then possible to exhibit some
tensor quantities which are not well known, and have been first introduced (for the
best of our knowledge) in the literature in [32] and exhibits interesting relations
between the geometries of the structures .M; Vg; VD/ and .M; g;r/. These results are
used latter to shed a new light on the flat space17 formulations of the theory of
the gravitational field (Chap. 11) and on the theory of spinor fields in RCWS, as
discussed in Chap. 10.

We also show that the square of the standard Dirac operator is (up to a signal,
which depends on convention) equal to the Hodge Laplacian Þ of the standard
structure. The Hodge Laplacian Þ maps p-forms on p-forms. However, the square
of the Dirac operator @ in a general Riemann-Cartan space does not maps p-forms on
p-forms and as such cannot play the role of a wave operator in such spaces. The role
of such an operator must be played by an appropriate generalization of the Hodge
Laplacian in such spaces. We have identified such a wave operator LC, which (apart
from a constant factor) is the relativistic Hamiltonian operator that describes the
theory of Markov processes, as used, e.g., in [24].

Chapter 4 presents also some applications of the formalism, namely Maxwell
equations in the Hodge and Clifford bundles, flux and action quantization. The
concepts of Ricci and Einstein operators acting on a set of cotetrad fields �a defining
a coframe are also introduced. Such operators are used to write ‘wave’ equations
for the cotetrad fields which for Lorentzian spacetimes are equivalent to Einstein’s
equations.

17The word flat here refers to formulations of the gravitational field, in which this field is a physical
field, in the sense of Faraday, living on Minkowski spacetime.
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Chapter 5 gives a Clifford bundle approach to the Riemannian or semi-
Riemannian differential geometry of branes understood as submanifolds of a
Euclidean or pseudo-Euclidean space of large dimension. We introduce the impor-
tant concept of the projection operator and define some other operators associated
to it, as the shape operator and the shape biform. The shape operator is essential
to define the concept of bending of a submanifold (as introduced above) and to
leave it clear that a surface can be bended and yet the Riemann curvature of a
connection defined in it may be null (as already mentioned for the case of the Nunes
connection).

We give several different expression for the curvature biform operator in terms
of derivatives of the projection operator and the shape operator and prove the
remarkable formula S2.v/ D �@ ^ @.v/, which says that the square of the shape
operator applied to a 1-form field v is equal to the negative of the Ricci operator
(introduced in Chap. 4) applied to a 1-form field v. Such result is used in Chap. 11
to show how to transform in marble the “wood” part of Einstein equation. By this
we mean that we can express its second member containing a phenomenological
energy-momentum tensor in a purely geometrical term involving the square of the
shape operator.

Chapter 6 introduces concepts and discusses issues that are in our opinion
crucial for a perfect understanding of the Physics behind the theories of Special
and General Relativity.18 To fulfill our goals it is necessary to give a mathematically
well formulated statement of the Principle of Relativity.19 This requires a precise
formulation (using the mathematical tools introduced in previous chapters and
some new ones) of an ensemble of essential concepts as, e.g., observers, reference
frames,20 physical equivalence of reference frames, naturally adapted coordinate
chart to a given reference frame (among others) which are rarely discussed in
textbooks or research articles. Using the Clifford bundle formalism developed
earlier, Chap. 6 presents a detailed discussion of the concept of local rotation as
detected by an observer and the Fermi-Walker transport. After that, a mathematical
definition of reference frames (which are modeled by timelike vector fields in
the spacetime manifold) and their classifications according to two complementary
schemes are presented. In particular, one classification refers to the concept of
synchronizability. Some simple examples of the formalism, including a discussion
of the Sagnac effect, are given. We define the concepts of covariance and invariance
of theories based on the spacetime concept, discussing in details and with examples
(including Maxwell and Einstein’s equations) what we think must be understood by

18We presuppose that the reader of our book knows Relativity Theory at least at the level presented
at the classical book [18].
19A perfect understanding of the Principle of Relativity is also crucial in our forthcoming book [6]
which discusses ‘superluminal wave phenomena’.
20It is important to distinguish between the concept of a frame (which are sections of the frame
bundle) introduced in Appendix A.1.1 with the concept of a reference frame to be defined in
Chap. 6.
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the concept of diffeomorphism invariance of a physical theory. Next, the concept
of the indistinguishable group of a class of reference frames is introduced and the
Principle of Relativity for theories which have Minkowski spacetime as part of their
structures is rigorously formulated. We briefly discuss the empirical status of that
principle, which is also associated with what is known as Poincaré invariance of
physical laws. We show also the not well known fact that in a general Lorentzian
spacetime, modeling a gravitational field according to the GRT, inertial reference
frames as the ones that exist in Minkowski spacetime do not exist in general.
Ignorance of this and other facts, e.g., that distinct reference frames are in general
not physically equivalent in GRT generated a lot of confusion for decades, in
particular lead many people to believe in the validity of a “General Principle of
Relativity”. The reference frames in a general Lorentzian spacetime which more
closely resembles inertial reference frames are the pseudo-inertial reference frames
(PIRFs)21 and the local Lorentz reference frame associated with � (LLRF� ).22

With the help of these concepts we prove that the so-called ‘Principle of Local
Lorentz Invariance’23 of GRT is not a true law of nature, despite statements in
contrary by many physicists. In general a single PIRF is selected as preferred in
reasonable cosmological models in a precise sense discussed in Sect. 6.8. Such a
selected PIRF V is usually identified with the reference frame where the cosmic
background radiation is isotropic (or the comoving frame of the galaxies). It is
important to keep this point in mind, for the following reason. Suppose that physical
phenomena occur in Minkowski spacetime, and that there is some phenomenon
breaking Lorentz invariance, as, e.g., would be the case if genuine superluminal
motion existed. In that case, the phenomenon breaking Lorentz invariance could be
used to identify a preferred inertial reference frame I0, as has been shown by many
authors.24 However, the identification (as done, e.g., in [25–27]) of I0 with V, the
reference frame where the cosmic background radiation is isotropic and which is
supposed to exist in a Lorentzian spacetime (solution of Einstein’s equations for
some distribution of energy-momentum) cannot be done, because I0 is an inertial
reference frame and V is a PIRF and these are concepts belonging to different
theories. Chapter 6 gives also a short account of the Schwarzschild original solution
to Einstein’s equation and the notion of black holes, emphasizing that the global
topology of a given solution to Einstein equations obtained, of course in an open
set U of a not yet defined manifold M is most the time added by hand in the process
of obtaining the maximal extension of that solution.

In Chap. 7 a thoughtful presentation of the theory of a Dirac-Hestenes spinor field
(DHSF) on a general RCST .M; g;r ; �g;"/ is given, together with a clarification

21See Definition 6.59.
22See Definition 6.61. � is a timelike geodesic in the Lorentzian manifold representing spacetime.
23Here, this principle is a statement about indistinguishable of LLRF� . It is not to be confused with
the imposition of (active) local Lorentz invariance of Lagrangians and field equations discussed in
Sect. 10.2.
24This issue is discussed in details in [6].
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of its ontology.25 A DHSF is a section of a particular spinor bundle (to be
described below), but the important fact that we shall explore is that any DHSF has
representatives on the even subbundle of the Clifford bundle C`.M;g/ of differential
forms. Each representative is relative to a given spin coframe.

In order to present the details of our theory we scrutinize the vector bundle
structure of the Clifford bundle C`.M;g/, define spinor structures, spin frame bun-
dles, spinor bundles, spin manifolds, and introduce Geroch’s theorem. Particularly
important for our purposes are the left (C`l

Spine
1;3
.M;g/) and right (C`r

Spine
1;3
.M;g/)

spin-Clifford bundles on a spin manifold .M; g;�g;"/. We study in details how these
bundles are related with C`.M;g/. Left algebraic spinor fields and Dirac-Hestenes
spinor fields (both fields are sections of C`l

Spine
1;3
.M;g/) are defined and the relation

between them is established. Then, we show that to each DHSF‰ 2 sec C`l
Spine

1;3
.M/

and to each spin coframe „ 2 sec PSpine
1;3
.M/ there is a well defined sum of even

multiform fields (EMFS)  „ 2 sec C`.M;g/ associated with ‰ . Such an EMFS is
called a representative of the DHSF on the given spin coframe. Of course, such
an EMFS (the representative of the DHSF) is not a spinor field, but it plays a
very important role in calculations. Indeed, with this crucial distinction between
a DHSF and their EMFS representatives, we find useful formulas for calculating
the derivatives of both Clifford fields and representatives of DHSF on C`.M;g/
using the general theory of covariant derivatives of sections of a vector bundle,
briefly recalled in Appendix A.5. This is done by introducing an effective spinorial
connection26 for the derivation of representatives of a DHSF on C`.M;g/. We
thus provide a consistent theory for the covariant derivatives of Clifford and spinor
fields of all kinds. Besides that, we introduce the concepts of curvature and torsion
extensors of a (spin) connection and clarify some misunderstandings appearing in
the literature.

Next, we introduce the Dirac equation for a DHSF ‰ 2 sec C`l
Spine

1;3
.M;g/

(denoted DEC`l/ on a Lorentzian spacetime.27 Then, we obtain a representation of
the DEC`l in the Clifford bundle. It is that equation that we call the Dirac-Hestenes
equation (DHE) and which is satisfied by even Clifford fields  „ 2 sec C`.M;g/:

We study also the concepts of local Lorentz invariance and the electromagnetic
gauge invariance. We show that for the DHE such transformations are of the same
mathematical nature, thus suggesting a possible link between them. Chapter 7 also
discusses the concept of amorphous spinor fields, which are ideal sections of the
Clifford bundle C`.M;g/ and which have been some times confused with true spinor
fields (see also Chap. 12).

Chapter 8 deals with the Lagrangian formalism of classical field theory in
Minkowski spacetime. Recall that in Chaps. 4 and 7 we show how to represent

25For the genesis of these objects we quote [28].
26The same as that used in [28].
27The case of Dirac-Hestenes equation on a Riemann-Cartan manifold is discussed in Sect. 10.1.
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Maxwell, Dirac and Einstein equations in several different formalisms. We hope
to have convinced the reader that studied those chapters( and will study Chaps. 9
and 11) of the elegance and conciseness of the representation of the electromagnetic
and gravitational fields as appropriate homogeneous sections of the Clifford bundle
C`.M;g/ (Clifford fields).28 Also, we hope to have convinced the reader that the
Dirac-Hestenes spinor fields—which are sections of the left spin-Clifford bundle,
C`l

Spine
1;3
.M;g/—can be represented, once we fix a spin coframe, as even sections of

C`.M;g/, i.e., a sum of non homogeneous differential forms.
Taking into account these observations Chap. 8 is dedicated to the formulation

of the Lagrangian formalism for (interacting) Clifford fields and representatives of
Dirac-Hestenes fields living on Minkowski spacetime using the theory of multiform
functions and extensors developed in Chap. 2. We show that it is possible to exhibit
trustful conservation laws of energy-momentum and angular momentum for such
fields. Several exercises are proposed and many solved in details, in order to help
the reader to achieve a complete domain on the mathematical methods employed.
A thoughtful discussion is given of non-symmetric energy-momentum extensors,
since in any case the non-symmetric part is responsible for the spin of the field (see
Sect. 8.7). The cases of the electromagnetic and DHSF are studied in details.

Chapter 9 is dedicated to the study of conservation laws on Riemann-Cartan and
Lorentzian spacetimes. We already observed that the nature of the gravitational field
and the nature of other fields (e.g., the electromagnetic and Dirac fields) in GRT are
very distinct. The former, according to the orthodox interpretation, is to be identified
with some aspects of the geometry of the world manifold (spacetime) while the latter
are physical fields, in the sense of Faraday living in a background spacetime. This
crucial distinction implies that there are no genuine conservation laws of energy,
momentum and angular momentum in GRT. A proof of this statement is one of the
main objectives of Chap. 9. To motivate the reader for the importance of the issue
we quote page 98 of Sachs and Wu [31]:

As mentioned in section 3.8, conservation laws have a great predictive power. It is a shame
to lose the special relativistic total energy conservation law (Section 3.10.2) in general
relativity. Many of the attempts to resurrect it are quite interesting; many are simply garbage.

The problem of the conservations laws in GRT is a particular case of the problem
of the conservation laws of energy-momentum and angular momentum for fields
living in a general Riemann-Cartan spacetime .M; g;r; �g;"/. This latter problem
is also relevant in view of the fact that recently a geometric alternative formulation
of the theory of gravitational field (called the teleparallel equivalent of GRT [21])
is being presented (see, e.g., [2, 5]) as one that solves the issue of the conservation
laws. This statement must be qualified and it is discussed in Sect. 11.6, after we
prove in Chap. 9 that for any field theory describing a set of interacting fields living
in a background Riemann-Cartan spacetime there are conservation laws involving

28For a description of the gravitational field by a set of 1-forms ga 2 sec
V1T�M, a D 0; 1; 2; 3

see Chap. 11.
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only the energy-momentum and angular momentum tensors of the matter fields, if
and only if, the Riemann-Cartan spacetime time has special global vector fields
that besides being Killing vectors satisfy also additional constraints, a fact that
unfortunately is not well known as it should be. In the teleparallel equivalent of
GRT (with null or non null cosmological constant) it is possible to find a true
tensor corresponding to the energy of the gravitational field and thus to have an
energy-momentum conservation law for the coupled system made of the matter
and gravitational fields. However, this result as we shall see is a triviality once
we know how to formulate a gravitational field in Minkowski spacetime, an issue
also discussed in Chap. 11. In Chap. 9 we treat in details only the case where
each one of the fields �A, A D 1; 2; : : : n, is a homogeneous Clifford field �A 2
sec

Vr TM ,! sec C`.M;g/. Moreover, we restrict ourselves to the case where the
Lagrangian density is of the form, L^.�/ � Lıj^.�/ D L^.x; �; d�/. This case is
enough for our purposes, which refers to matters of principles. However, the results
are general and can be easily extended for nonhomogeneous Clifford fields, and
thus includes the case of the representatives in the Clifford bundle of DHSF on a
general Riemann-Cartan spacetime. We remind also that Chap. 9 ends with a series
of non trivial exercises (with detailed solutions) including one that gives the detailed
derivation of Einstein’s equation from a Lagrangian density written directly for the
cotetrad fields �a, a D 0; 1; 2; 3.

Chapter 10 gives a presentation of the theory of DHSFs on a general Riemann-
Cartan spacetime. Such a theory reveals a hidden problem, the one of knowing
the exact meaning of active local Lorentz invariance of the DHSF Lagrangian
and of the DHE. We show that a rigorous mathematical meaning to that concept
can be implemented with the concept of generalized gauge connections introduced
in Appendix A.5.2 and surprisingly implies in a “gauge equivalence” between
spacetimes with different connections which have different torsion and curvature
tensors.

Chapter 1129 in this second edition has been completely rewritten and is now
titled On the Nature of the Gravitational Field. It first presents a theory of the
gravitational field where this field is described by global gravitational potentials
fgag, ga 2 sec

V1 TM, a D 0; 1; 2; 3, living on a parallelizable manifold M.
Using the ga to introduce a metric like field on M, namely g D �abg

a ˝ gb

makes the Lorentzian structure .M; g/ a spin manifold. With the field g we
introduce a Hodge star operator ?

g
which is then used in the writing of a postulated

Lagrangian density for the gravitational potentials ga in interaction with matter
fields. Such a Lagrangian does not involves any connection defined in M, which
thus permit us to present convincing arguments that the geometrical interpretation
of the gravitational field modelled by a Lorentzian spacetime structure (LSTS)
.M; g;D; �g;"/ according to GRT, is no more than a possible choice.

29Chapter 10 in the first edition.
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This geometrical interpretation becomes almost obvious once we prove that
the field equations for ga are equivalent to Einstein equations describing the
gravitational field by the LSTS .M; g;D; �g;"/. However , our approach makes clear
that there are other geometrical structures such as, e.g., a teleparallel spacetime
structure .M; g;r; �g;"/ (and yet other geometrical structures) that can equally
well represent the gravitational field.

Recalling that we learned in Chap. 9 that in GRT there are no genuine energy-
momentum and angular momentum for the gravitational field and no genuine
conservations laws for the matter and the gravitational fields,30 we mention yet
that:

(a) Einstein’s gravitational equation has as second member the energy-momentum
tensor of matter fields, and this tensor is symmetric. However, we learned in
Chap. 8 that the canonical energy-momentum tensors of the electromagnetic
field and of the Dirac field are not symmetric, this fact being associated with the
existence of spin. If this fact is taken into account (even if we leave out quantum
theory from our considerations) it immediately becomes clear that Einstein’s
gravitational theory, must be an approximation to a more complete theory.
Science does not yet know, which is the correct theory of the gravitational
field, and indeed many alternatives have been and continues to be investigated.
We are particularly sympathetic with the view that gravitation is a low energy
manifestation of the quantum vacuum, as described, e.g., in Volovik31 [33]. This
sympathy comes from the fact that, as we shall see, it is possible to formulate
theories of the gravitational field in Minkowski spacetime in such a way that a
gravitational field results as a kind of plastic distortion of the physical quantum
vacuum. However we do not discuss such a theory here, the interested reader
may consult32 [15].

(b) The crucial distinction between the gravitational field and the other physical
fields, mentioned above, has made it impossible so far to formulate a well-
defined and satisfactory quantum theory for the gravitational field, despite
the efforts of a legion of physicists and mathematicians. Eventually, as a first
step in arriving at such a quantum theory we should promote the gravitational
field described by the potentials ga to the same status of all other physical
fields, i.e., a physical field living in Minkowski spacetime which satisfies
field equations such that genuine conservation laws of energy-momentum and

30There are, of course, other serious problems with the formulation of a quantum theory of
Einstein’s gravitational field, that we are not going to discuss in this book. The interested reader
should consult on this issue, e.g., [19, 20].
31Honestly, we think that gravitation is an emergent macroscopic phenomenon which need not
to be quantized and which will eventually find its correct description in a theory about the real
structure of the physical vacuum as suggested, e.g., in [33]. However, we are not going to discuss
such a possibility in this book.
32On this issue, see also the book by Kleinert [17], which however describes plastic distortions by
means of multivalued functions.
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angular momentum hold. Theories of this type are indeed possible and it seems,
at least to the authors, that they are more satisfactory than GRT, and indeed
many presentations have been devised in a form or another, by several eminent
physicists in the past. In Chap. 11 our version of such a possible theory is
given. In it is possible to formulate a genuine energy-momentum tensor for
the gravitational field. The formula [Eq. (11.9)] derived by standard methods
directly from the postulated Lagrangian density is a very complicated one
involving many terms. However, using some results of the Clifford bundle
formalism and taking into account that we can use D, the Levi-Civita connection
of the metric like field g as no more than a mathematical device to simplify
eventual calculations, we show that it is possible to represent the energy
momentum 1-form fields for the gravitational field by a very nice and short
formula [29] Eq. (11.35) worth to be registered.

We mention again that in our theory the field g obeys Einstein’s gravitational
equation in an effective Lorentzian spacetime. However, g is considered a physical
field (in the sense of Faraday) living in Minkowski spacetime (the true arena
where physical phenomena takes place), thus being an object of analogous nature
as the electromagnetic field and the other physical fields we are aware of. The
geometrical interpretation, i.e., the orthodox view that the gravitational field is
the geometry described by a LSTS .M; g;D; �g;"/ is a simple coincidence, as
emphasized by Weinberg [34], valid as an approximation. Such view is a useful
one, because the motion of probe particles and photons can be described with a
very good approximation by geodetic motions in the effective Lorentzian spacetime
generated by a ‘big’ source of energy-momentum. However, keep in mind that as
mentioned above other possible representations of the gravitational field are also
possible. Chapter 11 has also a section on Einstein’s most happy thought, i.e., the
equivalence principle (EP). We remark (see also the discussions in Chap. 6) that
the interpretations of the equivalence principle in GRT (as originally suggested by
Einstein) is subject to criticisms. It has been recently suggested that the original
Einstein suggestion for the meaning of the EP seems more reasonable described
in the teleparallel interpretation of GRT. However, even that interpretation, as will
be shown, is subject to criticism. We mention also that Chap. 11 discuss also the
Hamiltonian formalism for our theory and how it relates to the ADM energy concept
in GRT. Finally, despite our view that gravitation is well described by a field theory
in Minkowski spacetime we present (using results proved in Chap. 5) in Sects. 11.7
and 11.8 a mathematical formulation of Clifford’s idea of matter as curvature in a
brane world, in particular showing how the “wood” part of Einstein equation (i.e.,
the second member with the phenomenological energy-momentum tensor) can be
transformed in “marble”, i.e., can be given a geometrical formulation in terms of the
square of the shape tensor.

In Chap. 12, On the Many Faces of Einstein’s Equations, we show how the
orthodox Einstein theory can be formulated in a way that resembles the gauge
theories of particle physics, in particular a gauge theory with gauge group Sl.2;C/.
This exercise will reveal yet another face of Einstein’s equations, besides the ones
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already discussed in previous chapters. For our presentation we introduce new
mathematical objects, namely, the Clifford valued differential forms (cliforms)
and a new operator, D, which we called the fake exterior covariant differen-
tial (FECD) and an associated operator Der acting on them. Moreover, with our
formalism we show that Einstein’s equations can be put in a form that apparently
resembles Maxwell equations. Chapter 12 also clarifies some misunderstandings
appearing in the literature concerning that Maxwell-like form of Einstein’s equa-
tions.

In Chap. 13, called Maxwell, Dirac and Seiberg-Witten Equations, we first
discuss how i D p�1 enters Dirac theory since complex numbers do not appear
in the equivalent Dirac-Hestenes description of fermionic fields. Next we discuss
how i D p�1 enters classical Maxwell theory and give (using Clifford bundle
methods) a detailed presentation of the theory of polarization and Stokes parameters.
Our approach leaves the reader equipped to appreciate the nonsense that sometimes
even serious publishing houses leave to appear, as e.g., [8–14]. We also present
several Dirac-like representations of Maxwell equations. These Dirac-like forms of
Maxwell equations (which are trivial within the Clifford bundle formalism) really
use amorphous spinor fields and do not seem to have any real importance until
now. A three dimensional Majorana-like representation of Maxwell equations is
also easily derived and it looks like Schrödinger equation. After that, we exhibit
mathematical equivalences of the first and second kinds between Maxwell and Dirac
equations. We think that the results presented are really nice and worth to be more
studied. The chapter ends showing how the Maxwell-Dirac equivalence of the first
kind plus a reasonable ansatz can provide an interpretation for the Seiberg-Witten
equations in Minkowski spacetime.

In Chap. 14 we explore the potential of the mathematical methods developed
previously. We show that we can describe the motion of classical charged spinning
particles (CCSP) when free or in interaction with the electromagnetic field using
DHSF. We show that in the free case there is a unitary DHSF describing the motion
of the CCSP which satisfies a linear Dirac-Hestenes equation. When the CCSP
interacts with an electromagnetic field, a non linear equation that we called the
classical Dirac-Hestenes equation is satisfied by a DHSF describing the motion of
the particle. We study the meaning of the nonlinear terms and suggests a possible
conjecture: that this nonlinear term may compensate the term due to radiation
reaction, thus providing the linear Dirac-Hestenes equation introduced in Chap. 7.
Moreover, we show that our approach suggests by itself an interpretation for the
Dirac-Hestenes wave function, namely, as a probability distribution. This may be
important as it concerns the interpretation of quantum theory, but that issue will not
be discussed in this book. After that we introduce (using the multiform calculus
developed in Chap. 2 and some generalizations of the Lagrangian formalism
developed in Chap. 8) the dynamics of the superparticle. This consists in showing
that it is possible to give a Lagrangian formulation to the Frenet equations describing
a CCSP and that the resulting equations are in one to one correspondence with
the famous Berezin-Marinov equations for the superparticle. We recall moreover
how the Clifford-algebraic methods previously developed suggest a very simple
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interpretation for Berezin calculus and provides alternative geometric intelligibility
for superfields, a concept appearing in modern physics theories such as supergravity
and string theory. We show moreover that superfields may be correctly interpreted
as non homogeneous sections of a particular Clifford bundle over spacetime, and we
observe that we already had contact with objects of this kind in previous chapters,
namely the representatives of DHSF introduced in Chap. 7 and the generalized
potential (Sect. 13.4.5) appearing in the theory of the Hertz potential. Our main
intention in presenting these issues is to induce some readers to think about the
ontology of abstract objects being used in advanced theories in alternative ways.

We exhibit in Chaps. 4–14 several different, mathematical faces of Maxwell,
Einstein and Dirac equations. In Chap. 15 titled—“Maxwell, Einstein, Dirac and
Navier-Stokes Equations”—we show that given certain conditions we can encode
the contents of Einstein equations in Maxwell like equations for a field VF D d VA 2
sec

V2T�M (or F D dA 2 sec
V2T�M),33 whose contents can be also encoded in

a Navier-Stokes equation. For the particular cases when it happens that F2 ¤ 0 we
can also using the Maxwell-Dirac equivalence of the first kind discussed in Chap. 13
to encode the contents of the previous quoted equations in a Dirac-Hestenes like
equation for  2 sec.

V0T�M CV2T�M CV4T�M/ such that F D  �21 Q .
Specifically, Sect. 15.1 shows how each LSTS .M D R4; g;D; �g;"/ which,

which as we already mentioned, is a model of a gravitational field generated by
T 2 sec T02M (the matter plus non gravitational fields energy-momentum tensor) in
Einstein GRT is such that for any K 2 sec TM—which is a vector field generating a
one parameter group of diffeomorphisms of M—we can encode Einstein equations
in Maxwell like equations satisfied by F D dK where K D g.K; / with a well
determined current term named the Komar current JK D �ı

g
K, whose explicit form

is given.
Next we show in Sect. 15.2 that when K D A is a Killing vector field, due to

some noticeable results [Eqs. (15.28) and (15.29)] the Komar current acquires a
very simple form and is then denoted JA. Then, interpreting, as in Chap. 11 the
Lorentzian spacetime structure .M D R4; g;D; �g;"/ as no more than an useful
representation for the gravitational field represented by the gravitational potentials
fgag which lives in Minkowski spacetime we show in Sect. 15.3 that we can find a
Navier-Stokes equation which encodes the contents of the Maxwell like equations
(encoding Einstein equations) once a proper identification is made between the
variables entering the Navier-Stokes equations and the ones defining VA and VF,
objects clearly related to A and F D dA. We also explicitly determine also the
constraints imposed by the nonhomogeneous Maxwell like equation ı

g
F D �JA on

the variables entering the Navier-Stokes equations and the ones defining A (or VA).

33 VA D Vg.A; / and A D g.A;/ with Vg and g the metrics of Minkowski spacetime denoted in

Chap. 15 by .M D R4; Vg; VD; �
Vg;"/ and of the structure .M D R4; g;D; �g;"/ describing an

effective Lorentzian spacetime.
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Finally we comment on relations between Einstein and the Navier-Stokes equations
living in spacetimes of different dimensions found by other authors.

Chapter 16 analyzes the similarities and main differences between Dirac,
Majorana and elko spinor fields and the equations satisfied by these fields, a subject
that is receiving a lot of attention in the last few years. We present an alternative
theory for elko spinor fields of mass dimension 3=2 (instead of mass dimension
1 as originally proposed in [1]) and show that our elko spinor fields can be used
to describe electric neutral particles carrying “magnetic like” charges with short
range interaction mediated by a su.2/-valued gauge potential A D Ai ˝ �i 2
sec

V1T�M ˝ spin3;0 ,! sec C`.M; �/˝ R1;3. Some crucial criticisms to the mass
dimension 1 elko spinor field theory are also given, since that theory breaks Lorentz
and rotational symmetries in a very odd way as shown in Sect. 16.7.

The book contains an appendix where we review some of the main definitions
and concepts of the theory of principal bundles and their associated vector bundles,
including the theory of connections in principal and vector bundles, exterior
covariant derivatives, etc., which are needed in order to introduce the Clifford and
spin-Clifford bundles and to discuss some other issues in the main text. Jet bundles
are also defined. We believe that the material presented in the appendix is enough
to guide our reader permitting him to follow the most difficult passages of the text,
and in particular to see the reason for our use of many eventually sloppy notations.

Having resumed the contents of our book, the following observations are
necessary. First, it is not a Mathematics book, despite the format of the presentation
in some sections, a format that has been used simply because it is in our opinion the
most efficient one, for quotations. Even though it is not a Mathematics book, several
mathematical theories (some sophisticated, indeed) have been introduced and we
hope that they do not scare a potential reader. We are sure that any reader (be him
a student, a physicist or even a mathematician) who will spend the appropriate time
studying our book will really benefit from its reading, since he (or she) will start
to see under a different point of view some of the foundational issues associated
with the theories discussed. Hopefully this will give to some readers new insights
on several subjects, a necessary condition to advance knowledge.

Second, we recall that we mentioned in the introduction of the first edition that it
was our intention to discuss the question of the arbitrary velocities solutions of the
relativistic wave equations and that due to the size attained by that first edition with
its thirteen chapters plus an Appendix, it has been decided to discuss that subject
in a sequel volume entitled Subluminal, Luminal and Superluminal Wave Motion.
Well, unfortunately the planned new book is not ready yet as the beginning of 2014,
being still being written.

We tried to quote all papers and books that we have studied and that influenced
our work, and we offer our apologies to any author not cited who feels that some of
his writings should be quoted.
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Chapter 2
Multivector and Extensor Calculus

Abstract This chapter is dedicated to a thoughtful exposition of the multiform
and extensor calculus. Starting from the tensor algebra of a real n-dimensional
vector space V we construct the exterior algebra

V
V of V. Equipping V with a

metric tensor Vg we introduce the Grassmann algebra and next the Clifford algebra
C`.V; Vg/ associated to the pair .V; Vg/. The concept of Hodge dual of elements of

V
V

(called nonhomogeneous multiforms) and of C`.V; Vg/ (also called nonhomogeneous
multiforms or Clifford numbers) is introduced, and the scalar product and operations
of left and right contractions in these structures are defined. Several important
formulas and “tricks of the trade” are presented. Next we introduce the concept of
extensors which are multilinear maps from p subspaces of

V
V to q subspaces of

V
V

and study their properties. Equipped with such concept we study some properties
of symmetric automorphisms and the orthogonal Clifford algebras introducing
the gauge metric extensor (an essential ingredient for theories presented in other
chapters). Also, we define the concepts of strain, shear and dilation associated
with endomorphisms. A preliminary exposition of the Minkoswski vector space
is given and the Lorentz and Poincaré groups are introduced. In the remaining of
the chapter we give an original presentation of the theory of multiform functions of
multiform variables. For these objects we define the concepts of limit, continuity
and differentiability. We study in details the concept of directional derivatives
of multiform functions and solve several nontrivial exercises to clarify how to
work with these notions, which in particular are crucial for the formulation of
Chap. 8 which deals with a Clifford algebra Lagrangian formalism of field theory in
Minkowski spacetime.

2.1 Tensor Algebra

We recall here some basic facts of tensor algebra. Let V be a vector space over the
real field R of finite dimension, i.e., dimV D n, n 2 N. By V D V� we denote the
dual space of V. Recall that dim V D dim V. The elements of V are called vectors
and the elements of V are called covectors or 1-forms.

© Springer International Publishing Switzerland 2016
W.A. Rodrigues, E. Capelas de Oliveira, The Many Faces of Maxwell,
Dirac and Einstein Equations, Lecture Notes in Physics 922,
DOI 10.1007/978-3-319-27637-3_2
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22 2 Multivector and Extensor Calculus

2.1.1 Cotensors

Definition 2.1 We call space of k-cotensors (denoted TkV) the set of all k-linear
mappings �k such that

�k W
V �V : : : � V„ ƒ‚ …

k-copies
! R: (2.1)

Remark 2.2 In what follows we identify T0V � R, and T1V � V.

2.1.2 Multicotensors

Definition 2.3 Consider the (exterior) direct sum TV WD P1
kD0 ˚ TkV �L1

kD0TkV. A multicotensor � of order M� 2 N is an element of TV of the form
� DPMr

kD0 ˚ �k, �k 2 TkV, such that all the components �k 2 TkV of � are null for
k > M. TV is called the space of multicotensors.

We can easily show that TV is a vector space over R. We have that the order of
� C � , �; � 2 TV is the greatest of the orders of � or � , and of course, the order
of a� , a 2 R, � 2 TV is equal to the order of � . The set TMV D PM

kD0 ˚ TkV is
clearly a subspace of TV. Sometimes it is convenient to denote an element of TMV
by � D .�0; �1; : : : ; �k; : : : ; �M/.

Definition 2.4 The k-part operator is a mapping hik W TV ! TkV such that for all
j 2 N, j ¤ k we have that

hh�ikij D 0; (2.2)

where hh�ikij 2 TjV.

Then, if � D .�0; �1; : : : ; �k; : : : ; �M/ 2 TMV we have that

h�ik D .0; : : : ; �k; : : : ; 0/:

Definition 2.5 A multicotensor � 2 TV is said to be homogeneous of grade k if
and only if � D h�ik:

Of course, the set of multicotensors of grade k is a subspace of TV which is
isomorphic to TkV and, we can write any � 2 TMV as

� D
XM

kD0h�ik: (2.3)
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2.1.3 Tensor Product of Multicotensors

Definition 2.6 The tensor product of multicotensors is a mapping˝ W TV �TV !
TV such that:

(i) if a; b 2 T0V D R, a˝ b D ab,
(ii) if a 2 R and � 2 TpV, p � 1, then a˝ � D � ˝ a D a� ,

(iii) if � 2 TjV and � 2 TkV, with j; k � 1 then � ˝ � 2 TjCkV and is such that for
v1; : : : :; vj; vjC1; : : : ; vjCk 2 V we have

�˝�.v1; : : : :; vj; vjC1; : : : ; vjCk/ D �.v1; : : : :; vj/�.vjC1; : : : ; vjCk/; (2.4)

(iv) the tensor product satisfies the distributive laws on the right and on the left and
it is associative, i.e., for a; b 2 R, � 2 TjV, � 2 TkV; � 2 TlV

.� C �/˝ � D � ˝ � C � ˝ �;
� ˝ .� C �/ D � ˝ � C � ˝ �;
.� ˝ �/˝ � D � ˝ .� ˝ �/: (2.5)

(v) If �; � 2 TV then

.� ˝ �/k D
XK

JD0 �j ˝ �k�j; (2.6)

where �j ˝ �k�j is the tensor product of the j component of � by the .k � j/
component of � .

Of course, from (iii) we may verify that the tensor product of cotensors is not
commutative in general.

Remark 2.7 We recall that the tensor product of multitensors is defined in complete
analogy to the previous one. The reader may easily fill in the details. We recall
also that it is possible to extend the definition of tensor product by allowing tensor
products of a r-tensor by a s-cotensor. We then denote, as usual, by

Tr
s V D V˝ � � � ˝ V˝V˝ � � �˝V � V˝ � � �˝V˝V˝ � � �˝V (2.7)

the space of the r-contravariant and s-covariant tensors. P 2Tr
s V is a .r C s/-

multilinear map

P W V � V � : : : �V„ ƒ‚ …�V � V � : : : � V„ ƒ‚ …! R

s-copies r-copies
: (2.8)
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Remark 2.8 If P 2 Tr
s V and S 2 T p

q V we define the tensor product of P by S as

the multilinear mapping R˝ S 2 T rCp
sCq V. Note that in general, P˝ S ¤ S˝ P.

The (exterior) direct sum T V DPM
rD0;sD0˚T r

s V equipped with the tensor product
is a real vector space over R, called the general tensor algebra of V. Note also that
we can define TVD L1

kD0TkV, the space of multitensors in complete analogy to
Definition 2.3. Note moreover that T 0

s V D TsV.

2.1.4 Involutions

Definition 2.9 The main involution or grade involution is an automorphism ^ W
TV ! TV such that:

(i) if ˛ 2 R, Ǫ D ˛I
(ii) if a1 ˝ � � � ˝ ak 2 TkV, k � 1, .a1 ˝ � � � ˝ ak/

^ D .�1/ka1 ˝ � � � ˝ akI
(iii) if a; b 2 R and �; � 2 TV then .a� C b�/ ^ D a O� C b O� ;
(iv) if � DP�k, �k 2 TkV then

O� D
Xn

kD0 O�k; (2.9)

Definition 2.10 The reversion operator is the anti-automorphism ~ W TV 3� 7! Q� 2
TV such that if � DPk�k, �k 2 TkV then

(i) if ˛ 2 R, Q̨ D ˛I
(ii) if a1 ˝ � � � ˝ ak 2 TkV, k � 1, .a1 ˝ � � � ˝ ak/

~ D ak ˝ � � � ˝ a1I
(iii) if a; b 2 R and �; � 2 TV then .a� C b�/~ D a Q� C b Q� ;
(iv) if � DPk�k, �k 2 TkV then

Q� D
Xn

kD0 Q�k; (2.10)

where Q� is called the reverse of � .

Definition 2.11 The composition of the grade evolution with the reversion operator,
denoted by the symbol � is called by some authors the conjugation and, N� is said
to be the conjugate of � . We have N� D . Q�/^ D . O�/�.

2.2 Scalar Products in V and V

Let V be real vector space, dim V D n.

Definition 2.12 A metric tensor is a 2-cotensor g 2 T2V which is symmetric and
non degenerated. A basis fekg of V is said to be orthonormal if g.ek; ek/ is equal
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toC1 or equal to �1 and g.ek; ej/ D 0 for j ¤ k: We have

g.ei; ej/ D g.ej; ei/ D gij D
8<:
1 if i; j D 1; 2; : : : p
�1 if i; j D pC 1; pC 2; : : : ; pC q
0 if i ¤ j

; (2.11)

with pCq D n. The signature of g is defined by the difference . p�q/ and it is usual
to say that the metric has signature . p; q/. We denote g.v;w/ � v �w and called the
dot � a scalar product in V.

Definition 2.13 A metric g induces a fundamental isomorphism between V and V
given by V 3 v 7! ]v D g.v; / 2 V such that given any w 2 V, we have

]v.w/ D g.v;w/: (2.12)

Definition 2.14 A general metric in V is a 2-tensor g2T2V, i.e., a mapping g W
V � V ! R which is symmetric and non degenerated.

Let f"kg be the basis of V dual to a basis fekg of V, i.e., "k.ej/ D ık
j . We are

particularly interested in a metric g 2 T2V such that if f"kg is the basis of V dual to
an arbitrary basis fekg of V then

g."i; " j/ D g." j; "i/ D gij; (2.13)

and gijgik D ıi
k, i.e., the matrix with elements gij is the inverse of the matrix with

elements gij in Eq. (2.11). Recall also that the inverse of the isomorphism ] is the
mapping ]�1 W V 3 ˛ 7! ]�1˛ D g.˛; / 2 V.

Definition 2.15 The scalar product of ˛; ˇ 2 V equipped with the metric g given
by Eq. (2.13) is denoted (to emphasize the relation between the components of g
and g)

˛ �
g
ˇ D g.˛; ˇ/ D g.]�1˛; ]�1ˇ/: (2.14)

Remark 2.16 Take notice that v � w D g.v;w/ D g.]v; ]w/ and that ˛ �
g
ˇ will be

denoted simply by ˛ � ˇ when the context is clear.

Definition 2.17 Let f"kg be the basis of V dual to the basis fekg of V. A basis fekg
of V is said to be the reciprocal basis of fekg if and only if ek D ]�1"k, for all
k D 1; 2; ::; n. Also, a basis f"kg of V is called the reciprocal basis of f"kg if and
only if "k D ]ek.

The reader may verify that ek � ej D ık
j and "k � "j D ık

j .
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Exercise 2.18 Let fekg and f"kg be bases of V and V, such that "k.ej/ D ık
j . Show

that the set f.1; "1; : : : ; "k; : : : ; "p1˝� � �˝"pk ; : : : :; "p1˝� � �˝"pM /g1�k�M is a basis

of TMV and dim TMV D nMC1�1
n�1 .

2.3 Exterior and Grassmann Algebras

Definition 2.19 The exterior algebraof V is the quotient algebra

^
V D T.V/

J
; (2.15)

where J � TV is the bilateral ideal1 in TV generated by the elements of the form
u˝ v C v ˝ u, with u; v 2 V. The elements of

V
V will be called multiforms2

Let 	 W TV ! V
V be the canonical projection of TV onto

V
V. Multiplication inV

V will be denoted as usually by ^ WVV !V
V and called exterior product. We

have

Definition 2.20 For every A;B 2VV,

A ^ B D 	.A˝ B/; (2.16)

where˝ W TV ! TV is the usual tensor product.

Remark 2.21 Note that if u; v 2 V we can write

u˝ v D 1

2
.u˝ v � v ˝ u/C 1

2
.u˝ v C v ˝ u/; (2.17)

and then,

	.u˝ v/ D u ^ v D 1

2
.u˝ v � v ˝ u/: (2.18)

We can easily show that
V

V is a 2n-dimensional associative algebra with unity.
In addition, it is a Z-grade algebra, i.e.,

^
V D

nM
rD0

^r
V;

1Given an associative algebra A, a bilateral ideal I is a subalgebra of A such that for any a; b 2 A

and for y 2 I, ay 2 I, yb 2 I and ayb 2 I. More on ideals on Chap. 3.
2If we do the analogous construction of the exterior algebra using V instead of V � V�, then the
elements of the resulting space are called multivectors.
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and ^r
V ^

^s
V �

^rCs
V;

r; s � 0, where
Vr V D 	.TrV/ is the

�n
r

�
-dimensional subspace of the r-formson

V. (
V0 V D R;

V1 V D V;
Vr V D f0g if r > n). If A 2 Vr V for some fixed

r (r D 0; : : : ; n), then A is said to be homogeneous. For any such multivectors we
have:

A ^ B D .�1/rsB ^ A; (2.19)

A 2Vr V, B 2Vs V.
The exterior algebra (as can easily be verified) inherits the associativity of the

tensor algebra, a very important property. It satisfies also, of course, the distributive
laws (on the left and on the right), i.e.,

.AC B/ ^ C D A ^ CC B ^ C;

A ^ .BC C/ D A ^ BC A ^ C: (2.20)

Definition 2.22 The antisymmetrization operator A is the linear mapping A W
TkV ! Vk V such that (i) for all ˛ 2 R W A˛ D ˛, (ii) for all v 2 V W Av D v, (iii)
for all X1 ˝ X2 ˝ � � � ˝ Xk 2 TkV; with k � 2,

A.X1 ˝ X2 ˝ � � � ˝ Xk/ D 1

kŠ

X
�2Sk


.�/X�.1/ ˝ X�.2/ ˝ � � � ˝ X�.k/; (2.21)

where � W f1; 2; : : : kg ! f�.1/; �.2/; : : : �.k/g is a permutation of k elements
f1; 2; : : : kg. Of course, the composition of permutations is a permutation and the set
of all permutations is Sk, the symmetric group.

Exercise 2.23

(a) For � 2 TkV a general k-cotensor and v1; : : : ; vk 2 V show that

A�.v1; : : : ; vk/ D 1

kŠ

i1���ik�.vi1 ; : : : ; vik/; (2.22)

where 
i1:::ik is the permutation symbol of order k;


i1 ���ik D
8<:
1; if i1 � � � ik is an even permutation of 1 : : : k
�1; if i1 � � � ik is an odd permutation of 1 : : : k
0; otherwise

(2.23)
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(b) Show that if Ap 2Vp V and Bq 2 Vq V then

Ap ^ Bq D A.Ap ˝ Bq/: (2.24)

Remark 2.24 Some authors define the exterior product Ap
�^ Bq by

Ap
�^ Bq D . pC q/Š

pŠqŠ
A.Ap ˝ Bq/: (2.25)

This definition is more used by differential geometers, whereas the definition
given by Eq. (2.24) is more used by algebraists. Additional material on this issue
may be found in [5]. See also Exercise 2.31

2.3.1 Scalar Product in
V

V and Hodge Star Operator

Now let us suppose that V and V are metric vector spaces that is, they are endowed
with nondegenerate metric tensors which we denote conveniently in what follows
by Vg 2 T2V and Vg 2 T2V of signature . p; q/ and such that Vgij Vg jk D ık

i , with
Vgij D Vg.ei; ej/ and Vg jk D Vg." j; " j/, where feig is a basis for V and f" jg a basis for V
with " j.ei/ D ıj

i . We can use those metric tensors to induce scalar products on
V

V
and

V
V. We give the construction for

V
V.

Definition 2.25 The (fiducial) scalar product in
V

V is the linear mapping �
Vg
W VV�V

V ! R given by

A �
Vg

B D det.Vg.ui; vj//; (2.26)

for homogeneous multivectors A D u1 ^ � � � ^ ur 2 Vr V and B D v1 ^ � � � ^ vr 2Vr V, ui; vi 2 V, i D 1; : : : ; r. This scalar product is extended to all of
V

V due to
linearity and orthogonality and A �

Vg
B D 0 if A 2 Vr V, B 2 Vs V, r ¤ s. We shall

agree that if a; b 2 V0 V � R, then a � b D ab.

If the metric vector space .V; Vg/ is also endowed with an orientation, i.e., a metric
volume n-covector denoted by �Vg 2

Vn V such that

�Vg D
qˇ̌

det Vgˇ̌ "1 ^ � � � ^ "n D 1qˇ̌
det Vgˇ̌"1 ^ � � � ^ "n;

Q�
Vg
�
Vg
�

Vg
D .�1/q; (2.27)
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then we can introduce (see Definition 2.27) a natural isomorphism between the
spaces

VrV and
Vn�rV.

Remark 2.26 When the metric Vg used in the definition of the scalar product is
obvious we use from now on only the symbol � in order to simplify the formulas.

Definition 2.27 The Hodge star operator (or Hodge dual) is the linear mapping
?
Vg
W Vr V !Vn�r V such that

A ^ ?
Vg
B D .A � B /�Vg; (2.28)

for every A;B 2 Vr V. Of course, this operator is naturally extended to an
isomorphism ?

Vg
W VV ! V

V by linearity. The inverse ?
Vg
�1 W Vn�r V ! Vr V

of the Hodge star operator is given by:

?
Vg
�1 A D .�1/r.n�r/sgnVg ?

Vg
A; (2.29)

for A 2Vn�r V and where sgn Vg D det Vg=j det Vgj denotes the sign of the determinant
of the matrix with entries Vgij where feig is an arbitrary basis of V.

Note that ?
Vg

is a linear isomorphism but is not an algebra isomorphism.

Remark 2.28 When the metric Vg used in the definition of the Hodge star operator is
obvious we use only the symbol ? in order to simplify the formulas.

Exercise 2.29 Show that for any X;Y 2VV

X � Y D h QXYi0 D hX QYi0 D Y � X (2.30)

Exercise 2.30 Let f"ig and orthonormal basis of V and f" jg is reciprocal basis, i.e.,
"i � "k D ık

i . Then, any Y 2 VV can be written as

Y D 1

pŠ
Yj1 ���jp"j1 ^ � � � ^ "jp (2.31)

D 1

pŠ
Yj1 ���jp" j1 ^ � � � ^ " jp :

Show that:

.a/ Yj1���jp D Y � ." j1 ^ � � � ^ " jp/;

.b/ Yj1���jp D Y � ."j1 ^ � � � ^ "jp/:
(2.32)
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Exercise 2.31 Verify that, e.g., that if Y D 1
2Š

Yij"i ^ "j 2 V2 V (Yij D �Yji, of
course) then Yij ¤ Y.ei; ej/. Find3 Y.ei; ej; / in terms of Yij. On the other hand show
that if Y D 1

2Š
Y ij"i P̂ "j 2V2 V then Y."i; " j/ D Y ij.

The algebra
V

V inherits the operators ^ (main automorphism) , ~ (reversion)
and � (conjugation) of the tensor algebra TV, and we have

.AB/^ D OA OB;

.AB/~ D QB QA; (2.33)

.A/� D . QA/^ D . OA/~

for all A;B 2 VV, with OA D A if A 2 R, OA D �A if A 2 V and QA D A if A 2 R or
A 2 V.

2.3.2 Contractions

Definition 2.32 For arbitrary multiforms X;Y;Z 2 VV the left .y/ and right .x/
contractions of X and Y are the mappings y

Vg
WVV�VV !V

V, x
Vg
W VV�VV !V

Vsuch that

.Xy
Vg
Y/ � Z D Y �

Vg
. QX ^ Z/;

.Xx
Vg
Y/ � Z D X �

Vg
.Z ^ QY/: (2.34)

These contracted products y
Vg

and x
Vg

are internal laws on
V

V. Sometimes

the contractions are called interior products. Both contract products satisfy the
distributive laws (on the left and on the right) but they are not associative.

Remark 2.33 When the metric Vg used in the definitions of the left and right
contractions is obvious from the context we use the symbols y and x.

Definition 2.34 The vector space
V

V endowed with each one of these contracted
products (either y or x) is a non-associative algebra. We call Grassmann algebra of
multiforms the algebraic structure .

V
V;^; y; x/, which will simply be denoted by

.
V

V; Vg/:

3Recall again that when the exterior product is defined (as, e.g., in [5, 9]) by Eq. (2.25), then Xj1 : : :jp
in Eq. (2.32) really means X."j1 ; : : : ; "jp/. So, care is need when reading textbooks or articles in
order to avoid errors.
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We present now some of the most important properties of the contractions:

(i) For any a; b 2 R; and Y2VV

ayb D axb D ab (product in R),

ayY D Yxa D aY (multiplication by scalars). (2.35)

(ii) If a; b1; : : : ; bk 2 V then

ay.b1 ^ � � � ^ bk/ D
kX

jD1
.�1/jC1.a � bj/b1 ^ � � � ^ Lbj ^ � � � ^ bk; (2.36)

where the symbol Lbj means that the bj factor did not appear in the j-term of the
sum.

(iii) For any Yj 2Vj V and Yk 2Vk V with j � k

YjyYk D .�1/j.k�j/YkxYj: (2.37)

(iv) For any Yj 2Vj V and Yk 2Vk V

YjyYk D 0; if j > k;

YjxYk D 0; if j < k: (2.38)

(v) For any Xk;Yk 2Vk V

XkyYk D YkxYk D QXk � Yk D Xk � QYk; (2.39)

where QYk the reverse of Yk 2 Vk V is the antiautomorphism given by

QYk D .�1/ k
2 .k�1/Yk: (2.40)

(vi) For any v 2 V and X;Y 2VV

vy.X ^ Y/ D .vyX/^ Y C OX ^ .vyY/: (2.41)
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2.4 Clifford Algebras

Definition 2.35 The Clifford algebra C`.V; Vg/ of a metric vector space .V; Vg/ is
defined as the quotient algebra4

C`.V; Vg/ D T.V/
JVg

;

where JVg � TV is the bilateral ideal of TV generated by the elements of the form

u˝ v C v ˝ u � 2Vg.u; v/, with u; v 2 V � TV.

Clifford algebras generated by symmetric bilinear forms are sometimes referred
as orthogonal, in order to be distinguished from the symplectic Clifford algebras,
which are generated by skew-symmetric bilinear forms (see, e.g., [3]).

Let 	Vg W TV ! C`.V; Vg/ be the natural projection of TV onto the quotient algebra

C`.V; Vg/. Multiplication in C`.V; Vg/ will be denoted as usually by juxtaposition and
called Clifford product. We have:

AB WD 	Vg.A˝ B/; (2.42)

A;B 2 C`.V; Vg/. The subspaces R;V � TV are identified with their images in
C`.V; Vg/. In particular, for u; v 2 V � C`.V; Vg/, we have:

u˝ v D 1

2
.u˝ v � v ˝ u/C Vg.u; v/C 1

2
f.u˝ v C v ˝ u � 2Vg.u; v/g; (2.43)

and then

	�.u˝ v/ � uv D 1

2
.u˝ v � v ˝ u/C Vg.u; v/ D u ^ v C Vg.u; v/: (2.44)

From here we get the standard relation characterizing the Clifford algebra
C`.V; Vg/,

uv C vu D 2Vg.u; v/: (2.45)

4For other possible definitions of Clifford algebras see, e.g., [1, 12, 13]. In this chapter we shall be
concerned only with Clifford algebras over real vector spaces, induced by nondegenerate bilinear
forms.
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2.4.1 Properties of the Clifford Product

With some work the reader can prove [5] the following rules satisfied by the Clifford
product of multiforms:

(i) For all a 2 R and Y 2VV W aY D Ya equals multiplication of multiform Y by
scalar a.

(ii) For all v 2 V and Y 2VV W

vY D vyY C v ^ Y and Yv D Yxv C Y ^ v: (2.46)

(iii) For all X;Y;Z 2VV W X.YZ/ D .XY/Z.

The Clifford product is an internal law on
V

V. It is associative (by (iii)) and
satisfies the distributive laws (on the left and on the right). The distributive laws
follow from the corresponding distributive laws of the contracted and exterior
products.

Recall that the Clifford product is associative but it is not commutative (as
follows from (ii)) .

Note that since the ideal JVg � TV is nonhomogeneous, of even grade, it induces
a parity grading in the algebra

V
V, i.e.,

C`.V; Vg/ D C`0.V; Vg/˚ C`1.V; Vg/; (2.47)

with

C`0.V; Vg/ D 	Vg.
M1

rD0 T2rV/

C`1.V; Vg/ D 	Vg.
M1

rD0 T2rC1V/: (2.48)

We say that C`.V; Vg/ is Z2 graded algebra. The elements of C`0.V; Vg/ form a
subalgebra of C`.V; Vg/, called even subalgebra of C`.V; Vg/. Note that C`1.V; Vg/
is not a Clifford algebra.

2.4.2 Universality of C`.V; Vg/

We now quote a standard theorem concerning real Clifford algebras [3]:

Theorem 2.36 If A is a real associative algebra with unity, then each linear
mapping � W V ! A such that:

.�.u//2 D Vg.u; u/ (2.49)
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for every u 2 V, can be extended in an unique way to a homomorphism C� W
C`.V; Vg/! A, satisfying the relation:

� D C� ı 	Vg: (2.50)

Let .V; Vg/ and .V0; Vg0/ be two metric vector spaces and  W V ! V0 a linear
mapping satisfying:

Vg0. .u/;  .v// D Vg.u; v/ (2.51)

for every u; v 2 V.
We denote by ƒ the natural extension of  , i.e., the linear mapping ƒ WV

V ! V
V

0
called exterior power extension (see more details in Sect. 2.7) such

that:

(i) for s 2V0V �VV,

ƒ .s/ D s; (2.52)

(ii) for any homogenous multiform ˛1 ^ � � � ^ ˛r 2VV �VV, ˛i 2VV we have

ƒ .˛1 ^ � � � ^ ˛r/ D  .˛1/ ^ � � � ^  .˛r/ 2
^r

V0 �
^

V0; (2.53)

(iii) If A D
Mn

jD0Aj 2VjV , then

ƒ .A/ D
Mn

jD0ƒ .Aj/ 2
^j

V0 �
^

V0: (2.54)

Then, using Theorem 2.36 we can show that there exists a homomorphism
C W C`.V; Vg/! C`.V0; Vg0/ between their Clifford algebras such that:

C ı 	Vg D 	Vg0 ıƒ : (2.55)

Moreover, if V and VK are metrically isomorphic5 vector spaces, then their
Clifford algebras are isomorphic. In particular, two Clifford algebras C`.V; Vg/ and
C`.V; Vg0/ with the same underlying vector space V are isomorphic if and only if the
bilinear forms Vg and Vg0 have the same signature. Therefore, there is essentially one
Clifford algebra for each signature on a given vector space V.6

5We call metric isomorphism a vector space isomorphism satisfying Eq. (2.51). The term isometry
will be reserved to designate a metric isomorphism from a space onto itself.
6However, take into account that Clifford algebras C`.V; Vg/ and C`.V; Vg0/ over the same vector

space may be isomorphic as algebras (but not as graded algebras) even if
:

Vg and Vg0 do not have
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Definition 2.37 Let Rp;q (pC q D n) denote the vector space Rn endowed with a
metric tensor of signature . p; q/. We denote by Rp;q the Clifford algebra of Rp;q:

Natural Embedding
V

V ,! C`.V; Vg/

Another important (indirect) consequence of the universality is that C`.V; Vg/ is
isomorphic, as a vector space over R, to the Grassmann algebra .

V
V; Vg/. Let the

symbol A ,! B means that A is embedded in B and A 	 B:There is a natural
embedding [11]

V
V ,! C`.V; Vg/. Then C`.V; Vg/ is a 2n-dimensional vector space

and given A 2 C`.V; Vg/ we can write:

A D
nX

rD0
hAir; (2.56)

with hAir 2 Vr V ,! C`.V; Vg/ the projection of A (see Definition 2.4) in the
Vr V

subspace of
V

V.

Definition 2.38 The elements of C`.V; Vg/ will also be called multiforms and
sometimes also called “Clifford numbers”emph. Furthermore, if A D hAir for
some fixed r, we say that A is homogeneous of grade r. In that case, we also write
A D Ar 2Vr V ,! C`.V; Vg/.

Since
V

V ,! C`.V; Vg/, C`.V; Vg/ inherits the main antiautomorphism, the
reversion and the conjugation operators that we defined (see Eq. (2.33) in

V
V.

Note moreover that C`.V; Vg/ also inherits from .
V

V; Vg/ the scalar and contracted
products of multiforms.

Exercise 2.39 Show that:

(i) If A 2 VV ,! C`.V; Vg/ then

h NAir D .�1/rhAir, h QAir D .�1/ 12 r.r�1/hAir: (2.57)

(ii) If a 2 V ,! C`.V; Vg/ , Ar 2Vr V, Bs 2Vs V, r; s � 0: (see [10])

ay.ArBs/ D .ayAr/Bs C .�1/rAr.ayBs/

D .a ^ Ar/Bs � .�1/rAr.a ^ Bs/;

a ^ .ArBs/ D .a ^ Ar/Bs � .�1/rAr.ayBs/

D .ayAr/Bs C .�1/rAr.a ^ Bs/:

(2.58)

the same signature. The reader may verify the validity of this statement by inspecting Table 3.1 in
Chap. 3 and finding examples.
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(iii) if a 2 V ,! C`.V; Vg/ and A 2 VV ,! C`.V; Vg/ then

ayA D �NAxa, a ^ A D NA ^ a: (2.59)

(iv) if a 2 V ,! C`.V; Vg/ and A 2 VV ,! C`.V; Vg/ then

ay.A^ B/ D .ayA/^ BC OA ^ .ayB/: (2.60)

(v) if A;B 2VV ,! C`.V; Vg/ then

1

2

˝
A QB � QB NA˛

1
D
D QNByA

E
1
; (2.61)

1

2

˝
A QBC QB NA˛

1
D
D QNAyB

E
1
: (2.62)

(vi) if a 2 V ,! C`.V; Vg/ and A;B 2VV ,! C`.V; Vg/ then

.ayA/ � B D A � .a ^ B/: (2.63)

(vii) if A;B;C 2VV ,! C`.V; Vg/ then

Ay.ByC/ D .A ^ B/yC; (2.64)

.AxB/xC D Ax.B^ C/: (2.65)

(viii) if A;B;C 2VV ,! C`.V; Vg/ then

.AyB/ � C D B � . QA ^ C/; (2.66)

.BxA/ � C D B � .C ^ QA/: (2.67)

(ix) if A;B;C 2VV ,! C`.V; Vg/ then

.AB/ � C D B � . QAC/; (2.68)

.BA/ � C D B � .C QA/: (2.69)

(x) if Ar 2Vr V ,! C`.V; Vg/;Bs 2Vs V ,! C`.V; Vg/ then [10] :

ArBs D hArBsijr�sj C hArBsijr�sjC2 C � � � C hArBsirCs D
mX

kD0
hArBsijr�sjC2k;

(2.70)

with m D 1
2
.rC s � jr � sj/.
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(xi) if Ar 2Vr V ,! C`.V; Vg/;Bs 2Vs V ,! C`.V; Vg/ and r � s show that

AryBs D hArBsijr�sj D .�1/r.s�r/hBsArijr�sj D .�1/r.s�r/BsxAr: (2.71)

(xii) Show that for "a; "b 2V1V ,! C`.V; Vg/ and B 2V2V ,! C`.V; Vg/

h."a ^ "b/Bi2 D "a ^ ."byB/C "ay."b ^ B/: (2.72)

Exercise 2.40 Define the commutator product of A;B 2 C`.V; Vg/ by

A � B D 1

2
ŒA;B�: (2.73)

Show that the commutator product satisfy the Jacobi identity, i.e. for A;B;C 2
C`.V; Vg/

A � .B � C/C B � .C � A/C C � .A � B/ D 0 (2.74)

Exercise 2.41 Show that if F 2V2 V ,! C`.V; Vg/, then

F2 D �F � F C F ^ F: (2.75)

If the metric vector space .V; Vg/ is oriented by �Vg, then we can also extend
the Hodge star operator defined in the Grassmann algebra to the Clifford algebra
C`.V; Vg/, by letting ? W C`.V; Vg/! C`.V; Vg/ be given by:

? A D
X

r

?hAir : (2.76)

Exercise 2.42 Show that for any Ar 2Vr V and Bs 2 Vs V, r; s � 0:

Ar ^ ?Bs D Bs ^ ?ArI r D s

Ar � ?Bs D Bs � ?ArI rC s D n

Ar ^ ?Bs D .�1/r.s�1/ ? . QAryBs/I r � s (2.77)

Ary ? Bs D .�1/rs ? . QAr ^ Bs/I rC s � n

?Ar D QAry�Vg D QAr�Vg
?�Vg D sgnVgI ?1 D �Vg:

Exercise 2.43 Let f"�g be a basis of V (a n-dimensional real vector space) dual to
a basis fe�g of V. Let Vg be the metric of V such that Vg.e�; e�/ D Vg�� and let Vg
be a metric for V such that Vg."�; "�/ D Vg��and Vg�� Vg�ˇ D ı

�

ˇ . Show that writing
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"�1:::�p D "�1 ^ � � � ^ "�p , "�pC1����n D "�pC1 ^ � � � ^ "�n we have

? "�1:::�p D 1

.n� p/Š

qˇ̌
det Vgˇ̌Vg�1�1 � � � Vg�p�p
�1����n"

�pC1����n : (2.78)

All identities in the above exercises are very important for calculations. They are
part of the tricks of the trade.

2.5 Extensors

In what follows
V˘ V denotes an arbitrary subspace of

V
V, called a subspace part

of
V

V. Consider the arbitrary subspace parts
V˘
1 V,. . . ,

V˘
m V and

V˘ V of
V

V.

Definition 2.44 Any linear mapping t W V˘1 V � : : : �V˘m V ! V˘ V is called an
extensor [6] over V.

The set of extensors over V, with domain
V˘
1 V � : : : � V˘m V and codomainV˘ V has a natural structure of a vector space over R and will be called EXT-.V/.

In what follows we shall need to study mainly the properties of extensors where
the domain is a single subspace part, say

V˘
1 V. The space of that extensors whereV˘

1 V D V˘ V DVV will be denoted by ext-.V/.

2.5.1 . p; q/-Extensors

Definition 2.45 Let p; q 2 N with 0 � p; q � n: A extensor over V with domainVp V and codomain
Vq V is called a . p; q/-extensor over V. The real vector space

of the . p; q/-extensors over V is denoted by ext � .Vp V;
Vq V/.

Note that if dim V D n then dim ext.
Vp V;

Vq V/ D �n
p

��n
q

�
:

2.5.2 Adjoint Operator

Definition 2.46 Let .f" jg; f"jg/ be a pair of arbitrary reciprocal basis for V (i.e.,
" j � "i D ıj

i). The linear operator

 W ext.
^p

V;
^q

V/ 3 t 7! t 2 ext.
^q

V;
^p

V/
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such that

t.Y/ D 1

pŠ
.t." j1 ^ � � � ^ " jp/ � Y/"j1 ^ � � � ^ "jp

D 1

pŠ
.t."j1 ^ � � � ^ "jp/ � Y/" j1 ^ � � � ^ " jp ; (2.79)

is called the adjoint operator relative to the scalar product defined by Vg. t is called
the adjoint of t.

The adjoint operator is well defined since the sums in the second members of the
above equations are independent of the chosen pair .f" jg; f"jg/:

2.5.3 Properties of the Adjoint Operator

(i) The operator  is involutive, i.e.,

.t/ D t: (2.80)

(ii) Let t 2 ext.
Vq V;

Vp V/. Then, for any X 2Vp V and Y 2 Vq V

t.X/ � Y D X � t.Y/: (2.81)

(iii) Let t 2 ext.
Vq V;

Vr V/ and u 2 ext.
Vp V;

Vq V/. Then, composition of u
with t denoted t ı u 2 ext.

Vp V;
Vr V/ and we have

.t ı u/ D u ı t: (2.82)

2.6 .1; 1/-Extensors

2.6.1 Symmetric and Antisymmetric Parts of .1; 1/-Extensors

Definition 2.47 An extensor t 2 ext.
V1 V;

V1 V/ is said adjoint symmetric relative
to the scalar product defined by Vg (adjoint antisymmetric) if, and only if t D t

.t D �t/.

It is easy to see that for any t 2 ext.
V1 V;

V1 V/; there are two .1; 1/-extensors over
V, say tC and t�; such that tC is adjoint symmetric (i.e., tC D tC) and t� is adjoint
antisymmetric (i.e., t� D �t�) and

t.a/ D tC.a/C t�.a/: (2.83)
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Moreover,

t˙.a/ D 1

2
.t.a/˙ t.a//: (2.84)

Definition 2.48 tC and t� are called the adjoint symmetric and adjoint antisymmet-
ric parts of t.

2.6.2 Exterior Power Extension of .1; 1/-Extensors

Definition 2.49 Let t 2 ext.
V1 V;

V1 V// and Y 2VV. The linear operator

� W ext.
^1

V;
^1

V/! ext-.V/; t 7! t; (2.85)

such that for any

t.Y/ D 1 � Y C
nX

kD1

1

kŠ
.." j1 ^ � � � ^ " jk/ � Y/t."j1 / ^ � � � ^ t."jk / (2.86)

D 1 � Y C
nX

kD1

1

kŠ
.."j1 ^ � � � ^ "jk/ � Y/t." j1 / ^ � � � ^ t." jk/; (2.87)

is called the (exterior power) extension operator relative to the scalar product defined
by Vg. We read t as the extended of t:

The extension operator is well defined since the sums in the second members of
the above equations is independent of the chosen pair .f" jg; f"jg/. Take into account
also that the extension operator preserve grade, i.e., if Y 2Vk V then t.Y/ 2Vk V:

2.6.3 Properties of t

(i) For any t 2 ext.
V1 V;

V1 V/; and any ˛ 2 R; v; v1; : : : ; vk 2V1 V we have

t.˛/ D ˛; (2.88)

t.v/ D t.v/; (2.89)

t.v1 ^ � � � ^ vk/ D t.v1/ ^ � � � ^ t.vk/: (2.90)
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An obvious corollary of the last property is

t.X ^ Y/ D t.X/ ^ t.Y/; (2.91)

for any X;Y 2VV.
(ii) For all t; u 2 ext.

V1 V;
V1 V/ it holds

t ı u D t ı u: (2.92)

(iii) Let t 2 ext.
V1 V;

V1 V/ with inverse t�1 2 ext.
V1 V;

V1 V/ (i.e., t ı t�1 D
t�1 ı t D id; where id 2 ext.

V1 V;
V1 V/ is the identity extensor). Then

.t/�1 D .t�1/ � t�1: (2.93)

(iv) For any t 2 ext.
V1 V;

V1 V/

.t/ D .t/ � t: (2.94)

(v) Let t 2 ext.
V1 V;

V1 V/; for any X;Y 2VV

Xyt.Y/ D t.t.X/yY/: (2.95)

2.6.4 Characteristic Scalars of a .1; 1/-Extensor

Definition 2.50 The trace of t 2 ext.
V1 V;

V1 V/ relative to the scalar product
defined by Vg is a mapping

tr W ext.
^1

V;
^1

V/! R

such that

tr.t/ D t." j/ � "j D t."j/ � " j: (2.96)

Note that the definition is independent of the chosen pair .f" jg; f"jg/. Also, for
any t 2 ext.

V1 V;
V1 V/;

tr.t/ D tr.t/: (2.97)
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Definition 2.51 The determinant of t 2 ext.
V1 V;

V1 V/ relative to the scalar
product defined by Vg is the mapping det W ext.

V1 V;
V1 V/! R such that

det t D 1

nŠ
t." j1 ^ � � � ^ " jn/ � ."j1 ^ � � � ^ "jn/ (2.98)

D 1

nŠ
t."j1 ^ � � � ^ "jn/ � ." j1 ^ � � � ^ " jn/: (2.99)

Remark 2.52 Note that the definition is independent of the chosen pair .f" jg; f"jg/.
When it becomes necessary to explicitly specify the metric Vg relative to which the
determinant of t is defined we will write det

Vg
t instead of dett.

Remark 2.53 For the relation between the definition of dett and the classical
determinant of a square matrix representing t in a given basis see Exercise 2.58.

Using the combinatorial formulas vj1 ^ � � � ^ vjn D 
j1:::jnv1 ^ � � � ^ vn and vj1 ^
� � � ^ vjn D 
j1:::jnv1 ^ � � � ^ vn; where 
j1 ���jn and 
j1 ���jn are the permutation symbols
of order n and v1; : : : ; vn and v1; : : : ; vn are linearly independent covectors, we can
also write

dett D t."1 ^ � � � ^ "n/ � ."1 ^ � � � ^ "n/ D t.
4
"/ � "4 (2.100)

D t."1 ^ � � � ^ "n/ � ."1 ^ � � � ^ "n/ D t."4/ �
4
"; (2.101)

where we used:
4
" D "1 ^ � � � ^ "n and "4 D "1 ^ � � � ^ "n.

2.6.5 Properties of dett

(i) For any t 2 ext.
V1 V;

V1 V/,

dett D dett: (2.102)

(ii) For any t 2 ext.
V1 V;

V1 V/; and I 2 Vn V we have

t.I/ D Idett: (2.103)

(iii) For any t; u 2 ext.
V1 V;

V1 V/,

det.t ı u/ D dett detu: (2.104)
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(iv) Let t 2 ext.
V1 V;

V1 V/ with inverse t�1 2 .1; 1/ -ext.V/ (i.e., t ı t�1 D
t�1 ı t D id; where id 2 .1; 1/-ext.V/ is the identity extensor), then

dett�1 D .dett/�1: (2.105)

In what follows we use the notation det�1 t meaning dett�1 or .dett/�1.
(v) If t 2 ext.

V1 V;
V1 V/ is non degenerated (i.e., dett ¤ 0), then it has an

inverse t�1 2 ext.
V1 V;

V1 V/, given by

t�1.a/ D det
�1 tt.aI/I�1; (2.106)

where I 2Vn V is any non null pseudoscalar.

2.6.6 Characteristic Biform of a .1; 1/-Extensor

Definition 2.54 The 2-form [7] of t 2 ext.
V1 V;

V1 V/ is

bif .t/ D t." j/ ^ "j D t."j/ ^ " j 2
^2

V: (2.107)

Note that bif .t/ is indeed a characteristic of t since the definition is independent
of the chosen pair .f" jg; f"jg/:

Properties of bif.t/

(i) Let t 2 ext.
V1 V;

V1 V/; then

bif .t/ D �bif .t/: (2.108)

(ii) The adjoint antisymmetric part of any t 2 ext.
V1 V;

V1 V/ can be ‘factored’
by the formula [6]

t�.a/ D 1

2
bif .t/ � a; (2.109)

where � means the commutator product [see Eq. (2.73)].
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2.6.7 Generalization of .1; 1/-Extensors

Definition 2.55 Let G W ext.
V1 V;

V1 V/ 3 t 7! T 2 ext-.V/ such that for any
Y 2 VV

Gt .Y/ D T.Y/ D t." j/ ^ ."jyY/ D t."j/ ^ ." jyY/; (2.110)

The linear operator G is called the generalization operator of t relative to the scalar
product defined by Vg, T is read as the generalized t.

Note that G is well defined since it does not depend on the choice of the pair
.f" jg; f"jg/. Note also that G preserves grade, i.e., if Y 2Vk V; then T.Y/ 2Vk V:

Properties of G

(i) For any ˛ 2 R and v 2V1 V we have

T.˛/ D 0; (2.111)

T.v/ D t.v/: (2.112)

(ii) For any X;Y 2 VV we have

T.X ^ Y/ D T.X/ ^ Y C X ^ T.Y/: (2.113)

(iii) G commutes with the adjoint operator. Thus, T means either the adjoint of the
generalized as well as the generalized of the adjoint.

(iv) The adjoint antisymmetric part of the generalized of t is equal to the general-
ized of the antisymmetric adjoint part of t; and can be factored as

T�.Y/ D 1

2
bif .t/ � Y; (2.114)

for any Y 2VV.

2.7 Symmetric Automorphisms and Orthogonal Clifford
Products

Besides the “natural” Clifford product of C`.V; Vg/, we can introduce infinitely
many other Clifford-like products on this same algebra, one for each symmetric
automorphism of its underlying vector space. In what follows we are going to
construct such new Clifford products.7

7The possibility of introducing different Clifford products in the same Clifford algebra was already
established by Arcuri [2]. A complete study of that issue is given in [8]. The relation between
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There is a one-to-one correspondence between the endomorphisms of .V; Vg/ and
the bilinear forms over V. Indeed, to each endomorphism g W V ! V we can
associate a bilinear form g W V � V ! R, by the relation:

g.u; v/ D Vg.g .u/ ; v/ (2.115)

for every u; v 2 V.
As we know [recall Eq. (2.79)] the adjoint of the extensor g W V ! V is the

extensor (linear mapping) g W V ! V such that for any u; v 2 V

Vg.g .u/ ; v/ D g .u/ � v D u � g .u/ :

Definition 2.56 An endomorphism G W V ! V is said to be symmetricor skew-
symmetric if its associated bilinear form G : V � V ! R is, respectively, symmetric
or skew-symmetric. In the more general case we can write a bilinear form G as:

G D GC C G�; (2.116)

with G˙.u; v/ D 1
2
ŒG.u; v/˙ G.v; u/�, for every u; v 2 V.

Then, correspondingly, its associated endomorphism G will be written as the sum
of a symmetric and a skew-symmetric endomorphism, i.e.,

G D GC C G�; (2.117)

with GC;G� W V ! V standing for the endomorphisms associated to the
bilinear forms GC and G�, respectively. We see immediately that for a symmetric
automorphism, i.e., G D GC we have GC � G.

If g � gC D g is a symmetric automorphism of .V; Vg/, the bilinear form g 2
T2V associated to it has all the properties of a metric tensor on V and in that case g
can be used to define a new Clifford algebra C`.V; g/ associated to the pair .V; g/.

This is done by associating to the bilinear form g [10] a new scalar product 
 � �
g

of vectors in the algebra in the space V �V1V related to the old scalar product by

u 
 v WD g.u; v/ D g.u/ � v (2.118)

for every u; v 2 V.
Also, given Ap D u1 ^ : : : ^ up;Bp D v1 ^ : : : ^ vp 2 VpV ,! C`.V; Vg/ we

define in analogy with Definition 2.25

Ap 
 Bp D det.g.ui; vj// D det.g.ui/ � vj/ (2.119)

different Clifford products is an essential tool in the theory of the gravitational field as presented
in [4], where this field is represented by the gauge metric extensor h (Sect. 2.8.1).
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This new scalar product is extended to all of
V

V due to linearity and orthogo-
nality and A 
 B D 0 if A 2 VrV and B 2 VsV , r ¤ s. Also, we agree that if
a; b 2 R �V0V then a 
 b D ab.

2.7.1 The Gauge Metric Extensor h

If it can be easily proved that C`.V; g/ will be isomorphic to the original Clifford
algebra C`.V; Vg/ if and only if there exists an automorphism h W V ! V (called the
gauge metric extensor) such that:

g.u/ � v D h.u/ � h.v/; (2.120)

for every u; v 2 V. We will say that h is the square root of g (or by abuse of language
of g) even when h ¤ h,

Eq. (2.120) implies that

g D hh: (2.121)

We can prove (see below) that every positive symmetric transformation possesses
at most 2n square roots, all of them being symmetric transformations, but only one
being itself positive (see, e.g., [8]).

If Eq. (2.120) is satisfied, we can reproduce the Clifford product of C`.V; g/ into
the algebra C`.V; Vg/ defining an operation

_ �
g
W C`.V; Vg/ � C`.V; Vg/! C`.V; Vg/;

A _ B � A
g
B D h�1..h.A/h.B//; (2.122)

for every A;B 2 C`.V; g/, where h�1 is the inverse of the automorphism of h, and
h W C`.V; Vg/  - VV ! V

V ,! C`.V; Vg/ is the extended of h defined according
to Eq. (2.85). In particular, if u; v 2 V ,! C`.V;g/ are covectors, then

u
g
v D u 
 v C u ^ v:

In addition, the product _ W C`.V; Vg/ � C`.V; Vg/ ! C`.V; Vg/ satisfies all the
properties of a Clifford product which we have stated previously.

We introduce also the contractions y
g
W C`.V; Vg/ � C`.V; Vg/ ! C`.V; Vg/ and

x
g
W C`.V; Vg/�C`.V; Vg/! C`.V; Vg/ induced by_ W C`.V; Vg/�C`.V; Vg/! C`.V; Vg/,

in complete analogy to Definition 2.32, and we left to the reader to fill in the details.
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Relations analogous to those given in the earlier section will be obtained, with the
usual contraction product “y” replaced by this new one.

Furthermore, if we perform a change in the volume scale by introducing another
volume n-vector �g 2 Vn V such that

Q�g 
 �g D .�1/q;

then we can also define the analogous of the Hodge duality operation for this new
Clifford product, by letting ?

g
W C`.V; Vg/! C`.V; Vg/ be given by:

Ar ^ .?
g
Br/ D . QAr 
 Br/�g; (2.123)

for every Ar;Br 2 Vr V ,! C`.V; Vg/, r D 0; : : : ; n. Of course, the operator ?
g

just defined satisfies relations that are analogous to those satisfied by the operator
?(D ?

g
) [see Eq. (2.28)], and we have:

?
g
D sgn.deth/h�1 ı ?

Vg
ıh (2.124)

� sgn.deth/h�1 ? h

as can be verified (see Exercise 2.60)

Remark 2.57 For the case of two metrics, say g and � of the same Lorentz signature
.1; 3/ such that g may be continuously deformed into � we have deth > 0. In this
case, we can write

?
g
D h�1 ı ?

�
ı h: (2.125)

which we abbreviate as ?
g
D h�1 ?

�
h.

2.7.2 Relation Between dett and the Classical Determinant
detŒTij�

Let V be a real vector space of finite dimension n and V its dual. Using notations

introduced previously, let VgE and VgE be metrics of Euclidean signature and
ı
g and

ı
Vg

be metrics of signature (p; q/ in V and V which are related as explained in Sect. 2.2.
Let moreover g W V � V ! R be an arbitrary nondegenerate symmetric bilinear
form on V and g W V � V ! R a bilinear form on V such that if f" jg is a basis
of V dual to fejg (an arbitrary basis of V), then gijgjk D ık

j , where gij D g.ei; ej/
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and gjk D g." j; "k/. Let also f"jg be the reciprocal basis of f" jg with respect to
the Euclidean metric VgE. Let also t 2 ext.

V1 V;
V1 V/ be the unique extensor that

corresponds to T 2 T2V, such that for any a; b 2 V1 V we have T.a; b/ D t.a/ �
gE

b

and t 2 ext.
V1 V;

V1 V/ be the unique extensor that corresponds to T 2 T2V, such
that for any a; b 2 V1 V we have T.a; b/ D t.a/ �

g
b. Define Tij D T."i; "j/.

Exercise 2.58 Show that the classical determinant of the matrix ŒTij� denoted
detŒTij� and det

gE
t and det

g
t are related by:

detŒTij� D det
gE

t."1 ^ � � � ^ "n/ �
gE
."1 ^ � � � ^ "n/

D det
g
t."1 ^ � � � ^ "n/ �

g
."1 ^ � � � : ^ "n/: (2.126)

Solution We show the first line of Eq. (2.126). Recall that for any v1; v2; : : : ;w1; : : : ;
wn 2 V we have

.v1 ^ � � � ^ vk/ �
gE
.w1 ^ � � � ^ wk/ D 
s1:::skv1 �

gE
ws1 � � �vk �

gE
wsk (2.127)

and the property t.v1 ^ � � � ^ vk/ D t.v1/ ^ � � � ^ t.vk/. By definition of classical
determinant of n � n real matrix we have

detŒTjk� D 
s1���sn T1s1 � � �Tnsn D 
s1:::snT."1; "s1/ � � �T."n; "sn/

D 
s1:::sn t."1/ �
gE
"s1 � � � t."n/ �

gE
"sn D .t."1/ ^ � � � ^ t."n// �

gE
."1 ^ � � � ^ "n/

D t."1 ^ � � � ^ "n/ �
gE
."1 ^ � � � ^ "n/; (2.128)

hence, by definition of dett
gE

, i.e., t.I/ D Idett
gE

for all non-null pseudoscalar I,

Eq. (2.126) follows.

Remark 2.59 Note, in particular, for future reference that writing det g D
detŒg.ei; ej/�, det g D detŒg." j; "k/� we have,

.det g/�1 D det g D det
gE

g."1 ^ � � � ^ "n/ �
gE
."1 ^ � � � ^ "n/

D det
g
g."1 ^ � � � ^ "n/ �

g
."1 ^ � � � ^ "n/: (2.129)

where g 2 ext.
V1 V;

V1 V/ is the unique extensor that corresponds to g 2 T2V
such that g.a; b/ D g.a/ �

gE
b and g 2 ext.

V1 V;
V1 V/ is the unique extensor that

corresponds to g 2 T2V such that g.a; b/ D g.a/ �
g

b.
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Exercise 2.60 Prove Eq. (2.124).

Solution To prove Eq. (2.124) we need to take into account that for each invertible
.1; 1/-extensor h such that g D hh and for any X;Y 2 VV the following identity
holds

h.Xy
Vg
Y/ D h.X/y

Vg
h.Y/; (2.130)

By definition

?
g
X D QXy

g
�g; ?

Vg
X D QXy

Vg
�Vg: (2.131)

Also, since
ˇ̌
det Vgˇ̌ D 1, we have �g D

pjdet gj�Vg, det g D .deth/�2 and

h.�g/ D .deth/�Vg: (2.132)

Then

QXy
g
�g D

p
jdet gj QXy

g
�Vg

Dpjdet gjh�1
 

h. QX/y
Vg
h.�Vg/

!

Dpjdet gj.deth/h�1
 

h. QX/y
Vg
.�Vg/

!
D sgn.deth/h�1?h.X/ (2.133)

2.7.3 Strain, Shear and Dilation Associated
with Endomorphisms

Recall that every linear transformation can be expressed as composition of elemen-
tary transformations of the types Ra W V ! V and Sab W V ! V, defined by: (see,
e.g., [10]).

Ra.u/ D �aua�1

Sab.u/ D uC .u � a/b; (2.134)

for every u 2 V, where a; b 2 V are non-zero (co)vectors parametrizing the
transformation and a�1 D a=a2 D a=.a � a/. Transformations of the type Ra are
called elementary reflections. Recall also that it is a classical result proved in any
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good book of linear algebra that any isometry of .V; Vg/ can always be written as
the composite of at most n such transformations. The skew-symmetric part of a
transformation of the type “Sab” will be denoted by SŒab�. We have:

SŒab�.u/ D 1

2
.Sab.u/� Sba.u// D 1

2
uy.a ^ b/; (2.135)

for every u 2 V. It is again an example of an extensor, this time mapping biforms in
forms.

The symmetric part of a transformation of the type “Sab” is called a strain; it is a
shear in the a ^ b-plane if a � b D 0, or a dilation along a, if a ^ b D 0. Obviously,
a dilation along a direction a can be written more simply as:

Sa.u/ D uC �.u � a/ a

a2
; (2.136)

for every u 2 V, where � 2 R, � > �1, is a scalar parameter. If � D 0, then Sa is the
identity map of V, for any a 2 V. If � ¤ 0, then Sa is a contraction (�1 < � < 0)
or a dilation (� > 0), in the direction of a, by a factor 1C �.

Now, we can show that every positive symmetric transformation can always be
written as the composite of dilations along at most n orthogonal directions. To see
this, it is sufficient to remember that for any symmetric transformation g associated
to g we can find an orthonormal basis f"�g of V for which (aligned indices are not
to be summed over)

g."�/ D �.�/"�;

where �.�/ 2 R is the eigenvalue of g associated to the eigenvector "� (� D
1; : : : ; n). Then, defining

S"�.u/ D uC �.�/.u � "�/"�
"2�
; (2.137)

for every u 2 V, with �.�/ D �.�/ � 1, we get:

g D S1 ı � � � ı Sn: (2.138)

If the symmetric transformation g is in addition positive, i.e., g D hh, we have
"� � g."�/ D h."�/ � h."�/ D �.�/"� � "�. Then, since the signature of a bilinear form
is preserved by linear transformations (Sylvester’s law of inertia), we conclude that:

�.�/ D h."�/ � h."�/
"� � "� > 0: (2.139)
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This means that in Eq. (2.137), �.�/ D �.�/ � 1 > �1 and therefore it satisfies the
definition of dilation given by Eq. (2.136). Note also that the positive “square root”
of g is given by h D S1=21 ı � � � ı S1=2n , with

S1=2"� .u/ D uC �.�/.u � "�/"�
"2�
; (2.140)

for every u 2 V, where �.�/ D �1C
p
�.�/.

With these results it is trivial to give an operational form to the product defined
through Eq. (2.122), although eventually this may demand a great deal of algebraic
manipulation.

We emphasize that although we have considered only the positive symmetric
transformations in the developments above, the formalism can be adapted to more
general transformations (see, e.g. [8]).

We give as example of the above formalism Table 2.1, where we listed the g’s
relating all metrics of signature . p; q/ in a vector space V, with dim V D pCq D 4,
relative to a standard metric of Lorentzian signature. Note that if f"�g is a basis of
V with "� � "� D ��� D diag.1;�1;�1;�1/ then

g.v/ D R."�1 ��� :"�r /v; (2.141)

where R."�1 ::::"�r/ is a product of r-reflections, each one in relation to the hyperplane
orthogonal to "�i . Then, we have, e.g., R"0.v/ D �"0v"0;R"i.v/ D "iv"i; i D
1; 2; 3. Also, the last column of Table 2.1 list the matrix algebra to which the
corresponding Clifford algebra Rp;q is isomorphic (see Chap. 3 for details).

Table 2.1 Endomorphisms generating all Clifford algebras in 4-dimensions

g g.v/ g00 g11 g22 g33 . p; q/ Rp;q

R.0/ �"0v"0 �1 �1 �1 �1 .0; 4/ H.2/

R.1/ "1v"1 C1 C1 �1 �1 .2; 2/ R.4/

R.01/ �"0"1v"1"0 �1 C1 �1 �1 .1; 3/ H.2/

R.12/ "1"2v"2"1 C1 C1 C1 �1 .3; 1/ R.4/

R.012/ �"0"1"2v"2"1"1 �1 C1 C1 �1 .2; 2/ R.4/

R.123/ "1"2"3v"3"2"1 C1 C1 C1 C1 .4; 0/ H.2/

R.0123/ �"0"1"2"3v"3"2"1"0 �1 C1 C1 C1 .3; 1/ R.4/
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2.8 Minkowski Vector Space

We give now some details concerning the structure of Minkowski vector space
which plays a fundamental role in the theories presented in this book.8

Definition 2.61 Let V be a real four dimensional space over the real field R and
� W V � V!R a metric of signature9 �2. The pair .V, � / is called Minkowski
vector space and is denoted by R1;3.

We recall that the above definition implies that there exists an orthonormal basis
b D fe0; e1; e2; e3g of R1;3 such that

�.e�; e�/ D �.e�; e�/ D ��� D
8<:
1 if � D � D 0;
�1 if � D � D 1; 2; 3;
0 if � ¤ �:

(2.142)

We use in what follows the short notation ��� D diag.1;�1;�1;�1/.
The notation

�.u;w/ D u � w D w � u D �.w;u/; (2.143)

where the symbol � as usual is called a scalar product will also be used. Also, for
any u 2 R1;3, we write u � u D u2.

We recall that given a basis b D fe�g of V the basis Lb D fe�g of V such that

e� � e� D ı�� D
�
1 if � D �;
0 if � ¤ �: (2.144)

is called the reciprocal basis of b:
Note that e� � e� D ��� , with the matrix with entries ��� being the matrix

diag.1;�1;�1;�1/.
The dual space of V in the definition of the Minkowski vector space is as usual

denoted by V. The dual basis of a basis b D fe�g of R1;3 is the set b� D f"�g such
that "�.e�/ D ı�� . We introduce in V a metric of signature �2, � W V �V ! R, such
that

�."�; "�/ D ���: (2.145)

The pair .V; �/ will be denoted by R�1;3. We write �.u; v/ D u � v. Recall also
that the reciprocal basis of the basis b� D f"�g of V is the basis Lb� D f"�g of V

8The proofs of the propositions of this section are left to the reader.
9The signature of a metric tensor is sometimes defined as the number . p� q/.
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such that

"� � "� D ı�� : (2.146)

The metric � induces an isomorphism between V and V given by

V 3 a 7!a D �.a; / 2 V; (2.147)

such that for any w 2 V we have

a.w/ D �.a;w/: (2.148)

Of course the structures R1;3 D .V;�/ and R�1;3 D .V; �/ are also isomorphic.
To see this it is enough to verify that if v;w 2 V and v D � .v; /, w D � .w; / 2 V
then, �.u; v/ D � .v;w/.
Definition 2.62 Let v 2 V, then we say that v is spacelike if v2 < 0 or v D 0, that
v is lightlike if v2 D 0 and v ¤ 0, and that v is timelike if v2 > 0. This classification
gives the causal character of v. An analogous terminology are used to classify the
elements of V.

When v 2V is timelike, we denote by jjvjj D pv � v the norm of v.

Remark 2.63 From nowhere when no confusion arises we write u 2 V as u 2 R1;3.
That notation emphasize that u is an element of V and it can be classified as a
spacelike or lightlike or timelike vector. Also, within the same spirit we write when
no confusion arises u 2 V as u 2 R�1;3. The same notation will be used also for
subspaces S of V (S of V), i.e., we write S � V (S � V) as S � R1;3 (S � R�1;3).

Definition 2.64 Let S � R�1;3 be a subspace. We say that S is spacelike if all its
covectors are spacelike, that S is lightlike if it contains a lightlike covector but no
timelike vector, and S is timelike if it contains a timelike covector.

Definition 2.64 establish that a given subspace S � R�1;3 is necessarily spacelike
or lightlike or timelike. We now present without proofs some propositions that will
give us some insight on the linear algebra of R�1;3.

Proposition 2.65 A subspace S � R�1;3 is timelike if and only if its orthogonal
complement is spacelike.

Proposition 2.66 Let S � R�1;3 be a lightlike subspace. Then its orthogonal
complement S? is lightlike and S \ S? ¤ f0g.
Proposition 2.67 Two lightlike covectors, n1; n2 2 R�1;3 are orthogonal if and only
if they are proportional.

Proposition 2.68 There are only two orthogonal spacelike covectors that are
orthogonal to a lightlike covector.
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Proposition 2.69 The unique way to construct an orthonormal basis for R�1;3 is
with one timelike covector and three spacelike covectors.

The next proposition shows how to divide the set T � R�1;3 of all timelike
covectors in two disjoint subsets TC and T� , which are called respectively future
pointing and past point timelike vectors.

Proposition 2.70 Let u; v 2 T. The relation " on the set T � T such that u " v
if and only if u � v > 0 is an equivalence relation and it divides T in two disjoint
equivalence classes TC and T� .

Remark 2.71 Such equivalence relation is used to define a time orientation in
spacetime structures (see Chap. 4).

Proposition 2.72 TC and T� are convex sets.

Recall that TC to be convex means that given any u;w 2 TC and a 2 .0;1/ and
b 2 Œ0;1/ then .auC bw/ 2 TC.

Proposition 2.73 Let u; v 2 TC. Then they satisfy the anti-Schwarz inequality, i.e.,
ju � vj � jjujj jjvjj and the equality only occurs if u and v are proportional.

We end this section presenting the anti-Minkowski inequality, which is the basis
for a trivial solution [16] of the “twin paradox”, once we introduce a postulate (see
Axiom 6.1, Chap. 6) concerning the behavior of ideal clocks.

Proposition 2.74 Let u; v 2 TC. Then we have

jjuC vjj � jjujj C jjvjj ; (2.149)

which will be called anti-Minkowski inequality.

Proposition 2.75 Let u; v be spacelike covectors such that the spanŒu; v� is space-
like. Then the usual Schwarz and Minkowski inequalities ju � vj � jjujj jjvjj and
jjuC vjj � jjujj C jjvjj hold. If the equalities hold then u and v are proportional.

Proposition 2.76 Let u; v be spacelike covectors such that the spanŒu; v� is timelike.
Then the anti-Schwarz inequality ju � vj � jjujj jjvjj holds. If the equality holds then
u and v are proportional. If u �v � 0 and uCv is spacelike then the anti-Minkowski
inequality jjuC vjj � jjujjCjjvjj holds, the equality holding if u; v are proportional.

Exercise 2.77 Prove Propositions 2.65–2.76.

2.8.1 Lorentz and Poincaré Groups

Definition 2.78 A Lorentz transformation L WV ! V acting on the Minkowski
(co)vector space R�1;3 D .V; �/ is a Lorentz extensor, i.e., an element of
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ext.
V1 V;

V1 V/ ' V ˝ V such that for any u; v 2 V we have

�.Lu;Lv/ D �.u; v/: (2.150)

The set of all Lorentz transformations has a group structure under composition
of mappings. We denote such group by O1;3. As it is well known these transfor-
mations can be represented by 4 � 4 real matrices, once a basis in V is chosen.
Equation (2.150) then implies that

det L D ˙1: (2.151)

Transformations such that det L D �1 are called improper and the ones with
det L D 1 are called proper. Improper transformations, of course do not close in a
group. The subset of proper Lorentz transformations define a group denoted SO1;3.
Finally, the subset of SO1;3 connected with the identity is also a group. We denote it
by SOe

1;3. This group also denoted by L"C is called the proper orthochronous Lorentz
group. The reason for the adjective orthochronous becomes obvious once you solve
the next exercise.

Exercise 2.79 Show that if L 2 SOe
1;3 and u 2 TC � V, then Lu"u. Also show

that if v2T�, then Lv"v.10

Definition 2.80 Let L be a Lorentz transformation and let a 2 V. A Poincaré
transformation acting on Minkowski vector space R1;3 is a mapping P WV!V,
v 7! Pv D Lv C a.

A Poincaré transformation is denoted by P D .L; a/. The set of all Poincaré
transformations define a group denoted by P—called the Poincaré group—under
the multiplication rule (group composition law) given by

.L1; a/.L2; b/v D .L2L1;L1bC a/v D L2L1v C L1bC a: (2.152)

This composition law says that the Poincaré group is the semi direct product .�/
of the Lorentz group O1;3 by the translation group. We have

T D f.1; a/; 1 2 O1;3; a2Vg; (2.153)

and we write P D O1;3 � T . We also denote by P" D SO1;3 � T and by P"C D
SOe

1;3 � T .
The theory of representations of the Lorentz and Poincaré groups is an essential

ingredient of relativistic quantum field theory. We shall need only some few results
of these theories in this book and that results are present at the places where they
are needed.

10If the reader has any difficulty in solving that exercise he must consult, e.g., [17].



56 2 Multivector and Extensor Calculus

Exercise 2.81 Show that if u; v 2 V, and P D .L; a/ is a Poincaré transformation
then P.u� v/ � P.u� v/ D .u � v/ � .u � v/.

2.9 Multiform Functions

2.9.1 Multiform Functions of a Real Variable

Definition 2.82 A mapping Y W I ! V
V (with I 	 R) is called a multiform

function of real variable [14].

For simplicity when the image of Y is a scalar (or 1-form, or 2-form , : : : ;
etc.) the multiform function � 7! Y.�/ is said respectively scalar, (or 1-form, or
2-form , : : : ; etc.) function of real variable.

Limit and Continuity

The notions of limit and continuity for multiform functions can be easily introduced,
following a path analogous to the one used in the case of ordinary real functions.

Definition 2.83 A multiform L 2 VV is said to be the limit of Y.�/ for � 2 I
approaching �0 2 I; if and only if for any " > 0 there exists ı > 0 such that11

kY.�/ � Lk < "; if 0 < j� � �0j < ı: We write lim
�!�0

Y.�/ D L:

We prove without any difficulty that:

lim
�!�0

.Y.�/C Y.�// D lim
�!�0

Y.�/C lim
�!�0

Y.�/: (2.154)

lim
�!�0

.Y.�/~ Y.�// D lim
�!�0

Y.�/~ lim
�!�0

Y.�/; (2.155)

where ~ is any one of the product of multiforms, i.e., .^/; .�/; .y; x/ or (Clifford
product):

Y.�/ is said continuous at �0 2 I if and only if lim
�!�0

Y.�/ D Y.�0/: Then, sum

and products of any continuous multiform functions are also continuous.

Definition 2.84 The derivative of Y in �0 is

Y 0.�0/ D lim
�!�0

Y.�/ � Y.�0/

� � �0 : (2.156)

11Recall that the norm of a multiform X 2 VV is defined by kXk D pX � X, where the symbol �
refers to the Euclidean scalar product.
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The following rules are valid:

.Y C Y/0 D Y 0 C Y 0 (2.157)

.Y ~ Y/0 D Y 0 ~ Y C Y ~ Y 0 (Leibniz’s rule) (2.158)

.Y ı �/0 D .Y 0 ı �/�0 (chain rule), (2.159)

where ~ is any one of the product of multiforms, i.e., .^/; .�/; .y; x/ or .Clifford
product/ and � is an ordinary real function (�0 is the derivative of �). We also write

sometimes
d

d�
Y.�/ D Y 0.�/:

We can generalize easily all ideas above for the case of multiform functions of
several real variables, and when need such properties will be used.

2.10 Multiform Functions of Multiform Variables

Definition 2.85 A mapping F W V˘ V ! V
V; is said a multiform function of

multiform variable.

If F.Y/ is a scalar (or 1-form, or 2-form, : : :) then F is said scalar (or 1-form, or
2-form,. . . ) function of multiform variable.

2.10.1 Limit and Continuity

Definition 2.86 M 2 VV is said the limit of F for Y 2 V˘ V approaching Y0 2V˘ V if and only if for any " > 0 there exists ı > 0 such that kF.Y/�Mk < "; if
0 < kY � Y0k < ı. We write lim

Y!Y0
F.Y/ D M:

The following properties are easily proved:

lim
Y!Y0

.F.Y/C G.Y// D lim
Y!Y0

F.Y/C lim
Y!Y0

G.Y/: (2.160)

lim
Y!Y0

.F.Y/~ G.Y// D lim
Y!Y0

F.Y/~ lim
Y!Y0

G.Y/; (2.161)

where ~ is any one of the product of multiforms, i.e., .^/; .�/; .y; x/ or .Clifford
product/:

Definition 2.87 Let F WV˘ V !V
V . F is said to be continuous at Y0 2 V˘ V if

and only if lim
Y!Y0

F.Y/ D F.Y0/:
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Of course, the sum Y 7! .F C G/.Y/ D F.Y/ C G.Y/ or any product Y 7!
.F~G/.Y/ D F.Y/~G.Y/ of continuous multiform functions of multiform variable
are continuous.

2.10.2 Differentiability

Definition 2.88 F W V˘ V ! V
V is said to be differentiable at Y0 2 V˘ V if and

only if there exists an extensor over V, say, fY0 2 ext-.V/; such that

lim
Y!Y0

F.Y/ � F.Y0/� fY0 .Y � Y0/

kY � Y0k D 0: (2.162)

Remark 2.89 It is possible to show [15] that if such fY0 exists, it must be unique.

Definition 2.90 fY0 is called the differential (extensor) of F at Y0:

2.11 Directional Derivatives

Let F be any multiform function of multiform variable which is continuous at Y0.
Let � ¤ 0 be any real number and A an arbitrary multiform. Then, there exists the
multiform

lim
�!0

F.Y0 C � hAiY0 / � F.Y0/

�
: (2.163)

Definition 2.91 The limit in Eq. (2.163) denoted by F0A.Y0/ or .A�@Y/F.Y0/ is called
the directional derivative of F at Y0 in the direction of the multivector A [15]. The
operator A � @Y is said the directional derivative with respect to A and this notation,
i.e., A � @Y is justified in Remark 2.102. We write

F0A.Y0/ D .A � @Y/F.Y0/ D lim
�!0

F.Y0 C � hAiY0 /� F.Y0/

�
; (2.164)

or more conveniently

F0A.Y0/ D .A � @Y /F.Y0/ D d

d�
F.Y0 C � hAiY0 /

ˇ̌̌̌
�D0

: (2.165)

The directional derivative of a multiform function of multifunction variable is
linear with respect to the multiform direction, i.e., for all ˛; ˇ 2 R and A;B 2VV

F 0̨ ACˇB.Y/ D ˛F0A.Y/C ˇF0B.Y/; (2.166)
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or

.˛AC ˇB/ � @Y F.Y/ D ˛A � @YF.Y/C ˇB � @Y F.Y/: (2.167)

The following propositions are true and their proofs may be found in [15].

Remark 2.92 When there is no risk of confusion we write .A � @Y/F.Y/ simply as
A � @YF.

Proposition 2.93 Let Y 7! F.Y/ and Y 7! G.Y/ be any two differentiable
multiform functions. Then, the sum Y 7! .F C G/.Y/ D F.Y/ C G.Y/ and the
products Y 7! .F ~ G/.Y/ D F.Y/ ~ G.Y/; where ~ means .^/; .�/; .y; x/ or
(Clifford product) of differentiable multiform functions. Also,

.F C G/0A.Y/ D F0A.Y/C G0A.Y/: (2.168)

.F ~ G/0A.Y/ D F0A.Y/~ G.Y/C F.Y/~ G0A.Y/ (Leibniz’s rule). (2.169)

2.11.1 Chain Rules

Proposition 2.94 Let Y 7! F.Y/ and Y 7! G.Y/ be any two differentiable
multiform functions. Then, the composite multiform function Y 7! .F ı G/.Y/ D
F.hG.Y/iY/; with Y 2 domF; is a differentiable multiform function and

.F ı G/0A.Y/ D F0G0
A.Y/
.hG.Y/iY/: (2.170)

Proposition 2.95 Let Y 7! F.Y/ and � 7! Y.�/ be two differentiable multiform
functions, the first one a multiform function of multivector variable and the second
one a multiform function of real variable. Then, the composite function � 7! .F ı
Y/.�/ D F.hY.�/iY/; with Y 2 domF; is a multiform function of real variable and

.F ı Y/0.�/ D F0Y0.�/.hY.�/iY/: (2.171)

Proposition 2.96 Let � W R! R and ‰ W V˘ V ! R be respectively an ordinary
differentiable real function and a differentiable multiform function. The composition
� ı ‰ W V˘ V ! R, .� ı ‰/.Y/ D �.‰.Y// is a differentiable scalar function of
multiform variable and

.� ı‰/0A.Y/ D �0.‰.Y//‰0A.Y/: (2.172)

The above formulas can also be written

A � @Y.F C G/.Y/ D A � @YF.Y/C A � @YG.Y/: (2.173)

A � @Y.F ~ G/.Y/ D A � @YF.Y/~ G.Y/C F.Y/~ A � @YG.Y/: (2.174)
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A � @Y.F ı G/.Y/ D A � @YG.Y/ � @YF.hG.Y/iY/; with Y 2 domF: (2.175)

d

d�
.F ı Y/.�/ D d

d�
Y.�/ � @YF.hY.�/iY/; with Y 2 domF: (2.176)

A � @Y .� ı‰/.Y/ D d

d�
�.‰.Y//A � @Y‰.Y/: (2.177)

2.11.2 Derivatives of Multiform Functions

Let F be any multiform function of multiform variable, which is differentiable at Y.
Let .f" jg; f"jg/ be an arbitrary pair of reciprocal basis for V (i.e., " j � "i D ıj

i). Then,
there exists a well defined multiform (i.e., independent of the pair .f" jg; f"jg/ and
depending only on F)

X
J

1

�.J/Š
"JF0"J

.Y/ �
X

J

1

�.J/Š
"JF0

"J .Y/: (2.178)

The symbol J denotes collective indices. Recall, e.g., that

"J D 1; "j1 ; : : : ; "j1j2���jn D "j1 ^ "j2 ^ � � � "jn ;

"J D 1; "j1 ; : : : ; " j1j2���jn D " j1 ^ " j2 ^ � � � ^ " jn : (2.179)

and �.J/ D 0; 1; 2; : : : for J D ¿; j1; j1j2 � � � jn; : : : where all indices j1; j2; : : : ; jn run
from 1 to n.

Definition 2.97 The multiform given by Eq. (2.178) will be denoted by F0.Y/ or
@YF.Y/ and is called [8, 14] the derivative of F at Y. We write

F0.Y/ D @YF.Y/ D
X

J

1

�.J/Š
"JF0"J

.Y/: (2.180)

2.11.3 Properties of @YF

Proposition 2.98

(a) Let Y 7! ˆ.Y/ be a scalar function of multiform variable. Then,

A � @Yˆ.Y/ D A � .@Yˆ.Y//: (2.181)
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(b) Let Y 7! F.Y/ and Y 7! G.Y/ be differentiable multiform functions. Then,

@Y .F CG/.Y/ D @Y F.Y/C @YG.Y/: (2.182)

@Y .FG/.Y/ D @Y F.Y/G.Y/C F.Y/@Y G.Y/ ( Leibniz’s rule). (2.183)

Remark 2.99 In field theories formulated in terms of differential forms (see
Chap. 9) the directional derivative of a multiform function, say F W Vr 3 X 7!
F.X/ 2Vn in the direction of W D ıX 2Vr V is written as

ıF WD ıX ^ @F

@X
(2.184)

called the variational derivative of F and @F
@X is called the algebraic derivative of F.

Now, since ıF D W � @X we can, e.g., verify that for F D X ^ ?X we have the
identification

ıX � @XF D ıF D ıX ^ @F

@X
D .�1/ r

2 .r�1/ıX ^ @XF: (2.185)

More details may be found in [4].

2.11.4 The Differential Operator @Y~

Definition 2.100 Given a multiform function of multiform variable, we define the
differential operator [15] @Y~ by

@Y ~ F.Y0/ D
X

J

1

�.J/Š
"J ~ "J � @YF.Y0/; (2.186)

where ~ is any one of the products .^/; .�/; .y; x/ or .Clifford product/.
@Y (the derivative operator) is also called the generalized gradient operator and

@YF is said to be the generalized gradient of F. Also @Y^ is called the generalized
rotational operator and @Y ^ F is said the generalized rotational of F. Finally the
operators @Y � and @Yy are called generalized divergent operators and @Y � F is said
the generalized scalar divergent of F and @Y yF is said the generalized contracted
divergent of F:

Note that these differential operators are well defined since the right side of
Eq. (2.186) depends only on F and are independent of the pair of reciprocal bases
used.
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2.11.5 The A ~ @Y Directional Derivative

Definition 2.101 The A ~ @Y directional derivative of a differentiable multiform
function F.Y/ is

A ~ @Y F.Y/ D
X

J

1

�.J/Š
.A ~ "J/F0"J

.Y/ (2.187)

where ~ is any one of the four products .^/, .�/, .y/, .x/ or the Clifford product.
The symbol J denotes collective indices.

Remark 2.102 We already introduced above the A � @Y directional derivative. The
other derivatives will appear in our formulation of the Lagrangian formalism in
Chaps. 7 and 8. We see moreover that the symbol A �@Y for the directional derivative
is well justified. Indeed, from Eq. (2.187) using � in the place of ~ we have

A � @Y F.Y/ D
X

J

1

�.J/Š
.A � "J/F0"J

.Y/

D
X

J

1

�.J/Š
AJF0"J

.Y/

D F0P
J

1

�.J/Š
AJ"J

.Y/

D F0A.Y/: (2.188)

We now solve some exercises dealing with calculations of directional derivatives
and derivatives of some multiform functions that will be used in the main text, in
particular in the Lagrangian formulation of multiform and extensor fields over a
Lorentzian spacetime (see Chaps. 8 and 9).

2.12 Solved Exercises

Exercise 2.103 Let
V˘ V 3 Y 7! Y � Y 2 R; where

V˘ V is some subspace ofV
V. Find A � @Y.Y � Y/ and @Y.Y � Y/.

Solution

A � @Y.Y � Y/ D d

d�
.Y C � hAiY/ � .Y C � hAiY/

ˇ̌̌̌
�D0

D d

d�
.Y � Y C 2� hAiY � Y C �2 hAiY � hAiY/

ˇ̌̌̌
�D0

; (2.189)
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A � @Y.Y � Y/ D 2 hAiY � Y D 2A � Y:

@Y.Y � Y/ DP
J

1

�.J/Š
"J"J � @Y.Y � Y/ DP

J

1

�.J/Š
"J2."J � Y/ D 2Y: (2.190)

Exercise 2.104 Let
V˘ V 3 Y 7! B � Y 2 R; with B 2VV. Find A � @Y.B � Y/ and

@Y.B � Y/:
Solution

A � @Y .B � Y/ D d

d�
B � .Y C � hAiY/

ˇ̌̌̌
�D0
D B � hAiY D A � hBiY ; (2.191)

@Y .B � Y/ DP
J

1

�.J/Š
"J"J � @Y.B � Y/ DP

J

1

�.J/Š
"J."J � hBiY/ D hBiY :

(2.192)

Exercise 2.105 Let
V˘ V 3 Y 7! .BYC/ � Y 2 R, with B;C 2 VV: Find A �

@Y..BYC/ � Y/ and @Y ..BYC/ � Y/.
Solution

A � @Y..BYC/ � Y/ D d

d�
.B.Y C � hAiY/C/ � .Y C � hAiY/

ˇ̌̌̌
�D0

D d

d�
..BYC/ � Y C �.B hAiY C/ � Y C �.BYC/ � hAiY/

C �2.B hAiY C/ � hAiY/
ˇ̌
�D0

D .B hAiY C/ � Y C .BYC/ � hAiY
D hAiY � .BYCC QBY QC/;

A � @Y..BYC/ � Y/ D A � ˝BYCC QBY QC˛Y : (2.193)

where we used that .AYB/ � Y D Y � . QAY QB/. Then,

@Y..BYC/ � Y/ DP
J

1

�.J/Š
"J"J � @Y .BYC � Y/

DP
J

1

�.J/Š
"J."J �

˝
BYCC QBY QC˛

Y
/;

and finally

@Y..BYC/ � Y/ D ˝BYCC QBY QC˛
Y
: (2.194)



64 2 Multivector and Extensor Calculus

Exercise 2.106 Let x ^ B, with x; a 2 V1 V and B 2 V2 V. Let also a 2 V1 V.
Find a � @x.x ^ B/, the divergence @xy.x ^ B/; the rotational @x ^ .x ^ B/ and the
gradient @x.x ^ B/:

Solution Taking into account that x ^ B 2V3 V we have

a � @x.x ^ B/ D d

d�
.xC �a/ ^ B

ˇ̌̌̌
�D0
D a ^ B; (2.195)

@xy.x ^ B/ D
nP

jD1
" jy"j � @x.x ^ B/ D

nP
jD1
" jy."j ^ B/ D .n � 2/B: (2.196)

@x ^ .x ^ B/ D
nP

jD1
" j ^ "j � @x.x ^ B/ D

nP
jD1
" j ^ ."j ^ B/ D 0: (2.197)

@x.x ^ B/ D
nP

jD1
" j"j � @x.x ^ B/ D

nP
jD1
" j."j ^ B/

D
nP

jD1
." jy."j ^ B/C " j ^ ."j ^ B//; (2.198)

@x.x ^ B/ D .n � 2/B: .n D dim V/ (2.199)

Exercise 2.107 Let x 2 V1 V and B 2 V2 V and consider xyB 2 V1 V. Find
a � @x.xyB/, @xy.xyB/, @x ^ .xyB/ and @x.xyB/:

Solution

a � @x.xyB/ D d

d�
.xC �a/yB

ˇ̌̌̌
�D0
D ayB: (2.200)

@xy.xyB/ D
nP

jD1
" jy"j � @x.xyB/ D

nP
jD1
" jy."jyB/ D

nP
jD1
." j ^ "j/y Bk D 0;

(2.201)

@x ^ .xyB/ D
nP

jD1
" j ^ "j � @x.xyB/ D

nP
jD1
" j ^ ."jyB/ D 2B: (2.202)

@x.xyB/ D
nP

jD1
" j"j � @x.xyB/ D

nP
jD1
" j."jyB/ (2.203)

@x.xyB/ D
nP

jD1
." jy."jyB/C " j ^ ."jyB// D 2B: (n D dim V)

(2.204)
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Exercise 2.108 Let a 2V1 V and Bk 2 Vk V and A 2VV. Then, a^Bk 2 VkC1 V
and we can define a .kC 1/-multiform function of vector variable^1

V 3 a 7! a ^ Bk 2
^kC1

V: (2.205)

Calculate A � @aa ^ Bk, the divergence @ay.a ^ Bk/, the rotational @a ^ .a ^ Bk/

and the gradient @a.a ^ Bk/.

Solution

A � @aa ^ Bk D d

d�
.aC �hAia/ ^ Bk

ˇ̌̌̌
�D0
D hAia ^ Bk D hAi1 ^ Bk; (2.206)

@ay.a ^ Bk/ D
X

J

1

v.J/Š
"Jy"J � @ay.a ^ Bk/ D

X
J

1

v.J/Š
"Jy.h"Ji1 ^ Bk/;

(2.207)

@ay.a ^ Bk/ D
nX

jD1
" jy."j ^ Bk/ D .n � k/Bk; (2.208)

@a ^ .a ^ Bk/ D
nX

jD1
" j ^ ."j ^ Bk/ D 0; (2.209)

@a.a ^ Bk/ D
nX

jD1
" j."j ^ Bk/ D

nX
jD1
Œ" jy."j ^ Bk/C " j ^ ."j ^ Bk/�

D @ay.a ^ Bk/ D .n� k/Bk: (2.210)

Exercise 2.109 Let a 2 V1 V and Bk 2 Vk V , 1 � k � n, and A 2 VV. Then,
ayBk 2Vk�1 V and we can define a .k � 1/-multiform function of vector variable^1

V 3 a 7! ayBk 2
^k�1

V: (2.211)

Calculate A � @aayBk, the divergence @ay.ayBk/, the rotational @a ^ .ayBk/ and the
gradient @a.ayBk/.

Solution

A � @aayBk D d

d�
.aC �hAia/yBk

ˇ̌̌̌
�D0
D hAiayBk D hAi1yBk; (2.212)

@ay.ayBk/ D
X

J

1

v.J/Š
"Jy"J � @ay.ayBk/ D

X
J

1

v.J/Š
"Jy.h"Ji1yBk/; (2.213)

@ay.ayBk/ D
nX

jD1
" jy."jyBk/ D

nX
jD1
." j ^ "j/yBk D 0; (2.214)
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@a ^ .ayBk/ D
nX

jD1
" j ^ ."jyBk/ D kBk (2.215)

@a.ayBk/ D
nX

jD1
" j."jyBk/ (2.216)

D
nX

jD1
Œ" jy."jyBk/C " j ^ ."jyBk/�

D @a ^ .ayBk/ D kBk: (2.217)

Exercise 2.110 Given two multiform functions F W Vr V ! Vp V, G W Vr V !Vq V abbreviated F.Y/, G.Y/ show that

@Y ŒF.Y/ ^ G.Y/� D @Y F.Y/ ^ G.Y/C .�1/pqF.Y/ ^ @YG.Y/: (2.218)

Exercise 2.111 Let a 2 V1 V and Y;Y W V1 V!V
V be differentiable functions

of the position form x D xk"k 2V1 V. Prove the following identities

(a)@x � Œ@a.ayX/ � Y� D .@xyX/ � Y C X � .@x ^ Y/

(b)@x � Œ@a.a ^ X/ � Y� D .@x ^ X/ � Y C X � .@xyY/ (2.219)

(c)@x � Œ@a.aX/ � Y� D .@xX/ � Y C X � .@xY/

Solution Note that if we prove (a) and (b) then (c) follows by summing the
identities (a) and (b).

(a) Using the algebraic identity .byB/ � C D B � .b ^ C/ valid for b 2 V1 V and
B;C 2VV we can write the second member of (a) as

.@xyX/ � Y C X � .@x ^ Y/ D ."ky"k � @xX/ � Y C X � ."k ^ "k � @xY/

D "k � @x."
kyX/ � Y C "kyX � ."k � @xY/: (2.220a)

Now, taking into account Eq. (2.216) we can write the first member of
identity (a) in of Eq. (2.111) as follows:

@x � Œ@a.ayX/ � Y� D @x � f"kŒ."kyX/ � Y�g
D "l � "k@lŒ."kyX/ � Y�
D �klŒ."ky@lX/ � Y C ."kyX/ � @lY�

D ."k@kX/ � Y C ."kyX/ � @kY

D "k � @x."
kyX � Y/C ."kyX/ � ."k � @xY/: (2.221)
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Comparing Eqs. (2.220a) and (2.221) identity (a) is proved.
(b) The second member of identity (b) in Eq. (2.111) can be written as

.@x ^ X/ � Y C X � .@x ^ Y/ D Y � .@x ^ X/C .@x ^ Y/ � X
D @x � Œ@a.ayX/ � Y�: (2.222)

Taken into account the algebraic identity .b ^ B/ � C D B � .byC/ valid for
b 2V1 V and B;C 2 VV we can write

@x � Œ@a.ayX/ � Y� D @x � Œ@aX � .a ^ Y/�

D @x � Œ@a.a ^ X/ � Y�; (2.223)

and identity (b) in Eq. (2.111) is proved.
(c) As we already said summing up identities (a) and (b), identity (c) in Eq. (2.111)

follows. Nevertheless we give another simple proof of that identity. Indeed, we
can work the first member of identity (c) as

@x � Œ@a.aX/ � Y� D "k � "l@kŒ"lX � Y�
D �lkŒ."l@kX/ � Y C ."lX/ � .@kY/�

D ."k@kX/ � Y C hA."lX/.@kY/i0
D .@Y/ � Y C h QX"l@kY/i0
D .@Y/ � Y C h QX@Y/i0
D .@X/ � Y C X � .@Y/: (2.224)
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Chapter 3
The Hidden Geometrical Nature of Spinors

Abstract This chapter reviews the classification of the real and complex Clifford
algebras and analyze the relationship between some particular algebras that are
important in physical applications, namely the quaternion algebra .R0;2/, Pauli
algebra .R3;0/, the spacetime algebra .R1;3/, the Majorana algebra .R3;1/ and
the Dirac algebra .R4;1/. A detailed and original theory disclosing the hidden
geometrical meaning of spinors is given through the introduction of the concepts
of algebraic, covariant and Dirac-Hestenes spinors. The relationship between these
kinds of spinors (that carry the same mathematical information) is elucidated
with special emphasis for cases of physical interest. We investigate also how to
reconstruct a spinor from their so-called bilinear invariants and present Lounesto’s
classification of spinors. Also, Majorana, Weyl spinors, the dotted and undotted
algebraic spinors are discussed with the Clifford algebra formalism.

3.1 Notes on the Representation Theory of Associative
Algebras

To achieve our goal mentioned in Chap. 1 of disclosing the real secret geometrical
meaning of Dirac spinors, we shall need to briefly recall some few results of the
theory of representations of associative algebras. Propositions are presented without
proofs and the interested reader may consult [3, 8, 12, 16, 20, 21] for details.

Let V be a finite dimensional linear space over K (a division ring). Suppose that
dimK V D n, where n 2 Z. We are interested in what follows in the cases where
K D R;C or H. In this case we also call V a vector space over K. When K D H it
is necessary to distinguish between right or left H-linear spaces and in this case V
will be called a right or left H-module. Recall that H is a division ring (sometimes
called a noncommutative field or a skew field) and since H has a natural vector space
structure over the real field, then H is also a division algebra.

Definition 3.1 Let V be a vector space over R and dimR V D 2m D n. A linear
mapping

J W V! V (3.1)

© Springer International Publishing Switzerland 2016
W.A. Rodrigues, E. Capelas de Oliveira, The Many Faces of Maxwell,
Dirac and Einstein Equations, Lecture Notes in Physics 922,
DOI 10.1007/978-3-319-27637-3_3
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such that

J2 D �IdV; (3.2)

s called a complex structure mapping.

Definition 3.2 Let V be as in the previous definition. The pair .V; J/ is called a
complex vector space structure and denote by VC if the following product holds.
Let C 3 z D aC ib (i D p�1) and let v 2 V. Then

zv D .aC ib/v D avC bJv: (3.3)

It is obvious that dimC D m
2

.

Definition 3.3 Let V be a vector space overR. A complexification of V is a complex
structure associated with the real vector space V˚V. The resulting complex vector
space is denoted by VC. Let v;w 2 V. Elements of VC are usually denoted by c D
vC iw, and if C 3 z D aC ib we have

zc D av � bwC i.awC bv/: (3.4)

Of course, we have that dimC VC D dimR V.

Definition 3.4 A H-module is a real vector space S carrying three linear transfor-
mation, I, J and K each one of them satisfying

I2 D J2 D �IdS,

IJ D �JI D K; JK D �KJ D I; KI D �IK D J: (3.5a)

Exercise 3.5 Show that K2 D �IdS

In what follows A denotes an associative algebra on the commutative field
F D R or C and F 	A.

Definition 3.6 Any subset I 	 A such that

a 2 I;8a 2 A; 8 2 I;

 C � 2 I;8 ; � 2 I (3.6)

is called a left ideal of A.

Remark 3.7 An analogous definition holds for right ideals where Eq. (3.6) reads
 a 2 I;8a 2 A;8 2 I, for bilateral ideals where in this case Eq. (3.6) reads
a b 2 I;8a; b 2 A;8 2 I.

Definition 3.8 An associative algebra A is simple if the only bilateral ideals are the
zero ideal and A itself.
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Not all algebras are simple and in particular semi-simple algebras are important
for our considerations. A definition of semi-simple algebras requires the intro-
duction of the concepts of nilpotent ideals and radicals. To define these concepts
adequately would lead us to a long incursion on the theory of associative algebras,
so we avoid to do that here. We only quote that semi-simple algebras are the direct
sum of simple algebras and of course simple algebras are semi simple. Then, for our
objectives in this chapter the study of semi-simple algebras is reduced to the study
of simple algebras.

Definition 3.9 We say that e 2A is an idempotent element if e2 D e. An idempotent
is said to be primitive if it cannot be written as the sum of two non zero annihilating
(or orthogonal) idempotent, i.e., e¤e1 C e2, with e1e2 D e2e1 D 0 and e21 D e1;
e22 D e2.

We give without proofs the following theorems valid for semi-simple (and thus
simple) algebras A:

Theorem 3.10 All minimal left (respectively right) ideals of semi-simple A are of
the form J D Ae (respectively eA), where e is a primitive idempotent of A.

Theorem 3.11 Two minimal left ideals of a semi-simple algebra A, J D Ae and
J D Ae0 are isomorphic, if and only if, there exist a non null Y 0 2 J0 such that
J0 D JY 0.

Let A be an associative and simple algebra on the field F.R or C/, and let S be
a finite dimensional linear space over a division ring K � F and let E D EndKS D
HomK.S;S/ be the endomorphism algebra of S.1

Definition 3.12 A representation of A in S is a K algebra homomorphism2 	 W
A! E D EndKS which maps the unit element of A to IdE. The dimension K of S
is called the degree of the representation.

Definition 3.13 The addition in S together with the mapping A� S! S, .a; x/ 7!
	.a/x turns S in a left A-module,3 called the left representation module.

Remark 3.14 It is important to recall that when K D H the usual recipe for
HomH.S;S/ to be a linear space over H fails and in general HomH.S;S/ is
considered as a linear space over R, which is the centre of H.

1Recall that HomK.V;W/ is the algebra of linear transformations of a finite dimensional vector
space V over K into a finite vector space W over K. When V DW the set EndKV DHomK.V;V/
is called the set of endomorphisms of V.
2We recall that a K-algebra homomorphism is a K-linear map 	 such that 8X; Y 2 A; 	.XY/ D
	.X/	.Y/.
3We recall that there are left and right modules, so we can also define right modular representations
of A by defining the mapping S�A! S, .x; a/ 7! x	.a/. This turns S in a right A-module, called
the right representation module.
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Remark 3.15 We also have that if A is an algebra on F and S is an A-module, then
S can always be considered as a vector space over F and if a 2 A, the mapping
� W a! �a with �a.s/ D as; s 2 S, is a homomorphism A! EndFS, and so it is a
representation of A in S. The study of A modules is then equivalent to the study of
the F representations of A.

Definition 3.16 A representation 	 is faithful if its kernel is zero, i.e., 	.a/x D
0;8x 2 S) a D 0. The kernel of 	 is also known as the annihilator of its module.

Definition 3.17 	 is said to be simple or irreducible if the only invariant subspaces
of 	.a/;8a 2 A, are S and f0g.

Then, the representation module is also simple. That means that it has no proper
submodules.

Definition 3.18 	 is said to be semi-simple, if it is the direct sum of simple
modules, and in this case S is the direct sum of subspaces which are globally
invariant under 	.a/;8a 2 A.

When no confusion arises 	.a/x may be denoted by a � x or ax.

Definition 3.19 Two A-modules S and S0 (with the “exterior” multiplication being
denoted respectively by Þ and �) are isomorphic if there exists a bijection ' W
S! S0 such that,

'.xC y/ D '.x/C '.y/; 8x; y 2 S;

'.a Þ x/ D a � '.x/; 8a 2 A; (3.7)

and we say that the representations 	 and 	0 of A are equivalent if their modules are
isomorphic.

This implies the existence of a K-linear isomorphism ' W S! S0 such that ' ı
	.a/ D 	0.a/ ı';8a 2 A or 	0.a/ D ' ı 	.a/ ı'�1. If dim S D n, then dim S0 D n.

Definition 3.20 A complex representation of A is simply a real representation 	 W
A! HomR.S;S/ for which

	.Y/ ı J D J ı 	.Y/;8Y 2 A: (3.8)

This means that the image of 	 commutes with the subalgebra generated by
fIdS; Jg  C.
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Definition 3.21 A quaternionic representation of A is a representation 	 W A !
HomR.S;S/ such that

	.Y/ ı I D I ı 	.Y/; 	.Y/ ı J D Jı	.Y/; 	.Y/ ıK D Kı	.Y/;8Y 2 A: (3.9)

This means that the representation 	 has a commuting subalgebra isomorphic to
the quaternion ring.

The following theorem is crucial:

Theorem 3.22 (Wedderburn). If A is simple algebra over F then A is isomorphic
to D.m/, where D.m/ is a matrix algebra with entries in D (a division algebra), and
m and D are unique (modulo isomorphisms).

3.2 Real and Complex Clifford Algebras and Their
Classification

Now, it is time to specialize the previous results to the Clifford algebras on the field
F D R or C. We are particularly interested in the case of real Clifford algebras.
In what follows we take V D Rn. We denote as in the previous chapter by Rp;q

(n D p C q) the real vector space Rn endowed with a nondegenerate metric g W
Rn � Rn ! R. Let fEig ; .i D 1; 2; : : : ; n/ be an orthonormal basis of Rp;q,

g.Ei;Ej/ D gij D gji D
8<:
C1; i D j D 1; 2; : : : p;
�1; i D j D pC 1; : : : ; pC q D n;
0; i ¤ j:

(3.10)

We recall (Definition 2.37 that the Clifford algebra Rp;q D C`.Rp;q/ is the
Clifford algebra over R, generated by 1 and the fEig ; .i D 1; 2; : : : ; n/ such that
E2i D g.Ei;Ei/, EiEj D �EjEi.i ¤ j/, and E1E2 : : :En ¤ ˙1.

Rp;q is obviously of dimension 2n and as a vector space it is the direct sum of
vector spaces

Vk
Rn of dimensions

�n
k

�
; 0 � k � n. The canonical basis of

Vk
Rn

is given by the elements eA D E˛1 � � �E˛k ; 1 � ˛1 < : : : < ˛k � n. The element
eJ D E1 � � �En 2 Vn

Rn ,! Rp;q commutes (n odd) or anticommutes (n even) with
all vectors E1; : : : ;En 2 V1

Rn � Rn. The center Rp;q is
V0

Rn � R if n is even
and it is the direct sum

V0
Rn ˚V0

Rn if n is odd.4

All Clifford algebras are semi-simple. If pC q D n is even, Rp;q is simple and if
pC q D n is odd we have the following possibilities:

(a) Rp;q is simple$ e2J D �1$ p�q ¤ 1 (mod 4)$ center of Rp;q is isomorphic
to C;

(b) Rp;q is not simple (but is a direct sum of two simple algebras)$ e2J D C1 $
p � q D 1 (mod 4)$ center of Rp;q is isomorphic to R˚ R.

4For a proof see [20].
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Now, for Rp;q the division algebras D are the division rings R, C or H. The
explicit isomorphism can be discovered with some hard but not difficult work. It is
possible to give a general classification of all real (and also the complex) Clifford
algebras and a classification table can be found, e.g., in [20]. One convenient table
is the following one (where � D Œn=2� means the integer part of n=2).

We denoted by R0p;q the even subalgebra of Rp;q and by R1p;q the set of odd
elements of Rp;q. The following very important result holds true

Proposition 3.23 R0p;q ' Rp;q�1 and also R0p;q ' Rq;p�1:

Now, to complete the classification we need the following theorem:

Theorem 3.24 (Periodicity)5 We have

RnC8 D Rn;0 ˝ R8;0 R0;nC8 D R0;n ˝ R0;8
RpC8;q D Rp;q ˝ R8;0 Rp;qC8 D Rp;q ˝ R0;8:

(3.11)

Remark 3.25 We emphasize here that since the general results concerning the
representations of simple algebras over a field F applies to the Clifford algebras
Rp;q we can talk about real, complex or quaternionic representation of a given
Clifford algebra, even if the natural matrix identification is not a matrix algebra
over one of these fields. A case that we shall need is that R1;3 ' H.2/. But it is
clear that R1;3 has a complex representation, for any quaternionic representation of
Rp;q is automatically complex, once we restrict C � H and of course, the complex
dimension of any H-module must be even. Also, any complex representation of Rp;q

extends automatically to a representation of C˝ Rp;q.

Remark 3.26 C˝ Rp;q is isomorphic to the complex Clifford algebra C`pCq. The
algebras C and Rp;q are subalgebras of C`pCq

3.2.1 Pauli, Spacetime, Majorana and Dirac Algebras

For the purposes of our book we shall need to have in mind that:

R0;1 ' C;

R0;2 ' H;

R3;0 ' C.2/;

R1;3 ' H.2/;

R3;1 ' R.4/;

R4;1 ' C.4/:

(3.12)

5See [20].
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R3;0 is called the Pauli algebra, R1;3 is called the spacetime algebra, R3;1 is called
Majorana algebra andR4;1 is called the Dirac algebra. Also, the following particular
results, which can be easily proved, will be used many times in what follows:

R01;3 ' R03;1 D R3;0; R04;1 ' R1;3; R01;4 ' R1;3;

R4;1 ' C˝ R3;1; R4;1 ' C˝ R3;1: (3.13)

In words: the even subalgebras of both the spacetime and Majorana algebras is the
Pauli algebra. The even subalgebra of the Dirac algebra is the spacetime algebra and
finally the Dirac algebra is the complexification of the spacetime algebra or of the
Majorana algebra.

Equation (3.13) show moreover, in view of Remark 3.26 that the spacetime
algebra has also a matrix representation in C.4/. Obtaining such a representation
is very important for the introduction of the concept of a Dirac-Hestenes spinor, an
important ingredient of the present work.

3.3 The Algebraic, Covariant and Dirac-Hestenes Spinors

3.3.1 Minimal Lateral Ideals of Rp;q

We now give some results concerning the minimal lateral ideals of Rp;q.

Theorem 3.27 The maximum number of pairwise orthogonal idempotents in K.m/
(where K D R, C or H) is m .

The decomposition of Rp;q into minimal ideals is then characterized by a spectral
set {epq;j} of idempotents elements of Rp;q such that:

(a)
nP

iD1
epq;j D 1;

(b) epq;jepq;k D ıjkepq;j;
(c) the rank of epq;j is minimal and non zero, i.e., is primitive.

By rank of epq;j we mean the rank of the
V

Rp;q morphism, epq;j W � 7�! �epq;j.
Conversely, any � 2 Ipq;j can be characterized by an idempotent epq;j of minimal
rank¤ 0, with � D �epq;j.

We now need to know the following theorem [13]:

Theorem 3.28 A minimal left ideal of Rp;q is of the type

Ipq D Rp;qepq; (3.14)

where

epq D 1

2
.1C e˛1/ � � �

1

2
.1C e˛k/ (3.15)
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is a primitive idempotent of Rp;q and where e˛1 ; : : : ; e˛k are commuting elements in
the canonical basis of Rp;q (generated in the standard way through the elements of
a basis .E1;:::;Ep;EpC1; : : :EpCq/ of Rp;q) such that .e˛i/

2 D 1; .i D 1; 2; : : : ; k/
generate a group of order 2k, k D q � rq�p and ri are the Radon-Hurwitz numbers,
defined by the recurrence formula riC8 D ri C 4 and

i 0 1 2 3 4 5 6 7

ri 0 1 2 2 3 3 3 3
: (3.16)

Recall that Rp;q is a ring and the minimal lateral ideals are modules over the ring
Rp;q. They are representation modules of Rp;q, and indeed we have (recall the above
table) the following theorem [13]:

Theorem 3.29 If pC q is even or odd with p � q ¤ 1.mod 4/, then

Rp;q D HomK.Ipq; Ipq/ ' K.m/; (3.17)

where (as we already know) K D R, C or H. Also,

dimK.Ipq/ D m; (3.18)

and

K ' eK.m/e; (3.19)

where e is the representation of epq in K.m/.
If pC q D n is odd, with p � q D 1 .mod 4/, then

Rp;q D HomK.Ipq; Ipq/ ' K.m/˚K.m/; (3.20)

with

dimK.Ipq/ D m (3.21)

and

eK.m/e ' R˚ R

or (3.22)

eK.m/e ' H˚H:

With the above isomorphisms we can immediately identify the minimal left
ideals of Rp;q with the column matrices of K.m/.
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Table 3.1 Representation of the Clifford algebras Rp;q as matrix algebras

p� q

mod 8 0 1 2 3 4 5 6 7

Rp;q R.2�/ R.2�/
˚

R.2�/

R.2�/ C.2�/ H.2��1/ H.2��1/
˚

H.2��1/

H.2��1/ C.2�/

3.3.2 Algorithm for Finding Primitive Idempotents of Rp;q

With the ideas introduced above it is now a simple exercise to find primitive
idempotents of Rp;q. First we look at Table 3.1 and find the matrix algebra to which
our particular Clifford algebra Rp;q is isomorphic. Suppose Rp;q is simple.6 Let
Rp;q ' K.m/ for a particular K and m. Next we take an element e˛1 2 feAg from the
canonical basis feAg of Rp;q such that

e2˛1 D 1: (3.23)

Next we construct the idempotent epq D .1 C e˛1/=2 and the ideal Ipq D Rp;qepq

and calculate dimK.Ipq/. If dimK.Ipq/ D m, then epq is primitive. If dimK.Ipq/ ¤ m,
we choose e˛2 2 feAg such that e˛2 commutes with e˛1 and e2˛2 D 1 and construct
the idempotent e0pq D .1C e˛1/.1C e˛2/=4. If dimK.I0pq/ D m, then e0pq is primitive.
Otherwise we repeat the procedure. According to Theorem 3.28 the procedure is
finite.

3.3.3 R?p;q, Clifford, Pinor and Spinor Groups

The set of the invertible elements of Rp;q constitutes a non-abelian group which we
denote by R?p;q. It acts naturally on Rp;q as an algebra homomorphism through its

twisted adjoint representation ( OAd) or adjoint representation (Ad)

OAd W R?p;q ! Aut.Rp;q/I u 7! Adu; with Adu.x/ D uxOu�1; (3.24)

Ad W R?p;q ! Aut.Rp;q/I u 7! Adu; with Adu.x/ D uxu�1 (3.25)

6Once we know the algorithm for a simple Clifford algebra it is straightforward to devise an
algorithm for the semi-simple Clifford algebras.
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Definition 3.30 The Clifford-Lipschitz group is the set

�p;q D
˚
u 2 R?p;q

ˇ̌ 8x 2 Rp;q; uxOu�1 2 Rp;q
�
; (3.26a)

or

�p;q D
˚
u 2 R?.0/p;q [R?.1/p;q

ˇ̌ 8x 2 Rp;q; uxu�1 2 Rp;q
�
; (3.26b)

Note in Eq. (3.26b) the restriction to the even (R?.0/p;q ) and odd .R?.1/p;q ) parts of
R?p;q.

Definition 3.31 The set �0p;q D �p;q \ R0p;q is called special Clifford-Lipschitz
group.

Definition 3.32 The Pinor group Pinp:q is the subgroup of �p;q such that

Pinp;q D
˚
u 2 �p;q jN.u/ D ˙1

�
; (3.27)

where

N W Rp;q ! Rp;q;N.x/ D hNxxi0: (3.28)

Definition 3.33 The Spin group Spinp;q is the set

Spinp;q D
˚
u 2 �0p;qjN.u/ D ˙1

�
: (3.29)

It is easy to see that Spinp;q is not connected.

Definition 3.34 The Special Spin Group Spine
p;q is the set

Spine
p;q D

˚
u 2 Spinp;qjN.u/ D C1

�
: (3.30)

The superscript e, means that Spine
p;q is the connected component to the identity.

We can prove that Spine
p;q is connected for all pairs .p; q/ with the exception of

Spine.1; 0/ ' Spine.0; 1/.
We recall now some classical results [17] associated with the pseudo-orthogonal

groups Op;q of a vector space Rp;q (n D pCq) and its subgroups. Let G be a diagonal
n � n matrix whose elements are Gij

G D ŒGij� D diag.1; 1; : : : ;�1;�1; : : : � 1/; (3.31)

with p positive and q negative numbers.
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Definition 3.35 Op;q is the set of n � n real matrices L such that

LGLT D G; det L2 D 1: (3.32)

Equation (3.32) shows that Op;q is not connected.

Definition 3.36 SOp;q, the special (proper) pseudo orthogonal group is the set of
n � n real matrices L such that

LGLT D G; det L D 1: (3.33)

When p D 0 (q D 0) SOp;q is connected. However, SOp;q (for, p; q ¤ 0) is not
connected and has two connected components for p; q � 1.

Definition 3.37 The group SOe
p;q, the connected component to the identity of SOp;q

will be called the special orthochronous pseudo-orthogonal group.7

Theorem 3.38 AdjPinp;q
W Pinp;q ! Op;q is onto with kernel Z2.

AdjSpinp;q
W Spinp;q ! SOp;q is onto with kernel Z2. AdjSpine

p;q
W Spine

p;q ! SOe
p;q

is onto with kernel Z2.
We have,

Op;q D Pinp;q

Z2
; SOp;q D

Spinp;q

Z2
; SOe

p;q D
Spine

p;q

Z2
: (3.34)

The group homomorphism between Spine
p;q and SOe.p; q/ will be denoted by

L W Spine
p;q ! SOe

p;q: (3.35)

The following theorem that first appears in [20] is very important.

Exercise 3.39 (Porteous). Show that for pC q � 4, Spine.p; q/ D fu 2 Rp;qjuQu D
1g.
Solution We must show that for any u 2 R0p;q, N.u/ D ˙1 and x 2 Rp;q we have

that OAdu.x/ 2 Rp;q. But when u 2 R0p;q, OAdu.x/ D uxu�1. We must then show that

y D uxu�1 2 Rp;q.

7This nomenclature comes from the fact that SOe.1; 3/ D L"
C is the special (proper) orthochronous

Lorentz group. In this case the set is easily defined by the condition L00 	 C1. For the general case
see [17].



80 3 The Hidden Geometrical Nature of Spinors

Since u 2 R0p;q we have that y 2 R1p;q. Let ei; i D 1; 2; 3; 4 an orthonormal basis
of Rp;q, pC q D 4. Now, Ny D .uyu�1/^~ D �uxu�1 D �y. Writing

y D yiei C 1

3Š
yijkeiejek,

yi; yijk 2 R;

we get

Ny D �yiei;

from which follows that y 2 Rp;q.

3.3.4 Lie Algebra of Spine
1;3

It can be shown [14, 16, 23] that for each u 2 Spine
1;3 it holds u D ˙eF;F 2V2

R1;3 ,! R1;3 and F can be chosen in such a way to have a positive sign in
Eq. (3.33), except in the particular case F2 D 0 when u D �eF. From Eq. (3.33)
it follows immediately that the Lie algebra of Spine

1;3 is generated by the bivectors

F 2 V2
R1;3 ,! R1;3 through the commutator product.

Exercise 3.40 Show that when F2 D 0 we must have u D �eF.

3.4 Spinor Representations of R4;1;R04;1 and R1;3

We investigate now some spinor representations of R4;1;R04;1 and R1;3 which will
permit us to introduce the concepts algebraic, Dirac and Dirac-Hestenes spinors in
the next section.

Let b0 D fe0; e1; e2; e3g be an orthogonal basis of R1;3 ,! R1;3, such that
e�e�Ce�e� D 2��� , with ��� D diag.C1;�1;�1;�1/. Now, with the results of the
previous section we can verify without difficulties that the elements e, e0; e00 2 R1;3

e D 1

2
.1C e0/ (3.36)

e0 D 1

2
.1C e3e0/ (3.37)

e00 D 1

2
.1C e1e2e3/ (3.38)
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are primitive idempotents of R1;3. The minimal left ideals,8 I D R1;3e, I0 D R1;3e0,
I00 D R1;3e00 are right two dimension linear spaces over the quaternion field (He D
eH D eR1;3e).

An elements ˆ 2 R1;3
1
2
.1 C e0/ has been called by Lounesto [15] a mother

spinor.9 Let us see the justice of this denomination. First recall from the general

result of the previous section that Pin1;3
Z2
' O1;3,

Spin1;3
Z2
' SO1;3,

Spine
1;3

Z2
' SOe

1;3,

and Spine
1;3 ' Sl.2;C/ is the universal covering group of L"C � SOe

1;3, the special
(proper) orthochronous Lorentz group. We can show [10, 11] that the ideal I D
R1;3e carries the D.1=2;0/ ˚ D.0;1=2/ representation of Sl.2;C/. Here we need to
know [10, 11] that each ˆ can be written as

ˆ D  1eC  2e3e1eC  3e3e0eC  4e1e0e D
X

i

 isi; (3.39)

s1 D e; s2 D e3e1e; s3 D e3e0e; s4 D e1e0e (3.40)

and where the  i are formally complex numbers, i.e., each  i D .ai C bie2e1/ with
ai; bi 2 R and the set fsi; i D 1; 2; 3; 4g is a basis in the mother spinors space.

Exercise 3.41 Prove Eq. (3.39).

Now we determine an explicit relation between representations of R4;1 and R3;1.
Let ff0; f1; f2; f3; f4g be an orthonormal basis of R4;1 with

�f20 D f21 D f22 D f23 D f24 D 1;
fAfB D �fBvA, A ¤ B and A;B D 0; 1; 2; 3; 4:

Define the pseudo-scalar

i D f0f1f2f3f4; i
2 D �1; ifA D fAi; A D 0; 1; 2; 3; 4: (3.41)

Put

E� D f�f4; (3.42)

we can immediately verify that

E�E� C E�E� D 2���: (3.43)

8According to Definition 3.47 these ideals are algebraically equivalent. For example, e0 D ueu�1 ,
with u D .1C e3/ … �1;3.
9Elements of I0 are sometimes called Hestenes ideal spinors.
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Taking into account that R1;3 ' R04;1 we can explicitly exhibit here this isomorphism
by considering the map jW R1;3 ! R04;1 generated by the linear extension of the map
j# W R1;3 ! R04;1, j

#.e�/ D E� D f�f4, where E�, (� D 0; 1; 2; 3) is an orthogonal
basis of R1;3. Note that j.1R1;3/ D 1

R
0
4;1

, where 1R1;3 and 1
R
0
4;1

(usually denoted

simply by 1) are the identity elements in R1;3 and R04;1. Now consider the primitive
idempotent of R1;3 ' R04;1,

e041 D j.e/ D 1

2
.1C E0/ (3.44)

and the minimal left ideal I04;1 D R04;1e
0
41.

The elements Z 2 I04;1 can be written analogously to ˆ 2 R1;3
1
2
.1C e0/ as,

Z D
X

ziNsi (3.45)

where

Ns1 D e041; Ns2 D E1E3e041; Ns3 D E3E0e041; Ns4 D E1E0e041 (3.46)

and where

zi D ai C E2E1bi;

are formally complex numbers, ai; bi 2 R.
Consider now the element f 2 R4;1

f D e041
1

2
.1C iE1E2/

D 1

2
.1C E0/

1

2
.1C iE1E2/; (3.47)

with i defined as in Eq. (3.41).
Since fR4;1 f D Cf D fC it follows that f is a primitive idempotent of R4;1. We

can easily show that each ˆ 2 I D R4;1f can be written

‰ D
X

i

 ifi;  i 2 C;

f1 D f ; f2 D �E1E3f ; f3 D E3E0f ; f4 D E1E0f : (3.48)
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With the methods described in [10, 11] we find the following representation in C.4/

for the generators E� of R4;1 ' R1;3

E0 7! �
0
D
�

12 0

0 �12

�
$ Ei 7! �

i
D
�
0 ��i

�i 0

�
; (3.49)

where 12 is the unit 2 � 2 matrix and �i, (i D 1; 2; 3) are the standard Pauli
matrices. We immediately recognize the � -matrices in Eq. (3.49) as the standard
ones appearing, e.g., in [4].

The matrix representation of‰ 2 I will be denoted by the same letter in boldface,
i.e., ‰ 7! ‰ 2 C.4/f , where

f D 1

2
.1C �

0
/
1

2
.1C i�

1
�
2
/; i D p�1: (3.50)

We have

‰ D

0BB@
 1 0 0 0

 2 0 0 0

 3 0 0 0

 4 0 0 0

1CCA ;  i 2 C: (3.51)

Equations (3.49)–(3.51) are sufficient to prove that there are bijections between the
elements of the ideals R1;3 12 .1C e0/, R04;1

1
2
.1CE0/ and R4;1

1
2
.1CE0/ 12 .1C iE1E2/.

We can easily find that the following relation exist between ‰ 2 R4;1f and Z 2
R04;1

1
2
.1C E0/;

‰ D Z
1

2
.1C iE1E2/: (3.52)

Decomposing Z into even and odd parts relative to the Z2-graduation of R04;1 '
R1;3, Z D Z0 C Z1 we obtain Z0 D Z1E0 which clearly shows that all information
of Z is contained in Z0. Then,

‰ D Z0
1

2
.1C E0/

1

2
.1C iE1E2/: (3.53)

Now, if we take into account that R04;1
1
2
.1 C E0/ D R004;1

1
2
.1 C E0/ where the

symbol R004;1 means R004;1 ' R01;3 ' R3;0 we see that each Z 2 R004;1
1
2
.1C E0/ can be

written

Z D  1
2
.1C E0/  2 R004;1 ' R01;3: (3.54)
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Then putting Z0 D  =2, Eq. (3.54) can be written

‰ D  1
2
.1C E0/

1

2
.1C iE1E2/

D Z0
1

2
.1C iE1E2/: (3.55)

The matrix representation of  and Z in C.4/ (denoted by the same letter in
boldface) in the matrix representation generated by the spin basis given by Eq. (3.48)
are

‰ D

0BB@
 1 � �2  3  �4
 2  �1  4 � �3
 3  �4  1 � �2
 4 � �3  2  �1

1CCA ; Z D

0BB@
 1 � �2 0 0
 2  �1 0 0

 3  �4 0 0

 4 � �3 0 0

1CCA : (3.56)

3.5 Algebraic Spin Frames and Spinors

We introduce now the fundamental concept of algebraic spin frames.10 This is the
concept that will permit us to define spinors (steps (i)–(vii)).11

(i) In this section .V;�/ refers always to Minkowski vector space.
(ii) Let SO.V;�/ be the group of endomorphisms of V that preserves � and the

space orientation. This group is isomorphic to SO1;3 but there is no natural
isomorphism. We write SO.V;�/ ' SO1;3. Also, the connected component
to the identity is denoted by SOe.V;�/ and SOe.V;�/ ' SOe

1;3. Note that
SOe.V;�/ preserves besides orientation also the time orientation.

(iii) We denote by C`.V;�/ the Clifford algebra12 of .V;�/ and by Spine.V;�/ '
Spine

1;3 the connected component of the spin group Spin.V;�/ ' Spin1;3.
Consider the 2 W 1 homomorphism L W Spine.V;�/! SOe.V;�/, u 7! L.u/ �
Lu. Spine.V;�/ acts on V identified as the space of 1-vectors of C`.V; �/ '
R1;3 through its adjoint representation in the Clifford algebra C`.V;�/ which

10The name spin frame will be reserved for a section of the spinor bundle structure PSpine
1;3
.M/

which will be introduced in Chap. 7.
11This section follows the developments given in [22].
12We reserve the notation Rp;q for the Clifford algebra of the vector space Rn equipped with a
metric of signature .p; q/, pC q D n. C`.V; g/ and Rp;q are isomorphic, but there is no canonical
isomorphism. Indeed, an isomorphism can be exhibit only after we fix an orthonormal basis of V.
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is related with the vector representation of SOe.V;�/ as follows13:

Spine.V;�/ 3 u 7! Adu 2 Aut.C`.V; �//

AdujV W V! V; v 7! uvu�1 D Lu ˇ v: (3.57)

In Eq. (3.57) Lu ˇ v denotes the standard action Lu on v and where we
identified Lu 2 SOe.V;�/ with Lu 2 V˝ V� and

� .Lu ˇ v;Lu ˇ v/ D � .v; v/ : (3.58)

(iv) Let B be the set of all oriented and time oriented orthonormal basis14 of V.
Choose among the elements of B a basis b0 D fb0; : : : :;b3g, hereafter called
the fiducial frame of V. With this choice, we define a 1 � 1 mapping

† W SOe.V;�/! B; (3.59)

given by

Lu 7! † .Lu/ WD †Lu D Lb0 (3.60)

where †Lu D Lub0 is a short for fe1; : : : :; e3;g 2 B, such that denoting the
action of Lu on bi 2 b0 by Lu ˇ bi we have

ei D Lu ˇ bi WD Lj�
�ibj, i; j D 0; : : : ; 3: (3.61)

In this way, we can identify a given vector basis b of V with the isometry Lu

that takes the fiducial basis b0 to b. The fiducial basis b0 will be also denoted
by †L0 , where L0 D e, is the identity element of SOe.V;�/.

Since the group SOe.V;�/ is not simple connected their elements cannot
distinguish between frames whose spatial axes are rotated in relation to the fiducial
vector frame †L0 by multiples of 2� or by multiples of 4� . For what follows it is
crucial to make such a distinction. This is done by introduction of the concept of
algebraic spin frames.

Definition 3.42 Let b0 2 B be a fiducial frame and choose an arbitrary u0 2
Spine.V;�/. Fix once and for all the pair .u0; b0/ with u0 D 1 and call it the fiducial
algebraic spin frame.

Definition 3.43 The space Spine.V;�/ � B D f.u; b/; ubu�1 D u0b0u�10 g will be
called the space of algebraic spin frames and denoted by S.

13Aut.C`.V; g// denotes the (inner) automorphisms of C`.V; g/.
14We will call the elements of B (in what follows) simply by orthonormal basis.
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Remark 3.44 It is crucial for what follows to observe here that Definition 3.43
implies that a given b 2 B determines two, and only two, algebraic spin frames,
namely .u; b/ and .�u; b/, since˙ub.˙u�1/ D u0b0u�10 .

(v) We now parallel the construction in (iv) but replacing SOe.V;�/ by its universal
covering group Spine.V;�/ and B by S. Thus, we define the 1 � 1 mapping

„ W Spine.V;�/! S;
u 7! „.u/W D „u D .u; b/, (3.62)

where ubu�1 D b0 .

The fiducial algebraic spin frame will be denoted in what follows by „0. It is
obvious from Eq. (3.62) that „.�u/ � „�u D .�u; b/ ¤ „u.

Definition 3.45 The natural right action of a 2 Spine.V;�/ denoted by ˇ on S is
given by

aˇ„u D aˇ .u; b/ D .ua;Ada�1b/ D .ua; a�1ba/: (3.63)

Observe that if„u0 D .u0; b0/ D u0 ˇ„0 and„u D .u; b/ D uˇ„0 then,

„uKD .u�1u0/ˇ„u D .u0; u0�1ubu�1u0/:

Note that there is a natural 2 � 1 mapping

s W S ! B; „˙u 7! b D .˙u�1/b0.˙u/; (3.64)

such that

s..u�1u0/ˇ„u// D Ad.u�1u0/�1 .s.„u//: (3.65)

Indeed,

s..u�1u0/ˇ„u// D s..u�1u0/ˇ .u; b//
D u0�1ub.u0�1u/�1 D b0

D Ad.u�1u0/�1b D Ad.u�1u0/�1 .s.„u//: (3.66)

This means that the natural right actions of Spine.V;�/, respectively on S and B,
commute. In particular, this implies that the algebraic spin frames „u;„�u 2 S,
which are, of course distinct, determine the same vector frame †Lu D s.„u/ D
s.„�u/ D †L�u . We have,

†Lu D †L�u D Lu�1u0†Lu0
; Lu�1u0 2 SOe

1;3: (3.67)
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Also, from Eq. (3.65), we can write explicitly

u0†Lu0
u�10 D u†Lu u�1; u0†Lu0

u�10 D .�u/†L�u.�u/�1; u 2 Spine.V; g/;
(3.68)

where the meaning of Eq. (3.68) of course, is that if †Lu D †L�u D b D
fe0; : : : :; e3;g 2 B and †Lu0

D b0 2 B is the fiducial frame, then

u0bju
�1
0 D .˙u/ej.˙u�1/: (3.69)

In resume, we can say that the space S of algebraic spin frames can be thought
as an extension of the space B of vector frames, where even if two vector frames
have the same ordered vectors, they are considered distinct if the spatial axes of one
vector frame is rotated by an odd number of 2� rotations relative to the other vector
frame and are considered the same if the spatial axes of one vector frame is rotated
by an even number of 2� rotations relative to the other frame. Even if the possibility
of such a distinction seems to be impossible at first sight, Aharonov and Susskind
[1] claim that it can be implemented physically in a spacetime where the concept of
algebraic spin frame is enlarged to the concept of spin frame used for the definition
of spinor fields. See Chap. 7 for details.

(vi) Before we proceed an important digression on the notation used below is
necessary. We recalled above how to construct a minimum left (or right) ideal
for a given real Clifford algebra once a vector basis b 2 B for V ,! C`.V; g/
is given. That construction suggests to label a given primitive idempotent and
its corresponding ideal with the subindex b. However, taking into account the
above discussion of vector and algebraic spin frames and their relationship
we find useful for what follows (specially in view of the Definition 3.46 and
the definitions of algebraic and Dirac-Hestenes spinors (see Definitions 3.48
and 3.50 below) to label a given primitive idempotent and its corresponding
ideal with a subindex„u. This notation is also justified by the fact that a given
idempotent is according to definition 3.48 representative of a particular spinor
in a given algebraic spin frame„u.

(vii) Next we recall Theorem 3.28 which says that a minimal left ideal of C`.V;�/
is of the type

I„u D C`.V;�/e„u (3.70)

where e„u is a primitive idempotent of C`.V;�/.

It is easy to see that all ideals I„u D C`.V;�/e„u and I„u0 D C`.V;�/e„u0 such
that

e„u0 D .u0�1u/e„u.u
0�1u/�1 (3.71)

u; u0 2 Spine.V; �/ are isomorphic. We have the
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Definition 3.46 Any two ideals I„u D C`.V;�/e„u and I„u0 D C`.V;�/e„u0 such
that their generator idempotents are related by Eq. (3.71) are said geometrically
equivalent.

Remark 3.47 If u is simply an element of the Clifford group, then the ideals are said
to be algebraically equivalent.

But take care, no equivalence relation has been defined until now. We observe
moreover that we can write

I„u0 D I„u.u
0�1u/�1; (3.72)

an equation that will play a key role in what follows.

3.6 Algebraic Dirac Spinors of Type I„u

Let fI„ug be the set of all ideals geometrically equivalent to a given minimal I„uo
as

defined by Eq. (3.72). Let be

T D f.„u; ‰„u/ j u 2 Spine.V;�/,„u 2 S, ‰„u 2 I„ug: (3.73)

Let„u;„u0 2 S,‰„u 2 I„u , ‰„u0 2 I„u0 . We define an equivalence relation E on T

by setting

.„u; ‰„u/  .„u0 ; ‰„u0 /; (3.74)

if and only if and

(i) us.„u/u
�1 D u0s.„u0/u0�1;

(ii) ‰„u0 u
0�1 D ‰„u u�1: (3.75)

Definition 3.48 An equivalence class

‰„u D Œ.„u; ‰„u/� 2 T=E (3.76)

is called an algebraic spinor of type I„u for C`.V;�/.  „u 2 I„u is said to be a
representative of the algebraic spinor ‰„u in the algebraic spin frame „u.

We observe that the pairs .„u; ‰„u/ and .„�u; ‰„�u/ D .„�u;�‰„u/ are
equivalent, but the pairs .„u; ‰„u/ and .„�u;�‰„�u/ D .„�u; ‰„u/ are not. This
distinction is essential in order to give a structure of linear space (over the real field)
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to the set T. Indeed, a natural linear structure on T is given by

aŒ.„u; ‰„u/�C bŒ.„u; ‰
0
„u
/� D Œ.„u; a‰„u/�C Œ.„u0 ; b‰0„u

/�;

.aC b/Œ.„u; ‰„u/� D aŒ.„u; ‰„u/�C bŒ.„u; ‰„u/�: (3.77)

Remark 3.49 The definition just given is not a standard one in the literature [5, 8].
However, the fact is that the standard definition (licit as it is from the mathematical
point of view) is not adequate for a comprehensive formulation of the Dirac
equation using algebraic spinor fields or Dirac-Hestenes spinor fields which will
be introduced in Chap. 7.

We end this section recalling that as observed above a given Clifford algebra
Rp;q may have minimal ideals that are not geometrically equivalent since they may
be generated by primitive idempotents that are related by elements of the group R?p;q
which are not elements of Spine.V;�/ [see Eqs. (3.36)–(3.38)] where different, non
geometrically equivalent primitive ideals for R1;3 are shown). These ideals may be
said to be of different types. However, from the point of view of the representation
theory of the real Clifford algebras all these primitive ideals carry equivalent (i.e.,
isomorphic) modular representations of the Clifford algebra and no preference may
be given to any one.15 In what follows, when no confusion arises and the ideal I„u

is clear from the context, we use the wording algebraic Dirac spinor for any one of
the possible types of ideals.

The most important property concerning algebraic Dirac spinors is a coincidence
given by Eq. (3.78) below. It permit us to define a new kind of spinors.

3.7 Dirac-Hestenes Spinors (DHS)

Let„u 2 S be an algebraic spin frame for .V;�/ such that

s.„u/ D fe0; e1; e2; e3g 2 B:

Then, it follows from Eq. (3.54) that

I„u D C`.V;�/e„u D C`0.V;�/e„u ; (3.78)

when

e„u D
1

2
.1C e0/: (3.79)

15The fact that there are ideals that are algebraically, but not geometrically equivalent seems to
contain the seed for new Physics, see [18, 19].
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Then, each ‰„u 2 I„u can be written as

‰„u D  „u e„u ;  „u 2 C`0.V;�/: (3.80)

From Eq. (3.75) we get

 „u0 u
0�1ue„u D  „u e„u ;  „u ;  „u0 2 C`0.V;�/: (3.81)

A possible solution for Eq. (3.81) is

 „u0 u
0�1 D  „u u�1: (3.82)

Let S � C`.V;�/ and consider an equivalence relation E such that

.„u; �„u/  .„u0 ; �„u0 / .mod E/; (3.83)

if and only if �„u0 and �„u are related by

�„u0 u
0�1 D �„u u�1: (3.84)

This suggests the following

Definition 3.50 The equivalence classes Œ.„u; �„u/� 2 S � C`.V;�/=E are the
Hestenes spinors.

Among the Hestenes spinors, an important subset is the one consisted of Dirac-
Hestenes spinors where Œ.„u;  „u/� 2 .S � C`0.V;�//=E .

We say that �„u . „u/ is a representative of a Hestenes (Dirac-Hestenes) spinor
in the algebraic spin frame„u.

3.7.1 What is a Covariant Dirac Spinor (CDS)

Let L0 W S ! B and let L0.„u/ D fE0; E1; E2; E3g and L0.„u0/ D fE 00; E 01; E 02; E 03g
with L0.„u/ D uL0.„o/u�1, L.„u0/ D u0L0.„o/u0�1 be two arbitrary basis for
R1;3 ,! R4;1.

As we already know f„0 D 1
2
.1 C E0/ 12 .1 C iE1E2/ [Eq. (3.48)] is a primitive

idempotent of R4;1 ' C.4/. If u 2 Spin .1; 3/ � Spin.4; 1/ then all ideals I„u D
I„0u

�1 are geometrically equivalent to I„0 . From Eq. (3.49) we can write

I„u 3 ‰„u D
X

 ifi; and I„0
u
3 ‰„u D

X
 0i f 0i ; (3.85)

where

f1 D f„u ; f2 D �E1E3f„u ; f3 D E3E0f„u ; f4 D E1E0f„u
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and

f 01 D f„u ; f 02 D �E 01E 03f„u ; f 03 D E 03E 00f„u ; f4 D E 01E 00f„u :

Since ‰„u0 D ‰„u.u
0�1u/�1, we get

‰„0
u
D
X

i

 i.u
0�1u/�1f 0i D

X
i;k

SikŒ.u
�1u0/� ifk D

X
k

 kfk:

Then

 k D
X

i

Sik.u
�1u0/ i; (3.86)

where Sik.u�1u0/ are the matrix components of the representation in C.4/ of (u�1u0)
2 Spine

1;3. As proved in [10, 11] the matrices S.u/ correspond to the representation
D.1=2;0/ ˚ D.0;1=2/ of Sl.2;C/ ' Spine

1;3.

Remark 3.51 We remark that all the elements of the set fI„ug of the ideals
geometrically equivalent to I„0 under the action of u 2 Spine

1;3 � Spine
4;1 have

the same image I D C.4/f where f is given by Eq. (3.47), i.e.,

f D 1

2
.1C �

0
/.1C i�

1
�
2
/; i D p�1;

where �
�
; � D 0; 1; 2; 3 are the Dirac matrices given by Eq. (3.50). Then, if

� W R4;1 ! C.4/ � End.C.4//;

x 7! �.x/ W C.4/f ! C.4/f (3.87)

it follows that

�.E�/ D �.E 0�/; �. f�/ D �. f 0�/ (3.88)

for all fE�g, fE 0�g such that E 0� D .u0�1u/E�.u0�1u/�1. Observe that all information
concerning the geometrical images of the algebraic spin frames„u,„u0 ; : : : ; under
L0disappear in the matrix representation of the ideals I„u ; I„u0 ; : : : :; in C.4/ since
all these ideals are mapped in the same ideal I D C.4/f .

Taking into account Remark 3.51 and taking into account the definition of
algebraic spinors given above and Eq. (3.86) we are lead to the following

Definition 3.52 A covariant Dirac spinor for R1;3 is an equivalence class of pairs
.„m

u ;‰/, where„m
u is a matrix algebraic spin frame associated to the algebraic spin

frame„u through the S.u�1/ 2 D. 12 ;0/˚D.0; 12 / representation of Spine
1;3; u 2 Spine

1;3.
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We say that ‰;‰ 0 2 C.4/f are equivalent and write

.„m
u ;‰/  .„m

u0 ;‰
0/; (3.89)

if and only if,

‰ 0 D S.u0�1u/‰; us.„u/u
�1 D u0s.„u0/u0�1: (3.90)

Remark 3.53 The definition of CDS just given agrees with that given in [6] except
for the irrelevant fact that there, as well as in the majority of Physics textbook’s,
authors use as the space of representatives of a CDS a complex four-dimensional
space C4 instead of I D C.4/f .

3.7.2 Canonical Form of a Dirac-Hestenes Spinor

Let v 2 R1;3 ,! R1;3 be a non lightlike vector, i.e., v2 D v � v ¤ 0 and consider a
linear mapping

L W R1;3 ! R1;3, v 7! z D  v Q , z2 D 	v2 (3.91)

with  2 R1;3 and 	 2 RC. Now, recall that if R 2 Spine
1;3 then w D Rv QR is such

that w2 D v2. It follows that the most general solution of Eq. (3.91) is

 D 	1=2e ˇ
2 e5R; (3.92)

where ˇ 2 R is called the Takabayasi angle and e5 D e0e1e2e3 2 V4
R1;3 ,! R1;3

is the pseudoscalar of the algebra. Now, Eq. (3.92) shows that  2 R01;3 ' R3;0:

Moreover, we have that  Q ¤ 0 since

 Q D 	eˇe5 D � C e5!;

� D 	 cosˇ; ! D 	 sinˇ: (3.93)

The Secret

Now, let  „u be a representative of a Dirac-Hestenes spinor (Definition 3.50) in
a given spin frame „u. Since  „u 2 R01;3 ' R3;0 we have disclosed the real
geometrical meaning of a Dirac-Hestenes spinor. Indeed, a Dirac-Hestenes spinor
such that  „u

Q „u ¤ 0 induces the linear mapping given by Eq. (3.91), which
rotates a vector and dilate it. Observe, that even if we started our considerations



3.7 Dirac-Hestenes Spinors (DHS) 93

with v 2 R1;3 ,! R1;3 and v2 ¤ 0, the linear mapping (3.91) also rotates and
‘dilate’ a light vector.

3.7.3 Bilinear Invariants and Fierz Identities

Definition 3.54 Given a representative  „u of a DHS in the algebraic spin frame
field „u the bilinear invariants16 associated with it are the objects: � � ?! 2
.
V0

R1;3 C V4
R1;3/ ,! R1;3, J D J�e� 2 R1;3 ,! R1;3, S D 1

2
S��e�e� 2V2

R1;3 ,! R1;3, K D K�e� 2 R1;3 ,! R1;3 such that

 „u
Q „u D � � ?!  „u e0 Q „u D J;

 „u e1e2 Q „u D S  „u e0e3 Q „u D ?S;

 „u e3 Q „u D K  „u e0e1e2 Q „u D ?K:

(3.94)

and where ?! D �e5	 sinˇ

The bilinear invariants satisfy the so called Fierz identities, which are

J2 D �2 C !2; J � K D 0; J2 D �K2; J ^ K D .! � ?�/S (3.95)8<:
SxJ D �!K SxK D �!J;
.?S/xJ D ��K .?S/xK D ��J;
S � S D hS QSi0 D �2 � !2 .?S/ � S D �2�!:

(3.96)

8̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂:

JS D .! � ?�/K;
SJ D �.! C ?�/K;
SK D .! � ?�/J;
KS D �.! C ?�/J;
S2 D !2 � �2 � 2�.?!/;
S�1 D KSK=J4:

(3.97)

Exercise 3.55 Prove the Fierz identities.

16In Physics literature the components of J, S and K when written in terms of covariant Dirac
spinors are called bilinear covariants:
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3.7.4 Reconstruction of a Spinor

The importance of the bilinear invariants is that once we know !, � , J, K and F
we can recover from them the associate covariant Dirac spinor (and thus the DHS)
except for a phase. This can be done with an algorithm due to Crawford [7] and
presented in a very pedagogical way in [14–16]. Here we only give the result for the
case where � and/or ! are non null. Define the object B 2 C˝ R1;3 ' R4;1 called
boomerang and given by (i D p�1)

B D � C J C iS � ie5K C e5! (3.98)

Then, we can construct ‰ D Bf 2 R4;1f , where f is the idempotent given by
Eq. (3.47) which has the following matrix representation in C.4/ (once the standard
representation of the Dirac gamma matrices are used)

O‰ D

0BB@
 1 0 0 0

 2 0 0 0

 3 0 0 0

 4 0 0 0

1CCA (3.99)

Now, it can be easily verified that ‰ D Bf determines the same bilinear
covariants as the ones determined by  „u . Note however that this spinor is not
unique. In fact, B determines a class of elements B� where � is an arbitrary element
of R4;1f which differs one from the other by a complex phase factor.

3.7.5 Lounesto Classification of Spinors

A very interesting classification of spinors have been devised by Lounesto [14–16]
based on the values of the bilinear invariants. He identified six different classes
and proved that there are no other classes based on distinctions between bilinear
covariants. Lounesto classes are:

1. � ¤ 0; ! ¤ 0.
2. � ¤ 0; ! D 0.
3. � D 0; ! ¤ 0.
4. � D 0 D !; K ¤ 0; S ¤ 0.
5. � D 0 D !; K D 0; S ¤ 0.
6. � D 0 D !; K ¤ 0; S D 0.

The current density J is always non-zero. Type 1, 2 and 3 spinor are denominated
Dirac spinor for spin-1/2 particles and type 4, 5, and 6 are singular spinors
respectively called flag-dipole, flagpole and Weyl spinor. Majorana spinor is a
particular case of a type 5 spinor. It is worthwhile to point out a peculiar feature
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of types 4, 5 and 6 spinor: although J is always non-zero, we have due to Fierz
identities that J2 D �K2 D 0.

Spinors belonging to class 4 have not previously been identified in the literature.
For the applications we have in mind we are interested (besides Dirac spinors which
belong to classes 1 or 2 or 3) in spinors belonging to classes 5 and 6, respectively
the Majorana and Weyl spinors.

Remark 3.56 In [2] Ahluwalia-Khalilova and Grumiller introduced from physical
considerations a supposedly new kind of spinors representing dark matter that they
dubbed ELKO spinors. The acronym stands for the German word Eigenspinoren des
Ladungskonjugationsoperators. It has been proved in [9] that from the algebraic
point of view ELKO spinors are simply class 5 spinors. In [2] it is claimed that
differently from the case of Dirac, Majorana and Weyl spinor fields which have
mass dimension 3=2, ELKO spinor fields must have mass dimension 1 and thus
instead of satisfying Dirac equation satisfy a Klein-Gordon equation. A thoughtful
analysis of this claim is given in Chap. 16.

3.8 Majorana and Weyl Spinors

Recall that for Majorana spinors � D 0, ! D 0, K D 0, S ¤ 0, J;¤ 0
Given a representative of an arbitrary Dirac-Hestenes spinor we may construct

the Majorana spinors

 Ṁ D
1

2
. ˙  e01/ : (3.100)

Note that defining an operator CW 7!  e01 (charge conjugation) we have

C Ṁ D ˙ Ṁ ; (3.101)

i.e., Majorana spinors are eigenvectors of the charge conjugation operator. Majorana
spinors satisfy

Q Ṁ Ṁ D  Ṁ
Q Ṁ D 0: (3.102)

For Weyl spinors � D ! D S D 0 and K ¤ 0, J ¤ 0.
Given a representative of an arbitrary Dirac-Hestenes spinor we may construct

the Weyl spinors

 Ẇ D
1

2
. � e5 e21/ : (3.103)
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Weyl spinors are ‘eigenvectors’ of the chirality operator e5 D e0e1e2e3, i.e.,

e5 Ẇ D ˙ Ẇ e21: (3.104)

We have also,

Q Ẇ Ẇ D  Ẇ
Q Ẇ D 0: (3.105)

For future reference we introduce the parity operator acting on the space of Dirac-
Hestenes spinors. The parity operator P in this formalism [13] is represented in such
a way that for  2 R01;3

P D �e0 e0 : (3.106)

The following Dirac-Hestenes spinors are eigenstates of the parity operator with
eigenvalues˙1:

P " D C " ;  " D e0 �e0 �  � ;
P # D � # ;  # D e0 Ce0 C  C ; (3.107)

where  ˙ WD  Ẇ

3.9 Dotted and Undotted Algebraic Spinors

Dotted and undotted covariant spinor fields are very popular subjects in General
Relativity. Dotted and undotted algebraic spinor fields may be introduced using the
methods of Chap. 7 and are briefly discussed in Exercise 7.63. A preliminary to
that job is a deep understanding of the algebraic aspects of those concepts, i.e., the
dotted and undotted algebraic spinors which we now discuss. Their relation with
Weyl spinors will become apparent in a while.

Recall that the spacetime algebra R1;3 is the real Clifford algebra associated
with Minkowski vector space R1;3, which is a four dimensional real vector space,
equipped with a Lorentzian bilinear form

� W R1;3 � R1;3 ! R: (3.108)

Let fe0; e1; e2; e3g be an arbitrary orthonormal basis of R1;3, i.e.,

�.e�; e�/ D ���; (3.109)

where the matrix with entries ��� is the diagonal matrix diag.1;�1;�1;�1/. Also,
fe0; e1; e2; e3g is the reciprocal basis of fe0; e1; e2; e3g, i.e., �.e�; e�/ D ı�� . We have
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in obvious notation

�.e�; e�/ D ���;

where the matrix with entries ��� is the diagonal matrix diag.1;�1;�1;�1/.
The spacetime algebra R1;3 is generate by the following algebraic fundamental

relation

e�e� C e�e� D 2���: (3.110)

As we already know (Sect. 3.7.1) the spacetime algebra R1;3 as a vector space

over the real field is isomorphic to the exterior algebra
V
R1;3 D

M4

jD0
Vj

R1;3 of

R1;3. We code that information writing
V
R1;3 ,! R1;3. Also, we make the following

identifications:
V0

R1;3 � R and
V1

R1;3 � R1;3. Moreover, we identify the exterior
product of vectors by

e�^e� D 1

2
.e�e� � e�e�/ ; (3.111)

and also, we identify the scalar product of vectors by

�.e�; e�/ D 1

2
.e�e� C e�e�/ : (3.112)

Then we can write

e�e� D �.e�; e�/C e�^ e�: (3.113)

Now, an arbitrary element C 2 R1;3 can be written as sum of nonhomogeneous
multivectors, i.e.,

C D sC c�e� C 1

2
c��e�e� C 1

3Š
c��	e�e�e	 C pe5 (3.114)

where s; c�; c��; c��	; p 2 R and c��; c��	 are completely antisymmetric in all
indices. Also e5 D e0e1e2e3 is the generator of the pseudoscalars. Recall also that
as a matrix algebra we have that R1;3 ' H.2/, the algebra of the 2 � 2 quaternionic
matrices.

3.9.1 Pauli Algebra

Next, we recall (again) that the Pauli algebra R3;0 is the real Clifford algebra
associated with the Euclidean vector space R3;0, equipped as usual, with a positive
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definite bilinear form. As a matrix algebra we have that R3;0 ' C .2/, the algebra
of 2 � 2 complex matrices. Moreover, we recall that R3;0 is isomorphic to the even
subalgebra of the spacetime algebra, i.e., writing R1;3 D R

.0/
1;3 ˚ R

.1/
1;3 we have,

R3;0 ' R
.0/
1;3: (3.115)

The isomorphism is easily exhibited by putting � i D eie0, i D 1; 2; 3. Indeed,
with ıij D diag.1; 1; 1/, we have

� i� j C � j� i D 2ıij; (3.116)

which is the fundamental relation defining the algebra R3;0. Elements of the Pauli
algebra will be called Pauli numbers.17 As a vector space over the real field, we
have that R3;0 is isomorphic to

V
R3;0 ,! R3;0 � R1;3. So, any Pauli number can be

written as

P D sC pi� i C 1

2
pi

ij�
i� j C pI; (3.117)

where s; pi; pij; p 2 R and pij D �pji and also

I D �i D� 1� 2� 3 D e5: (3.118)

Note that I2 D �1 and that I commutes with any Pauli number. We can trivially
verify

� i� j D I"
i j
k �

k C ıij; (3.119)

Œ� i; � j� D � i� j�� j� i D 2� i^� j D 2I"
i j
k �

k:

In that way, writing R3;0 D R
.0/
3;0 C R

.1/
3;0, any Pauli number can be written as

P D Q1 C IQ2; Q1 2 R
.0/
3;0; IQ2 2 R

.1/
3;0; (3.120)

with

Q1 D a0 C ak.I�
k/; a0 D s; ak D 1

2
"

i j
k pij; (3.121)

Q2 D I
�
b0 C bk.I�

k
�
/; b0 D p; bk D �pk:

17Sometimes they are also called ‘complex quaternions’. This last terminology will become
obvious in a while.
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3.9.2 Quaternion Algebra

Equation (3.121) show that the quaternion algebra R0;2 D H can be identified as
the even subalgebra of R3;0, i.e.,

R0;2 D H ' R
.0/
3;0: (3.122)

The statement is obvious once we identify the basis f1; O{; O|; Okg of H with

f1, I� 1, I� 2, I� 3g; (3.123)

which are the generators of R.0/3;0. We observe moreover that the even subalgebra of
the quaternions can be identified (in an obvious way) with the complex field, i.e.,
R
.0/
0;2 ' C. Returning to Eq. (3.117) we see that any P 2 R3;0 can also be written as

P D P1 C IL2; (3.124)

where

P1 D .sC pk�
k/ 2

^0
R3;0 ˚

^1
R3;0 � R˚

^1
R3;0;

IL2 D I.pC Ilk�
k/ 2

^2
R3;0 ˚

^3
R3;0; (3.125)

with lk D �"i j
k pij 2 R. The important fact that we want to emphasize here is that

the subspaces .R˚V1
R3;0/ and .

V2
R3;0 ˚ V3

R3;0/ do not close separately any
algebra. In general, if A;C 2 .R˚V1

R3;0/ then

AC 2 R˚
^1

R3;0 ˚
^2

R3;0: (3.126)

To continue, we introduce

� i D eie0 D �� i; i D 1; 2; 3: (3.127)

Then, I D �� 1� 2� 3 and the basis f1; O{ ; O| ; Okg of H can be identified with
f1;�I� 1;�I� 2, �I� 3g.
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Now, we know that R3;0 ' C .2/. This permit us to represent the Pauli numbers
by 2� 2 complex matrices, in the usual way (i D p�1). We write R3;0 3 P 7! P 2
C.2/, with

� 1 7! �1 D
�
0 1

1 0

�
;

� 2 7! �2 D
�
0 �i
i 0

�
;

� 3 7! �3 D
�
1 0

0 �1
�
:

(3.128)

3.9.3 Minimal Left and Right Ideals in the Pauli Algebra
and Spinors

The elements e˙ D 1
2
.1C � 3/ D 1

2
.1C e3e0/ 2 R

.0/
1;3 ' R3;0, e2˙ D e˙ are minimal

idempotents of R3;0. They generate the minimal left and right ideals

I˙ D R
.0/
1;3e˙; R˙ D e˙R.0/1;3: (3.129)

From now on we write e D eC. It can be easily shown (see below) that, e.g.,
I D IC has the structure of a 2-dimensional vector space over the complex field
[10, 13], i.e., I ' C2. The elements of the vector space I are called representatives
of algebraic contravariant undotted spinors18 and the elements of C2 are the usual
contravariant undotted spinors used in physics textbooks. They carry the D. 12 ;0/

representation of Sl.2;C/ [17]. If '2 I we denote by ' 2 C2 the usual matrix
representative19 of ' is

' D
�
'1

'2

�
; '1; '2 2 C: (3.130)

Denoting by PI D eR.0/1;3 the space of the algebraic covariant dotted spinors, we

have the isomorphism, PI ' .C2/ ' C2, where  denotes Hermitian conjugation.
The elements of .C2/ are the usual contravariant spinor fields used in physics

textbooks. They carry the D.0; 12 / representation of Sl.2;C/ [17]. If
�
� 2 PI, then

18We omit in the following the term representative and call the elements of I simply by algebraic
contravariant undotted spinors. However, the reader must always keep in mind that any algebraic
spinor is an equivalence class, as defined and discussed in Sect. 4.6.
19The matrix representation of the elements of the ideals I; PI, are of course, 2�2 complex matrices
(see, [10], for details). It happens that both columns of that matrices have the same information
and the representation by column matrices is enough here for our purposes.
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its matrix representation in .C2/ is a row matrix usually denoted by

P� D � �P1 �P2 � ; �P1; �P2 2 C: (3.131)

The following representation of
�
� 2 PI in .C2/ is extremely convenient. We say that

to a covariant undotted spinor � there corresponds a covariant dotted spinor P� given
by

PI 3 �� 7! P� D N�" 2 .C2/; N�1; N�2 2 C; (3.132)

with

" D
�
0 1

�1 0
�
: (3.133)

We can easily find a basis for I and PI. Indeed, since I D R
.0/
1;3e we have that any

'2 I can be written as

' D '1#1 C '2#2
where

#1 D e; #2 D � 1e;
'1 D aC ib; '2 D cC id; a; b; c; d 2 R: (3.134)

Analogously we find that any
�
� 2 PI can be written as

�
� D � P1sP1 C � P2sP2;
sP1 D e; sP2 D e� 1: (3.135)

Defining the mapping

� W I˝ PI!R
.0/
1;3 ' R3;0;

�.'˝ ��/ D ' ��; (3.136)

we have

1 � � 0 D �.s1 ˝ sP1 C s2 ˝ sP2/;

� 1 D ��.s1 ˝ sP2 C s2 ˝ sP1/;



102 3 The Hidden Geometrical Nature of Spinors

� 2 D �Œi.s1 ˝ sP2 � s2 ˝ sP1/�;

� 3 D ��.s1 ˝ sP1 � s2 ˝ sP2/: (3.137)

From this it follows the identification

R3;0 ' R
.0/
1;3 ' C.2/ DI˝C

PI; (3.138)

and then, each Pauli number can be written as an appropriate sum of Clifford
products of algebraic contravariant undotted spinors and algebraic covariant dotted
spinors. And, of course, a representative of a Pauli number in C2 can be written as
an appropriate Kronecker product of a complex column vector by a complex row
vector.

Take an arbitrary P 2R3;0 such that

P D 1

jŠ
pk1k2 ���kj� k1k2���kj ; (3.139)

where pk1k2:::kj 2 R and

� k1k2:::kj
D � k1 � � �� kj ; and � 0 � 1 2 R: (3.140)

With the identification R3;0 ' R
.0/
1;3 ' I˝C

PI, we can also write

P D PA
PB�.sA ˝ s PB/ D PA

PBsAs PB; (3.141)

where the PA
PB D XA

PB C iYA
PB, XA

PB;Y
A
PB 2 R.

Finally, the matrix representative of the Pauli number P 2 R3;0 is P 2 C.2/ given
by

P D PA
PBsAs PB; (3.142)

with PA
PB 2 C and

s1 D
�
1

0

�
; s2 D

�
0

1

�
;

sP1 D � 1 0 � ; sP2 D �0 1 � : (3.143)

It is convenient for our purposes to introduce also covariant undotted spinors and
contravariant dotted spinors. Let ' 2 C2 be given as in Eq. (3.130). We define the
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covariant version of undotted spinor ' 2 C2 as '� 2 .C2/t ' C2 such that

'� D .'1; '2/ � 'AsA;

'A D 'B"BA; 'B D "BA'A;

s1 D � 1 0 � ; s2 D � 0 1 � ; (3.144)

where20 "AB D "AB D adiag.1;�1/. We can write due to the above identifications
that there exists " 2 C.2/ given by Eq. (3.133) which can be written also as

" D "ABsA � sB D "ABsA � sB D
�
0 1

�1 0
�
D i�2 (3.145)

where � denotes here the Kronecker product of matrices. We have, e.g.,

s1 � s2 D
�
1

0

�
�
�
0

1

�
D
�
1

0

� �
0 1

� D �0 1
0 0

�
;

s1 � s1 D � 1 0 ��
�
0 1

� D �1
0

� �
1 0

� D � 1 0
0 0

�
: (3.146)

We now introduce the contravariant version of the dotted spinor

P� D � �P1 �P2 � 2 C2

as being P�� 2 C2 such that

P�� D
 
�
P1

�
P2

!
D � PAs PA;

�
PB D " PB PA� PA; � PA D " PB PA � PB;

sP1 D
�
1

0

�
; sP2 D

�
0

1

�
; (3.147)

where " PA PB D "
PA PB D adiag.1;�1/. Then, due to the above identifications we see

that there exists P" 2 C.2/ such that

P" D " PA PBs PA � s PB D " PA PBs PA � PsB D
�
0 1

�1 0
�
D ": (3.148)

20The symbol adiag means the antidiagonal matrix.
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Also, recall that even if fsAg,fs PAg and fs PAg,fsAg are bases of distinct spaces, we
can identify their matrix representations, as it is obvious from the above formulas.
So, we have sA � s PA and also s PA D sA. This is the reason for the representation of a
dotted covariant spinor as in Eq. (3.132). Moreover, the above identifications permit
us to write the matrix representation of a Pauli number P 2 R3;0 as, e.g.,

P D PABsA � sB (3.149)

besides the representation given by Eq. (3.142).

Exercise 3.57 Consider the ideal I D R1;3
1
2
.1 � e0e3/. Show that � 2 I is a

representative in a spin frame „u of a covariant Dirac spinor21 ‰ 2 C.4/1
2
.1 C

�
0
/.1 C i�

1
�
2
/. Let  be the representative (in the same spin frame „u) of

a Dirac-Hestenes spinor, associated to a mother spinor ˆ 2 R1;3
1
2
.1 C e0/ by

ˆ D  1
2
.1Ce0/. Show that � 2 I can be written as � D  1

2
.1Ce0/ 12 .1�e0e3/.

(a) Show that �e5 D �e21:
(b) Weyl spinors are defined as eigenspinors of the chirality operator, i.e., �

5
‰˙ D

˙i‰˙. Show that Weyl spinors corresponds to the even and odd parts of �:
(c) Relate the even and odd parts of � to the algebraic dotted and undotted

spinors.22
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Chapter 4
Some Differential Geometry

Abstract The main objective of this chapter is to present a Clifford bundle
formalism for the formulation of the differential geometry of a manifold M,
equipped with metric fields g 2 sec T02M and g 2 sec T20M for the tangent and
cotangent bundles. We start by first recalling the standard formulation and main
concepts of the differential geometry of a differential manifold M. We introduce
in M the Cartan bundle of differential forms, define the exterior derivative, Lie
derivatives, and also briefly review concepts as chains, homology and cohomology
groups, de Rham periods, the integration of form fields and Stokes theorem. Next,
after introducing the metric fields g and g in M we introduce the Hodge bundle
presenting the Hodge star and the Hodge coderivative operators acting on sections
of this bundle. We moreover recall concepts as the pullback and the differential
of maps, connections and covariant derivatives, Cartan’s structure equations, the
exterior covariant differential of . p C q/-indexed r-forms, Bianchi identities and
the classification of geometries on M when it is equipped with a metric field and
a particular connection. The spacetime concept is rigorously defined. We introduce
and scrutinized the structure of the Clifford bundle of differential forms (C`.M;g/)
of M and introduce the fundamental concept of the Dirac operator (associated
to a given particular connection defined in M) acting on Clifford fields (sections
of C`.M;g/). We show that the square of the Dirac operator (associated to a
Levi-Civita connection in M) has two fundamental decompositions, one in terms
of the derivative and Hodge codifferential operators and other in terms of the
so-called Ricci and D’Alembertian operators. A so-called Einstein operator is also
introduced in this context. These decompositions of the square of the Dirac operator
are crucial for the formulation of important ideas concerning the construction of
gravitational theories as discussed in particular in Chaps. 9, 11, 15. The Dirac
operator associated to an arbitrary (metrical compatible) connection defined in M
and its relation with the Dirac operator associated to the Levi-Civita connection of
the pair .M; g/ is discussed in details and some important formulas are obtained.
The chapter also discuss some applications of the formalism, e.g., the formulation
of Maxwell equations in the Hodge and Clifford bundles and formulation of Einstein
equation in the Clifford bundle using the concept of the Ricci and Einstein operators.
A preliminary account of the crucial difference between the concepts of curvature
of a connection in M and the concept of bending of M as a hypersurface embedded
in a (pseudo)-Euclidean space of high dimension (a property characterized by

© Springer International Publishing Switzerland 2016
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Dirac and Einstein Equations, Lecture Notes in Physics 922,
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108 4 Some Differential Geometry

the concept of the shape tensor, discussed in details in Chap. 5) is given by
analyzing a specific example, namely the one involving the Levi-Civita and the
Nunes connections defined in a punctured 2-dimensional sphere. The chapter ends
analyzing a statement referred in most physical textbooks as “tetrad postulate” and
shows how not properly defining concepts can produce a lot of misunderstanding
and invalid statements.

4.1 Differentiable Manifolds

In this section we briefly recall, in order to fix our notations, some results concerning
the theory of differentiable manifolds, that we shall need in the following.

Definition 4.1 A topological space is a pair .M;U/ where M is a set and U a
collection of subsets of M such that

(i) ¿;M 2 U .
(ii) U contains the union of each one of its subsystems.

(iii) U contains the intersection of each one of its finite subsystems.

We recall some more terminology.1 Each U˛ 2 U (˛ belongs to an index set
which eventually is infinite) is called an open set. Of course we can give many
different topologies to a given set by choosing different collections of open sets.
Given two topologies for M, i.e., the collections of subsets U1 and U2 if U1 � U2
we say that U1 is coarse than U2 and U2 is finer than U1. Given two coverings fU˛g
and fV˛g of M we say that fV˛g is a refinement of fU˛g if for each V˛ there exists
an U˛ such that V˛ � U˛ . A neighborhood of a point x 2 M is any subset of M
containing some (at least one) open set U˛ 2 U . A subset X � M is called closed
if its complement is open in the topology .M;U). A family fU˛g;U˛ 2 U is called
a covering of M if [˛U˛ D M. A topological space .M;U/ is said to be Hausdorff
(or separable) if for any distinct points x; x0 2 M there exists open neighborhoods U
and U0 of these points such that U \U0 D ¿. Moreover, a topological space .M;U)
is said to be compact if for every open covering fU˛g;U˛ 2 U of M there exists a
finite subcovering, i.e., there exists a finite subset of indices, say ˛ D 1; 2; : : :m,
such that [m

˛D1U˛ D M. A Hausdorff space is said paracompact if there exists a
covering fV˛g of M such that every point of M is covered by a finite number of the
V˛, i.e., we say that every covering has a locally finite refinement.

Definition 4.2 A smooth differentiable manifold M is a set such that

(i) M is a Hausdorff topological space.
(ii) M is provided with a family of pairs .U˛; '˛/ called charts, where fU˛g is a

family of open sets covering M, i.e., [˛U˛ D M and being fV˛g a family

1In general we are not going to present proofs of the propositions, except for a few cases, which
may considered as exercises. If you need further details, consult e.g., [3, 11, 25].
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of open sets covering Rn, i.e., [˛V˛ D Rn, the '˛ W U˛ ! V˛ are
homeomorphisms. We say that any point x 2 M has a neighborhood which
is homeomorphic to Rn. The integer n is said the dimension of M, and we write
dim M D n.

(iii) Given any two charts .U; '/ and .U0; ' 0/ of the family described in (ii) such
that U \ U0 ¤ ¿ the mapping ˆ D ' ı '�1 W '.U \ U0/ ! '.U \ U0/ is
differentiable of class Cr.

The word smooth means that the integer r is large enough for all statements that
we shall done to be valid. For the applications we have in mind we will suppose that
M is also paracompact. The whole family of charts f.U˛; '˛/g is called an atlas.

The coordinate functions of a chart .U; '/ are the functions x i D ai ı ' W U !
R, i D 1; 2; : : : ; n where ai W Rn ! R are the usual coordinate functions of Rn

(see Fig. 4.1). We write x i.x/ D xi and call the set .x1; ::; xn/ (denoted fxig) the
coordinates of the points x 2 U in the chart .U; '/, or briefly, the coordinates.2 If
.U0; ' 0/ is another chart of the maximal atlas of M with coordinate functions x 0i
such that x 2 U \ U0 we write x 0i.x/ D x0i and

x 0j.x/ D f j.x1.x/; : : : ; xn.x//; (4.1)

and we use the short notation x0j D f j.xi/, i; j D 1; : : : ; n. Moreover, we often denote
the derivatives @f j=@xi by @x0j=@xi.

Let .U; '/ be a chart of the maximal atlas of M and h W M ! M, x 7! y D h.x/
a diffeomorphism such that x; y 2 U \ h.U/. Putting x i.x/ D xi and y j D x j.h.x//

Fig. 4.1 Coordinate chart .U; �/, coordinate functions x W U! R and coordinates x i.x/ D xi

2We remark that some authors (see, e.g., [25]) call sometimes the coordinate function x i simply
by coordinate. Also, some authors (see, e.g., [11]) call sometimes fxig a coordinate system (for
U 
 M). We eventually also use these terminologies.
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we write the mappings hj W .x1; : : : ; xn/ 7! .y1; : : : ; yn/ as

y j D hj.xi/; (4.2)

and often denote the derivatives @hj=@xi of the functions hj by @y j=@xi.
Observe that in the chart .V; ~/, V � h.U/ with coordinate functions fy jg such

that x j D y j ı h, x j.x/ D xj D y j.y/ D y j and @y j=@xi D ıi
j .

4.1.1 Manifold with Boundary

In the definition of a n-dimensional (real) manifold we assumed that each coordinate
neighborhoods, U˛ 2 M is homeomorphic to an open set of Rn. We now give the

Definition 4.3 A n-dimensional (real) manifold M with boundary is a topological
space covered by a family of open sets fU˛g such that each one is homeomorphic to
an open set of RnC D f.x1; : : : ; xn/ 2 Rn j xn � 0g.
Definition 4.4 The boundary of M is the set @M of points of M that are mapped to
points in Rn with xn D 0.

Of course, the coordinates of @M are given by (x1; : : : ; xn�1; 0) and thus @M is a
.n � 1/-dimensional manifold. of the same class (Cr) as M.

4.1.2 Tangent Vectors

Let Cr.M; x/ be the set of all differentiable functions of class Cr (smooth functions)
which domain in some neighborhood of x 2 M. Given a curve in M, � W R � I !
M, t 7! �.t/ we can construct a linear function

��.t/ W Cr.M; x/! R; (4.3)

such that given any f 2 Cr.M; x/,

��.t/Œ f � D d

dt
Œ f ı ��.t/: (4.4)

Now, ��.t/ is a derivation, i.e., a linear function that satisfy the Leibniz’s rule:

��.t/Œ fg� D ��.t/Œ f �gC f��.t/Œg�; (4.5)

for any f ; g 2 Cr.M; x/:
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This linear mapping has all the properties that we would like to impose to the
tangent to � at �.t/ as a generalization of the concept of directional derivative of
the calculus on Rn. It can shown that to every linear derivation it is associated a
curve (indeed, an infinity of curves) as just described, i.e., curves �; � W R � I ! M
are equivalent at x0 D �.0/ D �.0/ provided d

dt Œ f ı ��.t/
ˇ̌
tD0 D d

dt Œ f ı ��.t/
ˇ̌
tD0

for any f 2 Cr.M; x0/. This suggests the

Definition 4.5 A tangent to M at the point x 2 M is a mapping vjx W Cr.M; x/! R

such that for any f ; g 2 Cr.M; x/, a; b 2 R,

(i) vjx Œaf C bg� D avxŒ f �C b vjx Œg�;
(ii) vjx Œ fg� D vjx Œ f �gC f vjx Œg�:

: (4.6)

As can be easily verified the tangents at x form a linear space over the real field.
For that reason a tangent at x is also called a tangent vector to M at x.

Definition 4.6 The set of all tangent vectors at x is denoted by TxM and called
the tangent space at x. The dual space of TxM is denoted by T�x M and called the
cotangent space at x. Finally Tr

sxM is the space of r-contravariant and s-covariant
tensors at x.

Definition 4.7 Let fx ig be the coordinate functions of a chart .U; '/. The partial
derivative at x with respect to xi is the representative in the given chart of the tangent
vector denoted @

@xi

ˇ̌
x
� @ijx such that

@

@xi

ˇ̌̌̌
x

f WD @

@xi
Œ f ı '�1�

ˇ̌̌̌
'.x/

;

D @ Mf
@xi
.xi/; (4.7)

with

f .x/ D f ı '�1.x1.x/; : : : ; xn/ D Mf .x1; : : : ; xn/: (4.8)

Remark 4.8 Eventually we should represent the tangent vector @
@xi

ˇ̌
x

by a different

symbol, say @
@xi

ˇ̌
x
. This would cause less misunderstandings. However, @

@xi

ˇ̌
x
is

almost universal notation and we shall use it. We note moreover that other notations
and abuses of notations are widely used, in particular f ı '�1 is many times
denoted simply by f and then Mf .xi/ is denoted simply by f .xi/ and also we find
@
@xi

ˇ̌
x
Œ f � � @f

@xi .x/, (or worse) @
@xi

ˇ̌
x
Œ f � � @f

@xi . We shall use these (and other) sloppy
notations, which are simply to typewrite when no confusion arises, in particular we
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will use the sloppy notations @xj

@xi .x/ or @xj

@xi for @
@xi

ˇ̌
x
Œx j�, i.e.

@

@xi

ˇ̌̌̌
x

Œx j� � @xj

@xi
.x/ � @xj

@xi
D ıj

i :

If fx ig are the coordinate functions of a chart .U; '/ and vjx 2 TxM, then we can
easily show that

vjx D vjx Œx i�
@

@xi

ˇ̌̌̌
x

D vi @

@xi

ˇ̌̌̌
x

; (4.9)

with vjx Œx i� D vi W U ! R.
As a trivial consequence we can verify that the set of tangent vectorsn
@
@xi

ˇ̌
x
; i D 1; 2; : : : ; n

o
is linearly independent and so dim TxM D n.

Remark 4.9 Have always in mind that vjx D vi @
@xi

ˇ̌
x
2 TxU and its representative

in T'.x/Rn is the tangent vector Lvj'.x/ DW Lvi @
@xi

ˇ̌
'.x/

such that vi @
@xi

ˇ̌
x

f D Lvj'.x/ Lf .

Definition 4.10 The tangent vector field to a curve � W R � I ! M is denoted by
��.t/ or d�

dt .

This means that ��.t/ D d�
dt .t/ is the tangent vector to the curve � at the point

�.t/. Note that ��.t/ has the expansion

��.t/ D vi.�.t//
@

@xi

ˇ̌̌̌
xD�.t/

; (4.10)

where, of course,

vi.�.t// D ��.t/Œx i� D dx i ı �.t/
dt

D d� i.t/

dt
; (4.11)

with � i D x i ı� . We then see, that given any tangent vector vjx 2 TxM, the solution
of the differential equation, Eq. (4.11) permit us to find the components � i.t/ of
the curve to which vjx is tangent at x. Indeed, the theorem of existence of local
solutions of ordinary differential equations warrants the existence of such a curve.
More precisely, since the theorem holds only locally, the uniqueness of the solution
is warranted only in a neighborhood of the point x D �.t/ and in that way, we have
in general many curves through x to which vjx is tangent to the curve at x.
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4.1.3 Tensor Bundles

In what follows we denote respectively by TM D S
x2M TxM and T�M DS

x2M T�x M the tangent and cotangent bundles3 of M and more generally, we denote
by Tr

s M D S
x2M Tr

sxM the bundle of r-contracovariant and s-covariant tensors. A
tensor field t of type .r; s/ is a section of the Tr

s M bundle and we write4 t 2 sec Tr
s M.

Also, T00M � M � R is the module of real functions over M and T01M � TM,
Tr

s M D T�M.

4.1.4 Vector Fields and Integral Curves

Let � W I ! M a curve and v 2 sec TM a vector field which is tangent to each one of
the points of � . Then, taking into account Eq. (4.11) we can write that condition as

v.�.t// D d�.t/

dt
: (4.12)

Definition 4.11 A curve � W I ! M satisfying Eq. (4.12) is called an integral curve
of the vector field v:

4.1.5 Derivative and Pullback Mappings

Let M and N be two differentiable manifolds, dim M D m, dim N D n and � W M !
N a differentiable mapping of class Cr. � is a diffeomorphism of class Cr if � is a
bijection and if � and ��1 are of class Cr.

Definition 4.12 The reciprocal image or pullback of a function f W N ! R is the
function ��f W M ! R given by

��f D f ı �: (4.13)

Definition 4.13 Given a mapping � W M ! N, �.x/ D y and v 2 TxM, the image
of v under � is the vector w such that for any f W N ! R

wŒ f � D vŒ f ı ��: (4.14)

3In Appendix we list the main concepts concerning fiber bundle theory that we need for the
purposes of this book.
4See details in Notation A.6 in the Appendix.
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The mapping �� jx W sec TxM ! sec TyN is called the differential or derivative (or
pushforward) mapping of � at x. We write w D �� jx v .

Remark 4.14 When the point x 2 M is left unspecified (or is arbitrary), we
sometimes write �� instead of �� jx.

The image a vector field v 2 sec TM at an arbitrary point x 2 M is

�� vŒ f �.y/ D vŒ f ı ��.x/: (4.15)

Note that if �.x/ D y, and if � is invertible, i.e., x D ��1.y/ then Eq. (4.15) says
that or

�� vŒ f �.y/ D vŒ f ı ��.x/ D vŒ f ı ��.��1.y//: (4.16)

This suggests the

Definition 4.15 Let � W M ! N be invertible mapping. Let v 2 sec TM. The image
of v under � is the vector field ��v 2 sec TN such that for any f W N ! R

��vŒ f � D vŒ f ı �� D vŒ f ı �� ı ��1: (4.17)

In this case we call

�� W sec TM ! sec TN; (4.18)

the derivative mapping of �.

Remark 4.16 If v 2 sec TM is a differentiable field of class Cr over M and � is a
diffeomorphism of class CrC1, then �� v 2 sec TN is a differentiable vector field of
class Cr over N. Observe however, that if � is not invertible the image of v under
� is not in general a vector field on N [3]. If � is invertible, but not differentiable
the image is not differentiable. When the image of a vector field v under some
differentiable mapping � is a differentiable vector field, v is said to be projectable.
Also, v and ��v are said �-related.

Remark 4.17 We have denoted by ��.t/ the tangent vector to a curve � W I ! M. If
we look for the definition of that tangent vector and the definition of the derivative
mapping we see that the rigorous notation that should be used for that tangent vector
is ��jt Œ d

dt �, which is really cumbersome, and thus avoided, unless some confusion
arises. We will also use sometimes the simplified notation �� to refer to the tangent
vector field to the curve � .
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Fig. 4.2 (a) The derivative mapping ��. (b) The pullback mapping ��

Definition 4.18 Given a mapping � W M ! N, the pullback mapping is the
mapping

�� W sec T�N ! sec T�M;

�?!.v/ D !.��v/ ı �; (4.19)

for any projectable vector field v 2 sec TM. Also, �?! 2 sec T�N is called the
pullback of ! (Fig. 4.2).

Remark 4.19 Note that differently from what happens for the image of vector fields,
the formula for the reciprocal image of a covector field does not use the inverse
mapping ��1. This shows that covector fields are more interesting than vector fields,
since �?! is always differentiable if ! and � are differentiable.

Remark 4.20 From now, we assume that � W M ! N is a diffeomorphism, unless
explicitly said the contrary and generalize the concepts of image and reciprocal
images defined for vector and covector fields for arbitrary tensor fields.
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Definition 4.21 The image of a function f W M ! R under a diffeomorphism
� W M ! N is the function �?f W N ! R such that

�?f D f ı ��1 (4.20)

The image of a covector field ˇ 2 sec T�M under a diffeomorphism � W M ! N is
the covector field ��ˇ such that for any projectable vector field v 2 sec TM; w D
��v 2 sec TN, we have ��ˇ.w/ D ˇ.��1� w/, or

��ˇ D .��1/�ˇ: (4.21)

For S 2 sec Tr
s M we define its image ��S 2 sec Tr

s N by

��S.��ˇ1; : : : ��ˇr; ��v1; : : : ; ��vs/ D S.ˇ1; : : : ˇr; v1; : : : ; vs/; (4.22)

for any projectable vector fields vi 2 sec TM, i D 1; 2; : : : ; s and covector fields
ˇj 2 sec T�M, j D 1; 2; : : : ; r.

If fe ig is any basis for TU, U � M and f� ig is the dual basis for T�U, then

S D Si1:::ir
j1:::js

� j1 ˝ � � � ˝ � js ˝ ei1 ˝ � � � ˝ eir (4.23)

and

��S D .Si1:::ir
j1:::js
ı ��1/��� j1 ˝ � � � ˝ ��� js ˝ ��ei1 ˝ � � � ˝ ��eir : (4.24)

Definition 4.22 Let S2 sec Tr
s N, and ˇ1; ˇ2; : : : ; ˇr 2 sec T�M and v1; : : : ; vs 2

sec TM be projectable vector fields:The reciprocal image (or pullback) of S is the
tensor field ��S 2 sec Tr

s M such that

��S.ˇ1; : : : ;ˇr; v1; : : : ;vs/ D S.��ˇ1; : : : ;��ˇr; ��v1; : : : ;��vs/; (4.25)

and

��S D .Si1:::ir
j1:::js
ı �/��� j1 ˝ � � � ˝ ��� js ˝ ��1� ei1 ˝ � � � ˝ ��1� eir : (4.26)

Let x i be the coordinate functions of the chart .U; '/ of U � M and
f@=@xjg; fdxig; i; j D 1; : : : ;m dual5 coordinate bases for TU and T�U, i.e.,
dxi.@=@xj/ D ıi

j . Let moreover y l be the coordinate functions of .V; �/, V � N
and f@=@ykg,fdylg, k; l D 1; : : : ; n dual bases for TV and T�V . Let x 2 M; y 2 N
with y D �.x/ and x i.x/ D xi; y l.y/ D yl. If Sk1:::kr

l1:::ls
.y1; : : : ; yn/ � Sk1:::kr

l1:::ls
.y j/ are the

5See Remark 4.41 for the reason of the notation dxi.
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components of S at the point y in the chart .V; �/, then the components S0 D ��S
in the chart .U; '/ at the point x are

S0i1:::irj1:::js
.xi/ D Sk1:::kr

l1:::ls
.y j.xi//

@yl1

@xj1
: : :

@yls

@xjs

@xi1

@yk1
� � � @xir

@ykr
;

S0i1:::irj1:::js
.xi/ D .h?S/0i1:::irj1:::js

.xi/: (4.27)

4.1.6 Diffeomorphisms, Pushforward and Pullback
when M D N

Definition 4.23 The set of all diffeomorphisms in a differentiable manifold M
define a group denoted by GM and called the manifold mapping group.

Let A;B � M. Let GM 3 h W M ! M be a diffeomorphism such that h W
A ! B; e 7! he. The diffeomorphism h induces two important mappings in the
tensor bundle T M D

M
r;sD0T

r
s M, the derivative mapping h�, in this case known

as pushforward, and the pullback mappings h�. The definitions of these mappings
are the ones given above.

We now recall how to calculate, e.g., the pullback mapping of a tensor field in
this case.

Suppose now that A and h.A/ � B can be covered by a local charts .U; '/ and
.V; �/ of the maximal atlas of M (with A; h.A/ � U\V) with respective coordinate
functions fx�g and fy�g defined by6

x�.e/ D x�; x�.h.e// D y�; y�.e/ D y�: (4.28)

We then have the following coordinate transformation

y� D x�.h.e// D h�.x�/: (4.29)

Let f@=@x�g and f@=@y�g be a coordinate bases for T.U \ V/ and fdx�g and fdy�g
the corresponding dual basis for T�.U \ V/.

Then, if the local representation of S 2 sec Tr
s M � secT M in the coordinate

chart fy�g at any point of U \ V is LS 2 sec Tr
sR

n,

LS D S�1:::�r
�1::::�s

.y j/dy�1 ˝ : : :˝ dy�s ˝ @

@y�1
˝ : : :˝ @

@y�r
; (4.30)

6Note that in general y�.h.e// ¤ y�.
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we have that the representative of S0 D h�S in Tr
sR

nat any point e 2 U \ V is
given by

h� LS D S0�1:::�r
	1::::	s

.xj/dx	1 ˝ : : :˝ dx	s ˝ @

@x�1
˝ : : :˝ @

@x�r

S0�1:::�r
	1::::	s

.xj/ D S�1:::�r
�1::::�s

.yi.xj//
@y�1

@x	1
: : :

@y�s

@x	s

@x�1

@y�1
: : :

@x�r

@y�r
: (4.31)

Remark 4.24 Another important expression for the pullback mapping can be found
if we choice charts with the coordinate functions fx�g and fy�g defined by

x�.e/ D y�.h.e// (4.32)

Then writing

x�.e/ D x�; y�.h.e// D y�; (4.33)

we have the following coordinate transformation

y� D h�.x�/ D x�; (4.34)

from where it follows that in this case

S0�1:::�r
	1::::	s

.xj/ D S�1:::�r
�1::::�s

.yi.xj//: (4.35)

4.1.7 Lie Derivatives

Definition 4.25 Let M be a differentiable manifold. We say that a mapping � W
M �R! M is a one parameter group if

(i) � is differentiable,
(ii) �.x; 0/ D x, 8x 2 M,

(iii) �.�.x; s/; t/ D �.x; sC t/, 8x 2 M, 8s; t 2 R.

These conditions may be expressed in a more convenient way introducing the
mappings �t W M! M such that

�t.x/ D �.x; t/: (4.36)

For each t 2 R, the mapping �t is differentiable, since �t D � ı lt, where lt W
M! M � R is the differentiable mapping given by lt.x/ D .x; t/.
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Also, condition (ii) says that �0 D idM . Finally, condition (iii) implies, as can be
easily verified that

�t ı �s D �sCt: (4.37)

Observe also that if we take s D �t in Eq. (4.37) we get �t ı��t D idM . It follows
that for each t 2 R, the mapping �t is a diffeomorphism and .�t/

�1 D ��t:

Definition 4.26 We say that a family .�t; t 2 R/ of mappings �t W M ! M is a
one-parameter group of diffeomorphisms G1 of M.

Definition 4.27 Given a one-parameter group � W M �R! M for each x 2 M, we
may construct the mapping

�x W R! M;

�x .t/ D �.x; t/; (4.38)

which in view of condition (ii) is a curve in M, called the orbit (or trajectory) of x
generate by the group. Also, the set of all orbits for all points of M are the trajectories
of G1.

It is possible to show, using condition (iii) that for each point x 2 M pass one
and only one trajectory of the one-parameter group. As a consequence it is uniquely
determined by a vector field v 2 sec TM which is constructed by associating to each
point x 2 M the tangent vector to the orbit of the group in that point, i.e.,

v.�x .t// D d

dt
�x .t/ : (4.39)

Definition 4.28 The vector field v 2 sec TM determined by Eq. (4.39) is called
a Killing vector field relative to the one parameter group of diffeomorphisms
.�t; t 2 R/:

Remark 4.29 It is important to have in mind that in general, given a vector field
v 2 sec TM it does not define a group (even locally) of diffeomorphisms in M. In
truth, it will be only possible, in general, to find a local one-parameter pseudo-group
that induces v. A local one parameter pseudo-group means that �t is not defined for
all t 2 R, but for any x 2 M, there exists a neighborhood U.x/ of x, an interval
I.x/ D .�".x/; ".x// � R and a family .�t; t 2 I.x// of mappings �t W M! M, such
that the properties (i)–(iii) in Definition 4.27 are valid, when jtj < ".x/, jsj < ".x/
and jtC sj < ".x/.
Definition 4.30 Taking into account the previous remark, the vector field v 2
sec TM is called the infinitesimal generator of the one parameter local pseudo-group
.�t; t 2 I.x// and the mapping � W M � I.x/!M is called the flow of the vector
field �.
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Fig. 4.3 The Lie derivative

Of course, given v 2 sec TM we obtain the one parameter local pseudo-group
that induces v by integration of the differential equation Eq. (4.39). From that, we
see that the trajectories of the group are also the integral lines of the vector field v.

Definition 4.31 Let .�t; t 2 I.x// a one-parameter local pseudo group of diffeomor-
phisms of M that induces the vector field v and let S 2 sec Tr

s M. The Lie derivative
of S in the direction of v is the mapping

£v W sec Tr
s M ! sec Tr

s M;

£vS D lim
t!0

��t S � S
t

: (4.40)

Remark 4.32 It is possible to define the Lie derivative using the pushforward
mapping, the results that follows are the same. In this case we have £vS D
limt!0 S���tS

t (Fig. 4.3).

4.1.8 Properties of £v

(i) £v is a linear mapping and preserve contractions.
(ii) Leibniz’s rule. If S 2 sec Tr

s M, S0 2 sec Tr0

s0 M, we have

£v.S˝ S0/ D £vS˝ S0 C S˝ £vS0: (4.41)

(iii) If f W M! R, we have

£vf D v. f /: (4.42)

(iv) If v;w 2 sec TM, we have

£vw D Œv; v�; (4.43)

where Œv;w� is the commutator of the vector fields v and w, such that

Œv;w�. f / D v.w. f //� w.v. f //: (4.44)
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(v) If ! 2 sec T�M, we have

£v! D
�
v.!k/C !iek.v

i/ � ci���jk!iv
j
�
� k; (4.45)

where vj and !i are the components of in the dual basis fejg and f� ig and the
ci���jk are called the structure coefficients of the frame fejg , and

Œej; ek� D ci���jkei: (4.46)

Exercise 4.33 Show that if v1; v2; v3 2 sec TM, then they satisfy Jacobi’s identity,
i.e.,

Œv1; Œv2; v3��C Œv2; Œv3; v1��C Œv3; Œv1; v2�� D 0: (4.47)

Exercise 4.34 Show that for u; v 2 sec TM

£Œu;v� D Œ£u; £v�: (4.48)

4.1.9 Invariance of a Tensor Field

The concept of Lie derivative is intimately associated to the notion of invariance of
a tensor field S 2 sec Tr

s M.

Definition 4.35 We say that S is invariant under a diffeomorphism h W M ! M, or
h is a symmetry of S, if and only if

h�Sjx D Sjx : (4.49)

We extend naturally this definition for the case in which we have a local one-
parameter pseudo-group �t of diffeomorphisms. Observe, that in this case, it follows
from the definition of Lie derivative, that if S is invariant under �t, then

£vS D 0 (4.50)

More properties of Lie derivatives of differential forms that we shall need in
future chapters, will be given at the appropriate places.

Remark 4.36 A correct concept for the Lie derivative of spinor fields is as yet a
research subject and will not be discussed in this book. A Clifford bundle approach
to the subject which we think worth to be known is presented in [22].
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4.2 Cartan Bundle, de Rham Periods and Stokes Theorem

In this section, we briefly discuss the processes of differentiation in the Cartan
bundle and the concept of de Rham periods and Stokes theorem.

4.2.1 Cartan Bundle

Definition 4.37 The Cartan bundle over the cotangent bundle of M is the set

^
T�M D

[
x2M

^
T�x M D

[
x2M

nM
rD0

^r
T�x M; (4.51)

where
V

T�x M, x 2 M, is the exterior algebra of the vector space T�x M. The sub-
bundle

Vr T�M �V T�M given by:^r
T�M D

[
x2M

^r
T�x M (4.52)

is called the r-forms bundle .r D 0; : : : ; n/.

Definition 4.38 The exterior derivative is a mapping

d W sec
^

T�M ! sec
^

T�M;

satisfying:

(i) d.AC B/ D dAC dBI
(ii) d.A ^ B/ D dA^ BC OA ^ dBI
(iii) df .v/ D v. f /I
(iv) d2 D 0;

(4.53)

for every A;B 2 sec
V

T�M, f 2 sec
V0 T�M and v 2 sec TM.

Exercise 4.39 Show that for A 2 sec
Vp T�M and v0; v1; : : : ; vp 2 sec TM;

dA.v0; v1; : : : ; vp/ D
pX

iD1
.�1/ivi.A.v0; v1; : : : ; Lvi; : : : ; vp//

C
X

0�i<j�p

.�1/iCjA.Œvi; vj�v0; v1; : : : ; Lvi; : : : ; Lvj; : : : vp/:

(4.54)
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Remark 4.40 Note that due to property (ii) the exterior derivative does not satisfy
the Leibniz’s rule, and as such it is not a derivation. In fact the technical term is
antiderivation (see [3]).

Remark 4.41 Let x i be coordinate functions of a chart .U; '/ of an atlas of M. A
coordinate basis for TU in that chart is denoted f@=@xig. This means that for each
x 2 U, @=@xi

ˇ̌
x

is a basis of TxU. As we already know, the dual (coordinate) basis for
T�U is denoted7 fdxjg. This means that dxj

ˇ̌
x

is a basis for T�x U. We have (indeed)
that

dxj.@=@xi/
ˇ̌
x
D @xj=@xi

ˇ̌
x
D ıj

i : (4.55)

4.2.2 The Interior Product of Forms and Vector Fields

Another important antiderivation is the so called interior product (sometimes also
called inner product).

Definition 4.42 Given a vector field v 2 secTM we define the interior product
extensor of v with ˛ 2 sec

Vp T�M as the mapping

sec T�M � sec
^p

T�M! sec
^p�1

T�M;

.v; ˛/ 7! iv˛; (4.56)

where iv W sec
Vp T�M! sec

Vp�1 T�M satisfy

(i) For any ˛,ˇ 2 sec
V

T�M and a; b 2 R;

iv.a˛ C bˇ/ D aiv˛ C bivˇ: (4.57)

(ii) if f 2 sec
V0 T�M is a smooth function, then ivf D 0,

(iii) If feig is an arbitrary basis for TU, U � M, and f� ig its dual basis,

iek�
j1 ^ : : : : ^ � jp D

pX
rD1
.�1/rC1ıjr

k �
j1 ^ : : : : L� jk ^ : : : ^ � jp ; (4.58)

where as usual L� jk means that the term � jk is missing in the expression.

7Eventually a more rigorously notation for a basis of T�U should be fdx ig:
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From Eq. (4.58) it follows that for Ap 2 sec
VpT�M and Bq 2 sec

VqT�M we
have

iv.Ap ^ Bq/ D ivAp ^ Bq C .�1/pqAp ^ ivBq (4.59)

and we usually say that iv is an antiderivation.

Exercise 4.43 If fx ig are coordinate functions of a local chart of M, and v D vi @
@xi ;

show that ivdxi D vi.

Exercise 4.44 Properties of iv . Show that

i2v D 0; (4.60)

div C ivd D £v; (4.61)

Œ£v; iw� D £viw � iw£v D iŒv;w�; (4.62)

£vd D d£v: (4.63)

Equation (4.61) is sometimes called Cartan’s magical formula. It is really, a
very important formula in the formulation of conservation laws, as we shall see
in Chap. 9.

4.2.3 Extensor Fields

Let f� ig be an arbitrary basis for sec T�U, U � M. Let � D �i�
i 2 sec

V1 T�M and
! D 1

rŠ!i1:::ir�
i1 ^ � � � ^ � ir 2 sec

Vr T�M , r D 1; 2; : : : ; n.

Definition 4.45 A .1; 1/-extensor field t W sec
V1 T�M ! sec

V1 T�M and its
extension t W sec

V1 T�M ! sec
V1 T�M are the linear operators given by

t.�/ D t.�i�
i/ D �it.�

i/;

t.!/ D t.
1

rŠ
!i1:::ir�

i1 ^ � � � ^ � ir / D 1

rŠ
!i1:::ir t.�

i1 / ^ � � � ^ t.� ir / (4.64)

for all � and !, r D 1; 2; : : : n. Moreover, if f 2 sec
V0T�M, we put t. f / D f .
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4.2.4 Exact and Closed Forms and Cohomology Groups

Definition 4.46 A r-form Gr 2 sec
Vr T�M is called closed (or a cocycle) if and

only if dGr D 0. A r-form Fr 2 sec
Vr T�M is called exact (or a coboundary) if

and only if Fr D dAr�1, with Ar�1 2 sec
Vr�1 T�M.

Definition 4.47 The space of closed r-forms is called the r-cocycle group and
denoted by Zr.M/. The space of exact r-forms is called the r-coboundary group
and denoted by Br.M/.

We recall that the sets Zr.M/ and Br.M/ have the structures of vector spaces over
the real field R. Since according to Eq. (4.53iv) d2 D 0 it follows that Br.M/ �
Zr.M/. Then if Fr D dAr�1 ) dFr D 0, but in general dGr D 0 » Gr D dCr�1,
with Cr�1 2 sec

Vr�1 T�M.

Definition 4.48 The space Hr.M/ D Zr.M/=Br.M/ is the r-de Rham cohomology
group of the manifold M. Obviously, the elements of Hr.M/ are equivalent classes
of closed forms, i.e., if Fr;F0r 2 sec Hr.M/, then Fr � F0r D dWr�1, Wr�1 2
sec

Vr�1 T�M.

As a vector space over the real field, Hr.M/ is called the r-de Rham vector space
group of the manifold M.

Definition 4.49 The dimension of the r-homology8 (respectively cohomology)
group is called the Betti number br (respectively br) of M.

A very important result is the

Proposition 4.50 (Poincaré Lemma) If U � M is diffeomorphic to Rn then any
closed r-form Fr 2 sec

Vr T�U (r � 1/ which is differentiable on U is also exact.

Proof For a proof see , e.g., [25].�

Note that if U � M is diffeomorphic to Rn then U is contractible to a point p 2 M.
Also, from Poincaré’s lemma it follows that the Betti numbers of U, br D 0; r D
1; 2; : : : ; r.

Any closed form is exact at least locally and the non triviality of de Rham
cohomology group is an obstruction to the global exactness of closed forms.

Remark 4.51 It is very important to observe that Poincaré’s lemma does not hold
if Fr 2 sec

Vr T�M is not differentiable at certain points of Rn, since in that case
the manifold where Fr is differentiable is not homeomorphic to Rn. The ‘classical’
example according to Spivack [43] is A 2 sec

V1 T�R2;

A D �ydxC xdy

x2 C y2
D d.arctan

y

x
/: (4.65)

8See Definition 4.65.
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Observe that A is differentiable on R2 � f0g, but despite the third member of
Eq. (4.65) A is not exact on R2, because arctan y

x is not a differentiable function
on R2:

4.3 Integration of Forms

In what follows we briefly recall some concepts related to the integration of forms
on orientable manifolds. First we introduce the definition of the integral of a n-form
in an n-dimensional manifold M and next the integration of a r-form Ar 2 sec T�M
which is realized over a r-chain.

4.3.1 Orientation

Let M be an n-dimensional connected manifold and U˛;Uˇ � M, U˛ \ Uˇ ¤
¿. Let .U˛; '˛/, .Uˇ; 'ˇ/ be coordinate charts of the maximal atlas of M with
coordinate functions fx i

˛g and fx j
ˇg, i; j D 1; 2 : : : ; n. Let e 2 U˛ \Uˇ . The natural

ordered bases f @
@xi
˛

ˇ̌̌
e
g and f @

@xi
ˇ

ˇ̌̌̌
e

g of TeM are said to have the same orientation if

J D det

�
@xi
˛

@xi
ˇ

ˇ̌̌̌
e

	
> 0. If J < 0 the bases are said to have opposite orientations.

An orientation at e 2 U˛ \ Uˇ is a choice of an ordered basis (not necessarily a
coordinate one) for TeM.

Now, suppose that the basis f @
@xi
˛

ˇ̌̌
e
g is declared positive (a right-handed basis).

A orientation in TeM induces naturally an orientation in T�e M as follows. Let f� i
ˇ̌
e
g

be an ordered basis of T�e M. Let �e D �1
ˇ̌
e
^ � � � ^ �nje. Then,

�e.
@

@x1˛

ˇ̌̌̌
e

; : : : ;
@

@xn
˛

ˇ̌̌̌
e

/

D 1

nŠ
det

2666664
�1
ˇ̌
e



@
@x1˛

ˇ̌̌
e

�
�1
ˇ̌
e



@
@x2˛

ˇ̌̌
e

�
: : : �1

ˇ̌
e



@
@xn
˛

ˇ̌̌
e

�
�2
ˇ̌
e



@
@x1˛

ˇ̌̌
e

�
�2
ˇ̌
e



@
@x2˛

ˇ̌̌
e

�
: : : �2

ˇ̌
e



@
@xn
˛

ˇ̌̌
e

�
: : : : : : : : : : : :

�nje



@
@x1˛

ˇ̌̌
e

�
�nje



@
@x2˛

ˇ̌̌
e

�
: : : �nje



@
@xn
˛

ˇ̌̌
e

�

3777775 . (4.66)

If �e.
@
@x1˛

ˇ̌̌
e
; : : : ; @

@xn
˛

ˇ̌̌
e
/ > 0 we say that the ordered basis f� i

ˇ̌
e
g of T�e M is

positive. If �e.
@
@x1˛

ˇ̌̌
e
; : : : ; @

@xn
˛

ˇ̌̌
e
/ < 0 we say that the ordered basis f� i

ˇ̌
e
g of T�e M is

negative.
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Suppose that for all e 2 U˛ \ Uˇ we have J D det

�
@xi
˛

@xi
ˇ

	
> 0. In this case we

define that on U˛\Uˇ that the bases f @
@xi
˛
g and f @

@xi
ˇ

g of TU˛ and TUˇ have the same

orientation. If J D det

�
@xi
˛

@xi
ˇ

	
< 0 we say that the bases have opposite orientation on

U˛ \Uˇ .

Definition 4.52 Let fU˛g be a covering for M, an n-dimensional connected mani-
fold. We say that M is orientable if for any two overlapping charts U˛ and Uˇ there

exist coordinate functions fx i
˛g, fx j

ˇg for U˛ and Uˇ such that det

�
@xi
˛

@xi
ˇ

	
> 0.

Remark 4.53 From what has been said above it is clear that if M is orientable, there
exists an n-form � 2 sec

VnT�M called a volume element which is never null.

Thus, we have the alternative (equivalent) definition of an orientable manifold.

Definition 4.54 A connected n-dimensional manifold M is orientable if there exists
a non null global section of

VnT�M and �; � 0 2 sec
VnT�M define the same

orientation (respectively opposite orientation) if there exists a global function � 2
sec

V0T�M such that � > 0 (respectively � < 0) such that � 0 D ��:
Remark 4.55 Of course, a given orientable manifold M admits two inequivalent
orientations, one is declared right-handed, and the other left-handed. It is quite
obvious that there are manifolds which are not orientable, the classical example is
the Möbius strip, which may be found in almost all books in differential geometry,
as, e.g., [3, 25].

4.3.2 Integration of a n-Form

In what follows we suppose that M is orientable.9 Let .U; '/ be a chart of the
maximal atlas of M and fxig the coordinate functions of the chart. Let h 2
sec

V0T�M be a Lebesgue integrable function and10 � D dx1 ^ � � � ^ dxn 2
sec

VnT�M.

Definition 4.56 The integral of h� 2 sec
VnT�M in A � U � M isZ

A

h� WD
Z

'.A/

h ı '�1.xi/dx1 � � � dxn (4.67)

9In Chap. 6 we will learn that a spacetime manifold admitting spinor fields must necessarily be
orientable.
10Of course, we should write � D '�

˛ .dx1 ^ � � � ^ dxn/ since dxi are 1-forms in T'˛.U/R
n. So, ours

is a sloppy (universally used) notation.
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where in the second member of Eq. (4.67) is the ordinary multiple integral of a
Lebesgue integrable function h D h ı '�1.xi/ of n variables.

Let be A � U \ V and .V;  / another chart of the maximal atlas of M with

coordinate functions fx 0jg and suppose that J D det
h
@xi

@x0j

i
> 0 on U \ V: Then we

can write that

h� D h ı  �1.x0i/Jdx01 ^ � � � ^ dx0n D h ı  �1.x0i/ jJj dx01 ^ � � � ^ dx0n (4.68)

and Z
A

h� D
Z

 .A/

h ı  �1.x0i// jJj dx01 � � � dx0n; (4.69)

which corresponds to the classical formula for a change of variables in a multiple
integral.

Now, if M is paracompact, i.e., there is an open covering fU˛g of M such that
each e 2 M is covered by a finite number of the U˛ a partition of the unity associated
to the covering fU˛g is a family of differentiable functions p˛ W M ! R such that:
(a) 0 � p˛ � 1; (b) p˛.e/ D 0 for all e … U˛; (c) If k is the finite number of U˛

covering e then for any e 2 M we have that
Xk

˛D1p˛.e/ D 1. It is obvious that we
can write

h.e/ D
Xk

˛D1p˛.e/h.e/ D
Xk

˛D1h˛.e/: (4.70)

We then have the

Definition 4.57 The integral of h� 2 sec
VnT�M in M isZ

M

h� WD
X

˛

Z
U˛

h˛� D
X

˛

Z
'˛.U˛/

h˛ ı '�1˛ .xi/dx1 � � � dxn (4.71)

We may verify that the definition is independent of the choice of atlas used for M
(and thus of the partition of the unity used) if the new atlas has the same orientation
as the previous one.

4.3.3 Chains and Homology Groups

Orientation of Subspaces

Let .u1; : : : ; un/ be a right handed coordinate system for Rn. For any Rr �
Rn .u1; : : : ; ur/ is a naturally right handed coordinate system for Rr, which is
supposed to be coherently oriented with Rn.
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Definition 4.58 A r-rectangle Pr in Rr � Rn is a naturally positive oriented subset
of Rr such that ai � ui � bi, i D 1; : : : ; r. The boundary of the rectangle Pr is the
set @Prof 2r rectangles Pr�1 2 Rr�1 defined by the faces ui D ai and ui D bi of Pr.
We suppose that the boundary @Pr is coherently oriented with Pr. That means that
any face has the orientation .u1; : : : Lui; : : : ur/ if ui D ai; i is even and ui D bi; i is
odd and the opposite orientation if ui D ai; i is odd and ui D bi; i is even.

Next we introduce the concept of elementary chain in M.

Definition 4.59 An elementary r-chain or cr in a n-dimensional connected
manifold M is a pair .Pr; f /, with f W Rr � U ! M a differentiable mapping. The
image of the Pr rectangle is denoted by suppcr. When f is a diffeomorphism suppcr

is called an elementary r-domain of integration.

Definition 4.60 The boundary of an elementary r-chain is the image of @Pr .

Definition 4.61 A r-chain on M is a formal linear combination of elementary r-
chains crj with real coefficients Cr DP

j ajcrj. The space of r-chains in M forms a
vector space over the real field. It is denoted by Cr.M/ and called the r-chain group.

Remark 4.62 We are in general interested in formal locally finite linear combina-
tions with aj D ˙1, in which case Cr is said a domain of integration on M: More
generally, in algebraic topology the coefficients aj are in many applications elements
of a finite group. In that case Cr.M/ is a group, but it is not a vector space. That is
the reason why Cr.M/ has been called the r-chain group.

Definition 4.63 The boundary operator @ is a mapping

@ W Cr.M/! Cr�1.M/ (4.72)

such that for any r-chain Cr DPj ajcrj

@Cr D
X

j
aj@crj; (4.73)

where @crj is the image under f of an elementary Pr
j -rectangle.

The boundary operator @ has the fundamental property

@2 D 0; (4.74)

a formula that will be proved below.

Definition 4.64 A finite r-chain Cr is said to be a cycle if and only if @Cr D 0. The
space of cycles is denoted Zr.M/. Also, a finite r-chain Cr is said to be a boundary
if and only if Cr D @Cr�1and the space of boundaries is denoted by Br.M/.

Since @2 D 0 it follows that Br.M/ � Zr.M/. We then have

Definition 4.65 The quotient set Hr.M/ D Zr.M/=Br.M/ is called the r-homology
group of M.
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Remark 4.66 Recall that the dimension of the r-homology group is called the Betti
number br of M.

In what follows we use the standard convention that Z0.M/ is the space of
differentiable functions h such that dh D 0. Also, we agree that B0.M/ D ¿. Finally,
we agree that Z0.M/ D C0.M/ and that B0.M/ D ¿.

4.3.4 Integration of a r-Form

Definition 4.67 The integration of Fr 2 sec
Vr T�M over suppCr isZ

Cr

Fr D
X

j
aj

Z
crj

Fr D
X

j
aj

Z
Pr

j

f �Fr; (4.75)

where f � is the pullback mapping induced by f .

When Fr is continuous and Cr is finite the integral is always defined. The integral
is also always defined if Fr has compact support and Cr is locally finite. In what
follows we suppose that this is the case. Definition 4.67 shows very clearly that it is
bilinear in Fr and Cr and suggests the definition of a non degenerated inner product
hi W Cr.M/ � sec

Vr M ! R given

hCr;Fri D
Z
Cr

Fr: (4.76)

With the aid of that definition we can say that two chains Cr and Cr
0 are

equal if and only if hCr;Fri D hC0r;Fri. This observation is important because the
decomposition of a chain into elementary chains is not unique.

Recall that given a manifold, say M with boundary, its boundary is denoted by
@M. The manifold M is called triangulable if it can be decomposed as a union of
adjacent n-domains of integration with orientation compatible with the orientation
of M:

4.3.5 Stokes Theorem

Theorem 4.68 (Stokes) For any Fr 2 sec
Vr T�M and Cr 2 Cr.M/ it holdsZ

Cr

dFr D
Z
@Cr

Fr: (4.77)

Proof For a proof, see, e.g., [25].�
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Stokes formula can be written in the suggestive way

hCr; dFri D h@Cr;Fri (4.78a)

Proposition 4.69 The boundary operator @ has the fundamental property

@2 D 0: (4.79)

Proof It follows directly from the fact that d2 D 0 and Stokes theorem. Indeed,

h@2Cr;Fri D h@Cr; dFri D hCr; d
2Fri D 0;

which proves the proposition.�

4.3.6 Integration of Closed Forms and de Rham Periods

We now investigate integration in the case when Gr 2 sec
Vr T�M is closed. The

inner product introduced by Eq. (4.76) permit us to define a mapping from the space
of closed (cocycles) forms Zr.M/ into the (dual) space of cycles Zr.M/, by

I W Zr.M/! Zr.M/; (4.80)

such that for any Gr 2 sec
Vr T�M and zr 2 Zr.M/;

I.Gr/.zr/ D hzr;Gri: (4.81)

Note now that

hzr C @c;Gri D hzr;Gri C h@c;Gri D hzr;Gri C hc; dGri D hzr;Gri; (4.82)

because Gr is closed. This implies that I.Gr/ can be considered as a linear function
on the equivalent class of zr modulus Br.M/, i.e., it defines a mapping

I W Zr.M/! Hr.M/: (4.83)

Also, I.Gr C dGr�1/ � I.Gr/, so it is obvious that I really defines a linear
transformation

I W Hr.M/! Hr.M/: (4.84)

Theorem 4.70 (de Rham 1) The mapping I W Hr.M/! Hr.M/ is an isomorphism.
If Hr.M/ is finite dimensional as when M is compact and if z.1/r ; : : : z.b/r (with b D
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the r-Betti number) is a r-cycle basis of Hr.M/ and if �1; : : : ; �r 2 R are arbitrary
numbers then there is a closed r-form Gr 2 Zr.M/ such that

hz.i/r ;Gri D �i, i D 1; : : : ; r: (4.85)

Proof See, e.g., [25].�
Definition 4.71 The number �r in Eq. (4.85) is called the period of the form Gr on
the cycle z.i/r .

Corollary 4.72 (de Rham 2) If for a closed form Gr 2 sec
Vr T�M and for any

z.i/r 2 Hr.M/ we have hz.i/r ;Gri D 0 then Gr is exact, i.e., Gr D dGr�1 for some form
Gr�1 2 sec

Vr T�M:

Note also, that when M is compact the spaces Hr.M/ and Hr.M/ are finite
dimensional and dim Hr.M/ D bp. Thus de Rham theorem justifies writing

Hr.M/ D .Hr.M//
�; (4.86)

and the nomenclature: homology and cohomology groups for Hr.M/ and Hr.M/.

4.4 Differential Geometry in the Hodge Bundle

4.4.1 Riemannian and Lorentzian Structures on M

Next we introduce on M a smooth metric field g 2 sec T02M and gives the

Definition 4.73 A pair .M; g/, dim M D n is a n-dimensional Riemann structure
(or Riemann manifold) if g 2 sec T02M is a smooth metric of signature .n; 0/. If g
has signature . p; q/ with pC q D n, p ¤ n or q ¤ n then the pair .M; g/ is called
a pseudo Riemannian manifold. When g has signature .1; n � 1/ the pair .M; g/ is
called an hyperbolic manifold. When dim M D 4 and g has signature .1; 3/ the pair
.M; g/ is called a Lorentzian manifold.11

We already defined the concept of oriented manifold. Thus, we say that a Rieman-
nian (or pseudo Riemannian or Lorentzian) manifold is orientable if and only if it
admits a continuous metric volume element field �g 2 sec

Vn T�M given in local
coordinate functions fx ig covering U � M by

�g D
p
jdet gjdx1 ^ : : : ^ dxn; (4.87)

11When Lorentzian manifolds serve as models of spacetimes it is also imposed that M is
noncompact. See Sect. 4.7.1.
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where

det g D det

�
g.
@

@xi
;
@

@xj
/

	
: (4.88)

Proposition 4.74 Any Cr manifold M, dim M D n admits a Cr�1 Riemannian
metric g (signature .n; 0/) if and only if it is paracompact.

Proof For a proof see, e.g., [3].�

Let us consider now a smooth oriented metric manifold M D .M; g; �g/,
dim M D n, where g is a smooth metric field of signature . p; q/ and �g 2
sec

Vn T�M. We denote by g 2 sec T20M the metric tensor of the cotangent bundle.
Also we denote the scalar product induced on

V
T�M by the metric tensor g

2 sec T20M by12 �
g
W sec

V
T�M�sec

V
T�M ! sec

V0 T�M. If A;B 2 sec
^p

T�M
we have (recall Eq. (2.123))

.A �
g

B/�g D A ^ ?
g
B (4.89)

4.4.2 Hodge Bundle

Definition 4.75 The Hodge bundle of the structure M is the triple^
.M/ D .

^
T�M; �

g
; �g/: (4.90)

The importance of the Hodge bundle is that besides the exterior derivative
operator, we can now introduce a new differential operator called the Hodge
codifferential. Equipped with these two operators we can write, e.g., Maxwell
equations (with currents) in a diffeomorphism invariant way13 (see Sect. 4.9.1). This
is a very important fact, which is often not well known as it should be.

12When there is no chance of confusion we eventually used the symbol � instead of the symbol �
g

in

order to simplify the notation.
13For the exact meaning of the concept of diffeomorphism invariance of a spacetime physical
theory (as used in this text) see Sect. 6.6.3.
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Definition 4.76 The Hodge codifferential operator in the Hodge bundle of
V
.M/

is the mapping ı
g
W sec

V
T�M ! sec

V
T�M, given, for homogeneous multi-

forms, by:

ı
g
D .�1/r?

g

�1d?
g
; (4.91)

where ?
g

is the Hodge star operator associated to the scalar product �
g
.

Definition 4.77 The Hodge Laplacian operator is the mapping

Þ
g
W sec

^
T�M ! sec

^
T�M

given by:

Þ
g
D �.dı

g
C ı

g
d/: (4.92)

The exterior derivative, the Hodge codifferential and the Hodge Laplacian satisfy
the relations:

dd D ı
g
ı
g
D 0I Þ

g
D .d � ı

g
/2I

dÞ
g
D Þ

g
dI ı

g
Þ
g
D Þ

g
ı
g
I

ı
g
?
g
D .�1/rC1?

g
dI ?

g
ı
g
D .�1/rd?

g
I

dı
g
?
g
D ?

g
ı
g
dI ?

g
dı

g
D ı

g
d?

g
I ?

g
Þ
g
D Þ

g
?
g
:

(4.93)

Remark 4.78 When it is clear from the context which metric field is involved we
use the symbols ?, ı and Þ in place of the symbols ?

g
, ı

g
and Þ

g
in order to simplify

the writing of equations.

4.4.3 The Global Inner Product of p-Forms

Definition 4.79 Let A;B 2 sec
^p

T�M and suppose that the support of A or B is
compact. The global inner product of these p-forms is

hA;Bi D
Z
M

A ^ ?B: (4.94)
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Definition 4.80 Let T W sec
^p

T�M ! sec
^q

T�M be a . p; q/ extensor field

acting on the sections of
^p

T�M of compact support. We define the metric
transpose of T as the the (q; p/ extensor field Tt such that

hTA;Bi D hA;TtBi (4.95)

Exercise 4.81 Show that d and ı are metric transposes of each other i.e.,

hdA;Bi D hA; ıBi;
hıA;Bi D hA; dBi (4.96)

Are the formulas given in Eq. (4.96) true for a compact manifold with boundary?

4.5 Pullbacks and the Differential

Proposition 4.82 Let �� W M ! N be a differentiable mapping and let h� be the
pullback mapping. Let A;B 2 sec

V
T�M. Then

��.A ^ B/ D ��A ^ ��B: (4.97)

Proof It is a simple algebraic manipulation.�

Proposition 4.83 Let � W M ! N be a differentiable mapping and let �� be the
pullback mapping. Let A 2 sec

V
T�M. Then,

��dA D d.��A/ (4.98)

Proof Since an arbitrary form is a finite sum of exterior products of functions and
differential of functions, we see that it is only necessary to prove the theorem for a
0-form and an exact 1-form ˛. The first case is true because,

��dg D d.g ı �/
D d.��g/ (4.99)

where we used the definition of reciprocal image. Now, if ˛ D dg, i.e., ˛ is exact,
we have

��d˛ D ��ddg D 0:
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Also,

d.��˛/ D d.��dg/ D dŒd.��g/� D d2��g D 0; (4.100)

and the proposition is proved.�

Proposition 4.83 is also very much important in proving the invariance of some
exterior differential system of equations under diffeomorphisms.

4.6 Structure Equations I

Let us now endow the metric manifold .M; g/, with an arbitrary linear connection
r obtaining the structure .M; g;r/.
Definition 4.84 The torsion and curvature operations and the torsion and curvature
tensors of a connection r, are respectively the mappings14:

� W sec.TM � TM/! sec TM;

� W sec.TM � TM/! EndTM

�.u;v/ D ruv � rvu � Œu;v�; (4.101)

�.u; v/ D rurv � rvru � rŒu;v� (4.102)

and

‚.˛;u;v/ D ˛ .�.u;v// ; (4.103)

R.˛;w;u;v/ D ˛.�.u;v/w/; (4.104)

for every u;v;w 2 sec TM and ˛ 2 sec
V1 T�M.

Exercise 4.85 Show that for any differentiable functions f ; g and h we have

�.gu;hv/ D gh�.u;v/;

�.gu;hv/f w D ghf�.u;v/: (4.105)

14EndTM means the set of endomorphisms TM! TM.
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Given an arbitrary moving frame fe˛g on TM, let f�	g be the dual frame of fe˛g
(i.e., �	.e˛/ D ı	˛ ). We write:

Œe˛;eˇ� D c	���˛ˇe	;
re˛eˇ D L	���˛ˇe	;

(4.106)

where c	���˛ˇ are the structure coefficients of the frame fe˛g and L	���˛ˇ are the connection
coefficients in this frame. Then, the components of the torsion and curvature tensors
are given, respectively, by:

Œc�rclT	���˛ˇ WD ‚.�	; e˛;eˇ/ D L	���˛ˇ � L	���ˇ˛ � c	���˛ˇ;

R	�����˛ˇ WD R.�	; e�; e˛;eˇ/

D e˛.L
	��
�ˇ�/� eˇ.L	���˛�/C L	���˛�L� ���ˇ� � L	��ˇ�L� ��˛� � c� ��˛ˇL	�����:

(4.107)

We also have:

d�	 D � 1
2
c	���˛ˇ�˛ ^ �ˇ;

re˛ �
	 D �L	���˛ˇ�ˇ;

(4.108)

where !	��ˇ 2 sec
V1 T�M are the connection 1-forms, ‚	 2 sec

V2 T�M are the

torsion 2-forms and R	�
�ˇ 2 sec

V2 T�Mare the curvature 2-forms, given by:

!
	�
�ˇ WD L	���˛ˇ�

˛;

‚	 WD 1

2
T	���˛ˇ�

˛ ^ �ˇ; (4.109)

R	��� WD
1

2
R	�����˛ˇ�

˛ ^ �ˇ:

Multiplying Eqs. (4.107) by 1
2
�˛ ^ �ˇ and using Eqs. (4.108) and (4.109), we get

the Cartan’s structure equations:

d�	 C !	��ˇ ^ �ˇ D ‚	;

d!	��� C !	��ˇ ^ !ˇ��� D R	���:
(4.110)

Exercise 4.86 Show that the torsion tensor can be written as

‚ D e˛ ˝‚˛ (4.111)
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Exercise 4.87 Put �a1:::ar D �a1 ^ � � �^�ar and ?
g
�a1:::ar D ?

g
.�a1 ^ � � �^�ar /. Show

that when ‚a D 0 we have

d�a1:::ar D �!a1 ��b ^ �b:::ar � � � � � !ar ��b ^ �a1:::b; (4.112)

d ?
g
�a1:::ar D �!a1 ��b ^ ?g�

b:::ar � � � � � !ar ��b ^ ?g�
a1:::b: (4.113)

4.6.1 Exterior Covariant Differential of . p C q/-Indexed
r-Form Fields

Definition 4.88 Suppose that X 2 sec TrCq
p M and let

X
�1::::�p
�1::::�q .v1 : : : ; vr/ 2 sec

^r
T�M; (4.114)

such that

X
�1::::�p
�1::::�q .v1 : : : ; vr/ D X.v1 : : : ; vr; e�1; : : : :e�q ; �

�1 ; : : : ; ��p/: (4.115)

for v1 : : : ; vr 2 sec TM. The X
�1::::�p
�1::::�q are called . pC q/-indexed r-forms.

Definition 4.89 The exterior covariant differential15 D of X
�1::::�p
�1::::�q on a manifold

with a general connection r is the mapping:

D W sec
^r

T�M! sec
^rC1

T�M, 0 � r � 4; (4.116)

such that16

.rC 1/DX
�1::::�p
�1::::�q .v0; v1 : : : ; vr/

D
rX

�D0
.�1/�re�X.v0; v1 : : : ; Lv�; : : : vr; e�1 ; : : : : e�q ; �

�1 ; : : : ; ��p/

�
X

0��;& �r

.�1/�C&X.�.v�; v& /; v0; v1 : : : ; Lv�; : : : ; v& ; : : : ; er;

e�1 ; : : : :e�q ; �
�1 ; : : : ; ��p/: (4.117)

15Sometimes also called exterior covariant derivative.
16As usual the inverted hat over a symbol (in Eq. (4.117)) means that the corresponding symbol is
missing in the expression.
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Then, we may verify that

DX
�1::::�p
�1::::�q D dX

�1::::�p
�1::::�q C !�1�s

^ X
�s::::�p
�1::::�q C � � � C !�1�s

^ X
�1::::�p
�1::::�q (4.118)

� !�s
�1
^ X

�1::::�p
�s::::�q � � � � � !�1�s

^ X
�1::::�p
�1::::�s :

Remark 4.90 Sometimes, Eqs. (4.110) are written by some authors [45] as:

D�	 WD ‚	;

“D!	��� WD R	���:” (4.119)

and D W sec
V

T�M ! sec
V

T�M is said to be the exterior covariant derivative
related to the connection r. Whereas the equation D�	 WD ‚	 is well defined, we
see that the equation “D!	��� WD R	���:” is an equivocated one. Indeed if Eq. (4.118)
is applied on the connection 1-forms !���� we would get D!���� D d!���� C !

���˛ ^
!˛��� � !˛��� ^ !���˛ . So, we see that the symbol D!���� given by the second formula in
Eq. (4.119), supposedly defining the curvature 2-forms is to be avoided. The reason
for the failure of Eq. (4.118) in that case is that there do not exist a tensor field
! 2 sec T21M which satisfy the corresponding Eq. (4.115). More details on this
issue may be found in Appendix A.3.

Exercise 4.91 Show that if XJ 2 sec
Vr T�M and YK 2 sec

Vs T�M are sets of
indexed forms,17 then

D.XJ ^ YK/ D DXJ ^ YK C .�1/rsXJ ^DYK : (4.120)

Exercise 4.92 Show that if X�1::::�p 2 sec
Vr T�M then

DDX�1::::�p D dX�1::::�p CR�1���s
^ X�s::::�p C � � �R�p ���s ^ X�1::::�s : (4.121)

Exercise 4.93 Show that for any metric-compatible connection r if g D g���� ˝
�� then,

Dg�� D 0: (4.122)

Since we are dealing with a metric manifold, we must complete Cartan’s structure
equations with the equations stating the relation between the connection and the
metric. For this, following the usual nomenclature [1, 40, 47] we give the

17Multi indices are here represented by J and K.
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Definition 4.94 The nonmetricity tensor field of the structures .M; g;r/ is the
tensor field Q 2 sec T03M with components18 in the basis f�˛g given by

Q�˛ˇ WD �r�g˛ˇ D �e�.gˇ˛/C g�˛L� ����ˇ C gˇ�L� ����˛: (4.123)

Correspondingly, we introduce the nonmetricity 2-forms, by:

Q	 WD 1

2
Q	��
�Œ˛ˇ��

˛ ^ �ˇ; (4.124)

where Q	��
�Œ˛ˇ� D g	�.Q˛ˇ� � Qˇ˛�/. Multiplying Eq. (4.123) by �˛ ^ �ˇ and using

Eq. (4.110a), we get:

D�� � d�� � !ˇ��� ^ �ˇ D ˆ�; (4.125)

where f��g is the reciprocal frame of f��g is the (i.e., �� D g����) and

ˆ� D ‚� �Q�:

Equation (4.125) can be used as the complement of Cartan’s structure equations for
the case of a metric manifold.

4.6.2 Bianchi Identities

Differentiating Eq. (4.110) and Eq. (4.125) we obtain the Bianchi identities19:

(a) D‚	 D d‚	 C !	��ˇ ^‚ˇ D R	�
�ˇ ^ �ˇ;

(b) DR	��� D dR	��� �R	�
�ˇ ^ !ˇ�v� C !	��ˇ ^Rˇ��� D 0; (4.126)

(c) Dˆ� D dˆ� � !ˇ��� ^ˆˇ D �Rˇ��� ^ �ˇ:

4.6.3 Induced Connections Under Diffeomorphisms

Let M and N be two differentiable manifolds, dim M D m, dim N D n.

18We use the notation r� t�:::�::: � .re� t/�:::�::: � .rt/�:::��::: for the components of the covariant
derivative of a tensor field t. This is not to be confused with re� t�:::�::: � e� .t

�:::
�::: /, the derivative

of the components of t in the direction of e� .
19To our knowledge, Eqs. (4.125) and (4.126c) are not found anywhere in the literature, although
they appear to be the most natural extension of the structure equations for metric manifolds.
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Definition 4.95 Let r be a connection on N and X;Y 2 sec TN and T 2 sec Tr
s N,

f W N ! R and h:M ! N a diffeomorphism. The induced connection h�r on M
is defined by

h�rh�1
� Xh

�T D h�.rXT/: (4.127)

Example 4.96 Let f W N ! R and Y 2 sec TN. Then,

h�rh�1
� Xh

�Y D h�.rXY/;

from where it follows (taking into account that for any vector field V 2 sec TN,
h�N D h�1� N) that

h�rh�1
� Xh

�Y
ˇ̌̌
e

f ı h D h�.rXY/je f ı h D rXYjh.e/ f ; 8e 2 M:

Remark 4.97 Now, suppose that M D N and hW M ! M a diffeomorphism.
Suppose that D is the Levi-Civita connection of g, then h�D D D0 is the Levi-Civita
connection of h�g D g0 since using Eq. (4.127) we infer that

h�Dh�1
� Xh

�g
ˇ̌̌
e
D D0

h�1
� X

h�g
ˇ̌̌
e
D h�.DX g/je , 8e 2 M: (4.128)

Taking into account that20 h�ŒX;Y� D Œh�X;h�Y� we have for X;Y 2 sec TM;

h�.DXY � DYX � ŒX;Y�/ D 0: (4.129)

Remark 4.98 Equation (4.127) applied to the case M D N also implies, as the
reader may verify the important fact that the curvature tensor of h�D will be null if
the curvature tensor of D is null.

4.7 Classification of Geometries on M and Spacetimes

Definition 4.99 Given a triple .M; g;r/W
(a) it is called a Riemann-Cartan geometry21 if and only if

rg D 0 and ‚Œr� ¤ 0: (4.130)

20See, e.g., [3, p. 135].
21Or Riemann space.
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(b) it is called Weyl geometry if and only if

rg ¤ 0 and ‚Œr� D 0: (4.131)

(c) it is called a Riemann geometry if and only if

rg D 0 and ‚Œr� D 0; (4.132)

and in that case the pair .r; g/ is called Riemannian structure.
(d) it is called Riemann-Cartan-Weyl geometry if and only if

rg ¤ 0 and ‚Œr� ¤ 0: (4.133)

(e) it is called a (Riemann) flat geometry if and only if

rg D 0 and RŒr� D 0;

(f) it is called teleparallel geometry if and only if

rg D 0; ‚Œr� ¤ 0 and RŒr� D 0: (4.134)

For each metric tensor defined on the manifold M there exists one and only one
connection in the conditions of Eq. (4.132). It is called Levi-Civita connection of
the metric considered, and is denoted by D. If in a given context it is necessary to
distinguish between the Levi-Civita connections of two different metric tensors Vg
and g on the same manifold, we write VD, D.

Remark 4.100 When dim M D 4 and the metric g has signature .1; 3/ we
sometimes substitute the word Riemann by the word Lorentzian in the previous
definitions.

4.7.1 Spacetimes

From nowhere besides the constraints already imposed (Hausdorff and paracom-
pact) on M, we suppose also that it is connected and noncompact [14, 38]. We
now introduce the concept of time orientability on an oriented Lorentzian manifold
structure (M; g; �g/, which plays a key role in physical theories.

Definition 4.101 Let .M; g/ be a Lorentzian manifold, TM D S
e2M TeM its

tangent bundle and � W TM ! M the canonical projection (see Appendix). The
causal character of .e; v/ 2 TM is the causal character of v (Definition 2.62).

Definition 4.102 A line element at x 2 M is a one-dimensional subspace of TxM:
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Proposition 4.103 Let M be a C1paracompact and Hausdorff manifold,
dim M D 4. Then the existence of a continuous line element field on M is equivalent
to the existence of a Lorentzian structure on M.

Proof For a proof see [3].�

Proposition 4.104 The set T � TM of timelike points is an open manifold and it
has either one (connected) component or two.

Proof A proof of this important result can be found in [38].�

Definition 4.105 A connected Lorentzian manifold .M; g/ is said to be time
orientable if and only if T has two components and one of the components is labeled
the future TC and the other component T� is labelled the past. We denote by " the
time orientability of a Lorentzian manifold.

Definition 4.106 A spacetime is a pentuple .M; g;r; �g;"/ where .M; g/ is a
Lorentzian oriented and time oriented manifold and r is an arbitrary covariant
derivative operator on M:

Definition 4.107 When .M; g;r; �g;"/ is a spacetime and r D D is the Levi-
Civita connection of g the spacetime is said to be Lorentzian. When rg D 0 and
‚.r/ ¤ 0 we call the structure M D .M; g;r; �g;"/ a Riemann-Cartan spacetime.
The particular Riemann-Cartan spacetime for which R.D/ D 0, ‚Œr� ¤ 0 is called
a teleparallel spacetime (also called Weintzenböck spacetime according to [26]).

Definition 4.108 A Lorentzian spacetime structure M D .M;�;D; ��;"/ is said to
be Minkowski spacetime if and only if M ' R4 and R.D/ D 0.

Remark 4.109 We just establish that any Lorentzian manifold admits a continuous
element field. If it is also time orientable, we can choose a direction for the
continuous element field, and say that it is a timelike vector field pointing to the
future. This is a nontrivial result and very important for our discussion of the
Principle of Relativity (Chap. 6).

4.8 Differential Geometry in the Clifford Bundle

It is well known [28] that the natural operations on metric vector spaces, such as,
e.g., direct sum, tensor product, exterior power, etc., carry over canonically to vector
bundles with metric tensors. Then we give the

Definition 4.110 The Clifford bundleof differential forms of the metric manifold
.M; g/ is:

C`.M;g/ D T M

Jg
D
[
x2M

C`.T�x M;gx/; (4.135)
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where T M denotes the (covariant) tensor bundle of M, Jg � T M is the bilateral
ideal of T M generated by the elements of the form ˛˝ˇCˇ˝˛� 2g.˛; ˇ/, with
˛; ˇ 2 sec T�M � T M and C`.T�x M;gx/ is the Clifford algebra of the metric vector
space structure .T�x M;gx/.

It will be shown in Chap. 7 that the Clifford bundle C`.M;g/ (as defined by
Eq. (4.135)) is a vector bundle associated to the principal bundle of orthonormal
frames PSOep;q, i.e.,

C`.M;g/ D PSOep;q �Ad Rp;q: (4.136)

In Eq. (4.136) Ad is the adjoint representation of Spine
p;q, i.e., Ad W SOe

p;q !
Aut.Rp;q/, u 7! Adu, with AduA D A u�1, 8u 2 SOe

p;q, 8A 2 Rp;q ' C`.T�x M;gx/.
Details on these groups may be found in Chap. 3. In Chap. 7 we scrutinize the vector
bundle structure of the Clifford bundle of differential forms over a general Riemann-
Cartan manifold modelling spacetime.

4.8.1 Clifford Fields as Sums of Nonhomogeneous Differential
Forms

Definition 4.111 Sections of C`.M;g/ are called Clifford fields.

We recall some notations and conventions. By F.U/ we denote the frame bundle
(see Appendix A.3) of U � M. A section of F.U/ will be denoted by fe˛g 2
sec F.U/: The dual frame of a frame fe˛g will be denoted by f�˛g, where �˛ 2
sec T�U � T�M. When fe˛g is a coordinate frame associated to the coordinate
functions fx�g of a local chart covering U we use instead of e˛ the notation e˛ D @˛
and in this case �˛ D dx˛. When fe˛g refers to an orthonormal frame we use instead
of e˛ the notation ea and instead of �˛ the notation �a.

Recall that as a vector space over R, C`.T�x M; gx/ is isomorphic to the exterior
algebra

V
T�x M of the cotangent space and^

T�x M D
Mn

kD0
^

kT�x M; (4.137)

where
Vk T�x M is the

�n
k

�
-dimensional space of k-forms. Then, there is a natural

embedding 22
V

T�M ,! C`.M;g/ [21] and sections of C`.M;g/—Clifford fields
(Definition 4.111)—can be represented as a sum of non homogeneous differential
forms. Let feag be an orthonormal basis for TU � TM, i.e., g.ea; eb/ D �ab; where
the matrix with entries �ab is the diagonal matrix, diag.1; 1; : : : :: � 1; : : : ;�1/ and
.a;b; i; j; : : : D 1; 2; : : : ; n). Moreover, let f�ag 2 sec

V1 T�M ,! sec C̀ .M;g/

22Recall again that the symbol A ,! B means that A is embedded in B and A � B.
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such that the set f�ag is the dual basis of fe ag. We denote by f�ig be the reciprocal
basis of f� ig, i.e., �i �

g
� j D ıj

i .

For the particular case of a 4-dimensional spacetime, of course, the range of the
bold labels are a;b; i; :: D 0; 1; 2; 3. Recall that the fundamental Clifford product is
generated by

� i� j C � j� i D 2�ij: (4.138)

If C 2 sec C̀ .M;g/ is a Clifford field, we have:

C D sC vi�
i C 1

2Š
bij�

i� j C 1

3Š
tijk�

i� j�k C p�5 ; (4.139)

where �5 D �0�1�2�3 is the volume element and

s; vi; bij; tijk; p 2 sec
^0

T�M ,! sec C`.M;g/: (4.140)

4.8.2 Pullbacks and Relation Between Hodge Star Operators

Let M be a n-dimensional manifold and Vg, g 2 sec T02M two metrics of the same
signature with corresponding metrics (for the cotangent bundle) Vg;g 2 sec T20M.
Let Vg and g be the extensor fields associated to Vg and g.Let h: M ! M be a
diffeomorphism such that

g D h� Vg: (4.141)

From the algebraic results of Sect. 2.8 we easily infer that there exists a metric
gauge extensor field h such that

g.a/ �
Vg

b D h.a/ �
Vg

h.b/ (4.142)

for any a; b 2 sec
V1T�M and we write g D hh. Then, as in the purely algebraic

case discussed in Sect. 2.8 we can also show that we have the following relation
between the Hodge star operators associated to Vg and g

?
g
D h�1 ?

Vg
h: (4.143)

Remark 4.112 In this case we say that the metric gauge extensor h is related to the
pullback mapping h� and describes an elastic distortion. However, keep in mind
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that in general given a h it does not implies the existence of h� such that Eq. (4.141)
holds. In this case h is said to generate a plastic distortion. More details in [9].

We now show the

Proposition 4.113 Let h W M ! M a diffeomorphism. Let Vg, g 2 sec T02M two
metrics of the same signature. Then for any ! 2 sec

VpT�M we have

?
g
h�! D h� ?

Vg
! (4.144)

Proof As in Remark 4.24 take two charts .U; '/ and .V; �/, U, h.U/;� V with
coordinate functions x i and y i such that and x i.e/ D y i.h.e//, i.e., calling x i.e/ D
xi, y i.h.e// D yi we have @yi=@xj D ıi

j , dxi D dyi. Let also Vg.@=@yk; @=@yk/ D
Vgkl.y j/. Then it follows that gkl.xi/ D Vgkl.y j.xi// D Vgkl.xi/ and det g D det Vg. Now, if
! D 1

pŠ!i1:::ip

�
xi
�

dxi1^: : :^dxip ;we can write (taking into account that
VpT�M ,!

C`.M;g/ and also
VpT�M ,! C`.M; Vg/)

?
g
h�! D eh�!y

g
�g D eh�!�g

D 1

pŠ
!i1:::ip

�
yi.xj

�
/Gdxi1 ^ : : : ^ dxip

p
j det gjdx1 ^ : : : ^ dxn

D 1

pŠ
!i1:::ip.y

i.xj//Gdyi1 ^ : : : ^ dyip

q
j det Vgjdy1 ^ : : : ^ dyn

D 1

pŠ
!i1:::ip

�
yi
�
Gdyi1 ^ : : : ^ dyipy

Vg

q
j det Vgjdy1 ^ : : : ^ dyn

D h� ?
Vg
!;

and the proposition is proved.�

Remark 4.114 When g D h� Vg , there exists an associated metric gauge extensor
field h such satisfying Eq. (4.142), i.e., g D hh. The relation ?

g
h�! D h� ?

Vg
! and

?
g
D h�1 ?

Vg
h permit us to write the suggestive operator identity

?
Vg

hh�! D hh� ?
Vg
!: (4.145)

Exercise 4.115 Consider any diffeomorphism h W M ! M; and two metrics Vg and
g such that g D h� Vg. Show that

?
g

d ?
g
h�! D h� ?

Vg
d ?

Vg
!; (4.146)

for any ! 2VT�M:
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Solution The first member of Eq. (4.146) can be writing successively using
Eq. (4.144) as

?
g
d ?

g
h�! D ?

g
dh� ?

Vg
!

D ?
g
h�d ?

Vg
!

D h� ?
Vg

d ?
Vg
!:

4.8.3 Dirac Operators

We now equip the Riemannian (pseudo Riemannian, or Lorentzian) manifold .M; Vg/
with a standard structure .M; Vg; VD/, where VD is the Levi-Civita connection of Vg.

We are going to introduce in the Clifford bundle of differential forms C`.M; Vg/
a differential operator @j, called the standard Dirac operator,23 which is associated to
the Levi-Civita connection of the structure .M; Vg; VD/ and we study the properties of
that operator. Next we define new Dirac-like operators associated with a connection
different from the Levi-Civita one, i.e., to connections r defining a general
Riemann-Cartan-Weyl geometry .M; Vg;r/. Moreover, making use of the results
developed in Sect. 2.7, we show that it is possible to introduce infinitely many
others Dirac-like operators, one for each bilinear form field defined on the manifold
M of the structure .M; Vg; VD/. These constructions enable us to formulate the
geometry of a Riemann-Cartan-Weyl space in the Clifford bundle C`.M; Vg/. Some
interesting geometrical concepts, like the Dirac commutator and anticommutator,
are introduced. Moreover, we show a new decomposition of a general linear
connection, identifying some new relevant tensors which are important for a clear
understanding of any formulation of the gravitational theory in flat Minkowski
spacetime (Chap. 11) and other related subjects appearing in the literature.

The Standard Dirac Operator

Given u 2 sec TM and A 2 sec
VrT�M ,! sec C`.M; Vg/ consider the tensorial

mapping A 7! VDuA 2 sec
VrT�M ,! sec C`.M; Vg/. Since VDuJ Vg 	 J Vg, where J Vg

is the ideal used in the definition of C`.M; Vg/, we see immediately that the notion
of covariant derivative (related to the Levi-Civita connection24) pass to the quotient

23It is crucial to distinguish the Dirac operators introduced in this chapter and which act on sections
of Clifford bundles with the spin Dirac operator introduced in Chap. 7 and which act on sections
of spin-Clifford bundles.
24And more generally, to any metric compatible connection.
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bundle C`.M; Vg/, i.e., given A;B 2 sec
VrT�M ,! sec C`.M; Vg/ we have taking

into account the fact that VDu Vg D 0 D VDu Vg that

VDu.AB/ D VDuŒ
1

2
.A˝ B � B˝ A/C Vg.A;B/�

D VDuŒ
1

2
.A˝ B � B˝ A/�C . VDu Vg/.A;B/C Vg. VDuA;B/C Vg.A; VDuB/

D VDu.A/BC A VDu.B/: (4.147)

Before continuing we agree that the scalar and contracted products induced by Vg
will be denoted simply by the symbols � and y instead of the symbol �

Vg
and y

Vg
.

Definition 4.116 The standard Dirac operatoracting on sections of C`.M; Vg/ is the
first order differential operator

@j D �˛ VDe˛ : (4.148)

For A 2 sec C`.M; Vg/,

@jA D �˛. VDe˛A/ D �˛y. VDe˛A/C �˛ ^ VDe˛A/

and then we define:

@jyA D �˛y. VDe˛A/;

@j ^A D �˛ ^ . VDe˛A/;

in order to have:

@j D @jyC @j ^. (4.149)

Remark 4.117 Note moreover that for A 2 sec
V1 T�M ,! sec C`.M; Vg/ we can

also write

@jyA D @j �A: (4.150)

Exercise 4.118 Verify that the operators @jy and @j ^ satisfy the following identities:

(a) @j ^.A ^ B/ D .@j ^A/ ^ BC OA ^ .@j ^B/;
(b) @jy.AryBs/ D .@j ^Ar/yBs C OAry.@jyBs/I rC 1 � s;
(c) @jy? D .�1/r? @j ^ I ? @jy D .�1/rC1 @j ^ :

(4.151)

In addition to these identities, we have the important result [24, 32].
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Proposition 4.119 The standard Dirac derivative @j is related to the exterior
derivative d and to the Hodge codifferential ı by:

@j D d � ı; (4.152)

that is, we have @j ^ D d and @jy D �ı.
Proof If f is a function, @j ^f D �˛ ^ VDe˛ f D e˛. f /�˛ D df and @jyf D �˛y VDe˛ f D
�˛ � VDe˛ f D 0. For the 1-form fields �	 of a moving frame on T�M, we have @j ^�	 D
�˛ ^ VDe˛ �

	 D � V�	���˛ˇ�˛ ^ �ˇ D � O!	ˇ ^ �ˇ D d�	.

Now, for a r-forms field ! D 1
rŠ!˛1:::˛r�

˛1 ^ : : :^�˛r , we get, using Eq. (4.151a),

@j ^! D 1

rŠ
.d!˛1:::˛r ^ �˛1 ^ � � � ^ �˛r C !˛1:::˛r d�

˛1 ^ �˛2 ^ � � � ^ �˛r

C � � � C .�1/rC1!˛1:::˛r�
˛1 ^ � � � ^ �˛r�1 ^ d�˛r/

D d!:

Finally, using Eqs. (4.93c) and (4.151c), we get @jy! D �ı!.�

Note also that given an arbitrary coordinate moving frame f�� D dx�g on M
(x	 W U ! R, U � M, are coordinate functions), we have the following interesting
relations:

(a) @jy�	 � @j ��	 D �Vg˛ˇ V�	���˛ˇ D
p
j.det Vg/j@�.

p
j.det Vg/�1jVg	� /

(b) @jy�� � @j ��� D V�	���	� D
p
j.det Vg/j@�.

p
j.det Vg/�1j/; (4.153)

where f@� � @=@x�g is the dual frame of f��g. Note that det Vg D .det Vg/�1.
Exercise 4.120 Verify that if ˛; ˇ 2 sec

V1 T�M ,! sec C`.M; Vg/ then

@j.˛ � ˇ/ D .˛ � @j/ˇ C .ˇ � @j/˛ � ˛y.@j ^ˇ/ � ˇy.@j ^˛/: (4.154)

4.8.4 Standard Dirac Commutator and Dirac Anticommutator

Definition 4.121 Given the 1-form fields ˛; ˇ 2 V1 T�M ,! sec C`.M; Vg/ and @j,
the standard Dirac operator of the manifold, the operators ŒŒ; �� and f; g given by

ŒŒ˛; ˇ�� D .˛ � @j/ˇ � .ˇ � @j/˛
f˛; ˇg D .˛ � @j/ˇ C .ˇ � @j/˛; (4.155)

are called, respectively, the Standard Dirac commutator (or Lie bracket) and the
Standard Dirac anticommutator of the 1-form fields ˛ and ˇ.
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We have the identities:

ŒŒ˛; ˇ�� D @jy.˛ ^ ˇ/ � �.@j �˛/ ^ ˇ � ˛ ^ .@j �ˇ/
f˛; ˇg D @j ^.˛ � ˇ/ � �.@j ^˛/xˇ � ˛y.@j ^ˇ/ : (4.156)

The algebraic meaning of these equations is clear: they state that the Dirac
commutator and the Dirac anticommutator measure the amount by which the
operators @jy D �ı and @j ^ D d fail to satisfy the Leibniz’s rule when applied,
respectively, to the exterior and to the dot product of 1-form fields.

Now, let fe�g be an arbitrary moving frame on TM, f��g its dual frame on T�M
and f�˛g the reciprocal frame of f��g. From Eqs. (4.155) we obtain, respectively:

ŒŒ�˛; �ˇ�� D VDe˛ �ˇ � VDeˇ �˛

D . V�	���˛ˇ � V�	���ˇ˛/�	
D c	���˛ˇ�	; (4.157)

and

f�˛; �ˇg D VDe˛ �ˇ C VDeˇ�˛;

D . V�	���˛ˇ C V�	���ˇ˛/�	
D b	���˛ˇ�	; (4.158)

where V�	���˛ˇ are the components of the Levi-Civita connection VD of Vg, c	���˛ˇ are the

structure coefficients of the frame fe�g and where we introduce the notation b	���˛ˇ D
V�	���˛ˇ C V�	���ˇ˛ . The meaning of these coefficients will be discussed below.

Clearly, Eq. (4.157) states that the Dirac commutator is the analogous of the Lie
bracket of vector fields. These operations have similar properties. In particular, the
Dirac commutator satisfies the Jacobi identity:

ŒŒ˛; ŒŒˇ; !����C ŒŒˇ; ŒŒ!; ˛����C ŒŒ!; ŒŒ˛; ˇ���� D 0; (4.159)

˛; ˇ; ! 2 V1 T�M ,! sec C`.M; Vg/. Therefore it gives to the cotangent bundle of
M the structure of a local Lie algebra.

4.8.5 Geometrical Meanings of the Commutator
and Anticommutator

The geometrical meanings of the Dirac commutator and the Dirac anticommutator
are easily discovered from Eqs. (4.157) and (4.158). Indeed, Eq. (4.157) means that
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Fig. 4.4 Geometrical interpretation of the: (a) Standard commutator ŒŒ�˛; �ˇ�� and (b) Standard
anticommutator f�˛; �ˇg

the Dirac commutator measures the amount by which the vector fields ea D Vg.�˛; /
and eb D Vg.�ˇ; / and their infinitesimal lifts .e0a D Vg.� 0̨ ; /, e0̌ D Vg..� 0̌ ; // along
their integral lines fail to form a parallelogram. By its turn, Eq. (4.158) means that
the Dirac anticommutator measures the rate of deformation of the frame f�˛g, i.e.,
f�˛; �˛g gives the rate of dilation of the vector field Vg.�˛; / under dislocations along
its own integral lines, while f�˛; �ˇg, ˛ ¤ ˇ, gives the rate of variation of the
angle between Vg.�˛; / and Vg.�ˇ; / under dislocations in the direction of each other
(Fig. 4.4).

We state now another interesting result:

Proposition 4.122 The coefficients b	���˛ˇ of the Dirac anticommutator of a moving
frame f�˛g are given by:

b	���˛ˇ D �.£e	g/˛ˇ; (4.160)

where £e	 denotes the Lie derivative in the direction of the vector field e	 and fe	g
is the dual frame of f�˛g.

Proof The coefficients V�	���˛ˇ of the Levi-Civita connection of g are given by:
(e.g.,[3])

V�	���˛ˇ D
1

2
Vg	� �e˛.Vgˇ�/C eˇ.Vg�˛/ � e� .Vg˛ˇ/


C 1

2
Vg	�

h
Vg�˛c�����ˇ C Vg�ˇc�����˛ � Vg��c����˛ˇ

i
: (4.161)
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Hence,

b	���˛ˇ D Vg	�
h
eˇ.Vg˛�/C e˛.Vg�ˇ/� e� .Vgˇ˛/ � Vg�˛c����ˇ� � Vg�ˇc����˛�

i
(4.162)

and the r.h.s. of Eq. (4.162) is just the negative of the components of the Lie
derivative of the metric tensor in the direction of e	 D Vg	�e� .�

Killing Coefficients

In view of the result stated by Eq. (4.160), the attempt to find (if existing) a moving
frame for which b	���˛ˇ D 0 is equivalent to solve, locally, the Killing equations for
the manifold. Because of this we shall refer to these coefficients as the Killing
coefficients of the frame. Of course, since the solutions of the Killing equations are
restricted by the structure of the metric as well as by the topology of the manifold,
it will not be possible, in the more general case, to find any moving frame for which
these coefficients are all null.

4.8.6 Associated Dirac Operators

Besides the standard Dirac operator we have just analyzed, we can also introduce in
the Clifford bundle C`.M; Vg/ infinitely many other Dirac-like operators, one for each
nondegenerate symmetric bilinear form field that can be defined on the structure
.M; Vg; VD/.

Let g 2 sec T02M be an arbitrary nondegenerate positive symmetric bilinear form
field on M. To g corresponds g2 sec T20M as already introduced. We denoted by
g W sec T�M ! sec T�M the associated extensor field to g and by h W sec T�M !
sec T�M the field of linear transformations which induces g, i.e., have:

g.˛; ˇ/ D ˛ � g.ˇ/ D h.˛/ � h.ˇ/
D g.h.˛/; h.ˇ// (4.163)

for every ˛; ˇ 2 sec
V1 T�M ,! sec C`.M; Vg/.

We also denote by _ �
g
W C`.M; Vg/ � C`.M; Vg/ ! C`.M; Vg/ the “Clifford

product” induced on C`.M; Vg/ by the bilinear form field g and by 
 � �
g
W C`.M; Vg/�

C`.M; Vg/! C`.M; Vg/ the “dot product” associated to the new Clifford product “_.”
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Definition 4.123 Let f�˛g be a moving frame on T�M, dual to the moving frame
fe˛g on TM. We call Dirac operator associated to the bilinear form g 2 sec T20M the
operator:

_
@j � @j _ D .�˛

g
VDe˛ / � .�˛ _ VDe˛ /: (4.164)

We also define

_
@jy

g
D �˛y

g
VDe˛ ; (4.165)

where y
g

is the contracted product with respect to g.Then,

_
@j D

_
@jy

g
C
_
@j^ D

_
@jy

g
C @j ^; (4.166)

because the exterior part of the operator
_
@j coincides with the exterior part of the

operator @j.
Of course, the properties of the operator

_
@j differ from those of the standard Dirac

operator @j. It is enough to state the properties of the operator
_
@jy

g
, which are obtained

from the following proposition:

Proposition 4.124 The operators
_
@jy

g
and @jy are related by:

_
@j y

g
! D @jy L! C sy L!; (4.167)

for every ! 2 sec C`.M; Vg/, where s D g	� VD	g���� 2 sec T�M ,! sec C`.M; Vg/ is
called the dilation 1-form of the bilinear form g.

Proof Given a r-forms field ! D 1
rŠ!˛1:::˛r�

˛1 ^ � � � ^ �˛r 2 sec C`.M; Vg/, we have

VDe	! D
1

rŠ
.D	!˛1:::˛r /�

˛1 ^ � � � ^ �˛r ;

with

VD	!˛1:::˛r D e	.!˛1:::˛r/� V��	˛1!�˛2:::˛r � � � � � V��	˛r
!˛1:::˛r�1�: (4.168)
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Then,

�	y
g
VDe	! D

1

rŠ
D	!˛1:::˛r�

	y
g
.�˛1 ^ � � � ^ �˛r /

D 1

rŠ
VD	!˛1:::˛r .g

	˛1�˛2 ^ � � � ^ �˛r C � � �

C .�1/rC1g	˛r�˛1 ^ � � � ^ �˛r�1 /;

or

_
@j y

g
! D 1

.r � 1/Šg
	� VD	!�˛2:::˛r�

˛2 ^ � � � ^ �˛r : (4.169)

Now, taking into account that

g	� VD	!�˛2:::˛r D VD	.g
	�!�˛2:::˛r/ � . VD	g

	� /!�˛2:::˛r ;

g�� VD	g
	� D �g	� VD	g��;

and recalling also that g	� D g	� Vg��, we conclude that

_
@j y

g
! D 1

.r � 1/Š Vg
	� . VD	 Vg��!�˛2:::˛r /�

˛2 ^ � � � ^ �˛r

C 1

.r � 1/Š Vg
	� .g˛ˇ VD̨ gˇ	/Vg��!�˛2:::˛r�

˛2 ^ � � � ^ �˛r :

Thus, writing L!�˛2:::˛r D Vg��!�˛2:::˛r and s	 D g˛ˇ VD̨ gˇ	, we finally obtain the
Eq. (4.167).�

4.8.7 The Dirac Operator in Riemann-Cartan-Weyl Spaces

We now consider the structure .M; Vg;r/ where r is an arbitrary linear connection.
In this case, the notion of covariant derivative does not pass to the quotient bundle
C`.M; Vg/ [4]. Despite this fact, it is still a well defined operation and in analogy
with the earlier section, we can associate to it, acting on the sections of C`.M; Vg/,
the operator:

@ D �˛re˛ ;

where f�˛g is a moving frame on T�M, dual to the moving frame fe˛g on TM.



4.8 Differential Geometry in the Clifford Bundle 155

Definition 4.125 The operator @ is called the Dirac operator (or Dirac derivative,
or sometimes gradient).

We also define:

@yA D �˛y.re˛A/;
@ ^ A D �˛ ^ .re˛A/;

(4.170)

for every A 2 sec C`.M; Vg/, so that:

@ D @yC @^ . (4.171)

The operator @^ satisfies, for every A;B 2 sec C`.M; Vg/:

@ ^ .A ^ B/ D .@ ^ A/ ^ BC OA ^ .@ ^ B/; (4.172)

what generalizes Eq. (4.151a). By its turn, Eq.( 4.151c) is generalized according to
the following proposition:

Proposition 4.126 Let Q	 be the nonmetricity 2-forms associated with the connec-
tion r in an arbitrary moving frame f�	g and re˛eˇ D L	���˛ˇe	. Then we have, for
homogeneous multiforms,

(a) .�1/r?�1@y? D @^CQ	 ^ i	;
(b) .�1/rC1?�1@^? D @y �Q	yj	;

(4.173)

where i	A D �	yA and j	A D �	 ^ A, for every A 2 sec C`.M; Vg/.
Proof Let ! D 1

rŠ!˛1:::˛r�
˛1 ^ � � �^ �˛r 2 sec

Vr T�M ,! sec C`.M; Vg/ be a r-form
field on M. We have .�ˇ1 ^ � � � ^ �ˇr / ^ �! D ..�ˇ1 ^ � � � ^ �ˇr/ � !/�Vg D !ˇ1:::ˇr�Vg
and it follows that re˛ ..�ˇ1 ^ � � � ^ �ˇr / ^ �!/ D e˛.!ˇ1:::ˇr /�g. But on the other
hand, we also have

re˛ .�ˇ1 ^ � � � ^ �ˇr / ^ ?! D �ˇ1 ^ v ^ �ˇr ^ re˛ ? !

C .L	����ˇ1!	ˇ2:::ˇr C � � � C L	����ˇr
!ˇ1:::ˇr�1	/�Vg

� .Q	��
��ˇ1!	ˇ2:::ˇr C � � � C Q	��

��ˇr
!ˇ1:::ˇr�1	/�Vg

and therefore we get, after some algebraic manipulation:

re˛ ? ! D ?re˛! CQ��� ? .�
� ^ .��y!//; (4.174)

from which Eqs. (4.173) follow immediately.�

Taking into account the result stated in the above proposition and the definition of
the Hodge codifferential (Eq. (4.91)), we are motivated to introduce in the Clifford
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bundle the Dirac coderivative operator, given, for homogeneous multiforms, by:

�
@ D .�1/r ?�1 @ ? . (4.175)

Of course, we have:

�
@ D .�1/r ?�1 @y ? C .�1/r ?�1 @ ^ ? (4.176)

and we can, then, define:

�
@y WD .�1/r ?�1 @^? D �@yC Q	yj	
�
@^ WD .�1/r ?�1 @y ? @ ^C Q	 ^ i	;

(4.177)

so that:

�
@ D

�
@ ^C

�
@y . (4.178)

The following identities are trivially established:

@ D .�1/rC1 ?�1
�
@?

?@ D .�1/rC1
�
@?I ?

�
@ D .�1/r@?

@
�
@? D ?

�
@@I ?@

�
@ D

�
@@?

?
�
@

2

D �.
�
@/2?I ?.

�
@/2 D �@2 ? .

(4.179)

In addition, we note that the Dirac coderivative permit us to generalize Eq. (4.151b)
in a very elegant way. In fact, in consequence of Proposition 4.126 we have:

Corollary 4.127 For Ar 2 sec
Vr T�M ,! sec C`.M; Vg/, Bs 2 sec

Vs T�M ,!
sec C`.M; Vg/, with rC 1 � s, it holds:

@y.AryBs/ D .
�
@ ^ Ar/yBs C .�1/rAry.

�
@yBs/: (4.180)

Proof Given a 1-form field ˛ 2 V1 T�M and a s-form field ! 2 sec
Vs T�M, we

have, from Eq. (4.174), that re� ?.˛y!/ D ?re� .˛y!CQ��� ?Œ�
�^ .��y.˛y!//�.

We also have that

re� ? .˛y!/ D .�1/sC1re� .˛ ^ ?!/
D ?Œ.re� ˛/y! C ˛y.re� ! C Q���.�

� ^ .��y!//�;
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where we have used Eq. (4.174) once again. It follows that:

re� .˛y!/ D .re� ˛/y! C ˛y.re� !/C Q���˛
���y!: (4.181)

Then, recalling that .˛1 ^ : : : ^ ˛r/y! D ˛1y : : :y˛ry!, with ˛1; : : : ; ˛r 2
sec T�M; ! 2 sec

Vs T�M; r � s C 1, and applying Eq. (4.181) successively in
this expression, we get Eq. (4.180).�

Another very important consequence of Proposition 4.126 states the relation
between the operators @ and @j:
Proposition 4.128 Let ˆ	 D ‚	 � Q	, where ‚	 and Q	 denote, respectively, the
torsion and the nonmetricity 2-forms of the connection r in an arbitrary moving
frame f�˛g. Then:

(a) @^ D @j ^ �‚	 ^ i	 ;
(b) @y D @jy �ˆ	yj	 .

(4.182)

Proof If f is a function, @^ f D �˛ ^re˛ f D e˛. f /�˛ D df and @yf D �˛yre˛ f D
0. For the 1-form field �	 of a moving frame on T�M, we have @ ^ �	 D �˛ ^
re˛ �

	 D �L	˛ˇ�
˛ ^ �ˇ D �!	ˇ ^ �ˇ D d�	 �‚	.

Now, for a r-form field ! D 1
rŠ!˛1:::˛r�

˛1 ^ : : : ^ �˛r , we get

@ ^ ! D 1

rŠ
.d!˛1:::˛r ^ �˛1 ^ � � � ^ �˛r C !˛1:::˛r d�

˛1 ^ �˛2 ^ � � � ^ �˛r

C � � � C .�1/rC1!˛1:::˛r�
˛1 ^ � � � ^ �˛r�1 ^ d�˛r/

� 1

rŠ
.!˛1:::˛r‚

˛1 ^ �˛2 ^ � � � ^ �˛r C � � �

C .�1/rC1!˛1:::˛r�
˛1 ^ � � � ^ �˛r�1 ^‚˛r/

D d! � 1

rŠ
‚	 ^ .!	˛2:::˛r�

˛2 ^ � � � ^ �˛r C � � �

C .�1/rC1!˛1:::˛r�1	�
˛1 ^ � � � ^ �˛r�1 /

D d! �‚	 ^ i	!

and Eq. (4.182a) is proved.
Finally, from Eqs. (4.173b) and (4.182a) we obtain

@ ^ ?! D .�1/rC1?@y! � .�1/rC1?Q	yj	!

D @ ^ ?! �‚	 ^ ?!
D .�1/rC1? @jy! � .�1/rC1 ? ‚	yj	!:

Therefore, @y! D @jy! �ˆ	yj	!, and Eq. (4.182b) is proved.�
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From Eqs. (4.182) we obtain the expressions of
�
@y and

�
@^ in terms of @jy and @j ^:

�
@y D � @jyC‚	yj	
�
@^ D @j ^ �ˆ	 ^ i	:

(4.183)

Obviously, the Dirac coderivative associated to the standard Dirac operator is
given by:

�
@ D @j ^ � @jy D d C ı: (4.184)

We observe finally that we can still introduce another Dirac operator, obtained
by combining the arbitrary affine connectionr with the algebraic structure induced
by the generic bilinear form field g 2 sec T20M. With respect to an arbitrary moving
frame f�˛g on T�M, this operator has the expression:

@_ D �˛ _ re� : (4.185)

It is clear that in the particular case wherer D D is the Levi-Civita connection of g,
the operator @—which in this case is the standard Dirac operator associated to g—
will satisfy the properties of Sect. 4.8.3, with the usual Clifford product exchanged
by the new Clifford product “_.” In addition, for a more general connection we can
apply the results of Sect. 4.8.6, once again with all the occurrences of Vg replaced
by g. (In particular, the standard Dirac operator associated to Vg is replaced by that
associated with g.)

4.8.8 Torsion, Strain, Shear and Dilation of a Connection

In analogy with the introduction of the Dirac commutator and the Dirac anticom-
mutator, let us define the operations:

Definition 4.129 Given ˛; ˇ 2 sec
V1 T�M the Dirac commutator and anticom-

mutator of these 1-form fields are

(a)
(b)

ŒŒŒ˛; ˇ��� D .˛ � @/ˇ � .ˇ � @/˛ � ŒŒ˛; ˇ��
ff˛; ˇgg D .˛ � @/ˇ C .ˇ � @/˛ � f˛; ˇg: (4.186)

We have subtracted the Dirac commutator and the Dirac anticommutator in the r.h.s.
of these expressions in order to have objects which are independent of the structure
of the fields on which they are applied.
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If f�˛g is the reciprocal of an arbitrary moving frame f�˛g on T�M, we get, from
Eq. (4.186a):

ŒŒŒ�˛; �ˇ��� D .T	���˛ˇ � Q	��
�Œ˛ˇ�/�	; (4.187)

where T	˛ˇ are the components of the usual torsion tensor (Eq. (4.107)). Note from
this last equation that the operation defined through Eq. (4.186a) does not satisfy the
Jacobi identity. Indeed we have:X

Œ˛ˇ��

ŒŒŒŒŒŒ�˛; �ˇ���; �� ��� D
X
Œ˛ˇ��

.T	���˛� � Q	��
�Œ˛��/.T

���
�ˇ� �Q���

�Œˇ��/�	; (4.188)

where the summation in this equation is to be performed on the cyclic permutations
of the indices ˛; ˇ and � .

From Eq. (4.186b), we get:

ff�˛; �ˇgg D .S	���˛ˇ � Q	��
�.˛ˇ//�	;

where Q	��
�.˛ˇ/ WD g	� .Q˛ˇ� C Qˇ˛� / and we have written:

S	���˛ˇ D L	���˛ˇ C L	���ˇ˛ � b	���˛ˇ: (4.189)

It can be easily shown that the object having these components is also a tensor.
Using the nomenclature of the theories of continuum media [39, 42] we will call it
the strain tensor of the connection. Note that it can be further decomposed into:

S	���˛ˇ D MS	���˛ˇ C
2

n
s	 Vg˛ˇ (4.190)

where MS	���˛ˇ is its traceless part, which will be called the shear of the connection, and

s	 D 1

2
Vg��S	����� (4.191)

is its trace part, which will be called the dilation of the connection.
It is trivially established that:

L	���˛ˇ D V�	���˛ˇ C
1

2
T	���˛ˇ C

1

2
S	���˛ˇ: (4.192)
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where V�	���˛ˇ D 1
2
.b	���˛ˇ C c	���˛ˇ/ are the components of the Levi-Civita connection

of Vg.25

Equation (4.192) can be used to relate the covariant derivatives with respect to
the connections VD and r of any tensor field on the manifold. In particular, recalling
that VD̨ Vgˇ� D e˛.Vgˇ� / � Vg�� V�����˛ˇ � Vgˇ� V�����˛� D 0, we get the expression of the
nonmetricity tensor of r in terms of the torsion and the strain, namely,

Q˛ˇ� D 1

2
.Vg��T����˛ˇ C Vgˇ�T����˛� /C

1

2
.Vg��S����˛ˇ C Vgˇ�S����˛� /: (4.193)

Equation (4.193) can be inverted to yield the expression of the strain in terms of the
torsion and the nonmetricity. We get:

S	���˛ˇ D Vg	� .Q˛ˇ� CQˇ�˛ �Q�˛ˇ/� Vg	� .Vgˇ�T����˛� C Vg��T����ˇ˛/: (4.194)

From Eqs. (4.193) and (4.194) it is clear that nonmetricity and strain can be used
interchangeably in the description of the geometry of a Riemann-Cartan-Weyl
space. In particular, we have the relation:

Q˛ˇ� C Q�˛ˇ C Qˇ�˛ D S˛ˇ� C S�˛ˇ C Sˇ�˛; (4.195)

where S�˛ˇ D Vg	�S	���˛ˇ . Thus, the strain tensor of a Weyl geometry satisfies the
relation:

S˛ˇ� C S�˛ˇ C Sˇ�˛ D 0:

In order to simplify our next equations, let us introduce the notation:

K	��
�˛ˇ D L	���˛ˇ � V�	���˛ˇ D

1

2
.T	���˛ˇ C S	���˛ˇ/: (4.196)

From Eq. (4.194) it follows that:

K	��
�˛ˇ D �

1

2
Vg	� .r˛ Vgˇ� Crˇ Vg�˛ � r� Vg˛ˇ/

� 1
2
Vg	� .Vg�˛T�����ˇ C Vg�ˇT�����˛ � Vg��T���˛ˇ/; (4.197)

25We note that the possibility of decomposing the connection coefficients into rotation (torsion),
shear and dilation has already been suggested in a Physics paper by Baekler et al. [1] but in their
work they do not arrive at the identification of a tensor-like quantity associated to these last two
objects. The idea of the decompositions already appeared in [40].
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where we have used that Q˛ˇ� D �r˛ Vgˇ� . Note the similarity of this equation with
that which gives the coefficients of a Riemannian connection (Eq. (4.161)). Note
also that for r Vg D 0, K	��

�˛ˇ is the so-called contorsion tensor.26

Returning to Eq. (4.192), we obtain now the relation between the curvature tensor
R	�����˛ˇ associated with the connection r and the Riemann curvature tensor VR	�����˛ˇ of

the Levi-Civita connection D associated with the metric Vg. We get, by a simple
calculation:

R	�����˛ˇ D VR	�����˛ˇ C J	�����Œ˛ˇ�; (4.198)

where:

J	�����˛ˇ D VD˛K	��
�ˇ� � K	��

�ˇ�K� ���˛� D r˛K	��
�ˇ� � K	���˛�K� ��ˇ� C K� ���˛ˇK	����� : (4.199)

Multiplying both sides of Eq. (4.198) by 1
2
�˛ ^ �ˇ we get:

R	��� D VR	��� C J
	���; (4.200)

where we have written:

J
	��� D

1

2
J	�����Œ˛ˇ��

˛ ^ �ˇ: (4.201)

From Eq. (4.198) we also get the relation between the Ricci tensors of the
connections r and VD. We define the Ricci tensor by

Ricci D R�˛dx� ˝ dx˛;

R�˛ WD R	�����˛	 : (4.202)

Then, we have

R�˛ D VR�˛ C J�˛; (4.203)

with

J�˛ D VD˛K	���	� � VD	K
	���˛� C K	���˛�K� ���	� � K	���	�K� ���˛�

D r˛K	���	� � r	K	���˛� � K	����˛K� ���	� C K	���	�K� ���˛� : (4.204)

26Equations (4.196) and (4.197) have appeared in the literature in two different contexts: with
r Vg D 0, they have been used in the formulations of the theory of the spinor fields in Riemann-
Cartan spaces [15, 46] and with ‚Œr� D 0 they have been used in the formulations of the
gravitational theory in a space endowed with a background metric [8, 13, 23, 35, 36].
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Observe that since the connection r is arbitrary, its Ricci tensor will be not

be symmetric in general. Then, since the Ricci tensor VR�˛ of VD is necessarily
symmetric, we can split Eq. (4.203) into:

RŒ�˛� D JŒ�˛�;

R.�˛/ D VR�˛ C J.�˛/:

(4.205)

Now we specialize the above results for the case where the general connection
r D D is the Levi-Civita connection of a bilinear form field g 2 sec T02M, i.e.,
‚ D 0 and rg D 0. The results that we show next generalize and clear up those
found in the formulations of the gravitational theory in a background metric space
[13, 23, 35, 36].

First of all, note that the connection VD plays with respect to the tensor field Vg a
role analogous to that played by the connection r with respect to the metric tensor
g and in consequence we shall have similar equations relating these two pairs of
objects. In particular, the strain of VD with respect to g equals the negative of the
strain of r with respect to Vg, since we have:

S	���˛ˇ D L	���˛ˇ C L	���ˇ˛ � b	���˛ˇ D �. V�	���˛ˇ C V�	���ˇ˛ � d	���˛ˇ/ D S	���ˇ˛;

where b	���˛ˇ D V�	���˛ˇ C V�	���ˇ˛ and d	���˛ˇ D L	���˛ˇ C L	���ˇ˛ denote the Killing coefficients of

the frame with respect to the tensors Vg and g respectively. Furthermore, in view of
Eq. (4.197), we can write K	��

�˛ˇ D 1
2
S	���˛ˇ as:

K	��
�˛ˇ D �

1

2
Vg	� .r˛ Vgˇ� Crˇ Vg˛� � r� Vg˛ˇ/

D 1

2
g	� . VD˛gˇ� C VDˇg˛� � VD�g˛ˇ/: (4.206)

Introducing the notation:

~ D
s

det g

det Vg ; (4.207)

we have the following relations:

K	���	� D �
1

2
Vg˛ˇr� Vg˛ˇ D 1

2
g˛ˇ VD�g˛ˇ D 1

~
e� .~/;

g˛ˇK	��
�˛ˇ D �

1

~
VD� .~g	� /; (4.208)

Vg˛ˇK	��
�˛ˇ D

1

~�1
r� .~�1 Vg	� /:
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Another important consequence of the assumption that r is a Levi-Civita
connection is that its Ricci tensor will then be symmetric. In view of Eqs. (4.205),
this will be achieved, if and only if, the following equivalent conditions hold:

VD˛K	��
	ˇ D VDˇK	���	˛;

r˛K	�	ˇ D rˇK	��	˛:
(4.209)

4.8.9 Structure Equations II

With the results stated above, we can write down the structure equations of the
RCWS structure defined by the connection r in terms of the Riemannian structure
defined by the metric Vg. For this, let us write Eq. (4.192) in the form:

!
	�
�ˇ D O!	��ˇ C w	��ˇ D O!	��ˇ C �	��ˇ C �	��ˇ ; (4.210)

with !	��ˇ D L	���˛ˇ�˛ , O!	��ˇ D V�	���˛ˇ�˛ , w	��ˇ D K	��
�˛ˇ�˛, �	��ˇ D 1

2
T	���˛ˇ�˛ and �	��ˇ D

1
2
S	���˛ˇ�˛ . Then, recalling Eq. (4.200) and the structure equations for both the RCWS

and the Riemannian structures, we easily conclude that:

w	��ˇ ^ �ˇ D ‚	;

wˇ��� ^ �ˇ D �ˆ�;
VDw	��� C w	��ˇ ^ wˇ��� D J

	���;
(4.211)

where VD is the exterior covariant differential (of indexed form fields) associated to
the Levi-Civita connection VD of Vg. The third of these equations can also be written
as:

Dw	��� � w	��ˇ ^ wˇ��� D J
	���; (4.212)

where D is the exterior covariant differential (of indexed form fields) associated to
the connection r.

Now, the Bianchi identities for the RCWS structure are easily obtained by
differentiating the above equations. We get:

(a) VD‚	 D J
	�
�ˇ ^ �ˇ � w	��ˇ ^‚ˇ;

(b) VDˆ� D J
ˇ��� ^ �ˇ C wˇ��� ^ˆˇ;

(c) VDJ
	��� D R	�

�ˇ ^ wˇ�� � w	��ˇ ^Rˇ���;
(4.213)
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or equivalently,

D‚	 D J
	�
�ˇ ^ �ˇ;

Dˆ� D J
ˇ��� ^ �ˇ;

DJ
	
� D VR	�

�ˇ ^ wˇ��� � w	��ˇ ^ VRˇ��� :
(4.214)

4.8.10 D’Alembertian, Ricci and Einstein Operators

As we have seen in the Sect. 4.8.3 given the structure .M; VD; Vg/ we can construct the
Clifford algebra C`.M; Vg/ and the standard Dirac operator @j given by (Eq. (4.152))

@j D d � ı: (4.215)

We investigate now the square of the standard Dirac operator. We shall see
that this operator can be separated in some interesting parts that are related to the
D’Alembertian, Ricci and Einstein operators of .M; VD; Vg/.
Definition 4.130 The square of standard Dirac operator @j is the operator, @j2 D @j @j W
sec

Vp T�M ,! sec C`.M; Vg/! sec
Vp T�M ,! sec C`.M; Vg/ given by:

@j 2 D .d � ı/.d � ı/ D �.dı C ıd/: (4.216)

We recognize that @j2 � Þ is the Hodge Laplacian of the manifold introduced
by (Eq. (4.92)). On the other hand, remembering also that Eq. (4.148)

@j D �˛ VDe˛ ;

where f�˛g is an arbitrary reference frame on the manifold and VD is the Levi-Civita
connection of the metric Vg, we have:

@j 2 D .�˛ VDe˛ /.�
ˇ VDeˇ / D �˛.�ˇ VDe˛

VDeˇ C . VDe˛ �
ˇ/ VDeˇ /

D Vg˛ˇ. VDe˛
VDeˇ � V�	���˛ˇ VDe	 /C �˛ ^ �ˇ. VDe˛

VDeˇ � V�	���˛ˇ VDe	 /:

Then defining the operators:

(a)
(b)

@j � @j D Vg˛ˇ. VDe˛
VDeˇ � V�	���˛ˇ VDe	 /;

@j ^ @j D �˛ ^ �ˇ. VDe˛
VDeˇ � V�	���˛ˇ VDe	 /;

(4.217)



4.8 Differential Geometry in the Clifford Bundle 165

we can write:

Þ D @j 2 D @j � @jC @j ^ @j (4.218)

or,

@j 2 D .@jyC @j ^/.@jyC @j ^/
D @jy @j ^ C @j ^ @jy : (4.219)

Remark 4.131 It is important to observe that the operators @j � @j and @j ^ @j do not have
anything analogous in the formulation of the differential geometry in the Cartan and
Hodge bundles.

Remark 4.132 Moreover we write for! 2 sec
Vr T�M ,! sec C`.M;g/, @j � @j! and

@j ^ @j! to mean respectively .@j � @j/! and .@j ^ @j/!. The parenthesis will be included
in a formula only if there is a risk of confusion.

The operator @j � @j can also be written as:

@j � @j D 1

2
Vg˛ˇ

h VDe˛
VDeˇ C VDeˇ

VDe˛ � b	���˛ˇ VDe	

i
: (4.220)

Applying this operator to the 1-forms of the frame f�˛g, we get:

@j � @j �� D �1
2
Vg˛ˇ VM����

�	˛ˇ�
	; (4.221)

where:

VM����
�	˛ˇ D e˛. V�����ˇ	/C eˇ. V�����˛	/� V�����˛� V�� ���ˇ	 � V�����ˇ� V�� ���˛	 � b� ���˛ˇ V������	: (4.222)

The proof that an object with these components is a tensor is a consequence of the
following proposition:

Proposition 4.133 For every r-form field ! 2 sec
Vr T�M, ! D 1

rŠ!˛1:::˛r�
˛1 ^

: : : ^ �˛r , we have:

@j � @j! D 1

rŠ
Vg˛ˇ VD˛

VDˇ!˛1:::˛r�
˛1 ^ � � � ^ �˛r : (4.223)

Proof We have VDeˇ! D 1
rŠ
VDˇ!˛1:::˛r�

˛1 ^ : : : ^ �˛r , with

VDˇ!˛1:::˛r D eˇ.!˛1:::˛r /� V�� ���ˇ˛1!�˛2:::˛r � � � � � V�� ���ˇ˛r
!˛1:::˛r�1� :
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Observe moreover that we have

VD˛
VDˇ!˛1:::˛r D e˛. VDˇ!˛1:::˛r/ � V�� ���ˇ˛1 VD�!�˛2:::˛r

� V�� ���˛˛1 VDˇ!�˛2:::˛r � : : : V�� ���˛˛r
VDˇ!˛1:::˛r�1�

but

De˛Deˇ! D De˛ .
1

rŠ
VDˇ!˛1:::˛r�

˛1 ^ � � � ^ �˛r /

1

rŠ
.e˛. VDˇ!˛1:::˛r/� V��˛˛1 VDˇ!�˛2:::˛r � � � �

� V�� ���˛˛r
VDˇ!˛1:::˛r�1� /�

˛1 ^ � � � ^ �˛r :

Thus we conclude that:

. VDe˛
VDeˇ � V�	���˛ˇ VDe	 /! D

1

rŠ
VD˛
VDˇ!˛1:::˛r�

˛1 ^ � � � ^ �˛r :

Finally, multiplying this equation by Vg˛ˇ and using the Eq. (4.217a), we get the
Eq. (4.223).�

In view of Eq. (4.223), we give the

Definition 4.134 The operator � D @j � @j is called (covariant) D’Alembertian.

Note that the D’Alembertian of the 1-forms �� can also be written as:

@j � @j �� D Vg˛ˇ VD˛
VDˇı

�
	 �

	 D 1

2
Vg˛ˇ. VD˛

VDˇı
�
	 C VDˇ

VD˛ı
�
	 /�

	

and therefore, taking into account the Eq. (4.221), we conclude that:

VM����
�	˛ˇ D �. VD˛

VDˇı
�
	 C VDˇ

VD˛ı
�
	 /; (4.224)

what proves our assertion that VM����
�	˛ˇ are the components of a tensor.

By its turn, the operator @j ^ @j can also be written as:

@j ^ @j D 1

2
�˛ ^ �ˇ

h VDe˛
VDeˇ � VDeˇ

VDe˛ � c	���˛ˇ VDe	

i
: (4.225)

Applying this operator to the 1-forms of the frame f��g, we get

@j ^ @j �� D �1
2
VR�����	˛ˇ.�˛ ^ �ˇ/�	 D � VR	��	; (4.226)
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where VR�����	˛ˇ are the components of the curvature tensor of the connection VD. From
Eq. (2.46), we get:

VR���	 �	 D VR���	 x�	 C VR���	 ^ �	:

The second term in the r.h.s. of this equation is identically null because of the
Bianchi identity given by Eq.( 4.213a) for the particular case of a symmetric
connection (‚� D 0). Using Eqs. (2.35) and (2.37) we can write the first term in the
r.h.s. as:

VR	�x�	 D 1

2
VR	�����˛ˇ.�˛ ^ �ˇ/x�	

D �1
2
VR	�����˛ˇ�	y.�˛ ^ �ˇ/

D �1
2
VR	�����˛ˇ.ı˛	 �ˇ � ı˛ˇ�˛/

D �VR˛�����˛ˇ�ˇ D VR���ˇ�ˇ; (4.227)

where VR���ˇ are the components of the Ricci tensor of the Levi-Civita connection VD
of Vg. Thus we have:

@j ^ @j �� D VR�; (4.228)

where VR� D VR���ˇ�ˇ are the Ricci 1-forms of the manifold. Because of this relation,
we give the

Definition 4.135 The operator @j ^ @j is called the Ricci operator of the manifold
associated to the Levi-Civita connection VD of Vg.

The proposition below shows that the Ricci operator can be written in a purely
algebraic way:

Proposition 4.136 The Ricci operator @j ^ @j satisfies the relation:

@j ^ @j D VR� ^ i� C VR	� ^ i	i� ; (4.229)

where (keep in mind) VR	� WD Vg�� VR	��� D 1
2
Vg�� VR	� ����˛ˇ�˛ ^ �ˇ .

Proof The Hodge Laplacian of an arbitrary r-form field ! D 1
rŠ!˛1:::˛r�

˛1^: : :^�˛r

is given by: (e.g., [3]—recall that our definition differs by a sign from that given
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there) Þ! D @j2 ! D 1
rŠ .@j2 !/˛1:::˛r�

˛1 ^ : : : ^ �˛r , with:

.Þ!/˛1:::˛r D Vg˛ˇ VD˛
VDˇ!˛1:::˛r

�
X

p

.�1/p VR�::˛p
!�˛1::: L̨p :::˛r

� 2
X

p;q
p<q

.�1/pCq VR	� ����˛q˛p
!	�˛1::: L̨p ::: L̨q:::˛r ; (4.230)

where the notation L̨ means that the index ˛ was exclude of the sequence.
The first term in the r.h.s. of this expression are the components of the

D’Alembertian of the field !.
Now, recalling that i�! D ��y!, we obtain:

VR� ^ i�! D � 1
rŠ

"X
p

.�1/p VR� ��˛p
!�˛1::: L̨p:::˛r

#
�˛1 ^ � � � ^ �˛r

and also,

VR	� ^ i	i�! D � 2
rŠ

264X
p;q
p<q

.�1/pCq VR	� ����˛q˛p
!	�˛1::: L̨p ::: L̨q:::˛r

375 �˛1 ^ � � � ^ �˛r :

Hence, taking into account Eq. (4.218), we conclude that:

.@j ^ @j/! D VR� ^ i�! C VR	� ^ i	i�!;

for every r-form field !.�

Observe that applying the operator given by the second term in the r.h.s. of
Eq. (4.229) to the dual of the 1-forms ��, we get:

VR	� ^ i	i� ? �� D VR	� ? �
	y.��y��//

D � VR	� ^ ?.�	 ^ ����/ (4.231)

D ?. VR	�y.�	 ^ �� ^ ��//;

where we have used the Eq. (2.77). Then, recalling the definition of the curvature
forms and using the Eq. (2.36), we conclude that:

VR	� ^ �	y��y ? �� D �2 ? . VR� � 1
2
VR��/ D �2 ? VG�; (4.232)
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where VR is the scalar curvature of the manifold and the VG� may be called the Einstein
1-form fields. That observation motivate us to give the

Definition 4.137 The Einstein operator of the Levi-Civita connection VD of Vg on the
manifold M is the mapping � W sec C`.M; Vg/! sec C`.M; Vg/ given by:

� D �1
2
?�1 . VR	� ^ i	i� / ? : (4.233)

Obviously, we have:

��� D VG� D VR� � 1
2
VR��: (4.234)

In addition, it is easy to verify that ?�1.@j ^ @j/? D � @j ^ @j and ?�1. VR� ^ i� /? D
VR�yj� . Thus we can also write the Einstein operator as:

� D 1

2
.@j ^ @j � VR�yj�/: (4.235)

Another important result is given by the following proposition:

Proposition 4.138 Let V!���	 be the Levi-Civita connection 1-forms fields in an

arbitrary moving frame f��g on .M; VD; Vg/. Then:

(a)
(b)

@j � @j �� D �.@j � V!���	 � V!�	 � V!���� /�	
@j ^ @j �� D �.@j ^ V!���	 � V!� ��	 ^ V!���� /�	;

(4.236)

that is,

@j 2�� D �.@j V!���	 � V!� ��	 V!���� /�	: (4.237)

Proof We have

@j � V!�	 D �˛ � VDe˛ .
V�����ˇ	�ˇ/

D �˛ � .e˛. V�����ˇ	/�ˇ � V������	 V�� ���˛ˇ�ˇ/
D Vg˛ˇ.e˛. V��ˇ	/ � V���	 V��˛ˇ/

and V!� ��	 � V!���� D . V�� ���ˇ	�ˇ/ � . V�����˛��˛/ D Vgˇ˛ V�����˛� V�� ���ˇ	. Then,

� .@j � V!���	 � V!� ��	 � V!��v� /�	

D Vg˛ˇ.e˛. V�����ˇ	/ � V�����˛� V�� ���ˇ	 � V�� ���˛ˇ V������	/�	
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D �1
2
Vg˛ˇ.e˛. V�����ˇ	/C eˇ. V�����˛	/� V�����˛� V�� ���ˇ	 � V�����ˇ� V�� ���˛	 � b� ���˛ˇ V������	/�	

D @j � @j ��:

Equation (4.236b) is proved analogously.�

Exercise 4.139 Show that �.�	 ^ ��/y VR	� D VR.�	 ^ ��/ � VR	� D VR; where VR is
the curvature scalar.

4.8.11 The Square of a General Dirac Operator

Consider the structure .M;r; Vg/, where r is an arbitrary Riemann-Cartan-Weyl
connection and the Clifford algebra C`.M; Vg/. Let us now compute the square of
the (general) Dirac operator @ D tr.uru/. As in the earlier section, we have, by one
side,

@2 D .@yC @^/.@yC @^/
D @y@yC @y@^C @^@yC @@^@^

and we write @y@y � @2y, @ ^ @^ � @2^ and

LC D @y@ ^C@ ^ @y; (4.238)

so that:

@2 D @2y@C LC@C @2 ^ . (4.239)

The operator LC when applied to scalar functions corresponds, for the case of a
Riemann-Cartan space, to the wave operator introduced in [30]. Obviously, for the
case of the standard Dirac operator,LC reduces to the usual Hodge Laplacian of the
manifold, which preserve graduation of forms.

Now, a similar calculation for the product @
�
@ of the Dirac derivative and the

Dirac coderivative yields:

@
�
@ D @

�
y@yC L� C @ ^

�
@^; (4.240)

with

L� D @y
�
@ ^C@ ^

�
�@y . (4.241)
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On the other hand, we have also:

� D .�˛re˛ /.�
ˇreˇ / D �˛.�ˇre˛reˇ C .re˛ �

ˇ/reˇ /

D Vg˛ˇ.re˛reˇ � L	���˛ˇre	 /C �˛ ^ �ˇ.re˛reˇ � L	���˛ˇre	 /

and we can then define:

@ � @ D Vg˛ˇ.re˛reˇ � L	���˛ˇre	 /

@ ^ @ D �˛ ^ �ˇ.re˛reˇ � L	���˛ˇre	 /
(4.242)

in order to have:

@2D @@ D @ � @C @ ^ @ . (4.243)

The operator @ � @ can also be written as:

@ � @ D 1

2
�˛ � �ˇ.re˛reˇ � L	���˛ˇre	 /C

1

2
�ˇ � �˛.reˇre˛ � L	���ˇ˛re	 /

D 1

2
Vg˛ˇŒre˛reˇ Creˇre˛ � .L	���˛ˇ C L	���ˇ˛/re	 �

or,

@ � @ D 1

2
Vg˛ˇ.re˛reˇ Creˇre˛ � b	���˛ˇre	 / � s	re	 ; (4.244)

where s	 has been defined in Eq. (4.191).
By its turn, the operator @ ^ @ can also be written as:

@ ^ @ D 1

2
�˛ ^ �ˇ.re˛reˇ � L	���˛ˇre	 /C

1

2
�ˇ ^ �˛.reˇre˛ � L	���ˇ˛re	 /

(4.245)

D 1

2
�˛ ^ �ˇŒre˛reˇ � reˇre˛ � .L	���˛ˇ � L	���ˇ˛/re	 �

or,

@ ^ @ D 1

2
�˛ ^ �ˇ.re˛reˇ � reˇre˛ � c	���˛ˇre	 /�‚	re	 : (4.246)

Exercise 4.140 Prove that the Ricci and Einstein operators are .1; 1/-extensor fields
on a Lorentzian spacetime, i.e., for any A 2 sec

V1 T�M ,! sec C`.M;g/ we have

@ ^ @ A D @ ^ @ .A���/ D A�@ ^ @��; (4.247)

�A D �.A���/ D A����:
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Solution We prove the first formula, since after proving it the second one is
obvious. We choose for simplicity an orthonormal cobasis f�ag for T�M dual to
the basis feag for TM, such that Œea; eb� D cd���abed. Let r be a connection on a
Riemann-Cartan-Weyl spacetime, such that rea eb D Ld���abed. Recalling (Eq. (4.245))
we have

@ ^ @ A D 1

2
�a ^ �bfŒea; eb�.Ak/� Ld���abed.Ak/� Ld���baed.Ak/g�kg C Ak@ ^ @�k

D 1

2
�a ^ �bfcd���ab � Ld���ab � Ld���bag�k C Ak@ ^ @�k

D 1

2
Td���ab�

a ^ �b C Ak@ ^ @�k D Ak@ ^ @�k;

since for a Lorentzian spacetime the torsion tensor (with components Td���ab) is null.

Exercise 4.141 Show that for any A 2 sec
V1 T�M ,! sec C`.M;g/ we have

@ ^ @ A D @j ^ @j AC J˛ � �˛ LA; (4.248)

where LA WD LA��� , LA� WD Vgˇ�gˇ�A� and J˛ WD Vg˛ˇJˇ��� , where Jˇ� is given by

4.9 Some Applications

4.9.1 Maxwell Equations in the Hodge Bundle

The system of Maxwell equations has many faces.27 Here we show how to express
that system of equations in the Hodge bundle and then in the Clifford bundle. To
start, let .M; g; �g/ be an oriented Lorentzian manifold.

Maxwell equations on .M; g; �g/ refers to an exterior system of differential
equations given by a closed 2-form F 2 sec

V2 T�M and a exact 3-form Je 2
sec

V3 T�M. Then there exists G 2 sec
V2 T�M such that

dF D 0 and dG D �Je: (4.249)

It is postulated that in vacuum there is a relation between G and F (said
constitutive relation) given by

G D ?F: (4.250)

27Besides the ones presented in this chapter, others will be exhibited in Chap. 13.
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In that case putting Je D ?Je, Je 2 sec
V1 T�M and taking into account

Eq. (4.91) we can write the system (4.249) as28

dF D 0 and ıF D �Je: (4.251)

F is called the Faraday field and Je is called the electric current.

4.9.2 Charge Conservation

Of course, ıJe D 0, which means that charge is conserved. Indeed, let C3 be a three
dimensional volume contained in a space slice, i.e., in a spacelike surface. Then the
electric flux contained in C2 D @C3 is

Q D
Z

C3

?Je D �
Z

C3

dG D �
Z
@C3

?F: (4.252)

It is an empirical fact that all observable free charges are integer multiple of the
electron charge. This phenomenon is called charge quantization. On the other hand
consider a 4-volume C4 with boundary given by @C4 D C.2/

3 � C.1/
3 C S where

with the condition JejS D 0 and where C.2/
3 and C.1/

3 are three dimensional volumes
contained in two different space slices. Then,Z

@C4

?Je D
Z
@C4

dG D
Z

C4

d2G D 0; (4.253)

from where it follows that Z
C
.1/
3

?Je D
Z

C
.2/
3

?Je: (4.254)

We postulate that F is closed but it may be (eventually) not exact. In that case it
may have period integrals according to de Rham theorem, i.e.,Z

z
.i/
2

F D g.i/; (4.255)

where z.i/2 2 H2.M/ are cycles. It seems to be an empirical fact that all g.i/ D 0,
at least for cycles in the region of the universe where men already did experiments.
This means that F is exact, i.e., it is possible to define globally a differentiable

28Thirring [44] said that the two equations in Eq. (4.251) is the twentieth Century presentation of
Maxwell equations.
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potential A 2 sec
V1 T�M such that F D dA. This also means that there are no

magnetic monopoles in nature.29 Indeed, if z2 is a cycle (a closed surface) then we
have Z

z2

F D
Z

z2

dA D h@z2;Ai D h0;Ai D 0: (4.256)

4.9.3 Flux Conservation

Of course, A is only defined modulus a gauge, i.e., AC A0, with A0 2 sec
V1 T�M a

closed form. The period integrals of A0 according to de Rham theorem areZ
z
.i/
i

A0 D ˆ.i/: (4.257)

Now, it is an empirical fact that ˆ.i/ is quantized in some (but not all) physical
systems, like, e.g., in superconductors [16]. The phenomenon is then called flux
quantization. In appropriate units Z

z1

A0 D nh=2e; (4.258)

where n is an integer and h is Planck constant and e is the electron charge.
Note also that from Je D �dG in Eq. (4.249) it follows that G is defined also only

modulus a closed form G0. The period integrals of G0 may eventually correspond to
topological charges. Another possibility of having ‘charge without charge’ coming
from statistical distributions of quantized flux loops has been investigated in [18,
19]. We shall not discuss these interesting issues in this book.

4.9.4 Quantization of Action

Finally we mention the following. As we shall see in Chap. 7 the Lagrangian density
of the electromagnetic field in free space is given by

L.A/ D �1
2

F ^ ?F: (4.259)

29See however the news in [31] where it is claimed that magnetic monopoles have been observed
in a synthetic magnetic field.
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Calling K D A ^ ?F, we can write

L.A/ D �1
2

dK: (4.260)

Now, it seems an empirical fact that action is quantized, i.e., we have

a D
Z

C4

L.A/

D
Z

C3D@C4

K D nh: (4.261)

Remark 4.142 We observe that
R

C3D@C4
K has been introduced by Kiehn (see [20]).

However he called A ^ ?F the topological spin, which is not a good name (and
identification of observable) in our opinion. The reason is that according to the
Lagrangian formalism (see Chap. 8, Eq. (8.124))30 the spin density is proportional
to A ^ F. This result and the other period integrals discussed above suggests that
quantization may be linked to topology in a way not suspected by contemporary
physicists. On this issue, see also [29].

4.9.5 A Comment on the Use of de Rham Pseudo-Forms
and Electromagnetism

Besides the forms we have been working until now, in a famous book, de Rham
[6] introduces also the concept of impair forms31 in a n-dimensional manifold M,
which is essential for the formulation of a theory of integration in a non orientable
manifold.

Definition 4.143 An impair p-form in M is a pair of p-forms such that if its
representative in a given A � M in a cobasis f� ig for T�U .U � A/ is declared
as being

!jU D
1

pŠ
!i1:::ip�

i1 ^ � � � ^ � ip 2 sec
^p

T�M

30See also [7].
31Also called by some authors pseudo forms.
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then its representative !jV in A � V � M in a cobasis f N� ig, N� i D ƒi
j�

j; for T�V .V\
U � A/ is

!jV D
1

pŠ
N!j1:::jp

N� i1 ^ � � � ^ N� ip 2 sec
^p

T�M; (4.262)

with

N!j1:::jp D
det
h
ƒi

j

i
ˇ̌̌
det
h
ƒi

j

iˇ̌̌!i1:::ipƒ
i1
j1
� � �ƒi1

j1
: (4.263)

The introduction of impair forms leads to the question of exterior (and interior)
multiplication of forms of different parities (i.e., even and odd). The rule introduced
by de Rham [6] is that the product of two forms of the same parity is a form, whereas
the product of two forms of different parities is an impair form. Also de Rham
introduces the rule that application of the differential operator d to a form preserves
its parity.

We can verify that if we denote by
V

impairT
�M D

nX
pD0

Vp
impairT

�M the real

vector space of the pseudo forms we can give a structure of associative algebra to
the (exterior) direct sum

V
T�M ˚VimpairT

�M equipped with the exterior product
satisfying the de Rham rules mentioned above.

Having introduced the concept of de Rham pseudo forms we call the reader’s
attention to the following remarks.

Remark 4.144 In our brief presentation above of Maxwell equations we introduced
the electromagnetic current as Je D ?�1Je, Je 2 sec

V1 T�M. Since until that point
we have not introduced the concept of impair forms its is clear that we supposed
that Je is 3-form. This certainly means that the theory as presented presupposes that
we use always bases with the same orientation in order to calculate the charge in a
certain three dimensional volume contained in a given space slice (Eq. (4.253)). The
use of bases with the same orientation presupposes that spacetime is an orientable
manifold. As will be discussed in Chap. 7 orientability of a spacetime manifold is a
necessary condition for the existence of spinor fields. Since these objects seems to
be an essential tool for the understanding of the world we live in, we restrict all our
considerations to orientable manifolds. Eventually, if is discovered some of these
days that our universe cannot be represented by an orientable manifold, then it will
be necessary to study deeply the theory of impair forms.

Remark 4.145 If the spacetime manifold is orientable we do not need to consider,
as some authors claim (e.g., [20, 29]) that Je and G must be considered as pseudo
forms. A thoughtful discussion of this issue may be found in [5].
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4.9.6 Maxwell Equation in the Clifford Bundle

Let now, .M; g;D; �g;"/ be a Lorentzian spacetime and let C`.M;g/ be the Clifford
bundle of differential forms. Since D is the Levi-Civita connection of g we know
(Eq. (4.152)) that the action of the Dirac operator @ on any P 2 sec

Vp T�M ,!
C`.M;g/ is @P D .d� ı/P. So, let us suppose that the Faraday field and the electric
current are sections of the Clifford bundle, i.e., F 2 sec

V2 T�M ,! C`.M;g/,
Je 2 sec

V1 T�M ,! C`.M;g/. In that case, it is licit two sum the equations
dF D 0 and ıF D �Je, which according to Eq. (4.251) represent the system of
Maxwell equations in the Hodge bundle. We get, of course, the single equation

@F D Je; (4.264)

which we be call Maxwell equation. Parodying Thirring [44] we may say that
Eq. (4.264) the twenty-first century representation of Maxwell system of equations.

Exercise 4.146 Show that in Minkowski spacetime .M;�;D; ��;"/ (Defini-
tion 4.108) Eq. (4.264) is equivalent to the standard vector form of Maxwell
equations, that appears in elementary electrodynamics textbooks.

Solution We recall (see Table 3.1 in Chap. 3) that for any x 2 M, C`.T�x M; �x/ '
R1;3 ' H.2/, is the so called spacetime algebra. The even elements of R1;3 close a
subalgebra called the Pauli algebra. That subalgebra is denoted by R01;3 ' R3;0 '
C.2/. Also, H.2/ is the algebra of the 2 � 2 quaternionic matrices and C.2/ is the
algebra of the 2 � 2 complex matrices. As in Sect. 3.9.1 a convenient isomorphism
R01;3 � R3;0 is easily exhibited. Choose a global orthonormal tetrad coframe f��g,
�� D dx�, � D 0; 1; 2; 3, and let f��g be the reciprocal tetrad of f��g, i.e., �� ��� D
ı
�
� . Now, put

�i D �i�0; i D ��0�1�2�3 D ��5: (4.265)

Observe that i commutes with bivectors and thus acts like the imaginary unity i Dp�1 in the subbundle C`0.M; �/ D S
x2M C`0.T�x M; �x/ ,! C`.M; �/, which we

call Pauli bundle. Now, the electromagnetic field is represented in C`.M; �/ by F D
1
2
F���� ^ �� 2 sec

V2T�M ,! sec C`.M; �// with

F�� D

0BB@
0 �E1 �E2 �E3

E1 0 �B3 B2
E2 B3 0 �B1
E3 �B2 B1 0

1CCA ; (4.266)

where (E1;E2;E3) and (B1;B2;B3) are the usual Cartesian components of the
electric and magnetic fields. Then, as it is easy to verify we can write

F D EEC iEB; (4.267)

with , EE DP3
iD1 Ei�i, EB DP3

iD1 Bi�i.
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For the electric current density Je D 	�0 C Ji�i we can write

�0Je D 	 �Ej D 	 � Ji�i: (4.268)

For the Dirac operator we have

�0@ D @

@x0
C

3X
iD1

�i@i D @

@t
Cr: (4.269)

Multiplying both members of Eq. (4.264) on the left by �0 we obtain

�0@F D �0Je;

.
@

@t
Cr/.EEC iEB/ D 	 �Ej (4.270)

From Eq. (4.270) we obtain

@0 EEC i@0EBCr � EECr ^ EEC ir � EBC ir ^ EB D 	 �Ej: (4.271)

For any ‘vector field’ EA 2 C̀ 0.M; �/ ,! C̀ .M; �/ we define the rotational
operator r� by

r � EA D �ir ^ EA: (4.272)

This relation follows once we realize that the usual vector product of two vectors
Ea D P3

iD1 ai�i and Eb D P3
iD1 bi�i can be identified with the dual of the bivector

Ea ^ Eb through the formula Ea � Eb D �iEa ^ Eb. Finally we obtain from Eq. (4.271) by
equating terms with the same grades (in the Pauli subbundle )

(a) r � EE D 	; (b) r � EB � @0 EE DEj;
(c) r � EEC @0 EB D 0; (d) r � EB D 0; (4.273)

which we recognize as the system of Maxwell equations in the usual vector
notation.

We just exhibit three equivalent presentations of Maxwell systems of equations,
namely Eqs. (4.251), (4.264), and (4.273). They are some of the many faces of
Maxwell equations. Other faces exist as we shall see in Chap. 11.
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4.9.7 Einstein Equations and the Field Equations for the 	a

As, it is the case of Maxwell equations, also Einstein equations have many faces.
Here we exhibit an interesting one which is possible once we have at our disposal the
Clifford bundle formalism. So, let now .M; g;D; �g;"/ be a Lorentzian spacetime
(Definition 4.107) modelling a gravitational field in the general theory of Relativity
[38]. Let feag be an arbitrary orthonormal basis of TU (a tetrad32) and f�bg of T�M
its dual basis (a cotetrad), with a;b D 0; 1; 2; 3. We recall that Einstein’s equations
relating the distribution of matter energy represented by the energy-momentum
tensor T D Ta

b�
b ˝ ea2 sec T11U � sec T11M can be written (in appropriated units)

Ra
b �

1

2
ıa

bR D �Ta
b ; (4.274)

where Ra
b is the Ricci tensor and R is the scalar curvature. Multiplying both members

of Eq. (4.274) by �b and taking into account Eq. (4.228) defining the Ricci 1-forms
in terms of the Ricci operator @^@ (with @ D �aDea ) we can write after some trivial
algebra

@ ^ @ �a C T

2
�a D �Ta; (4.275)

where33 Ta D Ta
b�

b 2 sec
V1 T�M ,! sec C`.M; g/ are the energy-momentum

1-form fields and T D Ta
a .

Now, taking into account Eqs. (4.218) and (4.219) we can write

� @ � @ �a C @ ^ .@ � �a/C @y.@ ^ �a/C 1

2
T�a D �Ta: (4.276)

Now, let fx�g be the coordinate functions of a local chart of the maximal atlas
of M covering U � M. When �a is an exact differential, and in that case we write
�a 7! �� D dx� and if the coordinate functions are harmonic [10], i.e., ı�� D
�@y�� D g˛ˇ�����˛ˇ D 0, Eq. (4.276) becomes

��� � 1
2

R�� D T�; (4.277)

where � is the covariant D’Alembertian operator (Definition 4.134).

32We shall see in Chap. 6 that any Lorentzian spacetime admitting spinor fields must have a global
tetrad.
33Sometimes in the written of some formulas in the next chapters it is convenient to use the notation
T a D �Ta .
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4.9.8 Curvature of a Connection and Bending. The Nunes
Connection of VS2

Consider the manifold VS2 D fS2nnorth pole + south poleg � R3, it is an sphere of
radius R D 1 excluding the north and south poles. Let g 2 sec T02 VS2 be a metric

field for VS2, which is the pullback on it of the metric of the ambient space R3. Now,
consider two different connections on VS2, D—the Levi-Civita connection— and r c,
a connection—here called the Nunes34 (or navigator) connection35— defined by the
following parallel transport rule: a vector is parallel transported along a curve, if at
any x 2 S2 the angle between the vector and the vector tangent to the latitude line
passing through that point is constant during the transport (see Fig. 4.5).

Exercise 4.147 (i) Show that the structure .VS2; g;D/ is a Riemann geometry of
constant curvature and;

(ii) that the structure .VS2; g;r c/ is a teleparallel geometry, with zero Riemann
curvature tensor, but non zero tensor.

Solution The first part of the exercise is a standard one and can be found in many
good textbooks on differential geometry. Here, we only show (ii). We clearly see
from Fig. 4.5a that if we transport a vector along the infinitesimal quadrilateral
pqrs composed of latitudes and longitudes, first starting from p along pqr and then
starting from p along psr the parallel transported vectors that result in both cases
will coincide. Using the definition of the Riemann curvature tensor, we see that it is
null. So, we see that VS2 considered as part of the structure .VS2; g;rc/ is flat!

34Pedro Salacience Nunes (1502–1578) was one of the leading mathematicians and cosmographers
of Portugal during the Age of Discoveries. He is well known for his studies in Cosmography,
Spherical Geometry, Astronomic Navigation, and Algebra, and particularly known for his discov-
ery of loxodromic curves and the nonius. Loxodromic curves, also called rhumb lines, are spirals
that converge to the poles. They are lines that maintain a fixed angle with the meridians. In other
words, loxodromic curves directly related to the construction of the Nunes connection. A ship
following a fixed compass direction travels along a loxodromic, this being the reason why Nunes
connection is also known as navigator connection. Nunes discovered the loxodromic lines and
advocated the drawing of maps in which loxodromic spirals would appear as straight lines. This led
to the celebrated Mercator projection, constructed along these recommendations. Nunes invented
also the Nonius scales which allow a more precise reading of the height of stars on a quadrant. The
device was used and perfected at the time by several people, including Tycho Brahe, Jacob Kurtz,
Christopher Clavius and further by Pierre Vernier who in 1630 constructed a practical device for
navigation. For some centuries, this device was called nonius. During the nineteenth century, many
countries, most notably France, started to call it vernier. More details in http://www.mlahanas.de/
Stamps/Data/Mathematician/N.htm.
35Some authors call the Columbus connection the Nunes connection. Such name is clearly
unappropriated.

http://www.mlahanas.de/Stamps/Data/Mathematician/N.htm
http://www.mlahanas.de/Stamps/Data/Mathematician/N.htm
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Fig. 4.5 Characterization of the Nunes connection

Let .x1; x2/ D .#; '/ 0 < # < � , 0 < ' < 2� , be the standard spherical

coordinates of a VS2 or unitary radius, which covers all the open set U which is VS2
with the exclusion of a semi-circle uniting the north and south poles.

Introduce first the coordinate bases

f@� D @=@x�g; f�� D dx�g (4.278)

for TU and T�U.
Introduce next the orthonormal bases feag; f�ag for TU and T�U with

e1 D @1, e2 D 1

sin x1
@2; (4.279)

�1 D dx1;�2 D sin x1dx2: (4.280)

Then,

Œei; ej� D ck���ij ek; (4.281)

c2���12 D �c2���21 D � cot x1;

and

g D dx1 ˝ dx1 C sin2 x1dx2 ˝ dx2

D �1 ˝ �1 C �2 ˝ �2: (4.282)
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Now, it is obvious from what has been said above that our teleparallel connection
is characterized by

r c
ej

ei D 0: (4.283)

Then taking into account the definition of the curvature operator (defini-
tion (4.104)), we have

R.�a; ek; ei; ej/ D �a

h

r c
ei

r c
ej
� r c

ej
r c

ei
� r c

Œei;ej�

i
ek

�
D 0: (4.284)

Also, taking into account the definition of the torsion operation (defini-
tion (4.103)) we have

�.ei; ej/ D r c
ejei � r c

eiej � Œei; ej�

D Œei; ej�; (4.285)

and T2���21 D �T2���12 D cot# .
If you still need more details, concerning this last result, consider Fig. 4.5b

which shows the standard parametrization of the points p; q; r; s in terms of the
spherical coordinates introduced above. According to the geometrical meaning of
torsion, we determine its value at a given point by calculating the difference between
the (infinitesimal)36 segments (vectors) pr1and pr2 determined as follows. If we
transport the vector pq along ps we get (recalling that R D 1) the vector Ev D sr1

such that
ˇ̌
g.Ev; Ev/ˇ̌ 12 D sin#4'. On the other hand, if we transport the vector ps

along pr we get the vector qr2 D qr. Let Ew D sr. Then,ˇ̌
g.Ew; Ew/ˇ̌ D sin.# �4#/4' ' sin#4' � cos#4#4'; (4.286)

Also,

Eu D r1r2 D �u.
1

sin#

@

@'
/;u D ˇ̌g.Eu; Eu/ˇ̌ D cos#4#4' (4.287)

Then, the (Riemann-Cartan) connection r c of the structure .VS2; g;r c; �g/ has a non
null torsion tensor ‚. Indeed, the component of Eu D r1r2 in the direction @=@' is
precisely T'#'4#4'. So, we get (recalling that r c

@j@i D �k���ji @k/

T'���#' D


�
'��
�#' � �'���'#

�
D � cot �: (4.288)

36This wording, of course, means that this vectors are identified as elements of the appropriate
tangent spaces.
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To complete the exercise we must show that r cg D 0. We have,

0 D r c
ec

g.ei; ej/ D .r c
ec

g/.ei; ej/C g.r c
ec

ei; ej/C g.ei;r c
ec

ej/

D .r c
ec

g/.ei; ej/: (4.289)

Remark 4.148 This exercise, shows clearly that we cannot mislead the Riemann
curvature tensor of a connection with the fact that the manifold where that
connection is defined may be bend as a surface in an Euclidean manifold where it is
embedded. Bending is characterized by the shape operator37 (a fundamental concept
in differential geometry that will be presented in Chap. 5 using the Clifford bundle
formalism). Neglecting this fact may generate a lot of wishful thinking. Taking it
into account may suggest new formulations of the gravitational field theory as we
will show in Chap. 11.

4.9.9 “Tetrad” Postulate? On the Necessity of Precise
Notations

Given a differentiable manifold M, let X;Y 2 sec TM be vector fields and C 2
sec T�M a covector field. Let T M DL1r;sD0 Tr

s M be the tensor bundle of M and P 2
sec T M a general tensor field. We already introduced in M a rule for differentiation
of tensor fields, namely the Lie derivative. Taking into account Appendix A.4 we
introduce three covariant derivatives operators, rC;r� and r , defined as follows:

rC W sec TM � sec TM ! sec TM;

.X;Y/ 7! rCX Y; (4.290)

r� W sec TM � sec T�M! sec TM;

.X;C/ 7! r�X C; (4.291)

r W sec TM � sec �M ! sec TM;

.X;P/ 7! rXP; (4.292)

Each one of the covariant derivative operators introduced above satisfy the
following properties: Given, differentiable functions f ; g W M ! R, vector fields

37See, e.g., [17, 27, 34, 41] for details.
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X;Y 2 sec TM and P;Q 2 sec T M we have

r f XCgYP D f r XPC gr YP;

r X.PCQ/ D r XPC r XQ;

rX. f P/ D f r X.P/CX. f /P;

r X.P˝Q/ D r XP˝QC P˝ r XQ: (4.293)

The absolute differential of P 2 sec Tr
s M is given by the mapping

r W sec Tr
s M! sec Tr

sC1M;

rP.X;X1; : : : ;Xs; ˛1; : : : ; ˛r/ D r XP.X1; : : : ;Xs; ˛1; : : : ; ˛r/;

X1; : : : ;Xs 2 sec TM; ˛1; : : : ˛r 2 sec T�M: (4.294)

To continue we must give the relationship between rC;r� and r . Let U � M
and consider a chart of the maximal atlas of M covering U coordinate functions
fx�g. Let g 2 sec T02M be a metric field for TM and g 2 sec T20M the corresponding
metric for TM (as introduced previously). Let f@�g be a basis for TU, U � M and
let f�� D dx�g be the dual basis of f@�g. The reciprocal basis of f��g is denoted
f��g, and we have g.��; ��/ D ı

�
� . Introduce next a set of differentiable functions

ha
�; h

�
b W U ! R such that:

h�a qb
� D ıb

a ; h�a ha
� D ı�� : (4.295)

Define

eb D h�b@�

where the set feag is an orthonormal basis38 for TU, i.e., g.ea;eb/ D �ab. The
reciprocal basis of feag is feag and g.ea

; eb/ D ıa
b The dual basis of TU is f	ag,

with 	a D ha
�dx� and g.	a;	b/ D �ab. Also, f	bg is the reciprocal basis of f	ag,

i.e. g.	a;	b/ D ıa
b. It is trivial to verify the formulas

g�� D ha
�hb

��ab; g�� D h�a h�b�
ab;

�ab D h�a h�bg��; �ab D ha
�hb

�g
��: (4.296)

38PSOe
1;3
.M/ is the orthonormal frame bundle (see Appendix A.1.2).
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The connection coefficients associated to the respective covariant derivatives in
the respective bases are denoted as:

rC@�@� D �	�����@	; r�@� @� D �������˛@˛; (4.297)

rCea
eb D !c���abec; rCea

eb D �!b���ac ec; rC@� eb D !c����bec; (4.298)

r�@�dx� D �������˛dx˛; r�@��� D �	������	; (4.299)

r�ea
	b D �!b���ac	

c; r�@�	b D �!b����a	
a; (4.300)

r�ea
	b D �!cab	

c; (4.301)

!abc D �ad!
d���bc D �!cba; !

b�c�a� D �bk!kal�
cl; !b�c�a� D �!c�b�a� (4.302)

etc. . . (4.303)

To understood how r works, consider its action, e.g., on the sections of T11M D
TM ˝ T�M. For that case, if X 2 sec TM, C 2 sec T�M, we have that

r D rC ˝ IdT�M C IdTM ˝ r�; (4.304)

and

r .X˝ C/ D .rCX/˝ CC X ˝ r�C: (4.305)

The general case, of r acting on sections of T M is an obvious generalization of
the previous one, and details are left to the reader.

For every vector field V 2 sec TU and a covector field C 2 sec T�U we have

rC@�V D rC@�.V˛@˛/; r�@�C D r�@�.C˛�˛/ (4.306)

and using the properties of a covariant derivative operator introduced above, rC@�V
can be written as:

rC@�V D rC@�.V˛@˛/ D .rC@�V/˛@˛

D .@�V˛/@˛ C V˛rC@�@˛

D
�
@V˛

@x�
C V	�˛����	

�
@˛ WD .rC� V˛/@˛; (4.307)

where it is to be kept in mind that the symbol rC� V˛ is a short notation for

rC� V˛ WD .rC@�V/˛: (4.308)
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Also, we have

r�@�C D r�@�.C˛�˛/ D .r�@�C/˛�
˛

D
�
@C˛
@x�
� Cˇ�

ˇ����˛
�
�˛;

WD .r��C˛/�
˛; (4.309)

where it is to be kept in mind that39 that the symbol r��C˛ is a short notation for

r��C˛ WD .r�@�C/˛: (4.310)

Remark 4.149 When there is no possibility of confusion, we shall use only the
symbol r to denote any one of the covariant derivatives introduced above. However,
the standard practice of many Physics textbooks of representing, rC� V˛ and

rC� V˛ by r�V˛ should be avoided whenever possible in order to not produce
misunderstandings (see Exercise below).

Exercise 4.150 Calculate r��ha
� WD .r�@��a/� D .r�@�ha

˛@
˛/� and rC� ha

� WD
.rC@�@�/a D .rC@�hb

�eb/
a. Show that in general r��ha

� ¤ rC� ha
� ¤ 0 and that

@�ha
� C !a����bhb

� � �a����bhb
� D 0: (4.311)

Exercise 4.151 Define the object

e D ea ˝ �a D ha
�@� ˝ dx� 2 sec T11M; (4.312)

which is clearly the identity endomorphism acting on sections of TU. Show that

r�ha
� WD .r@�e/a� D @�ha

� C !a����bhb
� � �a����bhb

� D 0: (4.313)

Remark 4.152 Equation (4.313) is presented in many textbooks (see., e.g., [2, 12,
37]) under the name ‘tetrad postulate’. In that books, since authors do not distinguish
clearly the derivative operators rC;r� and r , Eq. (4.313) becomes sometimes
misunderstood as meaning r��ha

� or rC� ha
� , thus generating a big confusion. For

a discussion of this issue see [33].

39Recall that other authors prefer the notations .r @�V/˛ WD V˛
W� and .r @�C/˛ WD C˛W�. What is

important is always to have in mind the meaning of the symbols.
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Chapter 5
Clifford Bundle Approach to the Differential
Geometry of Branes

Abstract Using the Clifford bundle formalism (CBF) of differential forms and
the theory of extensors acting on C`.M; g/ (introduced in Chap. 4) we first recall
the formulation of the intrinsic geometry of a differential manifold M (a brane)
equipped with a metric field g of signature .p; q/ and an arbitrary metric compatible
connection r introducing the torsion (2 � 1)-extensor field � , the curvature .2 � 2/
extensor field R and (once fixing a gauge) the connection .1 � 2/-extensor ! and
the Ricci operator @ ^ @ (where @ is the Dirac operator acting on sections of
C`.M; g/) which plays an important role in this paper. Next, using the CBF we give a
thoughtful presentation of the Riemann or the Lorentzian geometry of an orientable
submanifold M (dim M D m) living in a manifold VM (such that VM ' Rn is equipped
with a semi-Riemannian metric Vg with signature . Vp; Vq/ and VpC Vq D n and its Levi-
Civita connection VD) and where there is defined a metric g D i� Vg, where i WM! VM
is the inclusion map. We prove several equivalent forms for the curvature operatorR
of M. Moreover we show a very important result, namely that the Ricci operator of
M is the (negative) square of the shape operator S of M (object obtained by applying

the restriction on M of the Dirac operator V@ of C`. VM; Vg/ to the projection operator
P). Also we disclose the relationship between the (1 � 2)-extensor ! and the shape
biform S (an object related to S). The results obtained are used in Chap. 11 to give
a mathematical formulation to Clifford’s theory of matter (Rodrigues and Wainer,
Adv Appl Clifford Algebras 24:817–847, 2014).

5.1 Introduction

In this chapter we use the Clifford bundle formalism (CBF) developed previously
in order to analyze the Riemann or the Lorentzian geometry of an orientable
submanifold M (dim M D m) living in a manifold VM such that VM ' Rn is equipped
with a semi-Riemannian metric Vg (with signature . Vp; Vq/ and Vp C Vq D n) and its
Levi-Civita connection VD.

In order to achieve our objectives and exhibit some nice results that are not
well known (and which, e.g., may possibly be of interest for the description and
formulation of branes theories [15] and string theories [2]) we first recall in Sect. 5.2

© Springer International Publishing Switzerland 2016
W.A. Rodrigues, E. Capelas de Oliveira, The Many Faces of Maxwell,
Dirac and Einstein Equations, Lecture Notes in Physics 922,
DOI 10.1007/978-3-319-27637-3_5
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190 5 Clifford Bundle Approach to the Differential Geometry of Branes

how to formulate using the CBF the intrinsic differential geometry of a structure
hM; g;ri where r is a general metric compatible Riemann-Cartan connection, i.e.,
rg D 0 and the Riemann and torsion tensors of r are non null. We recall that we
introduced in Chap. 4 (once we fix a gauge in the frame bundle) a .1; 2/-extensor
field ! W sec

V1T�M!V2T�M closed related with the connection 1-forms which
permits to write a very nice formula for the covariant derivative [see Eq. (5.30)] of
any section of the Clifford bundle of the structure hM; g;ri. It will be shown that !
is related to S W sec

V1T�M!V2T�M the shape operator biform of the manifold.

Then in Sect. 5.3, we suppose that M is a proper submanifold1 of VM which i W
M 7! VM the inclusion map. Introducing natural global coordinates .x1; : : : ; xn/

for VM ' Rn we write Vg D Pn
i;jD1�ijdxi ˝ dxj � �ijdxi ˝ dxj and equip VM with

the pullback metric g WD i� Vg. We then find the relation between the Levi-Civita
connection D of g and VD, the Levi-Civita connection of Vg. We suppose that g is non
degenerated of signature .p; q/ with pC q D m.

In this chapter C`. VM; Vg/ and C`.M;g/ denote respectively the Clifford bundles

of differential forms of VM and M. Moreover, in what follows

Vg DPn
i;jD1�

ij @

@xi
˝ @

@xj
� �ij @

@xi
˝ @

@xj
(5.1)

is the metric of the cotangent bundle. The Dirac operators2 of C`. VM; Vg/ and

C`.M;g/ will be denoted by V@ and @. Let l D n �m and

fVe1; Ve2; : : : ; Vem; VemC1; : : : ; VemClg (5.2)

an orthonormal basis for T VU ( VU � VM) such that

fe1; e2; : : : ; emg D fVe1; Ve2; : : : ; Vemg (5.3)

is a basis for TU (U � VU) and if

f V�1; V�2; : : : ; V�m; V�mC1; : : : ; V�mClg (5.4)

is the dual basis of the feig we have that f�1; �2; : : : ; �mg D f V�1; V�2; : : : ; V�mg
is a basis for T�U dual to the basis fe1; e2; : : : ; emg of TU. We have, as well known

1By a proper (or regular) submanifold M of VM we mean a subset M 
 VM such that for every

x 2 M in the domain of a chart .U; �/ of VM such that � W VM \ U ! Rn � flg; �.x/ D
.x1; : : : ; xn; l1; : : : ; lm�n/, where l D .l1; : : : ; lm�n/ 2 Rn�m.
2Take notice that the Dirac operators used in this chapter are acting on sections of the Clifford
bundle. It is not to be confused with the Dirac operator which acts on sections of the spinor bundle
(see details in [16]). According to [5], this last operator can also be used to probe the topology of
the brane.
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from Chap. 4

V@ DPn
iD1 V� i VDei D V� i VDei , @ D Pm

iD1� iDei D � iDei ; (5.5)

Remark 5.1 Take notice that the bold face sub and superscripts are used to denote
bases feig and f� ig of the tangent and cotangent space of M. This notation is
conveniently used in what follows.

The dual basis of the natural coordinate basis f @
@xi g is denoted in what follows by

f� ig where, of course, � i D dxi. Moreover, fVe1; Ve2; : : : ; Vemg denotes the reciprocal

frame of fVeig, i.e., Vg.Vei; Vej/ D ıi
j and by f V�ig the reciprocal basis of f V� ig, i.e.,

Vg. V� i; V�j/ WD V� i � V�j D ıi
j . Moreover, take into account that for i; j D 1; � � � ;m

it is g.�
i
; �j/ D Vg. V� i; V�j/. So we will write also g.� i; �j/ D � i � �j D ıi

j. The

representation of the Dirac operator V@ in the natural coordinate basis of VM is of

course, V@ D Pn
iD1

i @
@xi . Note that we have V�mC1

ˇ̌̌
M
D 0; : : : ; V�mCl

ˇ̌̌
M
D 0, i.e., the

f V�mC1; : : : ; V�mClg for any vector field a 2 sec TU and d D 1; : : : ;mC l we have

V�mCd
ˇ̌̌
M
.a/ D 0:

We denote moreover

Vd D V@
ˇ̌̌
M
WD � i�i� V@ D Pm

iD1�
i VDei D � i VDei (5.6)

the restriction of V@ on the submanifold M. The projection operator P (an extensor
field) on M and the shape operator S D VdP: sec C`. VM; Vg/ ! sec C`.M;g/
and shape biform operator of the manifold M, S W sec

V1T�M 7! V2T�M;
S.a/ WD �.a � dIm/I�1m (where �g D Im D �1�2 � � � �m is the volume form3 on
U � M) are fundamental objects in our study. The definition of those objects
are given in Sect. 5.3 and the main algebraic properties of P; S and S besides all
identities necessary for the present paper are given and proved at the appropriate
places.

Section 5.4 is dedicated to find several equivalent expressions for the curvature
biform R.u; v/ in terms of the shape operator. We recall that the square of the
Dirac operator @ acting on sections of the Clifford bundle has two different
decompositions, namely

@2 D �.dı C ıd/ D @ � @C @ ^ @; (5.7)

3The volume �
Vg for on VU 
 VM will be denoted by In D V	1 V	2 � � � V	m

. The volume form �
Vg on

VU 
 M will be denoted In D V�1 V�2 � � � V�m V�mC1 � � � V�mCl D Im V�m V�mC1 � � � V�mCl.
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where d and ı are respectively the exterior derivative and the Hodge coderivative and
@ � @C @ ^ @ are respectively the covariant Laplacian and the Ricci operator. The
explicit forms of @ � @ and @ ^ @ are given in Chap. 4 where it is shown moreover
that @ ^ @ is an extensorial operator and

@ ^ @ � i D Ri; (5.8)

where the objects Ri D Ri
j�

j 2 sec
V1T�M ,! sec C`. VM; Vg/ with Ri

j the
components of the Ricci tensor associated with D are called the Ricci 1-form fields.

One of the objectives of the present chapter is to give (Sect. 5.5) a detailed proof
of the remarkable equation

@ ^ @ .v/ D �S2.v/; (5.9)

which says that the shape biform operator is the negative square root of the Ricci
operator.4 We moreover find the relation between S.v/ and !.v/ thus providing a
very interesting geometrical meaning for the connection 1-forms !i��j of the Levi-
Civita connection D, namely as the angular ‘velocity’ with which the pseudo scalar
Im when it slides on M.

In Sect. 5.5 we prove some identities involving the projection operator and its
covariant derivative which are necessary, in particular, to prove Proposition 5.47.

In Sect. 5.6 we present our conclusions.

5.2 Torsion Extensor and Curvature Extensor
of a Riemann-Cartan Connection

Let u; v; t; z 2 sec TM and u; v; t; z 2 sec
V1 T�M ,! sec C`.M;g/ the physically

equivalent 1-forms, i.e., u D g.u; /, etc. Let moreover feag be an orthonormal basis
for TM and f�ag, �a 2 sec

V1 T�M ,! C`.M;g/ the corresponding dual basis and
consider the Riemann-Cartan structure .M; g;r/.
Definition 5.2 The form derivative of M is the operator

Ä W sec C`.M;g/! sec C`.M;g/;
ÄC W D �aÄeaC (5.10)

4This result appears [with a positive sign on the second member of Eq. (5.9)] in [11]. See also [18].
However, take into account that the methods used in those references use the Clifford algebra of
multivectors and thus, comparison of the results there with the standard presentations of modern
differential geometry using differential forms are not so obvious, this being probably one of the
reasons why some important and beautiful results displayed in [11] are unfortunately ignored.
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where Äea is the Pfaff derivative of form fields

ÄeaC W D
Pm

rD0ÄeahCir (5.11)

such that if hCir is expanded in the basis generated by f�ag, i.e., hCir D Cr D
1
rŠCi1���ir� i1���ir 2 sec

Vr T�M ,! sec C`.M;g/ it is

ÄeahCir WD
1

rŠ
ea.Ci1���ir� i1���ir/ D 1

rŠ
ea.Ci1���ir/� i1���ir : (5.12)

Given two different pairs of basis fea; �
ag and fe0a; � 0ag we have that

�aÄeaC D � 0aÄ0ea
C; (5.13)

since for all Cr

Ä0Cr D � 0aÄ0ea
Cr D � 0ae0a.

1

rŠ
C 0i1���ir�

0i1 ���ir/ D �aea.
1

rŠ
Ci1���ir� i1���ir/: (5.14)

Remark 5.3 We recall also that any biform B 2 sec
V2T�M ,! sec C`.M;g/ and

any Ar 2VrT�M ,! sec C`.M;g/ with r � 2 it holds that

BAr D ByAr C B � Ar C B ^ Ar. (5.15)

where for any C;D 2 sec C`.M;g/ it is C �D D 1
2
.CD �DC/:We observe that for

v 2 V1T�M ,! sec C`.M;g/ it is

B � v D Bxv D �vyB: (5.16)

Call
O
@ WD �area the Dirac operator associated with r, a general Riemann-Cartan

connection. In Chap. 4 we introduced the Dirac commutator of two 1-form fields
u; v 2 sec

V1 T�M ,! sec C`.M;g/ associated with r by

ŒŒŒ ; ��� W sec
^1

T�M � sec
^1

T�M! sec
^1

T�M

ŒŒŒu; v��� D .u � O@/v � .v � O@/u � ŒŒu; v��

where

ŒŒu; v�� D .u � @/v � .v � @/u; (5.17)

is the Lie bracket of 1-form fields.5

5Recall that if Œea; eb� D cd��
�abed, then ŒŒ�a; �b��D cd��

�ab�d.
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Definition 5.4 For a metric compatible connectionr, recalling the definition of the
torsion operator we conveniently write

�.u; v/ D ŒŒŒu; v���; (5.18)

which we call the (form) torsion operator.

Remark 5.5 We recall (see Chap. 2) the action of the operator @u (u 2
sec

V1 T�M ! sec C`.M;g/) acting on an extensor field F W sec
V1 T�M !

sec
Vr T�M, u 7! F.u/. If u D ui�i, @u WD �k @

@uk acting on F.u/ is given by

@uF.u/ WD �k @

@uk
F.ui�i/ WD �k @

@uk
uiF.�i/

D �kF.�k/ D �kyF.�k/C �k ^ F.�k/: (5.19)

Also the action of the operator @u ^ @v (u D ui�i„v D vi�i) acting on an extensor
field G W sec

V1 T�M � sec
V1 T�M ,! sec

Vr T�M, .u; v/ 7! G.u; v/ is given by

@u ^ @vG.u; v/ D �k @

@uk
^ � l @

@ul
umunG.�m; �n/

D �k ^ � lG.�k; �l/: (5.20)

Definition 5.6 The mapping

t W sec
^2

T�M! sec
^1

T�M;

t.B/ D 1

2
B � .@u ^ @v/�.u; v/: (5.21)

is called the .2-1/-extensorial torsion field and

t.u ^ v/ D �.u; v/: (5.22)

Indeed, from Eq. (5.21) we have taking B D a ^ b

t.a ^ b/ D 1

2
.a ^ b/ � .@u ^ @v/�.u; v/: (5.23)

Now,

.@u ^ @v/ �.u; v/ D .�k ^ � l/�.�k; �l/: (5.24)
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Then,

t.a ^ b/ D 1

2
.a ^ b/ � .�k ^ � l/�.�k; �l/ D �.a; b/:

Definition 5.7 The extensor mapping

‚ W sec
^1

T�M! sec
^2

T�M;

‚.c/ D 1

2
.@u ^ @v/�.u; v/ � c; (5.25)

is called the Cartan torsion field.

We have that

t.u ^ v/ D @c.u ^ v/ �‚.c/

and if rea�
b WD �!b���ac�

c then

z � t.u ^ v/ D zduavbTd���ab;

Tc���ab D !c���ab � !c���ba � cc���ab : (5.26)

Definition 5.8 The connection .1-2/-extensor field ! in a given gauge is given by
(v D g.v; /)

! W sec
^1

T�M ! sec
^2

T�M;

v 7! !.v/ D 1

2
vc!a�b�c� �a ^ �b: (5.27)

We also introduce the operator

! W sec
^1

TM! sec
^2

T�M;

v 7! !.v/ D !v WD 1

2
vc!a�b�c� �a ^ �b (5.28)

and it is clear that

!.v/ D !v: (5.29)
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We recall that it is proved in Chap. 7 (Sect. 7.5) using the theory of covariant
derivatives in vector bundles that for any C 2 sec C`.M;g/ we have

rvC D ÄvC C 1

2
Œ!v; C� (5.30)

D ÄvC C !v � C;

where!v�C W D 1
2
.!vC � C!v/ is the commutator of sections of the Clifford bundle.

Exercise 5.9 Choose a basis for C`.M;g/ and verify by direct computation the
validity of Eq. (5.30).

Remark 5.10 Note for future reference that if v D g.v; / then

v � C D vyC: (5.31)

Also take notice that

rvC D v �
O
@ (5.32)

Definition 5.11 The form curvature operator is the mapping

� W sec.
^1

T�M �
^1

T�M/! End
^1

T�M;

�.u; v/ D Œu � O@; v � O@� � ŒŒu; v�� � O@
D Œru;rv� � rŒu;v

with u D g.u; /, v D g.v; /, u; v 2 sec TU � sec TM

Definition 5.12 The form curvature extensor is the mapping

	 W sec.
^1

T�M �
^1

T�M �
^1

T�M/! sec
^1

T�M;

	.u; v;w/ D Œu � O@; v � O@�w � ŒŒu; v�� � O@w

D Œru;rv�w � rŒu;v�w

with u D g.u; /, v D g.v; /, w D g.w; /, u; v;w 2 sec TU � TM
It is obvious that for any Riemann-Cartan connection we have

	.u; v;w/ D �	.v; u;w/; (5.33)
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One can easily verify that for a Levi-Civita connection we have

	.u; v;w/C 	.v;w; u/C 	.w; u; v/ D 0: (5.34)

Note however that Eq. (5.34) is not true for a general connection.

Definition 5.13 The mapping

R W sec.
^1

T�M/4 ! sec
^0

T�M;

R.a; b; c;w/ D �	.a; b; c/ � w; (5.35)

a D g.a; /; b D g.b; /; c D g.c; /;w D g.w; /

with a; b; c;w 2 sec TU � TM is called the curvature tensor.

One can verify that for the connection r

R.a; b; c;w/ D �R.b; a; c;w/; (5.36)

R.a; b; c;w/ D �R.a; b;w; c/; (5.37)

and that for a Levi-Civita connection

R.a; b; c;w/ D R.c;w; a; b/; (5.38)

R.a; b; c;w/C R.b; c; a;w/C R.c; a; b;w/ D 0; (5.39)

Eq. (5.39) is known as the first Bianchi identity.

Proposition 5.14 There exists a smooth .2-2/-extensor field,

R W sec
V2T�M!V2T�M;

B 7! R.B/ (5.40)

called the curvature biform such that for any a; b; c; d 2 sec
V1T�M we have

R.a; b; c; d/ D R.a ^ b/ � .c ^ d/ D �.c ^ d/yR.a ^ b/ (5.41)

Such B 7! R.B/ is given by

R.B/ D �1
4

B � .@a ^ @b/@c ^ @d	.a; b; c/ � d; (5.42)
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and we also have

R.a ^ b/ D �1
2
@c ^ @d	.a; b; c/ � d: (5.43)

Proof First, we verify that Eqs. (5.42) and (5.43) are indeed equivalent. Indeed,
Eq. (5.42) implies Eq. (5.43) since we have

R.a ^ b/ D �1
4
.a ^ b/ � .@p ^ @q/@c ^ @d	.p; q; c/ � d

D �1
4

det

�
a � @p a � @q

b � @p b � @q

	
@c ^ @d	.p; q; c/ � d

D �1
4

�
a � @pb � @q � a � @qb � @p

�
@c ^ @d	.p; q; c/ � d

D �1
2

�
a � @pb � @q

�
@c ^ @d	.p; q; c/ � d

D �1
2
@c ^ @d	.a; b; c/ � d :

Also, Eq. (5.43) implies Eq. (5.42) since taking into account that

B D 1

2
B � .@a ^ @b/a ^ b

we have

R.B/ D R.
1

2
B � .@a ^ @b/a ^ b/

D 1

2
B � .@a ^ @b/R.a ^ b/

D �1
4

B � .@a ^ @b/@c ^ @d	.a; b; c/ � d :

Now, we show the validity of Eq. (5.41). We have taking into account Eq. (5.43)

R.a ^ b/y.c ^ d/ D �1
2
.c ^ d/ � .@p ^ @q/	.a; b; p/ � q

D �1
2

det

�
c � @p c � @q

d � @p d � @q

	
	.a; b; p/ � q

D �1
2

�
c � @pd � @q � c � @qd � @p

�
	.a; b; p/ � q
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D �c � @pd � @q	.a; b; p/ � q
D �	.a; b; c/ � d D R.a; b; c; d/;

and the proposition is proved. �

Proposition 5.15 The curvature biform R.u ^ v/ is given by6

R.u ^ v/ D u � Ä! .v/� v � Ä! .u/C !.u/ � !.v/: (5.44)

Proof The proof is given in three steps (a)–(c)

(a) We first show that Eq. (5.44) can be written as

R.u ^ v/ D u � O@!v � v �
O
@!u � 1

2
Œ!u;!v� � !Œu;v�

D ru!v � rv!u � 1
2
Œ!u;!v� � !Œu;v�; (5.45)

with u D g.u; /, v D g.v; /. Indeed,we have

u � O@.!.v// D u � Ä.!.v//C1
2
Œ!.u/;!.v/�: (5.46)

and recalling the definition of the derivative of an extensor field, it is:

.u � Ä!/ .v/ � u � Ä! .v/ WD u�Ä.!.v//�!.u � Äv/: (5.47)

we have,

u � Ä.!.v//�v � Ä.!.u// D u � Ä !.v/�v � Ä !.u/C!.u�Äv/�!.v�Äu/

D u � Ä !.v/�v � Ä !.u/C!.ŒŒu; v��/
D u � Ä !v � v � Ä !u C!Œu;v�; (5.48)

and using the above equations in Eq. (5.44) we arrive at Eq. (5.45).
(b) Next we show (by finite induction) that for any C 2 sec C`.M;g/ we have

.Œru;rv� � rŒu;v�/C D 1

2
ŒR.u ^ v/; C�, (5.49)

with R.u ^ v/ given by Eq. (5.45). Given that any C 2 sec C`.M;g/
is a sum of nonhomogeneous differential forms, i.e. C D Pn

pD0Cp with

6Recall that in Eq. (5.45) Œu; v� is the standard Lie bracket of vector fields u and v and ŒŒŒu; v��� WD
u � @v � v � @u is the commutator of the 1-form fields u and v.
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Cp 2 sec
VrT�M ,! sec C`.M;g/ and taking into account that Cp D

1
rŠCi1���ip� i1 � � � � ip it is enough to verify the formula for p-forms. We first verify

the validity of the formula for a 1-form � i 2 sec
V1 T�M ,! sec C`.M;g/.

Using Eq. (5.45) and the Jacobi identity

ŒŒ!v; ŒŒ!u;�
i��ŒŒ!u; ŒŒ�

i;!v��ŒŒ�
i; ŒŒ!v;!u�� (5.50)

we have that

1

2
ŒR.u ^ v/; � i� (5.51)

D 1

2

�
.ru!v�

i � � iru!vC1
2
ŒŒ!v;!u�; �

i� � .rv!u�
i C � irv!u � Œ!Œu;v�;� i�

�
D 1

2

��ru!v; �
iC 1

2
Œ!v; Œ!u; �

i��� �rv!v; � i � 1
2
Œ!u; Œ!v; �

i�� � Œ!Œu;v�; � i�

�
D rurv� i � rvru�

i � rŒu;v�� i: (5.52)

Now, suppose the formula is valid for p-forms. Let us calculate the first member
of Eq. (5.49) for the .rC 1/-form � i1 ���irC1 D � i1� i2 � � � � irC1 . We have

rurv.� i1���irC1 /� rvru.�
i1���irC1 / � rŒu;v�.� i1���irC1 /

D ru..rv� i1 /� i2���irC1 C � i1rv� i2���irC1 /� rv..ru�
i1 /� i2���irC1 C � i1ru�

i2���irC1 /

� .rŒu;v�� i1 /� i2���irC1 /� � i1rŒu;v�� i2���irC1

D .rurv� i1 /� i2���irC1 Crv� i1ru�
i2���irC1 Cru�

i1rv� i2���irC1 C � i1rurv� i2���irC1

� .rvru�
i1 /� i2���irC1 � ru�

i1rv� i2���irC1 � rv� i1ru�
i2���irC1 � � i1rvru�

i2���irC1

� .rŒu;v�� i1 /� i2���irC1 /� � i1rŒu;v�� i2���irC1

D � i1 .rurv� i2���irC1 � rvru�
i2���irC1 � rŒu;v�� i2���irC1/

C.rurv� i1�rvru�
i1�rŒu;v�� i1 /� i2���irC1

D � i1 .
1

2
ŒR.u ^ v/; � i2���irC1 �/C .1

2
ŒR.u ^ v/; � i1 �/� i2���irC1

D 1

2
ŒR.u ^ v/; � i1���irC1 �; (5.53)

where the last line of Eq. (5.53) is the second member of Eq. (5.49) evaluated
for � i1� i2 � � � � irC1 .

(c) Now, it remains to verify that

R.u; v; t; z/ D .t ^ z/ �R.u ^ v/; (5.54)
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with R.u^ v/ given by Eq. (5.45). Indeed, from a well known identity, we have
that for any t; z 2 sec

V1T�M, and R.u ^ v/ 2 sec
V2T�M it is

.z ^ t/ �R.u ^ v/ D �zy.tyR.u ^ v//
D z � .R.u ^ v/xt/

D 1

2
z � ŒR.u; v/; t�

Eq. (5.49)D z � .rurvt � rvrut � rŒu;v�t/

and the proposition is proved. �

In particular we have:

R.u; v; z; t/ D zctduavbRc����dab;

Rd����cab D ea.!
d���bc/ � eb.!

d���ac/C !d���ak!
k���bc � !d���bk!

k���ac � c�abk ��!d���kc : (5.55)

and

R.�a; �b; �a; �b/ D .�a ^ �b/ �R.�a ^ �b/ D R; (5.56)

where R is the curvature scalar.

Proposition 5.16 For any v 2 sec
V1 T�M ,! sec C`.M;g/

Œrea ;reb �v D R.�a ^ �b/xv � .Tc
ab � !c���ab C !c���ba/recv: (5.57)

Proof From Eq. (5.49) we can write

Œrea ;reb �v D
1

2
ŒR.�a ^ �b/; v�CrŒea;eb�v

D R.�a ^ �b/xv Cr.Œea;eb��reaebCreb ea/v Crrea ebv � rreb eav

D R.�a ^ �b/xv Cr�Tc��
�abecv Cr!c��

�abecv � r!c��
�baecv

D R.�a ^ �b/xv � .Tc���ab � !c���ab C !c���ba/recv

which proves the proposition. �
Proposition 5.17

R.�a ^ �b/ D Ra��b D d!a��b C !a��c ^ !c��b (5.58)
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Proof Recall that using

.Œrek ;rel � � rŒek;al�/�
j D �.ek;el/�

j D �Rj���
�ikl�

i;

.Œrek ;rel � � rŒek;al�/�j D �.ek;el/�j D Ri����jkl�i; (5.59)

we have

R.�a ^ �b/xv D vm�.ea; eb/�m D vmRi����mab�i: (5.60)

On the other hand, for a general connection, we must write

Rab WD 1

2
Rklab�

k ^ � l (5.61)

and then

Rabxv D 1

2
vmRklab.�

k ^ � l/x�m D �vmRmlab�
l D vmRlmab�

l D vmRl����mab�l

and the proposition is proved. �

Proposition 5.18 The Ricci 1-forms7 Rd WD Rd
b�

b and the curvature biform R.�a^
�b/ for the Levi-Civita connection D of g are related by,

Rd D 1

2
.�a ^ �b/.R.�a ^ �b/x�d/ (5.62)

Proof Recalling that the Ricci operator is given by

@^@ �d D 1

2
.�a ^ �b/

�
ŒDea ;Deb ��

d � cc���abDec�
d� (5.63)

and moreover taking into account that by the first Bianchi identity it is Rc��d^�c D 0,
we have

1

2
.�a ^ �b/

�
ŒDea ;Deb ��

d � cc��abDec�
d� D �1

2
.�a ^ �b/Rd����cab�

c D Rcd�c

D Rcdy�c CRcd ^ �c D ��cyRcd

D �1
2
�cy.�a ^ �b/Rcd����ab

D �Rcd����cb�
b D Rd (5.64)

which proves the proposition. �

7The Ra
b WD �caRk���

�ckbare the components of the Ricci tensor.
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Proposition 5.18 suggests the

Definition 5.19 The Ricci extensor is the mapping

R W sec
^1

T�M ! sec
^1

T�M;

R.v/ D @uR.u ^ v/: (5.65)

Remark 5.20 Of course, we must have R.�d/ D Rd. Moreover, we have

@uR.u ^ v/ D �b @

@ub
R.uk�

k ^ v/ D �b @

@ub
uk
R.�k ^ v/

D �b
R.ık

b�k ^ v/ D �b
R.�b ^ v/

D �byR.�b ^ v/C �b ^R.�b ^ v/
D �byR.�b ^ v/:

So,

@uR.u ^ v/ D @uyR.u ^ v/ and @u ^R.u ^ v/ D 0: (5.66)

5.3 The Riemannian or Semi-Riemannian Geometry
of a Submanifold M of VM

5.3.1 Motivation

Any manifold M; dim M D m, according to Whitney’s theorem (see, e.g., [1]),
can be realized as a submanifold of Rn, with n D 2m. However, if M carries
additional structure the number n in general must be greater than 2m. Indeed,
it has been shown by Eddington [8] that if dim M D 4 and if M carries a
Lorentzian metric g and which moreover satisfies Einstein’s equations, then M can
be locally embedded in a (pseudo)Euclidean space R1;9. Also, isometric embeddings
of general Lorentzian spacetimes would require a lot of extra dimensions [4].
Indeed, a compact Lorentzian manifold can be embedded isometrically in R2;46 and
a non-compact one can be embedded isometrically in R2;87! In particular this last
result shows that the spacetime of M-theory [7, 14] may not be large enough to
contain 4-dimensional branes (representing Lorentzian spacetimes) with arbitrary
metric tensors. In what follows we show how to relate the intrinsic differential
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geometry of a structure .M; g;D/ where g is a metric of signature .p; q/, D is its
Levi-Civita connection and M is an orientable proper submanifold of VM, i.e., there
is defined on M a global volume element �g D Im whose expression on U � M is
given by

Im D �1�2 � � � �m: (5.67)

We suppose moreover that VM ' Rn and that it is equipped with a metric Vg of
signature . Vp; Vq/ D n. However, take notice that our presentation in the form of a
local theory is easily adapted for a general manifold VM.

Projection Operator P

Definition 5.21 Let C D Pn
rD0Cr, with Cr 2 sec

VrT� VM ,! sec C`. VM; Vg/. The
Projection operator on M is the extensor field

P W sec C`. VM; Vg/! sec C`.M;g/;

P.C/ D .CyIm/I
�1
m : (5.68)

Remark 5.22 Note that for all Ck 2 sec
VkT� VM ,! sec C`. VM; Vg/, if k > m

then P.Ck/ D 0, but of course, it may happen that even if Ar 2 sec
VrT� VM ,!

sec C`.M; Vg/ with r � m we may have P.Ar/ D 0:
We define the complement of P by

P?.C/ D C � P.C/ (5.69)

and it is clear that P?.C/ have only components lying outside C`.M;g/. It is quite
clear also that any C with components not all belonging to sec C`. VM; Vg/ will satisfy
CyIm D 0:

Having introduced in Sect. 5.1 the derivative operators V@ and its restriction
Vd D V@

ˇ̌̌
M

(Eqs. (5.5) and (5.6)) we extend the action of P to act on the operator

Vd, defining:

P.Vd/ DPm
kD1P.�

k VDek/ WD
Pm

kD1P.�
k/ VDek D

Pm
kD1�

k VDek D Vd: (5.70)
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Shape Operator S

Definition 5.23 Given C 2 sec C`. VM; Vg/ we define the shape operator

S W sec C`. VM; Vg/! sec C`. VM; Vg/;
S.C/ D VdP .C/ D Vd.P.C//� P.VdC/: (5.71)

5.3.2 Induced Metric and Induced Connection

For any C 2 sec C`.M;g/ and v 2 sec TM we write as usual [3, 13]

VDvC D . VDvC/k C . VDvC/? (5.72)

where . VDvC/k 2 sec C`.M;g/ and . VDvC/? 2 secŒC`.M;g/�? where ŒC`.M;g/�? is

the orthogonal complement of C`. VM; Vg/ in C`.M;g/.
As it is very well known [3, 13] if g WD i� Vg and v 2 sec TM (and v D g.v; /)

and C 2 sec C`. VM; Vg/ the Levi-Civita connection D of g WD i� Vg is given by

DvC WD . VDvC/k (5.73)

and of course

DvC WD .v � V@C/k (5.74)

Moreover, note that we can write for any C 2 sec C`.M;g/

v � @C D .v � V@C/k D P.v � V@C/ (5.75)

Also, writing

. VDvC/? WD P?.v � V@C/ (5.76)

we have

v �@ D P.v � V@/ D .v � V@/k D .v � Vd/k D v � V@�P?.v � V@/ D v � Vd�P?.v � Vd/: (5.77)

So, it is

v � VdImI�1m D
Pm

jD1�
1 � � � .Dv� j C P?.v � Vd� j// � � ��mI�1m

D DvImI�1m C P?.v � Vd�j/ ^ � j: (5.78)
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Now, DvIm 2 sec
VmT�M ,! sec C`.M;g/ is a multiple of Im and since I2m D

˙1 depending on the signature of the metric g we have that DvIm D 0.
Indeed,

0 D DvI
2
m D 2.DvIm/Im (5.79)

and so

0 D .DvIm/ImI�1m D DvIm:

In any Clifford algebra bundle, in particular C`.M;g/ we can build multiples of
the Im not only multiplying it by an scalar function, but also multiplying it by a an
appropriated biform. This result will be used below in the definition of the shape
biform.

5.3.3 S. Vv/ D S.v/ D @u ^ Pu . Vv/ and S. Vv?/ D @uyPu . Vv/

For any C 2 sec C`.M;g/ it is C D P.C/ we have (with u 2 sec
V1T� VM ,! sec

C`. VM; Vg/)

Vd.P.C// D VdP .C/� P.VdC/
D @uPu .C/� P.VdC/
D @u ^ Pu .C/C @uyPu .C/� P.VdC/ (5.80)

where

Pu .C/ WD u � VdP .C/ D u � Vd.P.C//� .P.u � VdC//: (5.81)

Recall that for Vv 2 sec
V1T� VM ,! sec C`. VM; Vg/ we can write

S. Vv/ D VdP . Vv/ D @u ^ Pu . Vv/C @uyPu . Vv/ (5.82)

where we used that for any VC 2 sec C`. VM; Vg/ it is

@uPu . VC/ WDPm
iD1� i @

@ui
u � VdP . VC/ DPm

iD1� i VDVei
P . VC/ D VdP . VC/ (5.83)

Putting Vv D Vvk C Vv? D v C Vv? we have the
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Proposition 5.24

S. Vv/ D S.v/ D @u ^ Pu . Vv/; S. Vv?/ D @uyPu. Vv/: (5.84)

Proof Indeed,

S. Vv/ D S. Vvk/C S. Vv?/ D @u ^ Pu . Vv/C @uyPu . Vv/ (5.85)

and so, it is enough to show that

@uyPu . Vvk/ D 0 and @u ^ Pu . Vv?/ D 0; (5.86)

From P2. Vv/ D P. Vv/ we get

PuP. Vvk/C PPu. Vvk/ D Pu. Vvk/; (5.87)

So, for Vvk and Vv? it is

PPu. Vvk/ D 0 and PPu. Vv?/ D Pu. Vv?/: (5.88)

Since PPu. Vvk/ D 0 we have that

@uyPPu. Vvk/ D P.@u/yPu. Vvk/ D @uyPu. Vvk/ D 0: (5.89)

From PPu. Vv?/ D Pu. Vv?/ we can write

@u ^ Pu. Vv?/ D @u ^ PPu. Vv?/ D P.@u/ ^ PPu. Vv?/ D P.@u ^ Pu. Vv?//: (5.90)

Now, take t; y 2 sec
V1T�M ,! sec C`.M;g/. We have

.t ^ y/ � .@u ^ PPu. Vv?// D .t ^ y/ � .@u ^ Pu. Vv?//
D ty..y � @u ^ Pu. Vv?/ � @u ^ ..yyPu. Vv?//
D ty.y � Vd.P. Vv?// � P.y � Vd Vv?/� 	 i

^ .yy.	 i � Vd.P. Vv?//� P.	 i � Vd Vv?///
D ty.P.y � Vd Vv?/ � 	 i ^ .yyP.	 i � Vd Vv?///
D ty.Dy Vv?/� 	 i ^ .yy.Dei Vv?/// D 0 (5.91)

from where it follows that

@u ^ Pu. Vv?/ D 0 (5.92)

and the proposition is proved. �



208 5 Clifford Bundle Approach to the Differential Geometry of Branes

Shape Biform S

Definition 5.25 The shape biform (a .1; 2/-extensor field) is the mapping

S W sec
V1T�M!V2T�M; (5.93)

v 7! S.v/;

such that

v � VdIm D �S.v/Im: (5.94)

From Eq. (5.15) it follows that

S.v/yIm D 0 and S.v/ ^ Im D 0: (5.95)

Since S.v/yIm D 0 it follows from Remark 5.22 that

P.S.v// D 0: (5.96)

Now, using the fact that DvIm D 0 and Eq. (5.94) it follows from Eq. (5.78) that

v � VdIm D .P?.v � Vd�j/ ^ � j/Im D �S.v/Im;

i.e.,

S.v/ D �P?.v � Vd�j/^� j: (5.97)

Proposition 5.26 For any C 2 sec C`.M;g/ we have

DvC D v � VdC C S.v/ � C D VDvC C S.v/ � C: (5.98)

Proof Taking into account Eq. (5.97) we have for any v;w 2 sec
V1T�M ,!

sec C`.M;g/

vyS.w/ D �vy.P?.w � Vd�j/^� j/
D �.vy.P?.w � Vd�j//�

j C vjP?.w � Vd�j/

D vjP?.w � Vd�j/ D P?.w � Vdv/ � P?Œ.w � Vdvj/�j�

D P?.w � Vdv/: (5.99)
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So,

v � Vdw D P.v � Vdw/C P?.v � Vdw/

D DvwC wyS.v/
D Dvw � S.v/xw: (5.100)

Now, for v;w 2 sec
V1T�M ,! sec C`.M;g/ we have

Dv.wu/ D .Dvw/uC wDvu D . VDvw/uC .S.v/ � w/uC w VDvuC w.S.v/ � u/

D . VDvwu/C .S.v/ � w/u � w.u � S.v//

D . VDvwu/C .S.v/ � wu/; (5.101)

from where the proposition follows trivially by finite induction. �

Of course, it is

Dei
C D VDeiC C S.v/ � C (5.102)

Now, recalling Eq. (5.30) we have8

VDeiC D ÄeiC C V!ei � C (5.103)

where for i; j D 1; : : : ;m; VDei�
j D VDei

V� j D �Pn
kD1 V!j��

�ik V�k, it is

V!v D 1

2
vc V!a�b�c� �a ^ �b (5.104)

So, we get

DvC D v � VdC C S.v/ � C

D dvC C . V!v C S.v// � C (5.105)

and in particular

Dei
C D ÄeiC C . V!ei C S.ei// � C: (5.106)

8Take notice that this formula being gauge dependent is not valid if ei 7! xi where the xi coordinate
vector fields. See Corollary 5.27.
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Comparison of Eq. (5.106) with Eq. (5.28) (valid for any metric compatible connec-
tion) implies the important result

!v D . V!v C S.v// (5.107)

We can easily find by direct calculation that in a gauge where V!v ¤ 0,

!v D P. V!v/ (5.108)

which is consistent with the fact that from Eq. (5.96) it is P.S.v// D 0.
Let .x1; : : : ; xm; : : : ; xn/ be the natural orthogonal coordinate functions of VM '

Rn:

Corollary 5.27 For C 2 sec C`.M;g/

DvC D vi @

@xi
C C S.v/ � C: (5.109)

Proof Taking into account that D @

@xi
dxj D 0 follows that

V! @

@xi
D 1

2
. V�kil/dxk ^ dxl D 0: (5.110)

Using this result in Eq. (5.98) with ei 7! @
@xi gives the desired result. �

Remark 5.28 Comparison of Eqs. (5.105) and (5.109) shows that S.v/ cannot
always be identified with !.v/ which is a gauge dependent operator.

5.3.4 Integrability Conditions

Remark 5.29 Take into account that the commutator of Pfaff derivatives acting on
any C 2 sec C`.M;g/ is in general non null, i.e.,

ŒÄei ; Äej �C D
Pm

rD0c
k���ij ek.Ci1���im/� i1���im ¤ 0; (5.111)

unless ei are coordinate vector fields, i.e., ei 7! xi.

Remark 5.30 Also, since the torsion of VD is null we have in general

Œ�i � Vd;�j � Vd�C D Œ�i; �j� � VdC D ck���ij �k � VdC D ck���ij VDekC ¤0; (5.112)

unless ei are coordinate vector fields. Moreover, for the case of orthonormal vector
fields

Œ�i � Vd;�j � Vd�C ¤ ŒÄei ; Äej �C: (5.113)



5.3 The Riemannian or Semi-Riemannian Geometry of a Submanifold M of VM 211

Remark 5.31 The integrability condition for the connection VD is expressed, given
the previous results, by

V@ ^ V@ D 0 (5.114)

which means that for any VC 2 sec C`. VM; Vg/ it is

V@ ^ V@ VC D 0

For the manifold M recalling that xi � Äxi is a Pfaff derivative we have for any
C 2 sec C`.M;g/

.ÄxiÄxj � Äxj Äxi/C D 0: (5.115)

If we recall the definition of the form derivative [Eq. (5.10)], putting

Ä WD # iÄxi (5.116)

we can express the ‘integrability’ condition in M by

Ä^Ä D 0: (5.117)

Finally recalling Eqs. (5.63) and (5.64) for v 2 sec
V1T�M ,! sec C`.M;g/ it is

@ ^ @ v D viRi (5.118)

where Ri are the Ricci 1-form fields.

5.3.5 S.v/ D S.v/

Proposition 5.32 Let C D v 2 sec
V1T�M ,! sec C`.M;g/ we have

S.v/ D S.v/: (5.119)

Proof We have

S.v/ D Vd.P.v//� P.Vdv/
D Vdv � P.Vdv/: (5.120)
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Now, Vdv D Vd^v C Vdyv and since P.Vdyv/ D Vdyv we have

S.v/ D Vd^v � P.Vd^v/ (5.121)

It is only necessary due to the linearity S of to show Eq. (5.119) for v D
�d,d D1; : : : ;m. We then evaluate

Vd^�d DPm
kD1�

k VDek�d DPm
kD1

Pn
tD1;t¤k V!tkd�

k ^ V� t

DPm
kD1
Pm

tD1;t¤k V!tkd�
k ^ � t CPm

kD1
PmCl

tDmC1 V!tkd�
k ^ V� t; (5.122)

from where it follows that

S.�d/ DPm
kD1

PmCl
tDmC1 V!tkd�

k ^ V� t D 1

2

Pm
kD1

PmCl
tDmC1. V!tkd � V!ktd/�

k ^ V� t

(5.123)
On the other hand

�d � VdIm D �11 � � � �mm VDed.�1 ^ � � � ^ �m/

D ˛ VDed.�1 � � � �m/

D ˛Pm
kD1
Pn

tD1 V!tdk�1 � � � V� t„ƒ‚…
k-position

� � � �m

D ˛Pm
kD1
Pm

tD1 V!tdk�1 � � � � t„ƒ‚…
k-position

� � � �m

C ˛Pm
kD1
PmCl

tDmC1 V!tdk�1 � � � V� t„ƒ‚…
k-position

� � � �m (5.124)

and now we can easily see that

S.�d/ � Im D �d � VdIm (5.125)

and it follows that S.�d/ D S.�d/. �

We also have the

Proposition 5.33 Let v;w 2 sec
V1T�M ,! sec C`.M;g/ we have

v � S.w/ D w � S.v/ (5.126)



5.3 The Riemannian or Semi-Riemannian Geometry of a Submanifold M of VM 213

Proof Recalling Eq. (5.123) we can write

v � S.w/ DPm
i;dD1viwd�iy

Pm
kD1

PmCl
tDmC1 V!tkd�

k ^ V� t

D 1

2

Pm
i;dD1v

iwd. V!tid � V!itd/ V� t D w � S.v/

and the proposition is proved. �

5.3.6 Vd ^ v D @ ^ vC S.v/ and Vdyv D @yv

We first observe that since torsion is null for the Levi-Civita connection VD we have
for any u; v 2 sec T� VM ,! sec C`. VM; Vg/ we have

u � V@v D v � V@uC ŒŒu; v�� (5.127)

from where it follows P?.ŒŒu; v��/ D 0 when u; v 2 sec T�M ,! sec C`.M;g/ since

calculating ŒŒu; v�� with V@ expressed in the natural coordinates of VM we find that
ŒŒu; v�� 2 sec T�M ,! sec C`.M;g/. From this it follows that

P?.u � Vdv/ D P?.v � Vdu/: (5.128)

Then we can write

Vd ^ v D
mP

m;kD1
� r ^ VDer.v

k�k/

D
mP

r;kD1
� r ^ fer.v

k/C vk
mP

sD1
Ls

rk�s/g C
mP

r;kD1
� r ^ vk

mClDnP
sDmC1

Ls
rk
V�s

D @ ^ v C
mP

m;kD1
� r ^ vkP?. VDr�k/

D @ ^ v C
mP

m;kD1
� r ^ vkP?. VDk�r/

D @ ^ v C � r ^ P?. VDv�r/

D @ ^ v C � r ^ P?.v � Vd�r/

and recalling that S.v/ D �P?.v � Vd�r/^� r we finally have

Vd ^ v D @ ^ v C S.v/ (5.129)

and the proposition is proved.
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Also, from [Eq. (5.86)] we know that @uyPu . Vvk/ D 0. So,

Vdv D Vd.P.v// D VdP .v/C P.Vdv/
D @u^Pu .v/C @uyPu .v/C @v
D @u^Pu .v/C @ ^ v C @yv

D S.v/C @ ^ v C @yv (5.130)

and thus we see that

Vdyv D @yv (5.131)

We then can write

Vdv D @v C S.v/: (5.132)

5.3.7 VdC D @C C S.C/

We can generalize Eq. (5.132), i.e., we have the

Proposition 5.34 For any C 2 sec C`.M;g/ we have

VdC D @C C S.C/;

Vd ^ C D @ ^ C C S.C/; VdyC D @yC: (5.133)

Proof

(i) From the fact that for any A;B 2 sec C`. VM; Vg/ it is P.A^B/ D P.A/^P.B/
we have differentiating with respect to u 2 sec

V1T�M ,! sec C`.M;g/

Pu.A ^ B/ D Pu.A/ ^ BCA ^ Pu.B/ (5.134)

and of course

Pu.A? ^ Bk/ D Pu.A?/ ^ Bk; Pu.A? ^ B?/ D 0;
Pu.Ak ^ Bk/ D Pu.Ak/ ^ Bk CAk ^ Pu.Bk/: (5.135)
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(ii) For C 2 sec C`.M;g/ it is C D P.C/ and we have using Eq. (5.71)

VdC D VdP .C/� P.VdC/
D Vd^P .C/C VdyP .C/C @C (5.136)

(iii) Now, we can verify recalling that S.C/ D S.Ck C C?/ D S.Ck/ C S.C?/ and
following steps analogous to the ones used in the proof of Proposition 5.24 that

S.Ck/ D S.P.Ck// D Vd^P .Ck/ S.C?/ D P.S.C?// D VdyP .Ck/: (5.137)

(iv) Using Eq. (5.137) in Eq. (5.135) we have

Vd^C C VdyC D Vd^P .C/C VdyP .C/C @^C C @yC

or

Vd^C C VdyC D S.C/C S.C?/C @^C C @yC

D S.C/C @^C C @yC; (5.138)

which provides the proof of the proposition. �

Proposition 5.35 For any C 2 sec C`.M;g/ we have:

@C D P.VdC/ (5.139)

Proof From Eq. (5.71) when C 2 sec C`.M;g/ it is

P.S.C// D 0:

Then, applying P to both members of the first line of Eq. (5.133) we have

P.VdC/ D.VdC/k D P.@C/C P2.S.C// D P.@C/ D @C (5.140)

and the proposition is proved. �

5.4 Curvature Biform R.u ^ v/ Expressed in Terms
of the Shape Operator

5.4.1 Equivalent Expressions for R.u ^ v/

In this section we suppose that the structure .M; g;D/ is such that is M a
submanifold of VM ' Rn and D the Levi-Civita connection of g D i� Vg. We obtained
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in Sect. 5.1 a formula [Eq. (5.44)] for the curvature biform R.u ^ v/ of a general
Riemann-Cartan connection. Of course, taking into account the fact that R is an
intrinsic object, the evaluation of R.u ^ v/ does not depend on the coordinate chart
and basis for vector and form fields used for its calculation. In what follows we take
advantage of this fact choosing the basis f @

@xi ; dxig as introduced above for which
V!.u/ D 0. Thus, we have, recalling Eqs. (5.44) and (5.45) that

R.u ^ v/ D Du !.v/ � Dv !.u/C !.u/ � !.v/ �!Œu;v�
D VDu !.v/ � VDv !.u/C !.u/ � !.v/
� !.v/ � !.u/ � !.u/ � !.v/ � !Œu;v�
D VDu !.v/ � VDv !.u/C !.u/ � !.v/ �!Œu;v�: (5.141)

On the other hand since in the gauge where V!.u/ D 0 we have that !.u/ D S.u/
and thus we can also write

R.u ^ v/ D VDu !.v/ � VDv !.u/C S.u/ � S.v/ � S.Œu; v�/: (5.142)

Now, putting xi D @=@xi we have

VDu !.v/ � VDv !.u/
D �uivjf VDxiS.#j/� VDxJS.#i/g
D �uivjf VDxi. VDxjIm I�1m / � VDxj. VDxi Im I�1m /g
D �uivjf VDxi

VDxjIm/ I�1m /C . VDxjIm/ . VDxiI
�1
m /

� . VDxj
VDxi Im/ I�1m / � . VDxi Im/ . VDxjI

�1
m /g

D �uivjf. VDŒxi;xj�Im I�1m / � . VDxj Im/ . VDxi I
�1
m /� . VDxi Im/ . VDxjI

�1
m /g

D �uivjf�. VDxj Im/ . VDxi I
�1
m / � . VDxi Im/ . VDxjI

�1
m /g

D �uivjf.. VDxi Im/I
�1
m / .. VDxj I

�1
m /Im/� .. VDxi Im/I

�1
m / .. VDxj I

�1
m /Im/g

D �uivjf.. VDxi Im/I
�1
m / .. VDxj Im/I

�1
m /� .. VDxjIm/I

�1
m / .. VDxi Im/I

�1
m /g

D �uivjS.#i/S.#j/C uivjS.#j/S.#i/

D �S.u/S.v/C S.v/S.u/ D �2S.u/ � S.v/: (5.143)

Thus,we get

R.u ^ v/ D �S.u/ � S.v/ � S.Œu; v�/: (5.144)
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Now take into account that since R.u^v/ 2 sec
V2T�M ,! sec C`.M;g/ we must

have, of course,�S.u/�S.v/�S.Œu; v�/ D P.�S.u/�S.v/�S.Œu; v�// and since
Eq. (5.96) tell us that P.S.Œu; v�/ D 0 we have the nice formula9

R.u ^ v/ D �P.S.u/ � S.v// (5.145)

which express the curvature biform in terms of the shape biform.

5.4.2 S2.v/ D �@ ^ @ .v/

In this subsection we want to show the

Proposition 5.36 Let v 2 sec
V1T�M ,! sec C`.M;g/. Then,

S2.v/ D �@ ^ @ .v/: (5.146)

Equation (5.146) tell us that the square of the shape operator applied to a 1-form
field v is equal to the Ricci operator applied to v. This result will play an important
role in Chap. 11 where we give a formulation to Clifford intuition that matter is
represented by little hills in a brane [17].

Now, to prove the Proposition 5.36 we need the following lemmas:

Lemma 5.37 Let C 2 sec C`. VM;g/ and v 2 sec
V1T�M ,! sec C`.M;g/. Then

Pv.C/ D P.C/ � S.v/ � P.C � S.v//: (5.147)

Proof Indeed,

Pv.C/ D VDv.P.C//� P. VDvC/
D Dv.P.C//� S.v/ � P.C/� P.DvC � S.v/ � C/

D DvC � S.v/ � P.C/�DvC C P.S.v/ � C/

D P.C/� S.v/ � P.C � S.v// (5.148)

which proves the lemma. �

9Note that in [11, 18] the second member of Eq. (5.145) is the negative of what we found. Our
result agrees with the one in [6].
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Lemma 5.38 Let C 2 sec C`.M;g/ and v 2 sec
V1T�M ,! sec C`.M;g/.Then

DvC D VDvC�Pv.C/: (5.149)

Proof Follows from the first line in Eq. (5.148). �

Lemma 5.39 Let C 2 sec C`.M;g/ and u; v 2 sec
V1T�M.,! sec C`.M;g/. Then

DuDvC D P. VDu VDvC/C PuPv.C/: (5.150)

Proof Using Eq. (5.149) we have

Du.DvC/ D Du. VDvC�Pv.C//

D VDu VDvC�Pu. VDvC/� VDu.Pv.C//C PuPv.C/: (5.151)

On the other hand we have

P. VDu VDvC/ D �Pu. VDvC/C VDu.P. VDvC//
D �Pu. VDvC/C VDu.DvC/

D �Pu. VDvC/C VDu. VDvC�Pv.C//

D VDu VDvC�Pu. VDvC/� VDu.Pv.C//: (5.152)

Putting Eq. (5.152) in Eq. (5.150) gives the desired result. �

Lemma 5.40 Let C 2 sec C`.M;g/ and u; v 2 sec
V1T�M ,! sec C`.M;g/.Then

R.u ^ v/ � C D ŒPu;Pv�C: (5.153)

Proof Using Eq. (5.150) we have

ŒDu;Dv�C D P.Œ VDu; VDv�C/C ŒPu;Pv�C

D P. VDŒu;v�C/C ŒPu;Pv�C

D DŒu;v�C C ŒPu;Pv�C (5.154)

Thus we get that

.ŒDu;Dv�� DŒu;v�/C D ŒPu;Pv�C (5.155)
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Recalling now Eq. (5.49) we have

R.u ^ v/ � C D ŒPu;Pv�C

and the lemma is proved �

Lemma 5.41 Let C 2 sec C`.M;g/ and u; v 2 sec
V1T�M.,! sec C`.M;g/. Then,

R.u ^ v/ � C D �P.S.u/ � S.v// � C (5.156)

Proof This follows directly from Eq. (5.145). �

Remark 5.42 We shall now evaluate directly the first member of Eq. (5.157) to get
Eq. (5.160) which when compared with Eq. (5.145) will furnish identities given by
Eq. (5.161).

.ŒDu;Dv� � DŒu;v�/C D R.u ^ v/ � C: (5.157)

Given the linearity of R.u ^ v/ we calculate the first member of Eq. (5.157) for the
case u D xi, v D xj. Taking into account that DuC D VDuC C S.u/ � C we get with
calculations analogous to the ones in Eq. (5.143) that

ŒDxi ;Dxj �C D �S.#i/ � S.#j/ � C (5.158)

and taking into account that it is Œxi; xj� D 0 we can write the last equation as

.ŒDxi ;Dxj � �DŒxi ;xj�/C D R.#i ^ #j/ � C D� S.#i/ � S.#j/ � C (5.159)

and so it follows that

R.u ^ v/ � C D� S.u/ � S.v/ � C: (5.160)

Of course, we must have P.S.u/�S.v/� C/ 2 sec C`.M;g/. Since S.u/�S.v/ D
P.S.u/�S.v//CP?.S.u/�S.v// and we already know that R.u^v/ D �P.S.u/�
S.v// it follows that P?.S.u/ � S.v// D 0 and moreover we get that

P.S.u/� S.v/� C/ D P.S.u/� S.v//� C D P.S.u/� S.v//� P.C/: (5.161)

Lemma 5.43 Let C 2 sec C`.M;g/ and u; v 2 sec
V1T�M ,! 2 sec C`.M;g/

R.u ^ v/ D Pv.S.u// (5.162)
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Proof Taking C D S.u/ in Eq. (5.148) and recalling Eq. (5.96) P.S.u// D 0:we get

Pv.S.u// D �P.S.u/ � S.v// (5.163)

which proves the lemma. �
Remark 5.44 From Eq. (5.163) we immediately have

Pu.S.v// D �P.S.v/ � S.u// D P.S.u/ � S.v// D �Pv.S.u// D �Pv.S.u//
(5.164)

where the last term follows from the fact that S.u/ D S.u/.

Proof (of Proposition 5.36) We know that R.v/ D @uR.u ^ v/. Thus using
Eq. (5.164) and recalling Eq. (5.71) we can write

R.v/ D @uPv.S.u// D �@uPu.S.v// (5.165)

D �VdP .S.v// D �S.S.v// D �S2.v/:

Since we already showed that R.v/ D @ ^ @ .v/ we get

@ ^ @ .v/ D �S2.v/

and the proposition is proved. �

Remark 5.45 Take notice that whereas S.v/ is a section of C`. VM; Vg/, S2.v/ 2
sec

V1T�M ,! sec C`.M;g/:

Proposition 5.46 Let u; v;w 2 sec
V1T�M ,! sec C`.M;g/. Then,

R.u ^ v/ D 1

2
@w ^ ŒPv;Pu�.w/: (5.166)

Proof From Eq. (5.153) with C D w 2 sec
V1T�M ,! sec C`.M;g/ we have

R.u ^ v/ � w D ŒPu;Pv�.w/: (5.167)

Now, the first member of Eq. (5.167) is

R.u ^ v/ � w D �wyR.u ^ v/

Now, writing R.u ^ v/ D 1
2
uivjR��kl

ij�� �k ^ �l we have

@w ^ .R.u ^ v/ � w/ D �� r ^ .�ryR.u ^ v//

�1
2

uivj�r ^ .� ryR��kl
ij�� �k ^ �l/ D �2R.u ^ v/: (5.168)
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Taking into account Eqs. (5.167) and (5.168) the proof follows.
We can also prove the proposition as follows: directly from Eq. (5.155) we can

write

ŒPu;Pv�.w/ D ukvl.ŒDek ;Del � � DŒek;el�/w D ukvlwjRi����jkl�i: (5.169)

Thus

1

2
@w ^ ŒPu;Pv�.w/ D 1

2
�m @

@wm
^ .ukvlwjRi����jkl�i/

D 1

2
ukvlRimkl�

m ^ � i

D �ukvlRkl D �R.u ^ v/ (5.170)

and the proof is complete. �

Proposition 5.47 Let u; v;w 2 sec
V1T�M ,! sec C`.M;g/. Then,

R.u ^ v/ D @w ^ PvPu.w/: (5.171)

Proof Recall that we proved [Eq. (5.162)] that R.u ^ v/ D Pv.S.u//. Also
Eq. (5.84) says that S.u/ D S.u/ D @w ^ Pw.u/ for any u;w 2 sec

V1T�M ,!
sec C`.M;g/. Now from Eq. (5.179) we have

Pw.u/ D Pu.w/ D u � VdP .w/ D VDuP .w/ D VDu.P.w// � P. VDuw/ D . VDuw/?
(5.172)

which means that

Pw.u/ D .Pw.u//?: (5.173)

Then, we have that

R.u ^ v/ D Pv.S.u// D Pv.@w ^ Pw.u//

D Pv.@w ^ Pu.w// D Pv..@w/k ^ .Pu.w//?/

Eq:.5.182/D @w ^ PvPu.w//?

and the proof is complete. �
Remark 5.48 Since R.u ^ v/ D �R.v ^ u/, Eq. (5.171) implies that u; v;w 2
sec

V1T�M ,! sec C`.M;g/

@w ^ PvPu.w/ D �@w ^ PuPv.w/; (5.174)

thus exhibiting the consistency of Eq. (5.171) with Eq. (5.166).
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5.5 Some Identities Involving P and Pu

Here we derive some identities involving the projection operator that has been used
in the above sections. The projection operator P has been defined by Eq. (5.68) and
its covariant derivative Pu WD u � VdP has been defined by Eq. (5.81). Let C;D 2
sec C`. VM; Vg/. Since

P.C ^D/ D P.C/^ P.D/; (5.175)

we have for any u 2 sec
V1T�M ,! sec C`.M; g/ that

Pu.C ^D/ D Pu.C/ ^ P.D/C P.C/^ Pu.D/: (5.176)

From P2.C/ D P.C/ we have that

PuP.C/C PPu.C/ D Pu.C/: (5.177)

Now, we easily verify that

Pu.w/ D P?.u � Vdw/; Pw.u/ D P?.w � Vdu/: (5.178)

Now, we already know from Eq. (5.128) that P?.u � Vdw/ and P?.w � Vdu/ are equal
and thus

Pu.w/ D Pw.u/: (5.179)

From this equation also follows immediately that

PuP.w/ D PwP.u/: (5.180)

Now given that each X 2 sec C`. VM; Vg/ can be written as X D Xk C X?, with
Xk D P.X / we get from Eq. (5.177) that

PPu.Xk/ D 0, PPu.X?/ D Pu.X?/: (5.181)

Also, from Eq. (5.176) we have immediately taking into account Eq. (5.181) for any
C;D 2 sec C`. VM; Vg/ that

Pu.Ck ^D?/ D Ck ^ Pu.D?/: (5.182)
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5.6 Conclusions

We presented a thoughtful presentation of the geometry of vector manifolds using
the Clifford bundle formalism, hopping to provide a useful text for people (who
know the Cartan theory of differential forms)10 and are interested in the differential
geometry of submanifolds M (of dimension m equipped with a metric11 g D i� Vg
of signature .p; q/ and its Levi-Civita connection D) of a manifold VM ' Rn (of
dimension n and equipped with a metric Vg of signature .Vp; Vq/ and its Levi-Civita
connection VD). We proved in details several equivalent expressions for the curvature
biforms R.u ^ v/ and moreover proved that the Ricci operator @ ^ @ when applied
to a 1-form field v is such that @ ^ @ .v/ D R.v/ D �S2.v/ (R.v/ D Ra

b�b) is
the negative of the square of the shape operator S. It will be shown in Chap. 11 that
when this result is applied to GRT it permits to give a mathematical realization to
Clifford’s theory of matter.

We observe that our methodology in this chapter differs considerably [11, 12, 18].
Indeed, we use in our approach the Clifford bundle of differential forms C`.M;g/)
and give detailed and (we hope) intelligible proofs of all formulas, clarifying some
important issues, presenting, e.g., the precise relation between the shape biform
S evaluate at v (a 1-form field) and the connection extensor ! evaluated at v
[Eq. (5.107)]. In particular, our approach also generalizes for a general Riemann-
Cartan connection the results in [12] which are valid only for the Levi-Civita
connection D of a Lorentzian metric of signature .1; 3/. Moreover our approach
makes rigorous the results in [12] which are valid only for 4-dimensional Lorentzian
spacetimes admitting a spinor structure,12 since in [12] it is postulated that the frame
bundle of M has a global section (there called a fiducial frame).
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Chapter 6
Some Issues in Relativistic Spacetime Theories

Abstract The chapter has as main objective to clarify some important concepts
appearing in relativistic spacetime theories and which are necessary of a clear under-
standing of our view concerning the formulation and understanding of Maxwell,
Dirac and Einstein theories. Using the definition of a Lorentzian spacetime structure
.M; g;D; �g;"/ presented in Chap. 4 we introduce the concept of a reference frame
in that structure which is an object represented by a given unit timelike vector
field Z 2 sec TU (U 	 M). We give two classification schemes for these objects,
one according to the decomposition of DZ and other according to the concept of
synchronizability of ideal clocks (at rest in Z). The concept of a coordinate chart
covering U and naturally adapted to the reference frame Z is also introduced. We
emphasize that the concept of a reference frame is different (but related) from the
concept of a frame which is a section of the frame bundle. The concept of Fermi
derivative is introduced and the physical meaning of Fermi transport is elucidated,
in particular we show the relation between the Darboux biform � of the theory of
Frenet frames and its decomposition as an invariant sum of a Frenet biform �F

(describing Fermi transport) and a rotation biform �S such that the contraction of
?�S with the velocity field v of the spinning particle is directly associated with the
so-called Pauli-Lubanski spin 1-form. We scrutinize the concept of diffeomorphism
invariance of general spacetime theories and of General Relativity in particular,
discuss what meaning can be given to the concept of physically equivalent reference
frames and what one can understand by a principle of relativity. Examples are given
and in particular, it is proved that in a general Lorentzian spacetime (modelling a
gravitational field according to General Relativity) there is in general no reference
frame with the properties (according to the scheme classifications) of the inertial
referenced frames of special relativity theories. However there are in such a case
reference frames called pseudo inertial reference frames (PIRFs) that have most
of the properties of the inertial references frames of special relativity theories.
We also discuss a formulation (that one can find in the literature) of a so-called
principle of local Lorentz invariance and show that if it is interpreted as physical
equivalence of PIRFs then it is not valid. The Chapter ends with a brief discussion
of diffeormorphism invariance applied to Schwarzschild original solution and the
Droste-Hilbert solution of Einstein equation which are shown to be not equivalent
(the underlying manifolds have different topologies) and what these solutions have

© Springer International Publishing Switzerland 2016
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to do with the existence of blackholes in the “orthodox”interpretation of General
Relativity.

6.1 Reference Frames on Relativistic Spacetimes

In this chapter M D .M; g;D; �g;"/ denotes a Lorentzian spacetime and M D
.M;�;D;�

�
;"/ denotes Minkowski spacetime. We adopt, as before, natural units

such that the value of the velocity of light is c D 1.

Proposition 6.1 Let Q 2 sec TU � sec TM be a time-like vector field such that
g.Q;Q/ D 1. Then, there exist, in a coordinate neighborhood U, three space-like
vector fields ei which together with Q form an orthogonal moving frame for x 2 U.

Proof Suppose that the metric of the manifold in a chart (U; �) with coordinate
functions fx�g is g D g��dx�˝dx� . Let Q D .Q�@=@x�/ 2 sec TM be an arbitrary
reference frame and ˛Q D g.Q; / D Q�dx�; Q� D g��Q� . Then, g��.x/Q�Q� D 1.
Now, define

�0 D .˛Q/�dx� D Q�dx�;
��� D Q�Q� � g��:

(6.1)

Then the metric g can be written due to the hyperbolicity of the manifold as

g D �ab�
a ˝ �b;

3X
aD1

�a ˝ �a D ���.x/dx� ˝ dx�: (6.2)

Now, call e0 D Q and take ea such that �a.eb/ D ıa
b. It follows immediately that

g.ea; eb/ D �ab, a;b D 0; 1; 2; 3:�
Before we proceed we need to know precisely how the metric g relates tangent

space magnitudes to magnitudes on the manifold. Let � W R � I ! M, be a smooth
curve, i.e., � is C0 and piecewise C1. We denote the inclusion function I ! R by
u, and the distinguished vector field on I by d=du. For each u 2 I; ��u denotes the
tangent vectors at �.u/ 2 M. Thus,

��u D
�
��.

d

du
/

	
�.u/

2 T�.u/M; (6.3)

where �� denotes the derivative mapping of the mapping � .

Definition 6.2 A curve is said timelike (respectively lightlike, or respectively
spacelike) if for all u 2 I, g.��u; ��u/ > 0 (respectively g.��u; ��u/ D 0, or
respectively g.��u; ��u/ < 0).



6.1 Reference Frames on Relativistic Spacetimes 227

Definition 6.3 The path length between events e1 D �.a/ and e2 D �.b/ along the
curve � , such that for all u 2 I, g.��u; ��u/ has the same signal at all points along
�.u/ is the quantity

bZ
a

du Œjg.��u; ��u/j� 12 : (6.4)

Observe that taking the point �.a/ as a reference point we can use Eq. (6.4) to
define a function with domain �.I/ by

s W �.I/! R; s.�.u// D s.u/ D
uZ

r

du0 Œjg.��u0 ; ��u0/j� 12 : (6.5)

With Eq. (6.5) we can calculate the derivative of the function s (after introducing
a local chart fx�g covering the domain of interest)

ds

du
D Œjg.��u0 ; ��u0/j� 12 D

�ˇ̌̌̌
g��

dx� ı �
du

dx� ı �
du

ˇ̌̌̌	 1
2

(6.6)

From Eq. (6.6) old books on differential geometry and almost all books on
General Relativity writes the equation

.ds/2 D g��dx�dx�; (6.7)

which is supposed to represent the square of the length of the ‘infinitesimal’ arc
determined by the coordinate displacement

x� ı �.r/ 7! x� ı �.r/C dx� ı �
du

.r/"; (6.8)

where " << 1 is an ‘infinitesimal’ number.
The above mathematically correct notation is somewhat cumbersome, and when

no confusion arises x� ı �.r/ is denoted simply by x�.r/.
We recall that a moving frame at x 2 M is a basis for the tangent space TxM. An

orthonormal frame at x 2 M is a basis of orthonormal vectors for TxM.

Definition 6.4 An observer in a spacetime M is a future pointing time-like curve
� W R � I ! M such that g.��; ��/ D 1. The timelike curve � is said to be the
world line of the observer.



228 6 Some Issues in Relativistic Spacetime Theories

6.1.1 Bradyons and Luxons

One of the important ingredients of physical theory is the concept of particle.
Roughly speaking a particle is defined by the attributes it carries and a classification
of particles can only be given in the context of a particular theory. However, one of
the attributes of a particle is its inertial mass, modelled classically by m 2 RCCf0g.
We can give the

Definition 6.5 A massive scalar particle is a pair .m; �/, with m > 0 and � W I ! M
a timelike curve pointing to the future such that g.��; ��/ D 1.

A scalar particle as above defined is sometimes called a scalar bradyon.
Relativistic quantum field theory admits the existence in nature zero mass particles,
also called luxons, as, e.g., photons. Now, particles with m > 0 or m D 0 may also
carry intrinsic spin, and the classical description of that property in the case m > 0

will be given in Sect. 6.1.6 and Chap. 6. Photons also carry spin, but in that case, a
coherent description of their properties can only be given in the context of relativistic
quantum field theory [137], which is a subject that will not be discussed in this
book. However, a crucial property of photons is that their paths in spacetime are null
geodesics. These null geodesics are also supposed in classical GRT to be the paths
followed in spacetime by light rays. This assumption can be justified classically
once we suppose light is a wave phenomenon described by Maxwell equations, and
define light rays as normals to wave fronts. For details see, e.g., [30, 47].

Axiom 6.1 (Standard Clock Postulate) Let � be an observer. Then, there exists
standard clocks that can be ‘carried by �’ and such that they register (in �) proper-
time, i.e., the inclusion parameter u of the definition of observer.

It seems that modern atomic clocks are standard clocks [4], and indeed they
are used as such clocks in the GPS system [3, 10]. However we must call the
readers attention that the earlier experiments by Hafelle-Keating always quoted in
textbooks, like e.g., in [31] were not precise enough to verify any claim [43, 63]. In
[31] it is also claimed that the lifetime of unstable elementary particles, like, e.g.,
the lifetimes of muons traveling at near the speed of light in a storage ring [12] are
compatible with the standard clock postulate. However, as observed by Apsel [9],
there are indeed some small discrepancies. On this issue see also [122, 123].

Definition 6.6 An instantaneous observer is an element of TM, i.e., a pair .x;Q/;
where z 2 M, and Q 2 TxM is a future pointing unit timelike vector. SpanQ � TxM
is the local time axis of the observer and Q? is the observer rest space.

Of course, TxM D SpanQ ˚ Q?, and we denote in what follows SpanQ D T
and Q? D H, which is called the rest space of the instantaneous observer. If � W
R � I ! M is an observer, then .�u; ��u/ is said to be the local observer at u and
write

T�uM D Tu ˚ Hu ; u 2 I:
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Definition 6.7 The orthogonal projections are the mappings

pu D T�uM ! Hu ; qu W T�uM ! Tu: (6.9)

Then if Y is a vector field over � then pY and qY are vector fields over � given by

.pY/u D pu.Yu/; .qY/u D qu.Yu/: (6.10)

Definition 6.8 Let .x;Q/ be a instantaneous observer and px W TxM ! H the
orthogonal projection. The projection tensor is the symmetric bilinear mapping
h W TM � TM ! R such that for any U;W 2 TxM we have:

hx.U;W/ D gx.pU;pW/ (6.11)

Let fx�g be coordinates of a chart covering U � M, with x 2 U and ˛Q D
gx.Q; /. We have the properties:

.a/ hx D gx � ˛Q ˝ ˛Q

.b/ hjQ? D gxjQ?

.c/ h.Q; / D 0

.d/ h.U; / D g.U; /, g.U;Q/ D 0

.e/ p D h�� @
@x�

ˇ̌
x
˝ dx� jx

.f/ trace(h�� @
@x�

ˇ̌
x
˝ dx�jx/ D �3

(6.12)

The Proposition 6.1 together with the above definitions suggests:

Definition 6.9 A reference frame for U 	 M in a spacetime M is a time-like vector
field which is a section of TU such that each one of its integral lines is an observer.

Definition 6.10 Let Q 2 sec TM; be a reference frame. A chart in U 	 M of an
oriented atlas of M with coordinate functions fx�g such that @=@x0 2 sec TU is a
timelike vector field and the @=@xi 2 sec TU (i D 1; 2; 3) are spacelike vector fields
is said to be a possible naturally adapted coordinate chart to the frame Q (denoted
(nacs|Q) in what follows) if the space-like components of Q are null in the natural
coordinate basis f@=@x�g of TU associated with the chart.

Note that such chart always exist [19].

6.1.2 Classification of Reference Frames I

An arbitrary reference frame Q 2 sec TU 	 sec TM for a general Lorentzian
spacetime may be classified according to: (1) a decomposition of DQ given by
Eq. (6.42) below or, (2) according to its synchronizability. In order to present
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these concepts we shall need to introduce some additional mathematical tools, as
the Fermi-Walker connection and infinitesimally nearby observers. However, even
without that concepts we already may give the following definitions.

Definition 6.11 A reference frame Q 2 sec TU 	 sec TM is in free fall (or
geodetic) if and only if aQ D DQQ D 0.

Definition 6.12 A reference frame Q 2 sec TU 	 sec TM such that DQ D 0;Q is
said an inertial reference frame (IRF).

Remark 6.13 IRFs exist in Minkowski spacetime, as it is easy to verify. However,
we can also easily show that in the GRT where each gravitational field is modelled
by a Lorentzian spacetime there is in general no frame Z 2 sec TM satisfying DZ D
0. Indeed, existence of an IRF is possible [131] only in a spacetime where the Ricci
tensor satisfies Ricci.Z;F/ D 0, for any F 2 sec TM. This excludes, e.g., Einstein-
de Sitter spacetime. So, no IRF exist in many models of GRT considered to be of
interest by one reason or another by ‘professional relativists’. The best we can have
are some reference systems maintaining some of the characteristics of an IRF. These
reference frames are the pseudo inertial reference frames and the locally inertial
reference frames associated to an observer in free fall. These important concepts
will be discussed below (Sect. 6.9).

6.1.3 Rotation and Fermi Transport

Let � W R � I ! M, � 7! �.�/ be an observer. Let Y be a vector field over � .
As well known [131] in order for the observer to decide when a unitary vector Y 2
.��� /? has the same spatial direction of the unitary vector Y0 2 .��� 0/? .� 0 ¤ �/,
he has to introduce the concept of the Fermi-Walker connection.

Proposition 6.14 There exists one and only one connection F over � , such that

FXY D Œp.��D/XpC q.��D/Xq�Y (6.13)

for all vector fields X on I and for all vector fields Y over �:

In Eq. (6.13) ��D is the induced connection over � of the Levi-Civita connection
D and F is called the Fermi-Walker connection over � , and we shall use the
notations F�� ;F=d� or F"0 (see below) when convenient. We also will write (by
abuse of language) only D, as usual, for ��D in what follows.

Proof The proof follows at once from the general properties concerning the
behavior of connections under pullback mappings [19]. �

Definition 6.15 A moving (orthonormal) frame f
ag over � is an orthonormal basis
for T�.I/M with 
0 D ��. The set f"ag; "a 2 sec T��.I/M ,! sec C`.M;g/ is the
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dual comoving frame on � , i.e., "a.
b/ D ıa
b: The set f"ag, "a 2 sec T��.I/M ,!

sec C`.M;g/, with "a � "b D ıa
b is the reciprocal frame of f"ag.

Let X and Y be vector fields over � and Y D g.X; /;Y D g.Y; / 2 sec T��.I/M ,!
C`.M;g/ the physically equivalent 1-form fields.

Proposition 6.16 Let be X;Y be form fields over � , as defined above. The Fermi-
Walker connection F satisfies the properties

(a) F
o Y D D
0 Y � ."0 � Y/aC .a � Y/"0;
where a D D
0"0; is the (1-form) acceleration.

(b) d
d� .X � Y/ D F
0 X � Y C X � F
0 Y

(c) F
0"0 D 0
(d) If X;Y are vector fields on � such that Xu;Yu 2 Hu 8u 2 I then1 g.F
0 X; /ju

and g.F
0 Y; /ju 2 Hu, 8u and

F
0 X � Y D D
0 X � Y (6.14)

Proof We prove only (a). The other properties are trivial. First we prove that

F
0 Y D D
0 Y � .
0 � Y/aC .a � Y/
0 (6.15)

with a D D
0
0, and where we wrote 
0 � Y D g .
0;Y/, a � Y D g.a;Y/:
From Eq. (6.13) and the abuse of notation mentioned above and taking into

account that q.D
0
0/ D 0, we can write

F
o Y D pŒD
0.pY/�C qŒD
0.qY/� (6.16)

Now,

qŒD
0.qY/� D qfD
0.Y�
0/
0g
D qf.D
0 Y/�
0/"0 C Y � .D
0
0/
0 C .Y�
0/D
0
0g
D Œ.D
0 Y/�
0�
0 C .Y � a/
0

D q.D
0 Y/C .Y � a/
0: (6.17)

Also,

pŒD
0.pY/� D pŒD
0 Y � D
0.qY/�

D p.D
0 Y/� pfD
0.Y � 
0/
0g
D p.D
0 Y/� pfŒ.D
0 Y/ � 
0�
0 C .Y � a/
0 C .Y � 
0/ag
D p.D
0 Y/� .Y � 
0/a: (6.18)

1Recall the notations introduced in Chap. 4, where g denote the metric in the cotangent bundle.
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Summing Eqs. (6.17) and (6.18) we get Eq. (6.15). Then (a) follows at once we
take into account that for any X;Y 2 sec TM;

g.D
0 Y; / D D
0 Œg.Y; /� D D
0 Y; (6.19)

which proves the result. �

Now, let Y0 2 sec T���0M. Then, by a well known property of connections there
exists one and only one 1-form field Y over � such that F
o Y D 0 and Y.�0/ D Y0.
So, if f"aj�0g is an orthonormal basis for T���0M ("aj�0 2 T���0M, a D 0; 1; 2; 3) we
have that the "a’s such that F
o"a D 0 are orthonormal for any � , as follows from
(b) in Proposition 6.16. We then, give the

Definition 6.17 Let Y1 2 H��1 and Y2 2 H��2 are said to have the same spatial
direction if and only if Y1 D ai "ij�1 , Y2 D ai "ij�2 .

This suggests the following definition:

Definition 6.18 We say that Y 2 sec T�� M is transported without rotation (Fermi
transported) if and only if F
0 Y D 0.

In that case we have

D
0 Y D "0 � @Y � D

d�
Y D .Y � "0/a � .a � Y/"0

D Yy."0 ^ a/ D .a ^ "0/xY: (6.20)

6.1.4 Frenet Frames over �

Proposition 6.19 If f"ag is a comoving coframe over � (Definition 6.15), then there
exists a unique biform field�D over � , called the angular velocity (Darboux biform)
such that the "a satisfy the following system of differential equations,

D
0
"a D �Dx"a;

(6.21)

�D D 1

2
!ab"

a ^ "b D �1
2
.D
0

"b/ ^ "b:

Proof It follows at once if we take into account that "a � "b D ıb
a and use Eqs. (2.36)

and (2.37). �

Corollary 6.20 If the comoving coframe f"ag is Fermi transported then the angular
velocity is �F;

�F D a ^ "0: (6.22)
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Proof The result follows from Eqs. (6.20) and (6.21). �

6.1.5 Physical Meaning of Fermi Transport

Suppose that a comoving coframe f"ag is Fermi transported along a timelike curve
� , ‘materialized’ by some particle. The physical meaning associated to Fermi
transport is that the spatial axis of the tetrad g."i; / D 
i; i D 1; 2; 3 are to be
associated to the orthogonal spatial directions of three ‘small’ gyroscopes carried
along �:

Definition 6.21 A Frenet coframe f fag over � is a moving coframe over � such that
f0 D g.��; / D g.
0; / D "0 and

D
0 fa D �Dxfa;

�D D �0f 1 ^ f 0 C �1f 2 ^ f 1 C �2f 3 ^ f 2; (6.23)

where �i; i D 0; 1; 2 is the i-curvature, which is the projection of�D in the f iC1 ^ f I

plane.

Definition 6.22 We say that a 1-form field Y over � is rotating if and only if it is
rotating in relation to gyroscopes axis, i.e., if F
0 Y ¤ 0.

6.1.6 Rotation 2-Form, Pauli-Lubanski Spin 1-Form
and Classical Spinning Particles

From Eq. (6.23) taking into account that a D D
0 f0 D �0f 1 and Eq. (6.22) we can
write

�D D a ^ f0 C�S: (6.24)

We now show that the 2-form�S over � is directly related (a dimensional factor
apart) with the spin 2-form of a classical spinning particle. More, we show that the
Hodge dual of �S is associated with the Pauli-Lubanski 1-form. To have a notation
as closely as possible the usual ones of physical textbooks, let us put f0 D v.

Call ?�S the Hodge dual of �S. It is the 2-form over � given by

? �S D ��Sf 5; f 5 D f 0f 1f 2f 3: (6.25)
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Define the rotation 1-form S over � by

S D � ? �Sxv: (6.26)

Since �Sxv D 0, we have immediately that

S � v D � ? �Sx.v ^ v/ D 0: (6.27)

Now, since D
0.S � v/ D 0 we have that (D
0 S/ � a D �S � a and then

D
0 S D �Sy.a ^ v/; (6.28)

and it follows that

F
0 S D 0: (6.29)

It is intuitively clear that we must associate S with the spin of a classical spinning
particle which follows the worldline � . And, indeed, we define the Pauli-Lubanski
spin 1-form by

W D k„S; „ D 1; (6.30)

where k > 0 is a real constant and „ is Planck constant, which is equal to 1 in
the natural system of units used here. We recall that as it is well-known D
0 W D
�Wy.a ^ v/ is the equation of motion of the intrinsic spin of a classical spinning
particle which is being accelerated by a force producing no torque [156].

6.2 Classification of Reference Frames II

6.2.1 Infinitesimally Nearby Observers, 3-Velocities
and 3-Accelerations

Let Q 2 sec TU � sec TM be a reference frame, �s its flux and � an integral line
of Q and suppose that we have a parametrization � W R � I ! M, g.��; ��/ D 1.
Then � is an observer.

Definition 6.23 An infinitesimally nearby observer to � is a vector field W W R �
I ! T�.I/M such that there exists a vector field W0 over � such that W D pW0 and
which is Lie parallel with respect to Q, i.e., £QW0 D 0. W is sometimes called a
Jacobi field.
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Proposition 6.24 Suppose that Q is a geodesic frame, i.e., DQQ D 0. Then,
£QW D 0:
Proof Recall that in a Lorentzian manifold, where the torsion tensor is null the equa-
tion £QW0 D 0 implies that DW0 Q D DQW0. Now, W DW0�g.W0;Q/Q and then,
ŒW;Q� � Œg.W0;Q/Q;Q� D 0. We need then to prove that Œg.W0;Q/Q;Q� D 0.
We have,

Œg.W0;Q/Q;Q� D Dg.W0;Q/QQ � DQg.W0;Q/Q

D ŒDQg.W0;Q/�Q:

But, DQg.W0;Q/ D g.DQW0;Q/ D g.DW0Q;Q/ D DW0g.Q;Q/ D 0, and the
proposition is proved. �

Now, let us examine following [131] the geometrical meaning of an infinitesi-
mally nearby observer. Recall that for s 2 I there is a neighborhoodE D .s�"; sC"/
of s and a neighborhood U of �.s/ and a vector field V 2 sec TU such that W D Vı�
on E and £QV D 0. Let .U; �/ be a map of the maximal atlas of M with coordinates2

fNx�g covering �.U/ such that QjU D @
@Nx0
ˇ̌
U

. We write WjE D w�. @
@Nx� ı �

ˇ̌
E/. We

may write for p 2 U; �.p/ D f.Nx0.p/; Nx1.p/; Nx2.p/; Nx3.p// j jNx�.p/j < "; 8�g and
assume that for p D �.s/, � .�.s// D .s; 0; 0; 0/. There is then a congruence of
integral curves of Q determined by

.s; u/ 7! .sC w0u;w1u;w2u;w3u/: (6.31)

Note that u D 0 gives � jE and u times a constant gives another curve of the
congruence in U where the parametrization given by fNx�g holds. Now, when WjE
and Q ı � are linearly independent, different curves have different images. This
uniquely determines WjE as its transversal vector field, i.e., for any f W U ! R and
s 2 E ,

.Wf /.s/ D @

@u
f .sC w0u;w1u;w2u;w3u/

ˇ̌̌̌
uD0

: (6.32)

Conversely, once WjE is given, the family is determined up to first order in x0 in the
sense of a Taylor series.

In the coordinates fNx�g where V D NV� @
@Nx� , the equation £QV D 0 implies that

Q. NV�/ D 0. Let fwug be real constants such that Wj��0 D w�. @
@Nx� ı �

ˇ̌
��0
/ for

some �0 2 ". Then putting V D w� @
@Nx� we have £QV D 0. Then, the interpretation

of W becomes clear. It represents the linearized version of a one parameter family
of integral curves of Q near � . Note however that in an arbitrary chart .U; �0/ with

2This chart always exist [19].
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coordinates fx�g covering �0.U/, where V D V� @
@x� , the equation £QV D 0 implies

that

QŒV�� D @Q�

@x�
V�; (6.33)

which is nonzero in general.

Definition 6.25 Let � be an observer on Q and W be an infinitesimally nearby
observer to � and F the Fermi-Walker connection over � . Then, F�� W and
F2
��

W D F��.F�� W / are called respectively the 3-velocity and the 3-acceleration
of the infinitesimally nearby observer W relative to � .

We observe that we can show (see below) that for any s 2 I, .F�� W/u 2 Hs and
.F2

��
W/ 2 Hs, thus justifying the names 3-velocity and the 3-acceleration. The

meaning of these concepts become clear with the aid of the following propositions.

Proposition 6.26 Let Q 2 sec TU � sec TM be a reference frame and � W I ! M
an observer in Q. Let also Y 2 Hs. Then, the mapping Y 7! DYQ defines a linear
transformation AQ W Hs ! Hs, such that if W is any infinitesimally nearby observer
to � we have

F�� W D AQW D DWQ: (6.34)

Proof First we need to show that AQHs � Hs, 8s 2 I. But this is trivial since
8Y 2 Hs we have

g.AQY;Q/ D g.DYQ;Q/ D 1

2
DYg.Q;Q/ D 0: (6.35)

Now, we need to show that 8s 2 I F��sW D DWsQ. To show that is, of course,
equivalent to show that 8Y 2 Hs;

g.F��S W;Y/ D g.DWs Q;Y/: (6.36)

Now, recall (e) of Proposition 6.16 which says that

g.F��SW;Y/ D g.D��s Q;Y/:

Then, we need only to prove that

g.D��S W;Y/ D g.D��s Q;Y/;8Y 2 Hs: (6.37)

Since W is an infinitesimally nearby observer to � we know that there exists W0, a
vector field over � , such that the projection pW0 D W and such that £QW0 D 0.
Of course, W0 D W � f�� for some smooth function f on � . Now, let V0 and F
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be respectively a vector field and a smooth function defined on a sufficiently small
open set U of �.s/ such that

V0 ı � DW0; ŒV0;Q� D 0; F ı � D f : (6.38)

Moreover, define

V D V0 � FQ (6.39)

such that V ı � DW. Now, since the torsion of a Lorentzian spacetime is zero, we
have DVQ �DQV � ŒV;Q� D 0, and we can write

DVQ D DQVCQ.F/Q: (6.40)

At s, we have DVsQ D D��s W C df
ds .s/��s. This implies that g.D��S W;Y/ D

g.D��s Q;Y/;8Y 2 Hs and the proposition is proved. �

Now, recall that since g.W;Q/ D 0 then W has only spatial components relative
to an orthonormal frame feag 2 sec PSOe

1;3
.U/, with e0 D Q and Fe0 ea D 0. Then

from Eq. (6.34) we have (i; j D 1; 2; 3)

d

ds
Wi.s/ D .Dej˛Q/iW

j.s/; (6.41)

where ˛Q D g.Q; /. So, the first member of Eq. (6.41) clearly shows that the
Fermi derivative F��W is a measure of the rate of change of the coordinates of
an infinitesimally nearby observer W to � on Q. To interpret the second member of
Eq. (6.41) we need the

Proposition 6.27 Given an arbitrary reference frame Q 2 sec TU 	 sec TM for a
Lorentzian spacetime [131] there exists a unique decomposition of ˛Q D g.Q; / as

D˛Q D aQ ˝ ˛Q C!Q C �Q C 1

3
EQh; (6.42)

where h 2 sec T02M is the projection tensor (Definition 6.8), aQ is the (form)
acceleration of Q, !Q is the rotation tensor (or vortex) of Q, �Q is the shear of Q
and EQ is the expansion ratio of Q . In a coordinate chart (U; �) with coordinates
x� covering �.U/, writing Q D Q�@=@x� and h D .g���Q�Q�/dx�˝dx� we have

aQ D g.DQQ; /;

!Q�� D QŒ˛Iˇ�h˛�hˇ� ;

�Q˛ˇ D ŒQ.�I�/ � 1
3
EQh���h

�
˛h�ˇ;

EQ D Q�I� : (6.43)
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Proof It left as exercise. �

Clearly,!Q measures the rotation that one of the infinitesimally nearby curves to
� had in an infinitesimal lapse of propertime with relation to an orthonormal basis
Fermi transported by the observer at � . Also, �Q represents the ratio of change
of the separation between � and an infinitesimally nearby curves. Finally, as it is
easy to verify, EQ D ı˛Q gives the fractional ratio expansion of the 3-dimensional
volume element defined by � and its nearby curves.

Remark 6.28 A preliminary classification of reference frames in Riemann-Cartan
spacetimes is given in [52].

Exercise 6.29 Compute aQ;!Q; �Q and EQ in the orthonormal frame feig 2
PSOe

1;3
.U/, with e0 D Q and F
0
i D 0, 
a D eaj� .

Exercise 6.30 Show that

˛Q ^ d˛Q D 0, !Q D 0: (6.44)

6.2.2 Jacobi Equation

Lemma 6.31 Let Q 2 sec TU � sec TM be a reference frame and � W I ! M
an observer in M. Let also Y 2 Hs. If � is the Riemann curvature operator see
Eq. (4.102) then the mapping

Y 7! �.Q;Y/Q (6.45)

defines a mapping Hs ! Hs:

Proof The result follows once we verify that g.Q;�.Q;Y/Q/ D 0, which is a simple
consequence of the symmetries of the Riemann tensor. �

Proposition 6.32 Let Q be a free fall frame, � an observer on Q and W an
infinitesimally nearby observer to �: Then,

F2
��

W D �.��;w/��; (6.46)

Proof Recall that Proposition 6.24 says that £QW D 0 when DQQ D 0. Now, let
s 2 I and let V be a vector field defined in some sufficiently small neighborhood of
�.s/ and such that ŒV;Q� D 0 and W D V ı � . Then, taking into account that in
a Lorentzian manifold the torsion tensor is zero, which means that DQV � DVQ �
ŒQ;V� D 0, and that DQQ D 0 by hypothesis, we can write

D2
QV D DQ.DQV/ D DQfDVQC ŒQ;V�g D DQDVQ

D DQDVQ � DVDQQ�DŒQ;V�Q

D �.Q;V/Q: (6.47)
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Restricting Eq. (6.47) to � and taking into account that F�� D D�� since � is
geodesic, Eq. (6.46) follows. �

Equation (6.46) is known as the geodesics separation equation or Jacobi equation.

Example 6.33 Consider a Friedmann-Robertson-Walker universe which is mod-
elled by a Lorentzian spacetime with metric given by

g D dt˝ dt � R.t/2
�

dx1 ˝ dx1 C dx2 ˝ dx2 C dx3 ˝ dx3

.1C Kr2=4/2

�
; (6.48)

where r D p
.x1/2 C .x2/2 C .x3/2, K is a constant and R.t/ a smooth function

.t > 0/. The reference frame Q D @
@t (the comoving reference frame) in a

Friedmann-Robertson-Walker universe is supposed to be realized by a dust of
‘particles’ representing the matter of the universe. Choose an integral line � of Q.
As an infinitesimally nearby observer to � take, e.g., the vector field over � given by

W D @

@x1

ˇ̌̌̌
�.I/

: (6.49)

Let us calculate F2��
W. It is clear that we must take �� D Qj�.I/ and V D @=@x1.

We get:

F2
��

W D
RR
R

W; (6.50)

which means that nearby observers, even if they have constant coordinates in the
chart ft; xig naturally adapted to Q shows a 3-acceleration in that universe if RR ¤ 0.
Recall however that the acceleration of any observer � on Q is D���� D 0.

6.3 Synchronizability

We can now give a classification of reference frames according to their synchroniz-
ability and discuss carefully the meaning of that concept.

Definition 6.34 Let Q 2 sec TU � sec TM be an arbitrary reference frame and
˛Q D g.Q; /. We say that Q is locally synchronizable iff ˛Q ^ d˛Q D 0. The
reference frame Q is said to be locally proper time synchronizable if and only if
d˛Q D 0. Q is said to be synchronizable if and only if there are C1 functions
h; t W M! R such that ˛Q D hdt and h > 0. Q is proper time synchronizable if and
only if ˛Q D dt.
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At first sight, the classification of reference frames according to their synchro-
nizability does not look intuitive, so it is a good idea to see from where it came
from.

6.3.1 Einstein Synchronization Procedure

To start, let Q 2 sec TU � sec TM be an arbitrary reference frame, and let .U; '/ be
a chart covering U with coordinate functions fx�g which are used by the observers
in Q to label events.

Now, consider two clocks A and B at rest on Q 2 sec TU � sec TM , and let �
and �Kbe their world lines (which are integral lines of Q) and which moreover we
suppose to be worldlines of two nearby observers in the sense of Definition 6.23.
According to the standard clock postulate (Axiom 6.1) the events on � and �Kcan be
ordered. Let e1; e; e2 be three events on � ordered as

e1< e < e2; (6.51)

and let e0 be an event on � 0 (see Fig. 6.1). At event e1 a light signal is sent from clock
A to clock B where it arrives at the event e0 and is instantaneously reflected back to
clock A where it arrives at event e2.

The question arises: which event e on � is simultaneous to the event e0? The
answer to that question depends on a definition as realized by Einstein [39] and long
before him by Poincaré [105]. Let3

'.e1/ D .x0e1 ; x1; x2; x3/; '.e2/ D .x0e2 ; x1; x2; x3/;
'.e/ D .x0e; x1; x2; x3/; '.e0/ D .x0e0; x1 C�x1; x2 C�x2; x3 C�x3/;

(6.52)

Fig. 6.1 Einstein synchronization of standard clocks

3We are using an obvious sloppy notation.
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be the coordinates of the pertinent events in chart .U; '/. The following definition
is known as Einstein’s synchronization procedure (or Einstein’s convention).

Definition 6.35 The event e in � which is simultaneous to the event e0 in �K is the
one such that its timelike coordinate is given by

x0e D x0e1 C
1

2

��
x0e0 � x0e1

�C .x0e2 � x0e0/

: (6.53)

Remark 6.36 The factor 1=2 in Eq. (6.53) is purely conventional. Non standard
synchronizations can be used as explained in details, e.g., by Reichenbach [113].
In a non standard synchronization we change the factor 1=2 by any function � of the
coordinates such that 0 < � < 1.

Our next task is to determine the relation between the timelike coordinates of
events e and e0 as functions of 4xi and the metric coefficients. Recall then that, as
already observed in Sect. 6.2.1, in Relativity Theory the motion of a ray of light is
supposed to take place along a null geodesic. So, let ` W R �I ! M, u 7! `.u/ be a
null geodesic passing through events e1 and e0 and e2 (see Fig. 6.1). Then,

g.`�; `�/ D 0: (6.54)

Calling 4x01 D x0e0 � x0e1 , 4x02 D x0e2 � x0e0 , and taking into account that the
‘infinitesimal’ arcs e1e0 and e0e2 in ` can be represented by the vectors

W1 D .�4x01;4x1;4x2;4x3/; W2 D .4x02;4x1;4x2;4x3/; (6.55)

their arc length in � are given by g.W1;W1/ D g.W2;W2/ D 0. Solving that
equations for4x01 and for4x02, we get

x0e D x0e0 C gi0

g00
4xi: (6.56)

6.3.2 Locally Synchronizable Reference Frame

Let us now explain the genesis of the definition of a locally synchronizable frame
Q 2 sec TM, for which ˛Q ^ d˛Q D 0. We need to recall first some purely
mathematical results related to Frobenius theorem [11].

(i) A 3-direction vector field Hx in a 4-dimensional manifold M for x 2 M is
a 3-dimensional vector subspace Hx of TxM which satisfies a differentiability
condition. This condition is usually expressed as one of the two equivalent
propositions that follows:
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Proposition 6.37 For each point x0 2 M there is a neighborhood U � M of x0
such that there exist three differential vector fields, Yi 2 sec TM .i D 1; 2; 3/ such
that Y1.x/;Y2.x/;Y3.x/, is a basis of Hx;8x 2 U:

Proof see [11]. �

Proposition 6.38 For each point x0 2 M there is a neighborhood U � M of x0 such
that there exist a one form ˛ 2 sec T�M such that for all Y 2 Hx , ˛.Y/ D 0.

Proof see [11]. �

(ii) We now recall Frobenius theorem:

Proposition 6.39 (Frobenius) Let be x0 2 M and let be U a neighborhood of x0.
In order that, for each x0 2 M there exist a 3-dimensional manifold …x0 3 x0
(called the integral manifold through x0) of the neighborhood U, tangent to Hx for
all x 2 …x0 it is necessary and sufficient that ŒYi;Yj�x 2 Hx, (for all i; j D 1; 2; 3

and 8x 2 …x0) if we consider the condition in Proposition 6.37. If we consider
the condition on Proposition 6.38 then a necessary and sufficient condition for the
existence of …x0 is that

˛ ^ d˛ D 0: (6.57)

(iii) Now, let us apply Frobenius theorem for the case of a Lorentzian manifold. Let
Q 2 sec TM be a reference frame for which ˛Q ^ d˛Q D 0.

Then, from the condition for the existence of a integral manifold through
x0 2 M we can write,

˛Q.Y1/ D ˛Q.Y2/ D ˛Q.Y3/ D 0: (6.58)

Now, since Q is a time like vector field, Eq. (6.58) implies that the Yi

(i D 1; 2; 3) are spacelike vector fields. It follows that the vector field Q
is orthogonal to the integral manifold …x0 which is in this case a spacelike
surface.

Now the meaning of a synchronizable reference frame (which is given by
Eq. (6.57)) becomes clear. Observers in such a frame can locally separate any
neighborhood U of x0 (where they “are”) in time�space.

6.3.3 Synchronizable Reference Frame

Now, suppose that Q D Q�@=@x� 2 TU is synchronizable, i.e., there exists a
function t W U ! R such that ˛Q D hdt. In this case we can choose a (nacsjQ), with
x0 D t as the time like coordinate in U. We have

.˛Q/ D g��Q
�dx� D hdx0
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whose solution is Q D 1p
g00.x/

@=@x0 with g00.x/ D h2 and that gi0.x/ D 0. This can
be seen as follows.

When Q D 1p
g00.x/

@=@x0, we have from Proposition 6.1 that �0 D g.Q; / can be
written as

�0 D
p

g00.x/dx0 C gi0.x/p
g00.x/

dxi; (6.59)

and also

3X
iD1

� i ˝ � i D ���.x/dx� ˝ dx�

D
�

gi0.x/gj0.x/

g00.x/
� gij.x/

�
dxi ˝ dxj; i; j D 1; 2; 3: (6.60)

Now, since ˛Q D �0 the metric g in the coordinates fx�g must be diagonal with
g00.x/ D h2 and that gi0.x/ D 0: In that case Eq. (6.56) implies in that case

x0e D x0e0 ; (6.61)

which justifies the definition of a synchronizable frame.
It is an appropriate time to work out some examples of the above formalism,

which, we admit, may look very abstract at first sight.

6.4 Sagnac Effect

As an important application of the concepts introduced above, we give in this
section a kinematical analysis of the Sagnac effect [132]. Our description illustrates
typical problems that arises when we deal with reference frames that are not locally
synchronizable (i.e., frames Q for which ˛Q ^ d˛Q ¤ 0). To go directly to the
essentials, in this section .M;�;D;��;"/ is Minkowski spacetime.

We recall that according to Definition 6.12, a reference frame I 2 sec TM on
Minkowski spacetime is inertial if and only if DI D 0.

Now, let .t; r; �; z/ be cylindrical coordinates of a chart .U; �/ for M such that
I D @=@t. Then

� D dt˝ dt � dr˝ dr � r2d� ˝ d� � dz˝ dz: (6.62)

Let P 2 TM be another reference frame on M given by

P D .1� !2r2/�1=2 @
@t
C !.1 � !2r2/�1=2 @

@�
(6.63)
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P is well defined in an open set U � M defined through the coordinates by

�.U/ D f�1 < t <1I 0 < r < 1=!I 0 � � < 2�I �1 < z <1g: (6.64)

Then,

˛P D �.P; / D .1 � !2r2/�1=2dt � !r2.1 � !2r2/�1=2d� (6.65)

and

˛P ^ d˛P D � 2!r

.1 � !2r2/dt ^ dr ^ d� (6.66)

The rotation (or vortex) vector can be calculated from the formula wQ D �.!Q; / D
�.�.˛P ^ d˛P/; /�, � being here the cotangent bundle Minkowski metric. We have

wQ D !.1 � !2r2/�1 @
@z
: (6.67)

Since wQ ¤ 0, for 0 < r < 1=!. This means that P is rotating with (classical)
angular velocity ! (as measured) according to I in the z direction.

Now P can be realized on U � M by a rotating platform, but is obvious that at
the same ‘time’ on U, I cannot be realized by any physical system.

P is a typical example of a reference frame for which it does not exist a .nacsjP/
such that the time like coordinate of the frame has the meaning of proper time
registered by standard clocks at rest on P.

According to the classification of reference frames given above it is indeed trivial
to see that P is not proper time synchronizable or even locally synchronizable.

This fact is not very well known as it should be and leads some people from time
to time to claim that optical experiments done on a rotating platform disproves the
Special Relativity Theory (SRT). Recent claims of this kind has been done by Selleri
and collaborators on a series of papers [36, 53, 139, 140] and by Vigier [154]. This
last author wrongly stated that in order to explain the effects observed it is necessary
to attribute a non-zero mass to the photon and that this fact, by its turn, implies in
the existence of a fundamental reference frame.

There are also some other misleading papers that claim that in order to describe
the Sagnac effect it is necessary to build a “non-abelian electrodynamics” [8, 13–
17]. This is only a small sample of papers containing very wrong statements
concerning the Sagnac experiment.4 Now, the Sagnac effect is a well established
fact (used in the technology of the gyro-ring) that the transit time employed for
a light ray to go around a closed path enclosing a non-null area in a non inertial
reference frame depends on the sense of the curve followed by the light ray.

4Of course, there are good papers on the Sagnac effect, and [107] is one of them.
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Selleri arguments that such a fact implies that the velocity of light as determined
by observers on the rotating platform cannot be constant, and must depend on the
direction, implying that nature realizes a synchronization of the clocks which are at
rest on the platform different from the one given by the Einstein method.

Selleri arguments also that each small segment of the periphery of the rotating
platform of radius R can be thought as at rest on an inertial reference frame moving
with speed !R relative to the laboratory (here modeled by I D @=@t). In that way,
he argues that if the synchronization is done à l’Einstein between two clocks at
neighboring points of a small segment, the resulting measured value of the one way
velocity of light must result constant in both directions (c D 1), thus contradicting
the empirical fact demonstrated by the Sagnac effect.

Now, we have already said that P is not proper time synchronizable, nor is P
locally synchronizable, as can be verified.

However, for two neighboring clocks at rest on the periphery of a uniformly
rotating platform an Einstein’s synchronization can be done. Let us see what we
get.

First, let fbx�g be coordinate functions for U such that5

Ot D t; Or D r; O� D � � !t; Oz D z (6.68)

In these coordinates � is written as

� D .1 � !2Or2/dOt˝ dOt � 2!Or2d O� ˝ dt � dOr˝ dOr � r2d O� ˝ d O� � dOz˝ dOz
D g��dOx� ˝ dOx�: (6.69)

Now take two standard clocks A and B, at rest on P. Suppose they follow the
world lines 	 and 	0 which are infinitesimally close.

As we know (Axiom 6.1) the events on 	 or 	0 can be ordered. Let e1; e; e2 2 	
with e1 < e < e2, where

�.e1/ D .Ox0e1 ; Ox1; Ox2; Ox3/; �.e2/ D .Ox0e2 ; Ox1; Ox2; Ox3/;

�.e/ D .Ox0e; Ox1; Ox2; Ox3/; �.e0/ D .Ox0e0; Ox1 C�Ox1; Ox2 C�Ox2; Ox3 C�Ox3/; (6.70)

with e1 is the event on 	 when a light signal is sent from clock A to clock B, e0 is
the event when the light signal arrives at clock B on 	0 and is (instantaneously)
reflected back to clock A where it arrives at event e2 and finally e is the event
simultaneously on 	 to the event e0 according to Einstein’s convention introduced
above. Then according to Eq. (6.56)

Ox0e D Ox0e0 C g0i

g00
�Oxi ¤ Ox0e0 (6.71)

5Note that fOx�g is a (nacsjP) since in these coordinates P D .1� !2r2/� 1
2 @=@Ot.
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We emphasize that Eq. (6.71) does not mean that we achieved a process permitting
the synchronization of two standard clocks following the world lines 	 and 	0,
because standard clocks in general do not register the “flow” of the time-like
coordinate x0. However, in some particular cases such as when g�� is independent
of x0 and for the specific case where the clocks are very near (see below) and at rest
on the periphery of a uniformly rotating platform this can be done.

This is so because two standard clocks at rest at the periphery of a uniformly
rotating platform “tick tack” at the same ratio relative to I. Once synchronized they
will remain synchronized. It follows that the velocity of light measured by these
two clocks will be independent of the direction followed by the light signal and will
result to be c D 1 every time that the measurement will be done. This statement
can be trivially verified [124] and is in complete disagreement with a proposal of
Chiu et al. [28]. We now analyze with more details what will happen if we try the
impossible task (since P is not proper time synchronizable, as already said above)
of synchronizing standard clocks at rest at the ring of a rotating platform which is
the material support of the reference frame P.

Suppose that we synchronize (two by two) a series of standard clocks (such that
any two are very close6) at rest and living on a closed curve along the periphery
of a rotating platform. Let us number the clocks as 0; 1; 2; : : : ; n. Clocks 0 and 1
are supposed “be” at the same point p1 and are the beginning of our experiment
synchronized. After that we synchronize, clock 1 with 2, 2 with 3, . . . and finally n
with 0. From Eq. (6.71) we get immediately that at the end of the experiment clocks
0 and 1 will not be synchronized and the coordinate time difference between them
will be

�Ot D �
I

g0i

g00
dOxi D

I
!R2

1 � !2R2 d O�: (6.72)

For !R << 1 we have�Ot D ˙2!S where S is the area of the rotating platform and
the signals ˙ refer to the two possible directions in each we can follow around the
rotating platform.

The correct relativistic explanation of the Sagnac experiment is as follows.
Suppose (accepting the validity of the geometrical optics approximation) that the
world line of a light signal that follows the periphery of the rotating platform of
radius R is the curve � W R � I ! M such that �� is a null vector. Using the
coordinate Ot as a curve parameter we have

�.��; ��/ D .1�!2R2/.dOtı�/2�2!R2.d O�ı�/.dOtı�/�R2.d O�ı�/2 D 0: (6.73)

6Very close means that l=R� 1, where l is the distance between the clocks and R is the radius of
the platform, both distances being determined in the frame P.
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Then

d O� ı �
dOt D �! ˙ 1=R: (6.74)

It follows that the coordinate times for a complete round are

bT˙ D 2�R=1� !R; (6.75)

where the signals ˙ refer to the two possible paths around the periphery, with �
when the signal goes in the direction of rotation and + in the other case. It is quite
obvious that bT˙ can be measured by a single clock.

6.4.1 Length of the Periphery of a Rotating Disk

How observers on board of a rotating platform will define the length of the periphery
of their disc? We think that a reasonable answer is that they will define such a
length as an appropriate sum of the infinitesimal distances determined by them at a
given coordinate time t (instantaneous observers). This means the following. Each
observer is equipped with a standard ruler, device realized by a clock and a light
emitter and receiver at rest on the platform, which permits the determination of the
time of flight of a light signal that are emitted from the position of the standard
clock, go to the infinitesimal point in the disc whose distance is to be measured and
is reflected back to the clock. At coordinate time t all observers make measurements
of the infinitesimal distances that they are supposed to measure and then one of them
collect the results and effectuates the appropriate sum. From the above calculations
it is clear that the metric of the rest space corresponds to the projection tensor h
(6.11) and we get7

L D 2�R.1 � !2R2/�1=2: (6.76)

Being �˙ the proper times measured by standard clock at rest at the periphery of the
rotating platform, corresponding to bT˙, we have

�˙ D .1 � !2R2/1=2bT˙ D L.1˙ !R/: (6.77)

This equation explains trivially the Sagnac effect according to Special Relativity.

7This result follows at once from the definition Note that the claim by Klauber [65] that the space
geometry of the disc is flat is in contradiction with the way measurements are realized in Relativity
Theory.
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Selleri [36, 53, 139, 140] calls the quantities c˙

1

c˙
D L

�˙
(6.78)

the global velocities of light in the rotating platform for motions of light in the
directions of rotation (�) and in the contrary sense (C). He then argues that these
values must also be the local values of the one-way velocities of light, i.e., the values
that an observer would necessarily measure for light going from a point p1 in the
periphery of a rotating platform to a neighboring point p2. He even believes to have
presented an ontological argument that implies that Special Relativity is not true.
Well, what is wrong with Selleri’s argument is the following. Although it is true that
the global velocities c˙ can be measured with a single clock, the measurement of the
local one way velocity of light transiting between p1 and p2 requires two standard
clocks synchronized at that points. Local Einstein synchronization is possible and
as described above gives a local velocity equal to c D 1, and this fact leads to no
contradiction.

Before concluding this section it is very much important to recall that a reference
frame field as introduced above is a mathematical instrument. It did not necessarily
need to have a material substratum (i.e., to be realized as a material physical system)
in the points of the spacetime manifold where it is defined. More properly, we state
that the integral lines of the vector field representing a given reference frame do not
need to correspond to world lines of real particles. If this crucial aspect is not taken
into account we may incur in serious misunderstandings.

Exercise 6.40 Do solid rulers on board of a rotating platform suffers the Lorentz
contraction? Suppose that the platform and the small solid rulers on board are of
the same material. Suppose that when the platform is at rest the maximum integral
number of the small rulers around the periphery of the disc is p0 and the maximum
integral number of small rulers around the diameter is d0. Let p and q be the
respective number of rulers when the platform is rotating. How did you model the
platform in both cases? Is p=q D p0=d0?

6.5 Characterization of a Spacetime Theory

In this section we define what we mean by a general relativistic spacetime theory
[124]. In our approach a physical theory ± is characterized by:

(i) a theory of a certain species of structure in the sense of Boubarki [21];
(ii) its physical interpretation;

(iii) its present meaning and present applications.

We recall that in the mathematical exposition of a given physical theory ± ,
the postulates or basic axioms are presented as definitions. Such definitions mean
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that the physical phenomena described by ± behave in a certain way. Then, the
definitions require more motivation than the pure mathematical definitions. We call
coordinative definitions the physical definitions, a term introduced by Reichenbach
[113]. Also, according to Sachs and Wu [131] it is necessary to make clear that
completely convincing and genuine motivations for the coordinative definitions
cannot be given, since they refer to nature as a whole and to the physical theory
as a whole.

The theoretical approach to Physics behind (i)–(iii) above is then to admit the
mathematical concepts of the species of structure defining ± as primitives, and
define coordinately the observational entities from them. Reichenbach assumes
that “physical knowledge is characterized by the fact that concepts are not only
defined by other concepts, but are also coordinated to real objects”. However, in
our approach, each physical theory, when characterized as a species of structure,
contains some implicit geometric objects, like some of the reference frame fields
defined above, that cannot in general be coordinated to real objects. Indeed, it would
be an absurd to suppose that the infinity number of IRFs that (mathematically) exist
in a Minkowski spacetime are simultaneously realized as physical systems.

Definition 6.41 A general relativistic spacetime theory is a theory of a species of
structure such that:

(i) If Mod ± is the class of models of ± , then each ‡ 2 Mod ± contains as
substructure a Lorentzian spacetime M D .M;D; g;�g;"/. We recall here that
g is a Lorentz metric and D is the Levi-Civita connection of g on M. More
precisely, we have

‡ D ..M;D; g;�g;"/;�1; : : : ;�m/ ; (6.79)

(ii) The objects Si; i D 1; 2, .S1 D g; S2 D D/ of the substructure M characterize
the geometry of a spacetime. The �i 2 sec T M (the tensor bundle),8 i D
1; : : : ;m are (explicit) geometrical objects defined in U 	 M characterizing
the physical fields and particle trajectories that cannot be geometrized in the
theory. Here, to be geometrizable means to be a metric field or a connection on
M or objects derived from these concepts as, e.g., the Riemann tensor (or the
torsion tensor in more general spacetime theories).

(iii) The mathematical objects oi D . S1; S2;�k, k D 1; : : : ;m/ describing any
particular model ‡ 2 Mod ± are supposed to satisfy the proper axioms of
the theory ± , also called the equations of motion (or dynamical laws) of ± .
The equations of motion for all spacetime theories analyzed in this work
are intrinsic equations, i.e., they do not need the introduction of a particular
chart of the manifold to be presented.9 Here we write the equations of motion

8Some of the �i may be sections of spinor bundles. See Chap. 6.
9The intrinsic equations, for any coordinate chart of the maximal atlas of M with coordinate
functions fx�g translate as a set of partial differential equations, which may be nonlinear.
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symbolically as Ooi D f .o1; ::oj/ where O is some (differential) operator and
f a ‘function’ of the oi:

(iv) Each spacetime theory has some implicit geometrical objects that do not appear
explicitly in Eq. (6.79). These objects are the reference frame fields (which we
already defined above).

Remark 6.42 We shall investigate some crucial issues associated with the fact that
the equations of motion of the principal physical theories possesses the mathemati-
cal property of being diffeomorphically invariant, a concept to be introduced below.

6.5.1 Diffeomorphism Invariance

Definition 6.43 Let‡;‡ 0 2Mod ± ,‡ D ..M; g;D;�g;"/;�1; : : : ;�m/ and‡ 0 D
..M; g0;D0;�g0 ;"K/;�01; : : : ;�0m/ with the g, D, �g and the �i, i D 1; : : : ;m defined
in U 	 M and g0, D0, �g0 and the �0i, i D 1; : : : ;m defined in V 	 M. We say that ‡
and ‡ 0 are mathematically equivalent10 (and denotes ‡  ‡ 0) if

(i) there exists h 2 GM such that ‡ 0 D h�‡; i.e., V 	 h.U/ and

D0 D h�D; g0 D h�g; �01 D h��1; : : : ;�0m D h��m; (6.80)

The models ‡ and ‡ 0 are:
(ii) free boundary solutions of the equations of motion of ± , or (more important)

(iii) solutions of well posed initial and boundary valued problems to the equations
of motion of ± . This means that if the mathematical objects defining ‡ satisfy
the equations of motion of the theory with initial and boundary conditions B.U/
in U � M, then the mathematical objects defining‡ 0 satisfy diffeomorphically
equivalent equations of motion (to the ones satisfied by‡) and verify the initial
and boundary conditions h�B.U/ in h.U/ � V:

In Physics literature any spacetime theory satisfying Definition 6.43 is said to be
diffeomorphism invariant or generally covariant.

However, in the literature of GRT it is also stated that ‡;‡ 0 2 Mod ±
do represent the same physical model. Moreover, due to the acceptance of that
statement sometimes it is stated that general covariance is to be identified with a
Principle of General Relativity. What are the meaning of these statements? Let us
analyze them in detail.

10In fact we can be a little bit more general and define as equivalent ‡ D
..M; g;D; �g;"/;�1; : : : ;�m/ and ‡ 0 D ..M0; g0;D0; �g0 ;"K/;�0

1; : : : ;�
0
m/, where hW M ! M0

is any diffeomorphism between two manifolds M and M0.
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6.5.2 Diffeomorphism Invariance and Maxwell Equations

To understand the meaning to be attached to diffeomorphism invariance let us start
with a simple example, i.e., ±LME , the Lorentz-Maxwell electrodynamics (LME) in
Minkowski spacetime. We are here interested in knowing under which conditions
and in which sense any two ‡;‡ 0 2 Mod ±LME related by a diffeomorphism do
represent the same physical model. Now, ±LME has as model

‡LME D .M;�; ��;D;";F; J; f�i;mi; qig/; (6.81)

where .M;�; ��;D;"/ is Minkowski spacetime, f�i;mi; qig, i D 1; 2; : : : ;N is a set
of all charged particles (generating J), mi and qi being their masses and charges
with �i W R � I ! M being their world lines. Also, F 2 sec

V2T�M is the
electromagnetic field and J 2 sec

V1T�M is the electromagnetic current. Denoting
v.i/ D �.��i; /, the proper axioms of the theory are

dF D 0; ı
�
F D �J; (6.82)

miD�i�v.i/ D qiv.i/y
�
F; (6.83)

Consider the substructure .M;�/ and a general diffeomorphism h W M ! M.
Under this diffeomorphism � 7! h�� D g.

The metric field g in M, defines a Lorentzian manifold .M; g/. Now, since g D
h��, we know that in this case for any L 2 sec

Vr T�M, K 2 sec
Vp T�M, r � p,

we have

dh�K D h�dK;

?
g
d ?

g
h�K D h� ?

�
d ?
�

K;

h�Ly
g
h�K D h�.Ly

�
K/; (6.84)

where the first two lines in the above equation follows directly from Eq. (4.146) and
the last line from a convenient use of the second identity in Eq. (2.130) and from
Eq. (4.145).

Thus, from a mathematical point of view it is a trivial result that ±LME has the
following important property.

Proposition 6.44 If Eqs. (6.82) and (6.83) have a solution .F; J; .�i;mi; qi// in
h.U/ 	 M in the ‘universe’ .M;�; ��;D;"/, then .h�F;h�J; .h��i;mi; qi// is also
a solution of modified equations of motion

dh�F D 0; ı
g
h�F D �h�J; (6.85)
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mih
�Dh�1

� �i�
h�v.i/ D qih

�v.i/y
g
h�F; (6.86)

in U in the ‘universe’ .M; g; �g;h�D;"/.11

Proof It follows trivially from Eq. (6.84). �

To fix the ideas imagine an electromagnetic current J 2 sec
V1 T�M with has

support only in a region U � M. Let C � U be a Cauchy surface and @C its
boundary, where Cauchy data and boundary conditions are given. Consider a series
of diffeormorphisms fhg such that each h W M ! M is equal to the identity in the
region U � M and nonzero in the region MnU. Then h�J D J. Let F 2 sec

V2 T�M
be a solution of the proper axioms of the theory,12 i.e., dF D 0, ıF D �J, for
a well posed initial and boundary valued problem obtained in a global coordinate
chart .M; �/ of an atlas of M with coordinate functions fx�g in Einstein-Lorentz-
Poincaré gauge. As well known, since Maxwell equations are a hyperbolic system
of differential equations a well posed problem consists in the Cauchy problem
(initial data on a Cauchy surface) with appropriate boundary conditions given at
the boundary of the Cauchy surface [58]. It is obvious that any h�F 2 sec

V2 T�M
will satisfy the transformed Maxwell equations (6.85) in the coordinate chart .M; �/
with coordinate functions fx�g in Einstein-Lorentz-Poincaré gauge. Moreover h�F
will satisfy the same initial and boundary conditions in C and @C, since h�FjC D
FjC and h�Fj@C D Fj@C This is no contradiction because the solution h�F refers to
a field which moves in another structure, i.e., the structure .M; g/, not the original
Minkowski structure .M;�/.

So, we claim that for an arbitrary diffeomorphism h W M ! M, the structures
.F; J; .�i;mi; qi// and .h�F;h�J; .h��i;mi; qi// do represent the same model if we
identify the ‘universes’ .M;�;D; ��;"/ and .M; g;h�D; �g;"/, and indeed, more
generally, we identify all universes that are related by diffeomorphisms of the type
described above. This is a perfect procedure from the mathematical point of view.
However we need to investigate if what is mathematically perfect is also correct
from the physical point of view. So we need to have an answer for the following
question:

Question 1 Is our identification of ‘universes’ related by diffeomorphisms in the
case of electromagnetic phenomena also compatible with other known physical
phenomena taking place in these ‘universes’? This will be investigated in the
next section. However, first we introduce yet another important question, which is
presented after the following remark.

Remark 6.45 Return to h�F. It is obvious that in general h�F is not a solution of
the original Maxwell equations (6.82) in the universe .M;�; ��;D;"/, for indeed

11We observe also that although we restrict our example to Minkowski spacetime it is easy to prove
that Maxwell equations are diffeomorphism invariant in any Lorentzian spacetime.
12We write for simplicity ı

�
D ı, y

�
Dy.
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if h�F would be a solution we would have two different solutions h�F and F
satisfying the originally given initial and boundary conditions in that universe.
This is impossible as a consequence of the uniqueness theorem for the solutions
of hyperbolic differential equations satisfying Cauchy conditions and appropriated
boundary conditions, once we exclude, on physical grounds advanced solutions
[92].

Question 2 When do F and h�F under the above conditions do represent possible
physical phenomena in the same ‘universe’ .M;�; ��;D;"/?

To answer that question we introduce the concept of Poincaré diffeomorphisms.

Poincaré Diffeomorphisms

Since the diffeomorphism invariance of Maxwell equations is true for any h 2 GM ,
it is true for ` 2 P"C � GM , i.e., for any Poincaré diffeomorphism. We have

`�� D �; `�D D D: (6.87)

In this case, .`�F; `�J; .`�'i;mi; ei// can be considered a solution of the
equations of motion (6.82) in the universe .M;�; ��;D;"/ but the coordinate
representations of the original equations of motion in the Einstein-Lorentz-Poincaré
coordinates fx�g must satisfy appropriate transformed initial and boundary condi-
tions (of course).

Remark 6.46 Take into account that .`�F; `�J; .`�'i;mi; ei// will represent for
observers at rest in an inertial reference frame I a phenomenon distinct from the
one described by .F; J; .'i;mi; ei//. A typical example is the field of an electric
charge at rest in I and the one of a charge moving at constant velocity (relative to I).
See Example 6.58.

Exercise 6.47 Let .M; g1/ and .N; g2/ be two 4-dimensional Lorentzian manifolds.
A diffeomorphism h W M! N is called a conformal map if

h�g2 D �2g1; (6.88)

where�2 W M! RC. If h is a orientation-preserving conformal map show that:

(a) If F 2 sec
V2T�M, then

h�.?
g2

F/ D ?
g1
.h�F/ (6.89)

(b) Put M D N ' R4 and g1 D g2 D �, a Minkowski metric. Show that the free
Maxwell equations are invariant under conformal transformations, i.e., dF D 0,
ıF D 0) dh�F D 0, ıh�F D 0.

(c) Discuss the initial value problem for the situation described in (b).
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Enter the Electromagnetic Potential A

The homogeneous Maxwell equation dF D 0 in Minkowski spacetime implies that
there exists A 2 sec

V1T�M such that

F D dA (6.90)

As already discussed A is defined modulus a closed form  (d D 0). In terms of
A, Eq. (6.82) read

Þ AC dıA D J; (6.91)

where Þ D �.ıdC dı/ is the Hodge Laplacian. Equation (6.91) is diffeomorphism
invariant (in the sense explained above), since the corresponding equation for h�A
[see Eq. (6.85)] is

� .ı
g
dC dı

g
/h�AC dı

g
h�A D h�J: (6.92)

Note that even the Lorenz gauge ıA D 0 is diffeomorphism invariant, since

?
g

d ?
g
h�A D h� ? d ? A D 0: (6.93)

Taking into account Eq. (4.93) we have from Eq. (6.91), taking into account that
ıJ D 0, that

Þ ıAC ıdıA D 0: (6.94)

This equation shows that we indeed have only three independent equations
for the components of A in any given coordinate chart. The missing degree of
freedom, corresponds to gauge invariance. This means that Eq. (6.91) is not enough
to determine A for a Cauchy problem, unless we fix the gauge, a procedure that
eliminates one degree of freedom. In particular, if we work in the Lorenz gauge
ıA D 0, Eq. (6.91) is the wave equation, which has a unique solution for a Cauchy
problem.

Remark 6.48 Sometimes we find in the literature the statement that if A is solution
of Eq. (6.91) so is .A C  /. Well, this is true only for boundary free solutions and
if  is harmonic, i.e., Þ D 0. The same is not true for a Cauchy problem, for
indeed, if .AC / is to satisfy the same initial conditions as A on a Cauchy surface,
it is necessary that  satisfies homogeneous boundary conditions on that Cauchy
surface, and since  solves the wave equation we must have that  D 0.
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6.5.3 Diffeomorphism Invariance and GRT

Let us now analyze a problem in GRT which is analogous to the one in electrody-
namics just discussed in the previous section. This will permit us to give an answer
to the question just introduced above. Here, one of the Si is g, which is a dynamic
variable determined by the distribution of the energy momentum tensor T of all
fields and particles in M through Einstein’s equations,

Ricci� 1
2

gR D �T: (6.95)

This equation is manifestly diffeomorphism invariant (Definition 6.43). Consider
then a series of diffeormorphisms h˛ (where ˛ belongs to a given index set) such
that each h˛ is equal to the identity in the region U � M where the energy
momentum tensor of matter is different of zero and nonzero in the region MnU.
If the above conditions are satisfied we have that h˛�T D T. If we accept that
‡ D ..M; g;D;�g;"/;T/ and ‡ 0 D ..M;h�̨g;h�̨D;�h�

˛ g;"K/;h�̨T/ do represent
the same physical model (as suggested by the diffeomorphism invariance of the
theory) we see that it is necessary that the diffeomorphism invariance of Einstein’s
equations implies that if the metric field g solves a well posed initial value and
boundary problem for Einstein’s equations13 for a given T, then h˛�g must also
solve the diffeomorphic initial and boundary valued problem for Einstein’s equa-
tions for the same T D h˛�T.14 This may only be true, of course, if the mathematical
nature of the Einstein’s equations do not allow the complete determination of the ten
functions g��.x/ once that equations are written in a coordinate chart fx�g of the
maximal atlas of M (covering a region big enough for our considerations to make
sense). And indeed, that is the case,15 since we have ten equations for the Einstein
tensor G�� D R�� � 1

2
g��R D �T�� , but they are not independent since we have

four constraints, coming from D�G�
� D 0.

This implies according to the majority view that in GRT any particular gravita-
tional field must be described by an element of the quotient space LorM=GM where
LorM is the space of all spacetimes associated to Lorentzian manifolds (M; g) for
all possible Lorentzian metrics g on M and GM is the group of diffeomorphisms of
M. More on this issue may be found in [109].

13The initial value problem (Cauchy problem) in GRT is very subtle one and difficult one, and the
reader interested in details must consult, e.g., [29, 55].
14This situation is known as Einstein’s hole argument. A very detailed discussion of the argument
is given in [119], where many important references can be found.
15As known since a long time ago. See, e.g., [74, 91, 156] for details.
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6.5.4 A Comment on Logunov’s Objection

The above arguments are so simple and appealing that is hard to imagine any
objection. However, according to Logunov [74, 75] in practice, when we introduce
an arbitrary chart for U � M in order to find a gravitational field for a given
matter distribution, we have a problem. Indeed, Logunov argues: which h˛�g do
we choose as solution for Einstein’s equation? He argues that GRT has no internal
answer for that question and this is true. In GRT [55, 91, 156] a unique h˛�g
is specified only by arbitrarily selecting four unknown components of the metric
tensor for a given problem. Experts in GRT say that procedure corresponds in
fixing a coordinate gauge. Other authors are more subtle and only say that a ‘gauge
condition’ must be given. What is the meaning of such statements? Hawking and
Ellis, e.g., [55] select the ‘gauge’ by fixing a background metric Vg and imposing a
condition on the covariant derivative of h˛�g relative to the Levi-Civita connection
determined16 by Vg. In particular they choose the harmonic gauge. Such a gauge has
been used by Fock [46] for the particular case where Vg is a constant Minkowski
metric on a manifold M diffeomorphic17 to R4. So, the above procedure furnishes a
solution g which satisfies Einstein’s equations, the given initial and boundary valued
conditions (supposed physically realizable in nature) and the gauge condition.
To see the importance of the above remarks, let us analyze a simple problem,
namely the solutions of Einstein’s equations for a static and spherically symmetric
distribution of matter with its energy momentum tensor having support in an open
set U � M. Introducing a chart .U; '/ with coordinates .x0; x1; x2; x3/ D .t; r; �; '/
for '.U/, and being the image of U under the coordinate mapping given by
f�1 < t < 1; .0 < r < r0/ [ .r0 < r < 1/g the form of the metric for
r > r0 must be18

g D g00dt˝ dtC 2g01dt˝ drC g11dr˝ drC g22d� ˝ d� C g33d'˝ d'; (6.96)

where all the metric coefficients can be functions only of the radial coordinate. An
analysis of the possible solutions of Einstein’s equations for the above problem has
been given by several authors, the presentation of [74, 75] being particularly well
done and careful. The conclusion is that there are infinite possible metrics that have

16This of course, implies in four conditions to be satisfied by the components of the metric h˛�g:
17You may argue that in so doing we have fixed the topology of the spacetime. Well, this is true,
but do not forget that any solution of Einstein’s equations is obtained in a local chart of an abstract
manifold, and in general there are many different topologies consistent with the metric obtained in
the particular chart. This means that in truth, the topology of a solution to Einstein’s equations is
fixed by hand. This will become clear in Sect. 6.9.
18See, e.g., [71].
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the same asymptotic behavior when r!1. Two of them are:

gs D
�
1 � 2m

r

�
dt˝ dt �

�
1 � 2m

r

��1
dr˝ dr � r2.d� ˝ d� C sin2 �d' ˝ d'/;

(6.97)

and

gi D
�

r � m

rC m

�
dt˝ dt�

�
rC m

r �m

�
dr˝ dr� .rCm/2.d� ˝ d� C sin2 �d'˝ d'/;

(6.98)

where m is a parameter with the meaning of the mass of the system in the natural
systems of units.

Equation (6.97) is (wrongly) known (see Sect. 6.9) as Schwarzschild solution and
Eq. (6.98) is another valid solution, for which

D�.
p

det gig
��
i / D 0; (6.99)

where D D VD is the Levi-Civita covariant derivative of a Minkowski metric � D Vg,
which in the coordinates .t; r; �; '/ is written as

Vg D dt˝ dt � dr˝ dr � r2.d� ˝ d� C sin2 �d' ˝ d'/: (6.100)

Equation (6.99)19 is not satisfied by gs. So, which one are we going to use in order
to compare empirical data with predictions of the theory? Any expert on GRT will,
of course, answer that question saying that both metrics are permitted, because, the
meaning of the coordinates in each one are different (even if they are presented
by the same letter). The reasoning behind that answer is that we can know what
the spacetime labels mean, only after we fix a metric on it. With this answer,
diffeomorphism invariance holds, if we do not include a particular gauge fixing
equations as part of the theory.

Indeed, we can perform a coordinate transformation in Eq. (6.97) which makes it
in the new variables to have the appearance of Eq. (6.98).

However, according to Logunov, to not know a priori the meaning of the
coordinates leads to ambiguities in the predictions of experiments, e.g., in the time
delay of radio signals in the solar system.20 The reason is that the time delay of a
radio signal that goes, e.g., from Earth to Mercury and comes back flying in the
background gravitational field generated by the Sun, is defined as the amount of
extra time (as measured with a clock on Earth) to do the same path in the absence
of the Sun’s gravitational field. Now, both metrics (gs and gi) reduce to Minkowski

19Equation (6.99) is similar but not identical to harmonic gauge condition.
20Recently Scharf [133] also puts in doubt the validity of diffeomorphism invariance. We will not
comment on his paper here.
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metric in the absence of the Sun’s gravitational field and so, we have two different
predictions using the labels .t; r; �; '/, if we suppose that in gs and gi they have the
same meaning.

We think that only meaningful question that can be done at this point is the
following: what is the meaning attributed by astronomers to the coordinate functions
.t; r; �; '/?

This is an important question since once we know that answer only one of
the predictions, using gs or gi will agree with empirical data once we use the
astronomers’ interpretation of .t; r; �; '/. Logunov [74, 75] claims that under these
conditions only the metric gi is compatible with experimental data. More, according
to him, his theory (with a zero graviton mass) predicts that data because in it there
is an analogous to Einstein’s equation plus Eq. (6.99), which is an integral part of
his theory.

Logunov’s conclusion would be correct only if one can claim that the
astronomers meaning of the coordinates .t; r; �; '/ for the time delay experiment is
the one that those coordinates have in a flat Minkowski spacetime. But this can only
be confirmed if: someone can do the time delay radio signal experiment putting off
the gravitational field, and this no astronomer can do, of course.

According to our view, what can be inferred is the following: if the data favors
the use of gi, this only says that the procedure astronomers use to put labels to
spacetime events make the coordinates .t; r; �; '/ to have the meaning that they
have as encoded in gi.

Remark 6.49 Logunov emphasizes that there are compelling reasons to claim that
the Minkowski structure of spacetime manifests itself in some identifiable way.
Indeed, in his theory it is claimed that manifestation of the Minkowski spacetime
structure arises in the empirical validity of the energy-momentum and angular-
momentum conservation laws for all physical phenomena. In Chap. 9 we show in
details that in GRT there are no genuine energy-momentum and angular-momentum
conservation laws.

Remark 6.50 It is also said that diffeomorphism invariance is a crucial requirement
that GRT must satisfy in order to avoid indeterminism [38, 109, 119]. We prefer not
to go on the that discussion here. The reason is that as it will become clear in Chap. 9,
where we study the shameful problem of the ‘energy-momentum conservation’ in
GRT, we do not think that this theory, with its orthodox interpretation, is one worthy
to be preserved anymore. One way to have trustful energy-momentum conservation
is to suppose that the arena of physical phenomena is Minkowski spacetime and that
the gravitational field is a field in the Faraday sense, which no special distinction
in relation to the other fields. This, of course do not implies that we necessarily
need to have Logunov’s theory as the unique possibility. However, whatever theory
we decide to use it must give the results predicted by GRT in the case that we
know these predictions are good ones. In that case, we may say that the geometrical
description “à la General Relativity” is a coincidence, which may be valid as a first
approximation (see Chap. 11). We mention yet, that diffeomorphism invariance is
also said to play a crucial role in some recent tentatives of formulation of a quantum
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theory of gravity, like loop gravity. Here is not the place to venture on that subject.
The interested reader may consult [129] and the careful analysis presented in [119]
of many of Rovelli’s claims.

6.5.5 Spacetime Symmetry Groups

Let h 2 GM . We recall (Definition 4.35) that if for a geometrical object T we have
h�T D T or equivalently

h�T D T (6.101)

then h is said to be a symmetry of T.

Definition 6.51 The set of all fh 2 GMg such that Eq. (6.101) holds is said to be
the symmetry group of T.

Definition 6.52 Let ‡; N‡ 2 Mod ± ; ‡ D h.M; g;D;�g;"/;T1; : : : ;Tmi, N‡ D
h.M;h�D;h�g;h��g;h�"/;h�T1; : : : ;h�Tmi with the Ti, i D 1; : : : ;m defined in
U 	 M and T0i, i D 1; : : : ;m defined in V 	 h.U/ 	 M and such that

D D h�D; g D h�g: (6.102)

Then N‡ is said to be the h-deformed version of ‡ .

Remark 6.53 Take notice that—as will be clear in a while—.T1; : : : ;Tm/ and
.h�T1; : : : ;h�Tm/ in general will correspond to different phenomena as registered
by observers at rest in a given arbitrary reference frame Q 2 sec TM.

Definition 6.54 Let Q 2 sec TU 	 sec TM; NQ 2 sec TV 	 sec TM, U \ V ¤ ;
and let fx�g, fx�g (the coordinate functions associated respectively to the charts
.U; '/ and .V; N'/) be respectively a (nacsjQ) and a (nacsj NQ) and suppose that x D
x� ı Nh�1 W Nh.U/ ! R. Thus, NQ D Nh�Q and NQ is said to be a Nh-deformed version
of Q.

Let ‡; N‡ 2Mod ± be as in Definition 6.52. Call o D .D; g; : : : ;T1; : : : ;Tm/ and
No D .D; g; ; : : : ; Nh�T1; : : : ; Nh�Tm/. Now, o is such that it solves a set of differential
equations in '.U/ � R4 with a given set of boundary conditions denoted bofx�g,
which we write as

D
˛
fx�g.ofx�g/e D 0 I bofx�g I e 2 U; (6.103)

and No defined in Nh.U/ 	 V solves

D
˛
fNx�g. Nh�ofNx�g/j Nh e D 0 I b Nh�ofNx�g I Nh e 2 Nh.U/ 	 V: (6.104)
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In Eqs. (6.103) and (6.104) D˛
fx�g and D˛

fNx�g, ˛ D 1; 2; : : : ;m, mean sets of

differential equations in R4.
How can observers living on the universe .M; g;D;�g;"/ discover that ‡; N‡ 2

Mod ± are deformed versions of each other? In order to answer this question we
need some additional definitions.

6.5.6 Physically Equivalent Reference Frames

Definition 6.55 Let Q; NQ be as in Definition 6.54. We say that Q and NQ are
physically equivalent or indistinguishable according to theory ± (and we denote
NQ  Q) if and only if there exist a (nacsjQ) and a (nacsj NQ) such that: (i) the
functions D�Q� and D N� NQN� have the same functional form and (ii) the system
of differential equations (6.103) have the same functional form as the system of
differential equations (6.104) and b Nh�ofNx�g must be relative to fNx�g the same as bofx�g
is relative to fx�g and if bofx�g is physically realizable then b Nh�ofNx�g must also be
physically realizable.

Definition 6.56 Given a reference frame Q 2 sec TU 	 sec TM the set of all
diffeomorphisms fh 2 GMg such that h�Q  Q forms a subgroup of GM called
the equivalence group of the class of reference frames of kind Q according to the
theory ± .

Remark 6.57 In the next section we establish what is the meaning of a Principle
of Relativity for a spacetime theory based on Minkowski spacetime. One of
the meanings of this principle is that all inertial reference frames are physically
equivalent. It is very important also to realize that general covariance is not to be
identified with a Principle of General Relativity. Indeed, if such a principle is to
have the meaning that all arbitrary reference frames are physically equivalent then
it does not hold in GRT as will become clear in Sect. 6.8.2.

6.6 Principle of Relativity

In this section the arena where physical phenomena occur is supposed to be
Minkowski spacetime M D .M;�;D;��;"/. Let then I; I0 2 sec TM be two
distinct IRF in M, which we recall are frames such that DI D DI0 D 0. According
to Definition 6.34 any IRF is proper time synchronizable. A global (nacsjI) fx�g
is said to be in the Einstein-Lorentz-Poincaré gauge if I D @

@x0
and the set f @

@x� g
is an orthonormal frame, i.e., �. @

@x� ;
@
@x� / D ��� . It is crucial to have in mind that,

given the natural system of units used in this book where the light velocity c D 1,
the coordinate x0 D x.e/ has the meaning of proper time as measured by clocks
at rest in I and synchronized à l’Einstein. Also, the spatial coordinates xi D x i.e/,
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i D 1; 2; 3 have the meaning of proper distances as measured along the spatial axis
from a fixed origin. Let fx0�g be a (nacsjI0) also in the Einstein-Lorentz-Poincaré
gauge. Then the coordinates x� D x.e/ and x0� D x 0�.e/ of any event e 2 M are
related by

x0� D L�� x� C a�; (6.105)

where L�� are the matrix components of a Lorentz transformation L 2 L"C and a�

are real constants. When a� D 0, Eq. (6.105) is a special orthochronous Lorentz
mapping. According to Eq. (4.29) the set of all coordinate transformations of the
form given by Eq. (6.105) can be associated to a subset of the diffeomorphism group,
namely P"C D f`g � GM . Any ` 2 P"C is a Poincaré diffeomorphism. If T 2
sec T M (or is a connection) we call `�T a Poincaré deformed version of T. When,
` induces only a Lorentz transformation, then `�T is called a Lorentz deformed
version of T.

We can verify that

`�� D �; `�D D D; 8` 2 P"C; (6.106)

i.e., according to Definition 6.51 the Poincaré group (and in particular its subgroup
L"C D SOe

1;3) is a symmetry group of � and D.
Now, the following statement denoted PR1 is usually presented as the Principle

of Relativity in active form [127].
PR1: Let ` 2 P"C � GM . If for any possible physical theory ± , if ‡ 2 ± ,

‡ D ..M;�;D;��;"/;T1; : : : ;Tm/ is a possible phenomenon, then ‡ 0 D `�‡ is
also a possible physical phenomenon.

The following statement denoted PR2 is known as the Principle of Relativity in
passive form [127].

PR2: All inertial reference frames are physically equivalent or indistinguishable
for any possible physical theory ± .

PR1 and PR2 are equivalent statements of the Principle of Relativity and we
believe that they capture the ideas of Poincaré [106] and Einstein [39] (see also on
this respect [73, 86, 157]). The existence of a Principle of Relativity for a physical
theory permit us to find nontrivial solutions for the equations of motion of the theory
once very simple solutions are known. We illustrate this case in the following

Example 6.58 As in Sect. 6.5 let ±LME be classical electrodynamics taking place
Minkowski spacetime. More precisely, consider Lorentz-Maxwell electrodynamics
(LME) ±LME as a theory of a species of structure. We already know that LME has as
model

‡LME D .M;�; ��;D;";F; J; f�i;mi; eig/: (6.107)
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We already know from Sect. 6.5.1 the precise sense in which ‡LME may be
considered diffeomorphism invariant for h 2 GM:

Now, let us study the case where h D ` 2 P"C � GM , i.e., for a Poincaré
diffeomorphism for which

`�� D �;`�D D D: (6.108)

In this case, as we learned in Sect. 6.5 .`�F; `�J; .`�'i;mi; ei// can be considered
a solution of the equations of motion (6.82) in the universe .M;�; ��;D;"/, but with
appropriate transformed initial and boundary conditions (of course).

The explicit form of Poincaré diffeomorphisms is introduced as follows. Let fx�g
and fx 0�g be two coordinate charts covering M naturally adapted to the global IRFs
I D @=@x0 and I0 D @=@x00, such that, e.g.,

I0D 1p
1 � v2

@

@x0
C vi

p
1 � v2

@

@xi
; (6.109)

where v D .v1; v2; v3/ and v2 D
X3

iD1.v
i/2. Then, a Poincaré mapping ` W e 7! `e

is defined by the following coordinate transformation

x 0�.e/ D x�.`e/ � ƒ�
� x�.e/C a�; (6.110)

Suppose we have a charge at rest at the origin of the I0 frame and let be F D
1
2
F��.x0˛/dx0� ^ dx0� be the electromagnetic field generated by this charge. As it

is well known,

F0i.x
0˛/ D ex0irX3

iD1.x
i/2

; Fij.x
0˛/ D 0: (6.111)

Then, we have

NF WD `�F D 1

2

� NF.x	/�
˛ˇ

dx˛ ^ dxˇ;� NF.x	/�
˛ˇ
D F��.x

0ˇ .x	//ƒ�
˛ƒ

�
ˇ: (6.112)

To simplify the calculations, let v D .v; 0; 0/. Writing, as usual, in Cartesian
notation, F D .E; 0/ and NF D . NE; NB/, we have

NE.x�/ D e

R3
p
1 � v2

�
x1 � vx0; x2; x3

�
; NB D v� NE.x�/;

R D
r
.x1 � vx0/

1 � v2 C .x2/2 C .x3/2 (6.113)
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The field NF D `�F describes the field of a charge moving with constant velocity
along the x-axis. We have obtained this result in a practically trivial way using PR1.
The reader will certainly appreciate the power of PR1 once he tries to solve directly
Maxwell equation for that problem (see, e.g., [76]).

6.6.1 Internal and External Synchronization Processes

We recall once more that a IRF on Minkowski spacetime is mathematically
described by a unit time like vector field I 2 sec TM such that DI D 0. We also
defined a set fx�g of coordinate functions covering M which is moreover a (nacsjI)
in the Einstein-Lorentz-Poincaré gauge, i.e., in these coordinates I D @=@x0and
�. @

@x� ;
@
@x� / D ��� . We recall that x0 D x.e/ has the meaning of proper time at e 2 M

as measured by a clocks at rest in the frame and which have been synchronized by
Einstein’s method described above. Such a procedure is an internal operation in the I
frame, and as such it is more properly called an internal synchronization process.21

Of course, Einstein’s method using light signals, is not the only possible internal
synchronization procedure, and indeed, several other methods are known, like, e.g.,
the ones described in [61, 62, 79, 80, 159].

As discussed in [126] the validity of the Principle of Relativity implies that
any possible internal synchronization procedure of clocks must be equivalent to
Einstein’s method and no method can realize absolute synchronization relative to the
time of a chosen ‘preferred’ reference frame. This statement means the following.
Let I0 D @=@Nx0 be a ‘preferred’ inertial reference frame and fx �g be a (nacsjI0) in
the Einstein-Lorentz-Poincaré gauge and where it is experimentally verified that all
internal synchronization procedures agree with the one obtained through Einstein’s
synchronization procedure. Let, e.g.,

I D 1p
1 � v2

@

@Nx0 �
vp
1 � v2

@

@Nx1 (6.114)

be another inertial reference frame. Choose a (nacsjI) fx�g in the Einstein-Lorentz-
Poincaré gauge such that

x0 D Nx
0 � vNx1p
1 � v2 ; x1 D Nx

1 � vNx0p
1 � v2 ; x2 D Nx2;x3 D Nx3: (6.115)

Let A and B clocks at rest in I following world lines �A and �B parametrized by
Nx0. When the standard clocks at I0 reads Nx0 the spatial coordinates of the clocks are
Nxi

A D x i ı �A.Nx0/ and Nxi
B D x i ı �A.Nx0/. Then from Eq. (6.115) it follows that the

21It is crucial to have in mind that the synchronabilty to which Definition 6.34 refers is internal
synchronization.
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readings of the standard clocks A and B are (according to the observers in I0) out of
phase by

x0A � x0B D �
vp
1 � v2 .Nx

1
A � Nx1B/ D � vp

1 � v24Nx
1 (6.116)

in relation to the standard clocks synchronized “à l’Einstein” in I0. The phase
difference depends explicitly on the relative velocity of the frames.

Suppose now that it would be possible with an internal synchronization proce-
dure, different from Einstein’s method, to synchronize clocks in I such that the time
registered by standard clocks (say at A and B) at rest in that frame are given by
coordinates x0A and x0B and such that when the standard clocks at I0 reads Nx0 we
have

x0A � x0B D 0: (6.117)

The coordinate x0 may be named absolute synchronization as defined by I0.
Then, by comparing set of clocks synchronized with the different synchroniza-

tion procedures it would be possible to determine the velocity of the I reference
frame relative to the I0 reference frame. If for all possible inertial frames it would
be possible to find coordinate functions that realize absolute synchronization in the
sense of Eq. (6.117), this will select I0 as a preferred one, and we would have a
breakdown of the Principle of Relativity. This is because, the phenomenon involved
in the alternative synchronization procedure in I will not be a Lorentz deformed
version of the same phenomenon in I0:

6.6.2 External Synchronization

Suppose that we eventually identify in the universe we live a given IRF, say I0
as having some cosmic significance. Let fx �g be a (nacsjI0) in Einstein-Lorentz-
Poincaré coordinate gauge. Let I [given by Eq. (6.114)] be another IRF whose
observers have determined the velocity of their frame I relative to I0 by realizing
experiments involving some phenomena generated external to that frame. Of course,
nothing prevents those observers to usex0 D Nx0p1 � v2 as time coordinate function
representing the reading of standard clocks at rest in I which are synchronized
according to the readings of the clocks at rest in I0. A natural set of global
coordinates which could be used by observers in I are then

x0 D Nx0
p
1 � v2;x1 D Nx

1 � vNx0p
1� v2 ; x

2 D Nx2;x3 D Nx3; (6.118)

which we call the absolute gauge coordinates, and which have been used by
many authors in the past, as, e.g., in [26, 81–83, 115, 117, 118, 126, 150]. Now,
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the coordinate functions fx�g such that x�.e/ D x� is a (nacsjI), since in that
coordinates we have

I D @

@x0
: (6.119)

Also, in these coordinates the Minkowski metric tensor reads,

� D dx0 ˝ dx0 � 2vdx0 ˝ dx1 � .1 � v2/dx1 ˝ dx1 � dx2 ˝ dx2 � dx2 ˝ dx2;
(6.120)

being non diagonal.
Recall that the set of naturally adapted coordinates fx�g (Einstein-Lorentz-

Poincaré gauge) and fx�g (absolute gauge) to I are related by

xi D xi; x0 D x0 � vx1: (6.121)

Some authors, as e.g., [20, 32, 81, 82, 114–116, 118] claims that I0 may be
identified as the reference frame where the cosmic background radiation is isotropic.
However, if the reference frame where the cosmic background radiation is isotropic
is to be understood as a reference frame on a Lorentzian spacetime modeling a
cosmological model according to GRT, then this identification is not possible since
as already said in Remark 6.13 there are in general no inertial frames in a general
Lorentzian spacetime.

The use of the coordinates fx�g will be a useful one indeed only in the case that
we can identify a preferred IRF by internal experiments breaking Lorentz invariance
in the frame I. More on this issue will be discussed below and in our book yet in
preparation [100], where we shall need the results of the next section.

6.6.3 A Non Standard Realization of the Lorentz Group

Let

I D 1p
1 � v2

@

@Nx0 C
vi

p
1 � v

@

@Nxi
;

I0 D 1p
1 � .v0/2

@

@Nx0 C
v0ip

1 � .v0/2
@

@Nxi
; (6.122)

be two IRFs. Suppose that observers at the IRF I and I0 can measure their velocities
relative to a given preferred frame I0. Observers in the frames I and I0 may use
coordinates in the Einstein-Lorentz-Poincaré gauge, denoted respectively by fx�g
and fx0�g or they can use coordinates in the absolute gauge, respectively fx�g and
fx0�g. If they use absolute gauge coordinates, the velocity of the preferred frame as
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measured by those observers can be written as

I0 D u0
@

@x0
C ui @

@xi

I0 D u00
@

@x00
C u0i

@

@x0i
: (6.123)

Also, the velocity of frame I0 as determined by the observers in the I frame will
be written as

I0 D w0
@

@x0
C wi @

@xi
(6.124)

We write xt D .x0; x1; x2; x3/, Nxt D .Nx0; Nx1; Nx2; Nx3/, xt D .x0;x1;x2;x3/, x0t D
.x00;x01;x02;x03/, ut D .u0; ui/ and u0t D .u00; u0i/, wt D .w0;wi/ Then the set of
coordinates in the absolute gauge are related by

x D ƒ. NL; u/Nx; x0 D ƒ. NL0; u0/Nx;
x0 D ƒ.L; u/x; (6.125)

and

u0 D ƒ.L; u/u: (6.126)

In Eq. (6.124), NL; NL0;L are elements of the Lorentz group, u and u0 are, of course,
the components (i.e., the velocity) of the I0 frame as determined by I and IK [see
Eq. (6.124)] in absolute gauge coordinates. Finally,ƒ.L; u/ is a 4�4matrix, whose
explicit form (has been found in [83] and with more details in [114–116, 118])
is22:

(a) For rotations we have

ƒ.R; u/ D
 
1 0

0 R

!
; (6.127)

where R 2 SO3 is a standard rotation matrix.
(b) For boosts we have

ƒ.Lw; u/ D
 
.w0/�1 0

�w 13 C w˝wt

1C
p
1Cjw2 � u0w˝ wt

!
(6.128)

22We use for future reference the notations of [114–116, 118].
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For boosts (with “parallel” space axis) the coordinates introduced above are
related as follows:

x0 D 1

u0
x0; x D Nx � u

�
Nx0 � u � Nx

1Cp1C u2

�
;

u0 D 1p
1 � �2 ; u D u0� (6.129)

x00 D 1

u00
x0; x0 D Nx � u

�
Nx0 � u0� Nx

1Cp1C u2

�
;

u00 D 1p
1 � �02 ; u0D u00�0 (6.130)

and

x00 D 1

w0
x0; x0 D x � w

�
x0 � w � x

1Cp1C w2

�
;

w0 D u0

u00
; w D .u0 C u00/.u� u0/

1C u0u00.1C ıijuiuj/
(6.131)

The metric tensor reads, e.g., in coordinates fx�g as � D g��dx� ˝ dx� , with

g�� D
 

1 u0ut

u0u �13 C .u0/2u˝ ut

!
: (6.132)

Also, as a generalization of Eq. (6.121) we also have

x0 D x0 � ıij�
ixj; xi D xi: (6.133)

which gives the relation between coordinates in the Lorentz and absolute coordinate
gauges.

Finally, the nonstandard realization of the Lorentz group is given by the
following rules:

ƒ.L2;ƒ.L1; u/u/ƒ.L1; u/ D ƒ.L2L1; u/;
ƒ�1.L; u/ D ƒ.L�1;ƒ.L; u/u/;
ƒ.L; u/ D 14: (6.134)
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6.6.4 Status of the Principle of Relativity

The Principle of Relativity according to textbooks and in particular in Roberts
review [120] titled: ‘What is the Experimental Basis of Special Relativity?’ is
supposed to be one of the most well tested principles of Physics (see also [160]).
High Energy physicists proudly claimed during all the twentieth century that PR1 is
routinely verified in any high energy physical laboratory23 and that PR2 is routinely
used when data of different laboratories are compared. The validity of the Principle
of Relativity is known also as Poincaré invariance of physical laws. According to
the definitions given above the reason for that is obvious.

Despite all enthusiasm, the question arises? Is the Principle of Relativity a true
law on nature valid under all conditions? Well, if the GRT is a correct description of
the nature of the gravitational field the answer is no. The reason is that in this theory
there are no inertial reference frames (in general) as we already remarked. Even a
so called Principle of Local Lorentz Invariance (PLLI), stated in many books and
articles (see references below) is not true, as it will be proved in Sect. 6.8 below.
Finally, even if we could formulate (as indeed we can, see, e.g., Chap. 11, and also
[45, 73, 127, 138, 156]) a theory of the gravitational field in Minkowski spacetime
(satisfying the Principle of Relativity), no one can warrant that this Principle is a
true law of nature valid under all conditions, for we do not know all laws of nature.
Having said that the reader must be informed that:

(a) From time to time there are claims in the literature that certain very low
energy experiments involving the propagation of light and the roto-translational
motion of solid bodies violate Lorentz invariance. We quote in that class of
experiments24 [81, 82] and [66, 152, 153]. The data described in [152] can be
explained with a very simple model, where it is postulated a breakdown of PR1
for solids in roto-translational motion [126]. However it seems that the data in
[153] is more compatible with a null result. Breakdown of Lorentz invariance
in the roto-translational motion of solid bodies as described in [126] may also
explain the data in [81, 82]. However, these experiments (to the best of the
authors’ knowledge) have not been duplicated and we have serious doubts about
those results. In this respect see also the thoughtful analysis in [77, 151].

(b) Also, recently Cahill [24, 25] and also Consoli [33] and Consoli and Constanzo
[34, 35] claim that the small, but not null results in Michelson-Morley like
experiments done in the past can be accounted by explicitly postulating that
the propagation of light in a medium breaks Lorentz invariance. For the case of
the anomalous experimental results in the Brillet and Hall experiment (which is

23Which they wrongly suppose are inertial reference frames. Indeed, all known high energy
laboratories are located on the Earth, which is not an inertial reference frame.
24We must say that we do not know if these experiments have been duplicated. In [126] it is
analyzed a possible breakdown of PR1 for solids in rototranslational motion which accounts for
the results of the Kolen-Torr experiment [66, 152].
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a Michelson-Morley like experiment done in vacuum) Cahill postulated that
the Schwarzschild gravitational field of the Earth accounts for an effective
medium. With that hypothesis his calculations at first sight seems to explain
those ‘anomalous’ results. On the other hand, Klauber [65] claims to explain
the anomalous Brillet and Hall [22] experimental results by postulating that
the devices used in the experiment does not suffer Lorentz contraction when
turned. Also it is worth to quote here that a reanalysis of the data of Miller’s
classical experiment [85] by Allais25 [2], show the existence of correlations that
are hard to believe to have the simple explanations given by Shankland [141].
All these claims need, of course, to be more carefully analyzed, but in particular
it is necessary to take into account that Earth is not an inertial reference frame
according to both the SRT and the GRT. Recall that inertial reference frames
did not exist (in general) in GRT as already remarked several times. This fact,
it seems to us, has not been properly taken into account by those authors in
their analysis of the classical experiments. In particular, in any real Michelson-
Morley like experiment the light paths enclose a finite area and then, those
experiments are indeed analogous to a Sagnac experiment, and a non null (but
very small) phase shift may be predict for them. This observation has already
been remarked by Post [107, 108]. However, if the authors quoted above are
correct, since along time ago a breakdown of PR1 has already been found. This
would be disturbing to say the less.26

(c) There are also many conjectures that a possible breakdown of Lorentz invari-
ance will happen in phenomena involving low and very high energies (see, e.g.,
[1, 5–7, 67–69, 78, 155] and references therein27) and/or cosmological scales
[98]

(d) Also, there are claims of a possible breakdown of Lorentz invariance in the
phenomenon of the wave packet reduction of an entangled quantum state of
two identical particles (see, e.g., [23, 54, 103, 104, 114–118, 142, 146, 161] and
references therein).28

25Maurice Allais is a French physicist that won Noble Prize in Economics. It is worth to visit his
home page at: http://allais.maurice.free.fr/Science.htm.
26We advise the reader keep an open eye on this issue following the articles on the subject appearing
at the arXiv.
27In fact, a google search for “breakdown of Lorentz invariance” will show several hundred
of serious articles on the subject. Of course, we do have the opportunity to analyze all such
possibilities in our book.
28Cases (c) and (d) will discussed in our planned book [100], whose proposal is among others to
show that none of the experiments claiming superluminal propagation (as e.g.: (A) Superluminal
group velocities of voltage and currents configurations propagating in wires [64, 87, 88, 102,
121]; (B1) Superluminal group velocities of electromagnetic field configurations propagating
in dispersive media with absorption or gain [27, 143]; (B2) Superluminal group velocities of
tunneling microwaves [40–42, 56, 95–97]; (B3)Superluminal group velocities of a single tunneling
photon [144]; (B4) Superluminal group velocities of tunneling electrons [72]; (C1) Superluminal
group velocities of microwaves launched and received by non axially aligned horn antennas
[51, 59, 60, 110–112]; (C2) Direct measurements of superluminal velocities of peaks of finite

http://allais.maurice.free.fr/Science.htm
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For the rest of this book we assume the validity of Principle of Relativity
(PR1 or PR2) in our discussions.

6.7 Principle of Local Lorentz Invariance in GRT?

From time to time we find in the literature the statement that the existence of the
cosmic background radiation defines a kind of preferred inertial reference frame.
However, as we already know, in GRT in a general Lorentzian spacetime modelling
a gravitational field generated by a given energy momentum tensor, in general,
inertial reference frames do not exist.

In view of that fact, the following question arises naturally: which characteristics
a reference frame on a GRT spacetime model must have in order to reflect as much
as possible the properties of an IRF that exists in Minkowski spacetime?

The answer to the question is that there are two kind of frames in GRT, namely
PIRFs (Definition 6.59) and LLRFs (Definition 6.61), such that each frame in
one of these classes share some important aspects of the IRFs of SRT. Both
concepts are useful and it is worth to distinguish between them in order to avoid
misunderstandings. A thoughtful discussion of these concepts was presented in
[124] and we follow that exposition.

Definition 6.59 A reference frame I 2 sec TU;U � M is said to be a pseudo
inertial reference frame (PIRF) if DII D 0 and ˛I ^ d˛I D 0, with ˛I D g.I; /.

This definition means that a PIRF is in free fall and is non rotating. It means also
that it is at least locally synchronizable.

Definition 6.60 A chart .U; '/ of an oriented atlas of M with coordinates ��is
said to be a local Lorentzian coordinate chart (LLCC) and f��g are said to be local
Lorentz coordinates (LLC) in p0 2 U if and only if

g.@=@��; @=@��/ jp0D ���; (6.135)

�˛���ˇ�.��/ jp0D 0; �˛���ˇ�;�.��/ jpD �
1

3
.R˛����ˇ��.��/C R˛�����ˇ�.��// jp; p ¤ p0:

(6.136)

Let .V; �/ (V \ U ¤ ;) be an arbitrary chart with coordinates fx�g. Then,
supposing that p0 is at the origin of both coordinate systems the following relations

aperture approximations to electromagnetic Bessel beams (X-waves), both in the optical and in
the microwave region [93, 130]) do not imply in any violation of the Principle of Relativity.
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holds (approximately)

�� D x� C 1

2
�
���
�˛ˇ.p0/x

˛xˇ;

x� D �� � 1
2
�
���
�˛ˇ.p0/�

˛�ˇ; (6.137)

where in Eq. (6.137) �����˛ˇ.p0/ are the values of the connection coefficients at p0
expressed in the coordinates fx�g.

The coordinates f��g are also known as Riemann normal coordinates and the
explicit methods for obtaining them are described in many texts of Riemannian
geometry as, e.g., in [94] and of GRT, as e.g., in [156].

Let � 2 U � M be the world line of an observer in geodetic motion in spacetime,
i.e., D���� D 0. Then as it is well known we can introduce in U LLC f��g such that
for every p 2 � we have

@

@�0

ˇ̌̌̌
p2�
D ��jpI g.@=@��; @=@��/jp2� D ���;

������	.��/
ˇ̌̌
p2� D g�˛g.@=@�˛;D@=@�� @=@�

	/
ˇ̌
p2� D 0: (6.138)

Take into account for future reference that if the f��g are LLC then it is clear
from Definition 6.60 that in general ������	.��/ jp¤ 0 for all p … � .

Definition 6.61 Given a geodetic line � � U � M and LLCC .U; ��/ we say
that a reference frame L D @=@�0 2 sec TU is a Local Lorentz Reference Frame
Associated to � (LLRF� ) if and only if

Ljp2� D
@

@�0

ˇ̌̌̌
p2�
D ��jp ;

˛L ^ d˛Ljp2� D 0: (6.139)

Moreover, we say also that the Riemann normal coordinate functions or Lorentz
coordinate functions (LLC) f��g are associated with the LLRF�:

Remark 6.62 It is very important to have in mind that for a LLRF� L in general
DLLjp…� ¤ 0 (i.e., only the integral line � of L in free fall in general), and also
eventually ˛L ^ d˛Ljp…� ¤ 0, which may be a surprising result for many readers.
In contrast, a PIRF I such that Ij� D Lj� has all its integral lines in free fall and the
rotation of the frame is always null in all points where the frame is defined. Finally
its is worth to recall that both I and L may eventually have shear and expansion
even at the points of the geodesic line � that they have in common [124].
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Definition 6.63 Let � be a geodetic line as in Definition 6.61. A section s of the
orthogonal frame bundle PSOe

1;3
U;U � M is called an inertial moving tetrad along

� (IMT� ) when the set

s� D f.
0.p/; 
1.p/; 
2.p/; 
3.p//; p 2 � \ Ug � s; (6.140)

it such that 8p 2 �


0.p/ D ��jp ; g.
�; 
�/
ˇ̌
p2� D ��� (6.141)

with

������	.p/ D g�˛; g.
˛.p/;D"�.p/
	.p// D 0: (6.142)

The existence of s 2 sec PSOe
1;3

U satisfying the above conditions can be easily

proved. Introduce coordinates f��g for U such that at p0 2 �; 
0.p0/ D @
@�0

ˇ̌̌
po

D
��jp0 , and 
i.p0/ D @

@� i

ˇ̌̌
po

; i D 1; 2; 3 (three orthonormal vectors) satisfying

Eq. (6.138) and parallel transport the set 
�.p0/ along � . The set 
�.p0/ will then
also be Fermi transported since � is a geodesic and as such they define the standard
of no rotation along �:

Remark 6.64 Let I 2 sec TV be a PIRF and � � U � V one of its integral lines
and let f��g; U � M be a LLC through all the points of the world line � such that
�� D Ij� . Then, in general f��g is not a .nacsjI/ in U, i.e., Ijp…� ¤ @=@�0

ˇ̌
p…�

even if Ijp2� D @=@�0
ˇ̌
p2� .

6.7.1 LLRFs and the Equivalence Principle

There are many presentations of the EP and even very strong criticisms against it,
the most famous being probably the one offered by Synge [148]. We are not going
to bet on this particular issue. Our intention here is to prove that there are models
of GRT where the so called Principle of Local Lorentz Invariance (PLLI) which
according to several authors (see below) follows from the Equivalence Principle is
not valid in general. Our strategy to prove this strong statement is to give a precise
mathematical wording to the PLLI (which formalizes the PLLI verbally introduced
by several authors) in terms of a physical equivalence of LLRF�s (see below) and
then prove that PLLI is a false statement according to GRT. We start by recalling
formulations and comments concerning the EP and the PLLI.
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According to Friedman [48] the

Standard formulation of the EP characteristically obscure [the] crucial distinction between
first order laws and second order laws by blurring the distinction between infinitesimal laws,
holding at a single point, and local laws, holding on a neighborhood of a point. . . .

According to our point of view, in order to give a mathematically precise
formulation of Einstein’s EP besides the distinctions mentioned above between
infinitesimal and local laws, it is also necessary to distinguish between some very
different (but related) concepts, namely,29

1. The concept of an observer (Definition 6.4);
2. The general concept of a reference frame in a Lorentzian spacetime (Defini-

tion 6.9);
3. The concept of a natural adapted coordinate chart to a reference frame (Defini-

tion 6.10);
4. The concept of PIRFs (Definition 6.59) and LLRF�s (Definition 6.61) on U �

M;
5. The concept of an inertial moving observer carrying a tetrad along � (a geodetic

curve), a concept we abbreviate by calling it an IMT� (Definition 6.63).

Einstein’s EP is formulated by Misner, Thorne and Wheeler (MTW)[89] as
follows:

in any and every Local Lorentz Frame (LLF), anywhere and anytime in the universe, all
the (non-gravitational) laws of physics must take on their familiar special relativistic forms.
Equivalently, there is no way, by experiments confined to small regions of spacetime to
distinguish one LLF in one region of spacetime from any other LLF in the same or any
other region.

We comment here that those authors30 did not give a formal definition of a LLF.
They try to make intelligible the EP by formulating its wording in terms of a LLCC
(see Definition 6.60) and indeed these authors as many others do not distinguish
the concept of a reference frame Z 2 sec TM from that of a (nacsjZ). This may
generate misunderstandings. The mathematical formalization of a LLF used by
MTW (and many other authors) corresponds to the concept of LLRF introduced
in Definition 6.61.

In [31] Ciufolini and Wheeler call the above statement of MTW the medium
strong form of the EP. They introduced also what they called the strong EP as
follows:

in a sufficiently small neighborhood of any spacetime event, in a locally falling frame, no
gravitational effects are observable.

29These concepts are in general used without distinction by different authors leading to misunder-
standings and misconceptions.
30For the best of our knowledge no author gave until now the formal definition of a LLRF as in
Definition 6.61.
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Again, no mathematical formalization of a locally falling frame is given, the
formulation uses only LLCC. Worse, if local means in a neighborhood of a given
spacetime event this principle must be false. For example, it is well known fact
that the Riemann tensor couples locally with spinning particles. Moreover, the
neighborhood must be at least large enough to contain an experimental physicist and
the devices of his laboratory and must allow for enough time for the experiments.
With a gradiometer built by Hughes corporation which has an area of approximately
400 cm2 any researcher can easily discover if he is leaving in a region of spacetime
with a gravitational field or if he is living in an accelerated frame in a region of
spacetime free with a zero gravitational field.

Following [31, 89] recently several authors as, e.g., Will [158], Bertotti and
Grishchuk [18] and Gabriel and Haugan [49] (see also Weinberg [156]) claim that
Einstein EP requires a sort of local Lorentz invariance. This concept is introduced
in, e.g., [18] with the following arguments.

To start we are told that to state the Einstein EP we need to consider a laboratory
that falls freely through an external gravitational field. Moreover, such a laboratory
must be shielded, from external non-gravitational fields and must be small enough
such that effects due to the non homogeneity of the field are negligible through
its volume. Then, they say, that the local non-gravitational test experiments are
experiments performed within such a laboratory and in which self-gravitational
interactions play no significant part. They define:

The Einstein EP states that the outcomes of such experiments are independent of the
velocity of the apparatus with which they are performed and when in the universe they
are performed.

This statement is then called the Principle of Local Lorentz Invariance (PLLI)
and ‘convincing’ proofs of its validity are offered, and there is no need to repeat
that ‘convincing’ proofs here. Prugovecki [109] endorses the PLLI and also said
that it can be experimentally verified. In his formulation he translates the statements
of [18, 31, 48, 49, 89, 156, 158] in terms of Lorentz and Poincaré covariance of
measurements done in two different IMF� (see Definition 6.63). Based on these
past tentatives of formalization31 we give the following one.

Einstein EP: Let � be a timelike geodetic line on the world manifold M. For
any LLRF� (see Definition 6.61) all non gravitational laws of physics, expressed
through the coordinates f��g which are LLC associated with the LLRF� (Defini-
tion 6.61) should at each point along � be equal (up to terms in first order in those
coordinates) to their special relativistic counterparts when the mathematical objects
appearing in these special relativistic laws are expressed through a coordinates in
Einstein-Lorentz-Poincaré gauge naturally adapted to an arbitrary inertial frame
I 2 sec TM0, where M0 D R4 is the manifold of a Minkowski spacetime structure
M D .M0;�;D;��;"/.

31See [99] for a history of the subject.
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Also, if the PLLI would be a true law of nature it could be formulated as follows:
Principle of Local Lorentz Invariance: Any two LLRF� and LLRF� 0 associ-

ated with the timelike geodetic lines � and � 0 of two observers such that � \ � 0 D p
are physically equivalent (according to Definition 6.55) at event p.

Of course, if PLLI is correct, it must follow that from experiments done by
observers inside some LLRF� 0—say L0 that is moving relative to another LLRF
L—there is no means for that observers to determine that L0 is in motion relative
to L.

Unfortunately the PLLI is not true. To show that it is only necessary to find a
model of GRT where the statement of the PLLI is false. Before proving this result
we shall need to prove that there are models for GRT were PIRFs are not physically
equivalent also.

6.8 PIRFs on a Friedmann Universe

Recall that GRT is a theory of the gravitational field [131] where a typical model
± 2 Mod±E is of the form

± D ..M; g;D; �g;"/;T; .m; �//; (6.143)

where M D .M; g;D; �g;"/ is a relativistic spacetime and T 2 secT02M is
called the energy-momentum tensor. The tensor T represents the material and
energetic content of spacetime, including contributions from all physical fields (with
exception of the gravitational field and test particles). For what follows we do not
need to know the explicit form of T. Also, .m; �/ represents a test particle, whose
world line is � . The proper axioms of ±E are:

Dg D 0;‚.D/ D 0;G D Ricci� 1
2

Rg D �T; (6.144)

where‚ is the torsion tensor, G is the Einstein tensor, Ricci is the Ricci tensor and
r is the Ricci scalar. The equation of motion of the test particle .m; �/ that moves
only under the influence of gravitation is:

D���� D 0: (6.145)

M is in general not flat, which implies that in general (see Remark 6.13) there is no
IRF I, i.e., a reference frame such that DI D 0.

Now, the physical universe we live in is reasonably described by metric tensors of
the Robertson-Walker-Friedmann type [131]. In particular, a very simple spacetime
structure M that represents the main properties observed (after the big-bang) is
formulated as follows: Let M D R3 � I, I � R and R W I ! .0;1/; t ! R.t/
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and define g in M (considering M as subset of R4) by:

g D dt˝ dt � R.t/2
X

dxi ˝ dxi; i D 1; 2; 3: (6.146)

Then g is a Lorentzian metric in M and V D @=@t is a time-like vector field in
.M; g/. Let M be oriented in time by @=@t and spacetime oriented by dt^dx1^dx2^
dx3. Then M is a relativistic spacetime for I D .0;1/.

Now, V D @=@t is a reference frame. Taking into account that the connection
coefficients in a (nacsjV) given by the coordinate system in Eq. (6.146) are

� i���kl D 0; �0��kl D R PRıkl; �
k���0l D

PR
R
ık

l

� i���00 D �0���0l D �0���00 D 0; (6.147)

we can easily verify that V is a PIRF (according to Definition 2.6) since DVV D
0 and d˛V ^ ˛V D 0, ˛V D g.V; /. Also, since ˛V D dt, V is proper time
synchronizable.

Proposition 6.65 In a spacetime defined by Eq. (6.146) which is a model of ±E there
exists a PIRF Z 2 sec TU which is not physically equivalent to V D @=@t.

Proof Let Z 2 sec TU be given by

Z D .R2 C u2/1=2

R
@=@tC u

R2
@=@x1 (6.148)

where in Eq. (6.148) u ¤ 0 is a real constant.
Since DZZ D 0 and d˛Z ^ ˛Z D 0, ˛Z D g.Z; /, it follows that Z is a PIRF.32

All that is necessary in order to prove our proposition is to show that Z and V are
not equivalent. It is enough to prove that the expansion ratios EZ ¤ EV. Indeed,
Eq. (6.43) gives

EV D 3 PR=R;

EZ D
�
R PRC 2 PR.R2 C u2/1=2


R2 .R2 C u2/1=2

; (6.149)

where

v D R.
d

dt
x1 ı �/

ˇ̌̌̌
tD0
D u.1C u2/�1=2 (6.150)

32Introducing the (nacsjZ) given by Eq. (6.153) we can show that ˛Z D dt0 and it follows that is
also proper time synchronizable.
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is the initial metric velocity of Z relative to V, since we choose in what follows the
coordinate function t such that R.0/ D 1, t D 0 being taken as the present epoch
where the experiments are done. Then, EV.p0/ D 3a; and for v << 1; EZ.p0/ D
3a� av2.�

6.8.1 Mechanical Experiments Distinguish PIRFs

The question arises: can mechanical experiments (distinct from the one designed to
measure the expansion ratio) distinguish between the PIRFs V and Z? The answer
is yes. To prove our statement we proceed as follows.

(1) We start by finding a .nacsjZ/. To do that we note if � is an integral curve of Z,
we can write

Zj� D Œ d

ds
.x� ı �/ @

@x�
�j� (6.151)

where s is the proper time parameter along � . Then, we can write [taking into
account Eqs. (6.147)] its parametric equations as

d

dt
x1 ı � D . d

ds x1 ı �/
. d

ds t ı �/ D
u

R.R2 C u2/1=2
I x2 ı � D 0I x3 ı � D 0

(6.152)

(The direction x1 ı � D 0 is obviously arbitrary.) We then choose as a .nacsjZ/
the coordinate functions .t 0; x 01; x 02; x 03/ such that:

x01 D x1 � u
Z t

0

dr
1

R.r/ŒR2.r/C u2�1=2
I x02 D x2I

x03 D x3I t0 D
Z t

0

dr
ŒR2.r/C u2�1=2

R.r/
� ux1 (6.153)

We then get:

g D dt0 ˝ dt0 � R.t0/2
( h

1�v2.1�R.t0/�2/
1�v2

i
dx01 ˝ dx01

Cdx02 ˝ dx02 C dx03 ˝ dx03

)
; (6.154)

and the connection coefficients in the (nacsjZ) are,

N�0���kl D
:NR NR2

. NR2 C u2/
1
2

ıkl; N�1���01 D
:NR NR2

. NR2 C u2/
3
2

; N�2���02 D N�3���03 D
:NR

. NR2 C u2/
1
2

;

N� i���kl D 0; N� i���00 D N�0���0l D N�0���00 D 0: (6.155)
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where R.t0/ D R.t.t0// and v given by Eq. (6.150) is the initial metric velocity of
Z relative to V, since we choose in what follows the coordinate function t such
that R.0/ D 1, t D 0 being taken as the present epoch where the experiments
are done. Z D @=@t0 is a proper time synchronizable reference frame and we
can verify that t0 is the time shown by standard clocks at rest in the Z reference
frame and which are synchronized à l’Einstein. Notice that an observer at rest in
Z does not know a priori the value of v. He can discover this value as follows:

(2) The solution of the equation of motion for a free particle .m; �/ in V with the
initial conditions at p0 D .0; x i ı �.0/ D 0/; i D 1; 2; 3 and d

dt x
i ı �.0/ D Nui

for a fixed i and d
dt x

i ı �.0/ D 0, j ¤ i, is given by an equation analogous to
Eq. (6.152). The accelerations are such that

d2

ds2
x j ı �.t//

ˇ̌̌̌
p0

D 0; j ¤ i: (6.156)

(3) The equation of motion for a free particle .m; � 0/ in Z , can be written as (we
write for simplicity in what follows d2

ds2
x 01 ı � 0.t0/ � d2

ds2
x01.t0/ � d2

ds2
x01, etc. . . )

d2x01

ds2
D �2

:NR NR2
. NR2 C u2/

3
2

dx

dt0
01
.
dt0

ds
/2;

d2x0i

ds2
D �2

:NR
. NR2 C u2/

1
2

dx

dt0
0i
.

dt0

ds2
/; i D 2; 3;

d2t0

ds2
D �2

:NR NR2
. NR2 C u2/

1
2

"�
dx01

dt0

�2
C
�

dx02

dt0

�2
C
�

dx03

dt0

�2#

dt0

ds
D
"
1C bR2 �dx01

dt0

�2
C NR2

�
dx02

dt0

�2
C NR2

�
dx03

dt0

�2#� 12
(6.157)

where the dot over NR in Eq. (6.157) means derivative with respect to t0 and bR
denotes the square root of the coefficient of dx01 ˝ dx01 term in Eq. (6.154).

From these equations it is easy to verify that the two situations:

(a) motion in the .x01; x02/ plane with initial conditions at p0 with coordinates .t0 D
0; x01 D x02 D 0 D x03/ given by

dx01.t0/
dt0

ˇ̌̌̌
p0

D v01;
dx02.t0/

dt

ˇ̌̌̌
p0

D 0; (6.158)

and
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(b) motion in the .x01; x02/ plane with initial conditions at p0 with coordinates .t0 D
0; x01 D x02 D 0 D x03/ given by

dx01.t0/
dt0

ˇ̌̌̌
p0

D 0; dx02.t0/
dt0

ˇ̌̌̌
p0

D v20 ; (6.159)

produce asymmetrical outputs for the measured accelerations along x01 and x02.
The explicit values depends of course of the function R.t/. If we take R.t/ D
1C at, the asymmetrical accelerations will be given in terms of a << 1 and v.
This would permit in principle for the eventual observers living in the PIRF Z
to infer the value of u (or v).

6.8.2 LLRF and LLRF 0 Are Not Physically Equivalent
on a Friedmann Universe

Proposition 6.66 33There are models of GRT for which two Local Lorentz Refer-
ence Frames are not physically equivalent.

Proof Take as model of GRT the one just described above where g is given by
Eq. (6.146) and take as before, R.t/ D 1C at. Consider two integral lines � and � 0
of V and Z such that � \ � 0 D p.

We can associate with these two integral lines the LLRF� L and the LLFR� 0 L0
as in Definition 6.60. Observe that Vj� D Lj� and Zj� 0 D L0j� 0 .

Definition 6.56 says that if L and L0 are physically equivalent then we must have
DL D DL0. However, a simple calculation shows that in general DL ¤ DL0 even at
p! Indeed, we have

EL D �3t

 PR
R

!2
; (6.160)

EL0 D 2
:NR. NR2 C u2/1=2 C PR �

:

NR NR2
. NR2 C u2/3=2

� 2
:NR

. NR2 C u2/1=2

33The suggestion of the validity of a proposition like the one formalized by Proposition 6.66 has
been first proposed by Rosen [128]. However, he has not been able to identify the true nature of
the V and Z which he thought as representing ‘inertial’ frames. He tried to show the validity of
the proposition by analyzing the output of mechanical and optical experiments done inside the
frames V and Z. We present below a simplified version of his suggested mechanical experiment. It
is important to emphasize here that from the validity of the Proposition 6.66 Rosen suggested that
it implies in a breakdown of the PLLI. Of course, the PLLI refers to the physical equivalence of
LLRF�s. Also the proof of Proposition 6.66 given above appeared originally in [125].
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� 2
:NR2 NR4

. NR2 C u2/3
tx01 � 2

:NR2
. NR2 C u2/

tx02 � 2
:NR2

. NR2 C u2/
tx03: (6.161)

From Eqs. (6.160) and (6.161) we see that the expansions ratios EL and EL0 are
different in our model and then our claim is proved. At p, we have EL.p/ D 0 and
EL0.p/ D 2av2. �

Remark 6.67 Proposition 6.66 establishes that in a Friedmann universe there is a
LLRF� (say L) whose expansion ratio at p is zero. Any other LLRF� 0 (say L0)
at p will have an expansion ratio at p given by 2av2, where a � 1 and v is the
metric velocity of L0 relative to L at p. This expansion ratio can in principle be
measured and this is the reason for the non validity of the PLLI as formulated by
many contemporary physicists and formalized above. Note that all experimental
verifications of the PLLI mentioned by the authors that endorse the PLLI have
been obtained for LLRF�s moving with v << 1, and have no accuracy in order
to contradict the result we found. We do not know of any experiment that has been
done on a LLRF� which enough precision to verify the effect. Anyway the non
physical equivalence between L and L0 is a prediction of GRT and must be accepted
if this theory is right. In conclusion, PLLI is only approximately valid.

We recall that Friedman [48] formulates the PLLI by saying that if .U; ��/,
.U0; N��/ (U \ U ¤ ;) are LLCC adapted to the L and L0 respectively, then the
PLLI implies that two experiments whose initial conditions read alike in terms of
f��g and f N��g will also have the same outcome in terms of these coordinates .

Friedman’s statement is not correct, of course, in view of Proposition 6.66 above,
for measurement of the expansion ratio of a real reference frame which has material
support is something objective and, of course, can be in principle, be determined
with an appropriate physical experiment. However, for experiments different from
this one (measurement of the expansion ratio) we can accept Friedman’s formulation
of the PLLI as an approximately true statement.

Recall the expansion ratios calculated for V;Z;L;L0. Now, a << 1. Then, if
v << 1 the LLRF� L and the LLRF� 0 L0 will be almost ‘rigid’ whereas the V
and Z are expanding. In other words, the L and L0 frames can be thought as being
physically materialized in their domain by real solid bodies and thus correspond
to small real laboratories, the one used by physicists. On the other hand it is well
known that the V frame is an idealization, since only the center of mass of the
galactic clusters are supposed to be comoving with the V frame, i.e., each center of
mass of a galactic cluster follows some particular integral line of V. Concerning the
Z frame, in order for it to be realized as a physical system it must be build with a
special matter that suffers in all points of its domain an expansion a little bit greater
than the cosmic expansion. Of course, such a frame would be a very artificial one,
and we suspect that such a special matter cannot be prepared in our universe.
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6.8.3 No Generalization of the Principle of Relativity for GRT

In the previous sections we presented a careful analysis of the concept of a
reference frames in GRT. These objects have been modelled as certain unit timelike
vector fields. We gave physically motivated and mathematical rigorous definition
of physically equivalent reference frames in a relativistic spacetime theory. We
investigate which are the reference frames in GRT which share some of the
properties of the inertial reference frames of the Special Theory of Relativity. We
found that in GRT there are two classes of frames that have some of the properties of
the inertial frames of Special Theory of Relativity. These are the class of the pseudo
inertial reference frames (PIRFs) and the class of the local Lorentz reference frames
(LLRF�s). We showed that LLRF�s are not physically equivalent in general and this
implies that the so called Principle of Local Lorentz invariance (PLLI) which several
authors state as meaning that LLRF�s are equivalent is false. It can only be used as
an approximation in experiments that do not have enough accuracy to measure the
effect we found. We prove moreover that there are models of GRT where PIRFs are
not physically equivalent also. Our results show without any doubt that there is no
generalization of the Principle of Relativity, understood as a generalization of PR2,
i.e., that there exists physical equivalence of all reference frames in GRT. Indeed, in
the structure .M; g;D; �g;"/ given two arbitrary reference frames Z;Z0 it is not the
even the case in general that DZ D DZ0 and so they are not physically equivalent.

6.9 Schwarzschild Original Solution and the Existence
of Black Holes in GRT

1. Schwarzschild [136] looked for a solution of Einstein equations supposing a
priori that the spacetime manifold where a point mass and the gravitational field
it generated live is M D R � R3 where time takes values in R and R3 denotes
the usual three-dimensional Euclidean space. Indeed, he equipped R�R3 with
coordinates .t; x; y; z/ explicitly saying that .x; y; z/ are rectangular Cartesian
coordinates. After that, as a second step he introduced usual polar coordinate
functions in the game. In so doing, he correctly left out from R3 the origin
O D .0; 0; 0/ where the point mass particle is supposed to be located at any
instant of coordinate time t and start solving Einstein equations in the manifold
R � .R3 � O/ � R � .0;1/ � S2, introducing standard spherical coordinates
.r ; #; �/. However, since those coordinate functions do not satisfy the Einstein
coordinate gauge34 that Schwarzschild chose to use, he introduced spherical
coordinates with determinant 1. After some mathematical tricks, he found as

34Einstein coordinate gauge fixes
pjdet gj D 1.
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solution of his problem a metric field gos, which has a unique singularity at O
and as such his solution does not imply in any black hole (defined in 4 below).35

Schwarzschild original solution reads

gos D h.r/dt˝ dt � h.r/�1f 0.r/dr˝ dr � F.r/.d� ˝ d� C sin2 �d' ˝ d'/;
(6.162)

where

h.r/ D
�
1 � 2m

f .r/

�
; f .r/ D .r3 C 8m3/1=3 (6.163)

2. However, in fact Schwarzschild, in order to determine one of the integration
constants of the differential equations he was solving and that leads him to
Eq. (6.162), needed for his calculations to use the manifold with boundary36

R� Œ0;1/�S2 and thus his original mass point supposed to be located for any
instant of time at the point O 2 R3 ended to be represented by the manifold37

f0g � S2 (something obviously odd that Hilbert elegantly, without criticizing
Schwarzschild, observed in a footnote of his paper on the Schwarzschild
solution).

3. Before proceeding, and in order to avoid any confusion note that despite
the fact that the original manifold postulated as model of space-time by
Schwarzschild is R�R3 this does not imply that this manifold or the manifold
R � Œ0;1/ � S2 equipped with the Levi-Civita connection D of gS (that solves
Einstein equation) is flat. In fact, the connection D for Schwarzschild problem
is curved, this statement meaning, of course, that its Riemann curvature tensor
is non null. Please, take always the following statement into account [44]:

Manifolds do not have curvature, it is the connection imposed on a manifold that may
or may not have non null curvature (and/or non null torsion, non null nonmetricity).
Some manifolds may be bended surfaces in a Euclidean (or pseudo-Euclidean) space
of appropriate dimension. But to be bended (a property described by the shape
operator introduced in Chap. 5) has in general nothing to do with the fact that a
connection defined in the manifold is curved.

4. Droste [37] and Hilbert [57] found independently another solution of
Einstein equations based on different assumptions than the ones used by

35One can easily verify that the coordinate time for a radial light ray to go from any r > 0 to a
point such that 2m < r < 1 is finite.
36For the use of the concept of manifold with boundary to present singularities in General
Relativity, see, [50, 55, 134, 135]. For some skilful commentaries on the peril of using boundary
manifolds in General Relativity without taking due care see [145].
37f0g denotes the set whose unique element is 0 2 Œ0;1/ , i.e., the boundary of the semi-line
Œ0;1/.
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Schwarzschild.38 Modern relativists39 (following Droste and Hilbert) find as
solution40 with rotational symmetry of Einstein equation in vacuum a metric
field gDH (at least C2) defined in the manifold R � .0; 2m/ [ .2m;1/ � S2.
Relativists say that the “part” R � .0; 2m/ � S2 where the solution is valid
defines a black hole [131].

5. It is crucial to have in mind that the quasi spherical coordinates functions
.r; #; �/ used by modern relativists are such that the coordinate function r is
not the Schwarzschild spherical coordinate function r, i.e.,

r ¤ r :

6. Schwarzschild wrote his final formula for gos using a function f .r/ which is
formally identical to the Droste-Hilbert formula for gDH if f .r/ is read as the
coordinate function r. However, Schwarzschild solution is valid only for f .r/ >
2m whereas the Droste-Hilbert solution is valid for any r 2 .0; 2m/[ .2m;1/.

7. Of course, there is no sense in supposing that space-time has a disconnected
topology. Thus, under the present ideology of finding maximal extension of
manifolds equipped with Lorentzian metrics as the true representatives of
gravitational fields, relativists maximally extend the solution gDH to a solution
g valid in a connected manifold called the Kruskal (sometimes, Kruskal-
Szekeres) spacetime [70, 149]. The total Kruskal manifold which has an exotic
topology is usually associated to a hypothetical object called the wormhole. The
final solution g is presented as a function of coordinate functions .u; v; #; '/
and r which (keep this in mind) becomes an implicit function of the coordinate
functions .u; v/.

8. It is assumed by relativists that a connected “part” of the Kruskal manifold
describes a black-hole where g has a real singularity only at the place defined
by the function r.u; v/ D 0.

9. In conclusion, Schwarzschild original solution and the Kruskal extension of the
Droste-Hilbert solution define space-times with very different topologies, so
they are not the same solution of Einstein equation. In the former the topology
of the manifold has been fixed a priori, in the latter the topology of the manifold
has been fixed a posteriori by the process of maximal extension.

10. There are some published papers that do not properly distinguish these two
different solutions,41 moreover, there are some authors stating (explicitly, or
in a disguised way) that it is possible to extend the Schwarzschild original

38In the words of Synge [147]: Schwarzschild imposed spherical symmetry, whereas Droste and
Hilbert imposed rotational symmetry, a subtle but crucial detail.
39See, e.g., [55, 101].
40Eventually, it would better to say, as did O’Neill in his book [101] that we start looking for one
solution of a problem and ended with two solutions.
41Take notice that there are also some non sequitur mathematical statements in some of those
papers. See http://www.physicsforums.com/showthread.php?t=124277.

http://www.physicsforums.com/showthread.php?t=124277
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solution that was written in terms of the function f for the domain 0 �
f .r/ < 1, but this idea is, of course, a logical non sequitur, since for
Schwarzschild the manifold is fixed a priori. Any appropriate discussion of
the mathematical aspect of the back-hole solution of Einstein equations clearly
requires a reasonable understanding of differential geometry, and of course,
of topology.42 And it is also important, to advise that everyone that wants to
discuss the black-hole issue and did not read the original Schwarzschild paper
(or its English version, available at the arXiv) must do that in a hurry.

11. Failing to properly understand the different topologies of the two solutions
mentioned above (Schwarzschild and the maximal extension of the Droste-
Hilbert) is thus making some people (including some that say to be relativist
physicists) not to discuss contemporary GRT, but some other things, believing
to be the same thing.

12. The question if black holes exist or not is, of course, not a mathematical one,43

it is a physical question and presently at least one of the present authors believe
that they do not exist, leaving this clear in [44], where it is argued that it is
necessary to construct a theory of the gravitational field where that field is
to be regarded as a field in the sense of Faraday (like the electromagnetic
field and the weak and strong force fields) “living” in Minkowski space-time
(see also Chap. 11). Thus, that “part” of the maximal extension of the Droste-
Hilbert solution of Einstein equations (describing a black hole) probably does
not describe anything real in the physical world.

13. It is indeed out of question, the fact that Einstein equations (according to the
contemporary interpretation of GRT) have solutions describing black holes.
Of course, this does not leave everyone happy and many physicists have
proposed and are proposing alternative solutions of Einstein equations capable
of describing the final stage of super dense stars and which according to them
looks more “realistic”. See, e.g., [84].

Exercise 6.68

(i) Show that under the transformation

t0 D t; r D f .r/ D .r3 C 8m3/1=3; � 0 D �; ' 0 D ' (6.164)

the expression of gos is the one given by gs in Eq. (6.97).
(ii) Are gos and gs diffeomorphically equivalent?

42No more than what may be found in [55] or [101]. A thoughtful mathematical discussion (and
historical review) of the Schwarzschild,the Droste-Hilbert and Kruskal-Szekeres solutions may be
found in [90].
43We mean that black holes exist as legitimate solutions of the Einstein equation, e.g., the ones
described by a “part”[101] of the Kruskal-Szekeres solution.



References 285

References

1. Aharonov, Y., Vaidman, L.: Sending signals to space-like separated regions. Z. Naturforsch
56a, 20–26 (2001) [quantum-ph/0102083]

2. Allais, M.: L’ Anisotropy de l’ Espace. Editions Clément Juglar, Paris (1997)
3. Allan, D.W., Davis, D.D., Weiss, M., et al.: Accuracy of international time and frequency

comparisons via global positioning system satellites in common-view. IEEE Trans. Instrum.
Meas. IM-32, 118–125 (1985)

4. Alley, C.: Proper time experiments in gravitational fields with atomic clocks, aircraft, and
laser light pulses. In: Meystre, P., Scully, M.O. (eds.) Quantum Optics, Experimental Gravity,
and Measurement Theory. Proceedings Conference on Bad Windsheim. Plenum, New York
(1981). ISBN 0-306-41354-X

5. Amelino-Camelia, G.: Testable scenario for relativity with minimum length. Phys. Lett. B
510, 255–263 (2001)

6. Amelino-Camelia, G.: Double special relativity. Nature 418, 34–35 (2002)
7. Amelino-Camelia, G., Piran, T.: Planck-scale deformation of Lorentz symmetry as a solution

of the UHECR and the TeV-� paradoxes. Phys. Rev. D 64, 036005 (2001)
8. Anastasovski, P.K., et al.: (AIAS group), self inconsistencies of the U(1) theory of electrody-

namics Michelson interferometry. Found. Phys. Lett.12, 579–584 (1999)
9. Apsel, D.: Gravitation and electromagnetism. Gen. Relativ. Gravit. 10, 297–306 (1979)

10. Ashby, N., Allan, D.W.: Coordinate time on and near the Earth. Phys. Rev. Lett. 53,
1858–1858 (1984)

11. Aubin, T.: A Course in Differential Geometry. Graduate Studies in Mathematics, vol. 27.
American Mathematical Society, Providence (2001)

12. Bailey, J., et al.: Measurements of relativistic time dilatation for positive and negative muons
in a circular orbit. Nature 268, 301–305 (1977)

13. Barrett, T.W.: On the distinction between fields and their metric: the fundamental difference
between specifications concerning medium- independent fields and constitutive specifications
concerning relations of the medium in which they exist. Ann. Fond. L. de Broglie 14, 37–75
(1989)

14. Barrett, T.W.: Maxwell theory extended. Part 1. Empirical reasons for questioning the
completeness of Maxwell’s theory- effects demonstrating the physical significance of the A
potentials. Ann. Fond. L. de Broglie 15, 143–183 (1989)

15. Barrett, T.W.: Maxwell theory extended. Part 2. Theoretical and pragmatic reasons for
questioning the completeness of Maxwell’s theory. Ann. Fond. L. de Broglie 15, 253–283
(1990)

16. Barrett, T.W.: In: Lakhatia, A. (ed.) Essays of the Formal Aspects of Electromagnetic Theory,
pp. 6–86. World Scientific, Singapore (1993)

17. Barrett, T.W.: In: Barrett, T.W., Grimes, D.M. (eds.) Advanced Electromagnetism,
pp. 278–313. World Scientific, Singapore (1995)

18. Bertotti, B., Grishchuk, L.P.: The strong equivalence principle. Classical Quantum Gravity 7,
1733–1745 (1990)

19. Bishop, R.L., Goldberg, S.I.: Tensor Analysis on Manifolds. Dover, New York (1980)
20. Bjorken, J.D.: A dynamical origin for the electromagnetic field. Ann. Phys. 24, 174–187

(1963)
21. Bourbaki, N.: Théorie des Ensembles. Hermann, Paris (1957)
22. Brillet, A., Hall, J.L.: Improved laser test of the isotropy of space. Phys. Rev. Lett. 42,

549–552 (1979)
23. Caban, P., Rembielinski, J.: Lorentz covariant quantum mechanics and preferred frame. Phys.

Rev. A 59, 4187–4196 (1999)
24. Cahill, R.T., Kitto, K.: Michelson-Morley Experiments Revisited and the Cosmic Background

Radiation Preferred Frame (2002) [physics/0205065]



286 6 Some Issues in Relativistic Spacetime Theories

25. Cahill, R.T., Kitto, K.: Re-analysis of Michelson-Morley experiments reveals agreement with
COBE cosmic background radiation preferred frame so impacting on interpretation of general
relativity. Apeiron 10, 104–117 (2003)

26. Chang, T.: A new approach to the problem of superluminous velocity. J. Phys. A Math. Gen.
12, L203–L204 (1979)

27. Chiao, R.Y.: Superluminal (but causal) propagation of wave packets in transparent media with
inverted populations. Phys. Rev. A 48, R34–R37 (1993)

28. Chiu, C.B., Hsu, J.P., Sherry, T.N.: Predictions of variations of speed of light measured by
stable clocks. Phys. Rev. D 16, 2420–2423 (1977)

29. Choquet-Bruhat, Y., DeWitt-Morette, C.: Analysis, Manifolds and Physics. Part II: 92
Applications. North Holland, Amsterdam (1989)

30. Choquet-Bruhat, Y., DeWitt-Morette, C., Dillard-Bleick, M.: Analysis, Manifolds and
Physics, revisited edn. North Holland, Amsterdam (1982)

31. Ciufolini, I., Wheeler, J.A.: Gravitation and Inertia. Princeton University Press, Princeton
(1995)

32. Concklin, E.K.: Velocity of the Earth with respect to the cosmic background radiation. Nature
222, 971–972 (1969)

33. Consoli, M.: Relativistic Analysis of Michelson-Morley Experiments and Miller’s Cosmic
Solution for the Earth’s Motion (2003) [physics/0310053]

34. Consoli, M., Costanzo, E.: The Michelson-Morley experiment and the cosmic velocity of the
Earth (2003) [arXiv:physics/0311054v1]

35. Consoli, M., Constanzo, E.: From classical to modern ether-drift experiments: the narrow
window for a preferred frame. Phys. Lett. A 333, 355–363 (2004)

36. Croca, J., Selleri, F.: Is the one way velocity of light measurable? N. Cimento B 114, 447–457
(1999)

37. Droste, J.: The field of a single centre in Einstein’s theory of gravitation, and the motion of
a particle in that field. Proc. K. Ned. Akad. Wet. 19, 197–214 (1917). http://www.geocities.
com/theometria/Droste.pdf

38. Earman, J.: World Enough and Spacetime. The MIT Press, Cambridge (1989)
39. Einstein, A.: Zur Elektrodynamic Begwegeter Körper. Ann. Phys. 17, 891–921 (1905)
40. Enders, A., Nimtz, G.: On superluminal barrier traversal. J. Phys. Fr. I 2, 1693–1698 (1992)
41. Enders, A., Nimtz, G.: Photonic-tunneling Experiments. Phys. Rev. B 47, 9605–9609 (1993)
42. Enders, A., Nimtz, G.: Evanescent-mode propagation and quantum tunneling. Phys. Rev. E

48, 632–634 (1993)
43. Essen, L.: Relativity. Electron. Wirel. World 94, 460–460 (1998)
44. Fernández, V.V, Rodrigues, W.A. Jr.: Gravitation as Plastic Distortion of the Lorentz Vacuum.

Fundamental Theories of Physics, vol. 168. Springer, Heidelberg (2010) [errata for the book
at: http://www.ime.unicamp.br/~walrod/errataplastic]

45. Feynman, R.P., Morinigo, F.B., Wagner, W.G.: In: Hatfield, B. (ed.) Feynman Lectures on
Gravitation. Addison-Wesley, Reading (1995)

46. Fock, V.: The Theory of Space, Time and Gravitation, 2nd revised edn. Pergamon, Oxford
(1964)

47. Friedlander, F.G.: The Wave Equation on a Curved Space-Time. Cambridge University Press,
Cambridge (1975)

48. Friedman, M.: Foundations of Spacetime Theories. Princeton University Press, Princeton
(1983)

49. Gabriel, M.D., Haugan, M.P.: Testing the Einstein equivalence principle-atomic clocks and
local Lorentz invariance. Phys. Rev. D 141, 2943–2955 (1990)

50. Garcia-Parrado, A., Senovilla, J.M.M.: Causal structures and causal boundaries. Classical
Quantum Gravity 22, R1–R84 (2005)

51. Giakos, G.C., Ishii, T.K.: Anomalous microwave propagation in open space. Microw. Opt.
Techol. Lett. 4, 79–81 (1991)

52. Giglio, J.F.T., Rodrigues, W.A. Jr.: Locally inertial reference frames in lorentzian and
Riemann-Cartan spacetimes. Ann. Physik 502, 302–310 (2012). arXiv:1111.2206v2 [math-
ph]

http://www.ime.unicamp.br/~walrod/errataplastic
http://www.geocities.com/theometria/Droste.pdf
http://www.geocities.com/theometria/Droste.pdf


References 287

53. Goy, F., Selleri, F.: Time in a rotating platform. Found. Phys. Lett. 10, 17–29 (1997)
54. Hardy, L.: Quantum mechanics, local realistic theories, and Lorentz-invariant realistic

theories. Phys. Rev. Lett. 68, 2981 (1992)
55. Hawking, S.W., Ellis, G.F.R.: The Large Scale Structure of Spacetime. Cambridge University

Press, Cambridge (1973)
56. Heitmann, W., Nimtz, G.: On causality proofs of superluminal barrier traversal of frequency

band limited wave packets. Phys. Lett. A 196, 154–158 (1994)
57. Hilbert, D.: Die Grundlagen der Physik. Königl Gesll. d. Wiss. Gottingen, Narch., Math.-

Phys. Kl, 53–76 (1917)
58. Hillion, P.: Electromagnetic pulse propagation in dispersive media. Prog. Electr. Res. 35,

299–314 (2002)
59. Ishii, T.K., Giakos, G.C.: Transmit radio waves faster than light. Microwaves & RF, 114–119

(1991)
60. Ishii, T.K., Giakos, G.C.: Rapid pulse microwave propagation. IEEE Microw. Guid. Lett. 1,

374–375 (1991)
61. Ives, H.E.: Theory of the double fizeau toothed wheel. J. Opt. Soc. Am. 29, 472–478 (1939)
62. Jackson, F., Pargetter, R.: Relative simultaneity in special relativity. Philos. Sci. 44, 464–474

(1997)
63. Kelly, A.G.: Hafele & Keating: did they prove anything? Phys. Essays 13, 616–621 (2000)
64. Kilpatrick, J.F.: Measures of the velocity of pulses on wires. Toth-Maatian Rev. 9, 4541–4546

(1990)
65. Klauber, R.D.: Analysis of the anomalous Brillet and Hall experimental result. Found. Phys.

Lett. 17, 125–147 (2004)
66. Kolen, P., Torr, D.G.: An experiment to measure the one-way velocity of propagation of

electromagnetic radiation. Found. Phys. 12, 401–411 (1982)
67. Kostelecky, V.A.: CPT and Lorentz Symmetry. World Scientific, Singapore (1999)
68. Kostelecky, V.A.: CPT and Lorentz Symmetry II. World Scientific, Singapore (2002)
69. Kostelecky, V.A.: Background Information on Lorentz -CPT Violation (2016). http://media4.

physics.indiana.edu/~kostelec
70. Kruskal, M.: Maximal extension of Schwarzschild manifold. Phys. Rev. 119, 1743–1745

(1960)
71. Landau, L.D., Lifshitz, E.M.: The Classical Theory of Fields, 4th revised English edn.

Pergamon, New York (1975)
72. Leavens, C.R.: Times of arrival in quantum and Bohmian mechanics. Phys. Rev. A 59,

840–847 (1998)
73. Logunov, A.A.: On the article by Henri Poincaré “on the dynamics of the electron”. Hadronic

J. 19, 109–183 (1996)
74. Logunov, A.A.: Relativistic Theory of Gravity. Nova Science, New York (1999)
75. Logunov, A.A., Mestvirishvili, M.A.: The Relativistic Theory of Gravitation. Mir, Moscow

(1989)
76. Low, F.E.: Comments on apparent superluminal propagation. Ann. der Physik 7, 660–661

(1998)
77. Maciel, A.K.A., Tiomno, J.: On experiments to detect small violations of relativity theory.

Phys. Rev. Lett. 55, 143–146 (1985)
78. Magueijo, J., Smolin, L.: Lorentz invariance with an invariant energy scale. Phys. Rev. Lett.

88, 190403 (2002)
79. Mansouri, R., Sexl, R.V.: Test theory of special relativity 1. Simultaneity and clock synchro-

nization. Gen. Relativ. Gravit. 8, 497–513 (1977)
80. Mansouri, R., Sexl, R.V.: Test theory of special relativity 2. First order tests. Gen. Relativ.

Gravit. 8, 515–534 (1977)
81. Marinov, S.: Velocity of light is direction dependent. Czech. J. Phys. B 24, 965–970 (1974)
82. Marinov, S.: Measurement of the laboratory’s absolute velocity. Gen. Relativ. Gravit. 12,

57–66 (1974)

http://media4.physics.indiana.edu/~kostelec
http://media4.physics.indiana.edu/~kostelec


288 6 Some Issues in Relativistic Spacetime Theories

83. Matolcsi, T., Rodrigues, W.A. Jr.: Spacetime model with superluminal phenomena. Algebras
Groups Geom. 14, 1–16 (1997)

84. Mazur, P.O., Mottola, E.: Gravitational vacuum condensate stars. PNAS 101, 9545–9550
(2004) [arXiv:gr-qc/0407075]

85. Miller, D.C.: The ether drift experiment and the determination of the absolute motion of the
earth. Rev. Mod. Phys. 5, 203–242 (1933)

86. Miller, A.I.: Albert Einstein’s Special Theory of Relativity. Addison-Wesley, Reading (1981)
87. Milnes, H.W.: Faster than light? Radio Electron. 54, 55–64 (1983)
88. Milnes, H.W.: On electrical signals exceeding the velocity of light. Tooth-Maatian Rev. 2,

870–890 (1984)
89. Misner, C.M., Thorne, K.S., Wheeler, J.A.: Gravitation. W. H. Freeman, San Francisco (1973)
90. Mol, I.: Revisiting the Schwarzschild and Droste-Hilbert solutions of Einstein equations

and the Kruskal-Szekeres spacetime. In: Dvoeglazov, V.V. (ed.) Relativity, Gravitation,
Cosmology. Foundations. Contemporany Fundamental Physics Series. Nova Science Publ.,
New York (2015). arXiv:1403.2371v1 [math-ph]

91. Møller, C.: On the localization of the energy of a physical system in the general theory of
relativity. Ann. Phys. 4, 347–461 (1958)

92. Morse, P.M., Feshback, H.: Methods of Theoretical Physics, Part 1, pp. 837–841. McGraw-
Hill, New York (1953)

93. Mugnai, D., Ranfagni, A., Ruggieri, R.: Observation of superluminal behavior in wave
propagation. Phys. Rev. Lett. 84, 4830–4834 (2000)

94. Nakahara, M.: Geometry, Topology and Physics. Institute of Physics, Bristol (1990)
95. Nimtz, G.: New knowledge of tunneling from photonic experiments. In: Mugnai, D.,

Ranfagni, A., Schulman, L.S. (eds.) Proceedings of the Adriatico Research Conference:
Tunneling and Its Applications, 30 July–02 August 1996, pp. 223–237. World Scientific,
Singapore (1997)

96. Nimtz, G., Enders, A., Spieker, H.: Photonic tunneling times. J. Phys. I 4, 565–570 (1994)
97. Nimtz, G., Spieker, H., Brodowski, H.M.: Tunneling with dissipation. J. Phys. I 4, 1379–1382

(1994)
98. Nodland, B., Ralston, J.P.: Indication of anisotropy in electromagnetic propagation over

cosmological distances. Phys. Rev. Lett. 78, 3043–3046 (1997) [astro-ph/9704196]
99. Norton, J.: In: Howard, D., Stachel, J. (eds.) Einstein and the History of General Relativity.

Birkhauser, Boston (1989)
100. Oliveira, E.C, Rodrigues, W.A. Jr.: Subluminal, Luminal and Superluminal Wave Motion

(book in preparation)
101. O’Neill, B.: Semi Riemannian Geometry with Applications to Relativity. Academic,

New York (1983)
102. Pappas, P.T., Obolensky, A.G.: Thirth six nanoseconds faster than light. Electron. Wirel.

World, 1162–1165 (1998)
103. Percival, I.C.: Quantum transfer functions, weak nonlocality and relativity. Phys. Lett. A 244,

495–501 (1998)
104. Percival, I.C.: Cosmic quantum measurements. Proc. R. Soc. Lond. Ser. A 456, 25 (2000)
105. Poincaré, H.: Mesure du Temps, Rev. de Métaphysique et de Morale VI, 1–13 (1898)
106. Poincaré, H.: Sur la Dynamique de L’électron. Rend. C. Circ. Mat. Palermo 21, 129–175

(1906)
107. Post, E.J.: Sagnac effect. Rev. Mod. Phys. 39, 475–493 (1967)
108. Post, E.J.: Quantum Reprogramming. Kluwer, Dordrecht (1995)
109. Prugrovecki, E.: Quantum Geometry: A Framework Quantum General Relativity. Kluwer,

Dordrecht (1992)
110. Ranfagni, A., Mugnai, D.: Anomalous pulse delay in microwave propagation: a case for

superluminal behavior. Phys. Rev. E 54, 5692–5696 (1996)
111. Ranfagni, A., Mugnai, D., Fabeni, P., Pazzi, G.P.: Delay-time measurements in narrow

waveguides as a test of tunneling. Appl. Phys. Lett. 58, 774–776 (1991)



References 289

112. Ranfagni, A., Fabeni, P., Mugnai, D.: Anomalous pulse delay in microwave propagation: a
plausible connection to tunneling time. Phys. Rev. E 48, 1453–1460 (1993)

113. Reichenbach, H.: The Philosophy of Space and Time. Dover, New York (1958)
114. Rembielinski, J.: Quantization of the Tachyonic Field and the Preferred Frame (1995)

[arXiv:hep-ph/9509219v2]
115. Rembielinski, J.: Tachyons and preferred frames. Int. J. Mod. Phys. A 12, 1677–1709 (1997)
116. Rembielinski, J.: Superluminal Phenomena and the Quantum Preferred Frame (2000)

[arXiv:quant-ph/0010026v2]
117. Rembielinski, J., Smolinski, K.A.: Einstein-Podolsky-Rosen correlations of spin measure-

ments in two moving inertial frames. Phys. Rev. A 66, 0152114 (2002) [quant-ph/0204155]
118. Rembielinski, J., Smolinski, K.A.: Unphysical Predictions of Some Doubly Special Relativity

Theories, Bull. Soc. Sci. Lett. Lodz 53, 57–63 (2003) [hep-th/0207031]
119. Rickles, D.: Symmetry, structure and spacetime. In: Philosphy and Foundations of Physics,

vol. 3. Elsevier, Amsterdam (2008)
120. Roberts, W.M., Schleif, S.: What is the experimental basis of special relativity (2007). http://

math.ucr.edu/home/baez/physics/Relativity/SR/experiments.html
121. Robertson, W.M.: Speed of light broken with basic laboratory equipment. New Scientist 16/09

(2002). http://physics.mtsu./htm
122. Rodrigues, W.A. Jr., de Oliveira, E.C.: A comment on the twin paradox and the Hafele-

Keating experiment. Phys. Lett. A 140, 479–484 (1989)
123. Rodrigues, W.A. Jr., Rosa, M.A.F.: The meaning of time in relativity and Einstein’s later view

of the twin paradox. Found. Phys. 19, 705–724 (1989)
124. Rodrigues, W.A. Jr., Sharif, M.: Rotating frames in RT: Sagnac’s effect in SRT and other

related issues. Found. Phys. 31, 1767–1784 (2001)
125. Rodrigues, W.A. Jr., Sharif, M.: Equivalence principle and the principle of local Lorentz

invariance. Found. Phys. 31, 1785–1806 (2001). Corrigenda: Found. Phys. 32, 811–812
(2002)

126. Rodrigues, W.A. Jr., Tiomno, J.: On experiments to detect possible failures of relativity theory.
Found. Phys. 15, 995–961 (1985)

127. Rodrigues, W.A. Jr., Scanavini, M.E.F., Alcantara, L.P.: Formal structures, the concepts of
covariance, invariance, equivalent reference systems, and the principle of relativity. Found.
Phys. Lett. 3, 59–79 (1990)

128. Rosen, N.: Inertial systems in an expanding universe. Proc. Isr. Acad. Sci. Hum. 12, 1–16
(1968)

129. Rovelli, C.: Loop Gravity. Cambridge University Press, Cambridge (2004). http://www.cpt.
univ-mrs.fr/~rovelli/book.pdf

130. Saari, P., Reivelt, K.: Evidence of X-shaped propagation-invariant localized light waves. Phys.
Rev. Lett. 21, 4135–4138 (1997)

131. Sachs, R.K., Wu, H.: General Relativity for Mathematicians. Springer, New York (1977)
132. Sagnac, G.: The lumerifeous ether demonstrated by effect of the relative motion of the ether

in an interferometer in uniform rotation. C. R. Acad. Sci. 157, 708–710, 1410–1413 (1913)
133. Scharf, G.: Against Geometry: Non Standard General Relativity. (2012) arXiv:120.3749v3

[gr-qc]
134. Schmidt, B.G.: A new definition of singular point in general relativity. Gen. Relativ. Gravit.

1, 269–280 (1971)
135. Schmidt, B.G.: Local completeness of the b-boundary. Commun. Math. Phys. 29, 49–54

(1972)
136. Schwarzschild, K.: On the gravitational field of a mass point according to Einstein’s theory.

Gen. Relativ. Gravit. 35, 951–959 (2003). arXiv:physics/9905030
137. Schweber, S.S.: An Introduction to Relativistic Quantum Field Theory. Harper & Row,

New York (1964)
138. Schwinger, J.: Particles, Sources and Fields, vol. 1. Addison-Wesley, Reading (1970)
139. Selleri, F.: Non invariant one way velocity of light. Found. Phys. 26, 641–664 (1996)

http://www.cpt.univ-mrs.fr/~rovelli/book.pdf
http://www.cpt.univ-mrs.fr/~rovelli/book.pdf
http://physics.mtsu./htm
http://math.ucr.edu/home/baez/physics/Relativity/SR/experiments.html
http://math.ucr.edu/home/baez/physics/Relativity/SR/experiments.html


290 6 Some Issues in Relativistic Spacetime Theories

140. Selleri, F.: Non invariant one way speed of light and locally equivalent reference frames.
Found. Phys. Lett. 10, 73–83 (1997)

141. Shankland, R.S., McCuskey, S.W., Leone, F.C., Kuerti, G.: New analysis of the interferomet-
ric observations of Dayton C. Miller. Rev. Mod. Phys. 27, 167–178 (1955)

142. Stefanov, A., Zbinden, H., Gisin, N., Suarez, A.: Quantum correlations with spacelike
separated beams splitters in motion: experimental test of multisimultaneity. Phys. Rev. Lett.
88(12), 120404 (2002)

143. Steinberg, A.M., Chiao, R.Y.: Dispersionless, highly superluminal propagation in a medium
with a gain doublet. Phys. Rev. A 49, 2071–2075 (1994)

144. Steinberg, A.M., Kwiat, P.G., Chiao, R.Y.: Measurement of the single-photon tunneling time.
Phys. Rev. Lett. 71, 708–711 (1993)

145. Stravroulakis, N.: Vérité Scientifique et Trous Noirs. Le Abus du Formalism (premiere part).
Ann. Fond. L. de Broglie 24, 67–108 (1999)

146. Suarez, A., Scarani, V.: Does entanglement depend on the timing of the impacts at the beam-
splitters? Phys. Lett. A 232, 9–14 (1997)

147. Synge, J.L.: The gravitational field of a particle. Proc. R. Irish Soc. 53, 83–114 (1950)
148. Synge, J.L.: Relativity: The General Theory. North Holland, Amsterdam (1960)
149. Szekeres, G.: On the singularities of a Riemannian manifold. Math. Debrecea 7, 285–301

(1960)
150. Tangherlini, F.R.: An introduction to the general theory of relativity. N. Cimento Suppl. 20,

1–86 (1961)
151. Tiomno, J.: Experimental evidence against a Lorentz aether theory (LAT). In: Ruffini, R.

(ed.) Proceedings of the Fourth Marcel Grossmann Meeting on General Relativity. Elsevier,
Amsterdam (1986)

152. Torr, D.G., Kolen, P.: Misconception in recent paper on special relativity and absolute space
theories. Found. Phys. 12, 265–284 (1982)

153. Torr, D.G., Kolen, P.: Precision measurement and fundamental constants II. In: Taylor, B.N.,
Phillips, W.D. (eds.) National Bureau of Standards, vol. 617, pp. 675–679 (1984)

154. Vigier, J.P.: New non-zero photon mass interpretation of the sagnac effect as direct experi-
mental justification of the Langevin paradox. Phys. Lett. A 234, 75–85 (1997)

155. Volovik, G.E.: The Universe in a Liquid Droplet. Clarendon, Oxford (2003)
156. Weinberg, S.: Gravitation and Cosmology. Wiley, New York (1972)
157. Whittaker, E.T.: A History of the Theories of Aether and Electricity, vols. I and II. Humanities,

New York (1973)
158. Will, C.M.: Theory and Experiment in Gravitational Physics. Cambridge University Press,

Cambridge (1980)
159. Yilmaz, H.: Test of Lorentz covariance and relativity of simultaneity. Lett. Nuovo Cimento

23, 265–268 (1978)
160. Zhang, Y.Z.: Special Relativity and Its Experimental Foundations. World Scientific, Singapore

(1997)
161. Zibinden, H., Brendel, J., Gisin, N., Tittel, W.: Experimental test of nonlocal quantum

correlation in relativistic configurations. Phys. Rev. A 63, 022111 (2002)



Chapter 7
Clifford and Dirac-Hestenes Spinor Fields

Abstract This chapter presents an original approach to the theory of Dirac-
Hestenes spinor fields. After recalling details the structure of the Clifford bundle of a
Lorentzian manifold structure .M; g/ we introduce the concept of spin structures on
.M; g/, define spinor bundles and spinor fields. Left and right spin-Cillford bundles
are presented and the concept of Dirac-Hestenes spinor fields (as sections of a
special spin-Clifford bundle denoted by C`r

Spine
1;3
.M;g/) is investigated in details

disclosing their real nature and showing how these objects can be represented as
some equivalence classes of even sections of the Clifford bundle C`.M;g/. We
introduce and obtain the connection (covariant derivative) acting on spin-Clifford
bundles C`r

Spine
1;3
.M;g/ from a Levi-Civita connection acting on the tensor bundle

of .M; g/. Associated with that connection we next introduce the standard spin-
Dirac operator acting on sections of C`r

Spine
1;3
.M;g/ (not to be confused with the

Dirac operator acting on sections of the Clifford bundle defined in Chap. 4). We
discuss how to write Dirac equation using the spin-Clifford bundle formalism and
clarifies its properties and many misunderstandings relating to such a notion that are
spread in the literature. We also discuss the notion of what is known as amorphous
spinor fields showing that these objects cannot represent fermion fields. Finally, the
Chapter also presents a simple proof of the famous Lichnerowicz formula which
relates the square of the standard spin-Dirac operator to the curvature of the (spin)
connection and also we obtain a generalization of that formula for the square of a
general spin-Dirac operator associated to a general (metric compatible) Riemann-
Cartan connection defined in .M; g/.

7.1 The Clifford Bundle of Spacetime

In this Chapter, M refers (unless otherwise stated) to a four dimensional, real,
connected, paracompact and non-compact manifold. We recall that in Sect. 4.7.1
of Chap. 4 we defined a Lorentzian manifold as a pair .M; g/, where g 2 sec T02M
is a Lorentzian metric of signature .1; 3/, i.e., for all x 2 M, TxM ' T�x M ' R1;3,
where R1;3 is the vector Minkowski space. Moreover, we also defined in Sect. 4.7.1
a spacetime M as pentuple .M; g;r ; �g;"/, where .M; g;�g;"/ is an oriented

© Springer International Publishing Switzerland 2016
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Dirac and Einstein Equations, Lecture Notes in Physics 922,
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Lorentzian manifold (oriented by �g) and time oriented by " , and r is a linear
connection on M such that rg D 0. Also, T and R are respectively the torsion
and curvature tensors of r . If T.r / D 0, then M has been called in Chap. 4 a
Lorentzian spacetime. The particular Lorentzian spacetime where M ' R4 and
such that R.r / D 0 has been called Minkowski spacetime and will be denoted by
M. We recall also that when rg D 0, R.r/ ¤ 0 and T.r / ¤ 0, M has been called
a RCST. The particular RCST such that R.r/ D 0 has been called a teleparallel
spacetime.

In what follows PSOe
1;3
.M/ (PSOe

1;3
.M/) denotes the principal bundle of oriented

Lorentz tetrads (cotetrads). We assume that the reader is acquainted with the
structure of PSOe

1;3
.M/ (PSOe

1;3
.M/) (as recalled, e.g., in Sect. A.1.1) whose local

sections in U � M are the time oriented and oriented orthonormal frames (coframes)
in U, or simply frame (coframe) when no confusion arises [6, 9, 19, 20, 23]. Also,
since we work with the Clifford bundle of nonhomogeneous differential forms,
given a choice of a frame † 2 sec PSOe

1;3
.M/ we immediately choose for almost all

considerations in this chapter the corresponding dual frame † 2 sec PSOe
1;3
.M/. We

recall also that PSOe
1;3
.M/ ' PSOe

1;3
.M/. We already defined the Clifford bundle of

differential forms on a structure .M; g/ on Chap. 4. We recall that the Clifford bundle
of differential forms of a Lorentzian manifold .M; g/ is the bundle of algebras

C`.M;g/ D
[
x2M

C`.T�x M;gx/; (7.1)

where C`.T�x M;gx/ ' R1;3 the spacetime algebra introduce in Chap. 3 and g is the
metric of the cotangent bundle such that gx is related to gx as introduced in Chap. 4.

7.1.1 Details of the Bundle Structure of C`.M;g/

We mention in Chap. 4 that a Clifford bundle is a vector bundle associated to the
principal bundle PSOe

1;3
.M/ of orthonormal frames. More specifically we have that

C`.M;g/ D PSOe
1;3
.M/ �Ad0 R1;3 ' PSOe

1;3
.M/ �Ad0 R1;3

We now give the details of the bundle structure.

(i) Let �c W C`.M;g/! M be the canonical projection of C`.M;g/ and let fU˛g
be an open covering of M. There are trivialization mappings  i W ��1c .Ui/ !
Ui � R1;3 of the form  i. p/ D .�c. p/;  i;x. p// D .x;  i;x. p//. If x 2 Ui \Uj

and p 2 ��1c .x/, then

 i;x. p/ D hij.x/ j;x. p/ (7.2)
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for hij.x/ 2 Aut.R1;3/, where hij W Ui \ Uj ! Aut.R1;3/ are the transition
mappings of C`.M;g/. We know from Chap. 3 that every automorphism of
R1;3 is inner. Then,

hij.x/ j;x. p/ D gij.x/ i;x. p/gij.x/
�1 (7.3)

for some gij.x/ 2 R?1;3, the group of invertible elements of R1;3.
(ii) Now, as we learned in Chap. 3, the group SOe

1;3 has a natural extension in the
Clifford algebra R1;3. Indeed we know that R?1;3 acts naturally on R1;3 as an
algebra automorphism through its adjoint representation. A set of lifts of the
transition functions of C`.M;g/ is a set of elements fgijg � R?1;3 such that if1

Ad W g 7! Adg;

Adg.a/ D gag�1;8a 2 R1;3; (7.4)

then Adgij D hij in all intersections.
(iii) Also � D AdjSpine

1;3
defines a group homeomorphism � W Spine

1;3 ! SOe
1;3

which is onto with kernel Z2. We have that Ad�1 D identity, and so Ad W
Spine

1;3 ! Aut.R1;3/ descends to a representation of SOe
1;3. Let us call Ad0 this

representation, i.e., Ad0 W SOe
1;3 ! Aut.R1;3/. Then we can write Ad0�.g/a D

Adga D gag�1.
(iv) It is clear then, that the structure group of the Clifford bundle C`.M;g/ is

reducible from Aut.R1;3/ to SOe
1;3. Thus the transition maps of the principal

bundle of oriented Lorentz cotetrads PSOe
1;3
.M/ can be (through Ad0) taken as

transition maps for the Clifford bundle. We then have [15]

C`.M;g/ D PSOe
1;3
.M/ �Ad0 R1;3; (7.5)

i.e., the Clifford bundle is an associated vector bundle to the principal bundle
PSOe

1;3
.M/ of orthonormal Lorentz coframes.

7.1.2 Clifford Fields

Recall that C`.T�x M;gx/ is also a vector space over R which is isomorphic to the

exterior algebra
V

T�x M of the cotangent space and
V

T�x M D
M4

kD0
V

kT�x M,

where
Vk T�x M is the

�
4
k

�
-dimensional space of k-forms. Then, as we already saw in

Sect. 4.6.1, there is a natural embedding
V

T�M ,! C`.M;g/ [15] and sections of

1Recall that Spine
1;3 D fa 2 R

C
1;3 W aQa D 1g ' Sl.2;C/ is the universal covering group of the

restricted Lorentz group SOe
1;3.
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C`.M;g/—Clifford fields (Definition 4.111)—can be represented as a sum of non
homogeneous differential forms. Let feag 2 sec PSOe

1;3
.M/ (the orthonormal frame

bundle) be a tetrad basis for TU � TM, i.e., g.ea; eb/ D �ab D diag.1;�1;�1;�1/
and .a;b D 0; 1; 2; 3). Moreover, let f�ag 2 sec PSOe

1;3
.M/. Then, for each a D

0; 1; 2; 3, �a 2 sec
V1 T�M ,! sec C̀ .M;g/, i.e., f�bg is the dual basis of feag.

Finally, let f�ag, �a 2 sec
V1 T�M ,! sec C`.M;g/ be the reciprocal basis of f�bg,

i.e., �a � �b D ıb
a :

Recall also that the fundamental Clifford product is generated by

�ab C �ba D 2�ab: (7.6)

If C 2 sec C̀ .M;g/ is a Clifford field, we have:

C D sC vi�
i C 1

2Š
bij�

i� j C 1

3Š
tijk�

i� j�k C p�5; (7.7)

where �5 D �0�1�2�3 is the volume element and

s; vi; bij; tijk; p 2 sec
^0

T�M ,! sec C̀ .M;g/: (7.8)

7.2 Spin Structure

Definition 7.1 A spin structure on M consists of a principal fibre bundle �s W
PSpine

1;3
.M/ ! M (called the Spin Frame Bundle) with group Spine

1;3 and a map

s W PSpine
1;3
.M/! PSOe

1;3
.M/ (7.9)

satisfying the following conditions:

(i) �.s. p// D �s. p/ 8p 2 PSpine
1;3
.M/; � is the projection map of the bundle

PSOe
1;3
.M/.

(ii) s. pu/ D s. p/Adu ;8p 2 PSpine
1;3
.M/ and Ad W Spine

1;3 ! Aut.R1;3/; Adu W
R1;3 3 x 7! uxu�1 2 R1;3.

Definition 7.2 Any section of PSpine
1;3
.M/ is called a spin frame field (or simply a

spin frame).

Remark 7.3 We define also a Spin Coframe Bundle PSpine
1;3
.M/ by substituting in

Eq. (7.9) PSOe
1;3
.M/ by PSOe

1;3
.M/. Of course, PSpine

1;3
.M/ ' PSpine

1;3
.M/. Any section

of PSpine
1;3
.M/ is called a spin coframe field (or simply a spin coframe). We shall

use the symbol „ 2 sec PSpine
1;3
.M/ to denoted a spin coframe dual to a spin frame

„ 2 sec PSOe
1;3
.M/.
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Recall that we learned in Chap. 3 that the minimal left (right) ideals of Rp;q are
left (right) modules for Rp;q. There, covariant, algebraic and Dirac-Hestenes spinors
[when . p; q/ D .1; 3/] were defined as certain equivalence classes in appropriate
sets. We are now interested in defining algebraic Dirac spinor fields and also Dirac-
Hestenes spinor fields, on a general RCST, as sections of appropriate vector bundles
(spinor bundles) associated to PSpine

1;3
.M/. The compatibility between PSpine

1;3
.M/

and PSOe
1;3
.M/, as captured in Definition 7.1 (and taking into account Remark 7.3),

is essential for that matter.
It is therefore natural to ask: When does a spin structure exist on an oriented

manifold M? The answer, which is a classical result [2, 3, 7, 9, 11, 12, 15, 18–21, 23,
24], is that a necessary and sufficient condition for the existence of a spin structure
on M (given the already assumed properties of M) is that the second Stiefel-Whitney
class w2.M/ of M is trivial. Moreover, when a spin structure exists, one can show
that it is unique (modulo isomorphisms), if and only if, H1.M;Z2/, the de-Rham
cohomology group with values in Z2 is trivial. We now, introduce without proof a
theorem that is crucial for our theory.

Theorem 7.4 For a Lorentz manifold .M; g/, a spin structure exists if and only if
PSOe

1;3
.M/ is a trivial bundle.

Proof See Geroch [11]. �
Remark 7.5 Recall that global sections † 2 sec PSOe

1;3
.M/ are Lorentz frames and

global sections„ 2 sec PSpine
1;3
.M/ are spin frames. We recall from Sect. A.1.3 that

each † 2 sec PSOe
1;3
.M/ is a basis for TM, which is completely specified once we

give an element of the Lorentz group for each x 2 M and fix a fiducial frame. Each
„ 2 sec PSpine

1;3
.M/ is also a basis for TM and is completely identified once give

an element of the Spine
1;3 for each x 2 M and fix a fiducial frame. Note that two

ordered basis for TM when considered as spin frames are to be considered different
even if consisting of the same vector fields, which are related by multiples of a 2�
rotation. Also, two ordered basis for TM are considered equal when considered as
spin frames, if they consist of the same vector fields related by multiples of a 4�
rotation. Although we recognize that this mathematical construction seems at first
sight impossible of experimental detection, Aharonov and Susskind [1] warrants
that with clever experiments the spinor structure can be detected.

Remark 7.6 Recall that a principal bundle is trivial, if and only if, it admits a global
section. Therefore, Geroch’s result says that a (non-compact) spacetime admits a
spin structure, if and only if, it admits a (globally defined) Lorentz frame. In fact, it is
possible to replace PSOe

1;3
.M/ by PSpine

1;3
.M/ in Remark 7.4 (see footnote 25 in [11]).

In this way, when a (non-compact) spacetime admits a spin structure, the bundle
PSpine

1;3
.M/ is trivial and, therefore, every bundle associated to it is also trivial. This

result is indeed a very important one, because it says to us that the real spacetime
of our universe (that, of course, is inhabited by several different types of spinor
fields) must have a topology that admits a global tetrad field, which is defined only
modulus a local Lorentz transformation. A dual cotetrad has been associated to the
gravitational field in Chap. 4 (see more details in Chaps. 9 and 11), where we wrote
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wave equations for them. In a certain sense that cotetrad field is a representation of
the substance of physical spacetime.

Definition 7.7 A oriented manifold endowed with a spin structure will be called a
spin manifold.

Exercise 7.8 Show that Minkowski and de Sitter spacetimes are spin manifolds.

7.3 Spinor Bundles and Spinor Fields

We now present the most usual definitions of spinor bundles appearing in the
literature2 and next we find appropriate vector bundles such that particular sections
are LIASF (Definition 7.16) or DHSF (Definition 7.27)

Definition 7.9 A real (left) spinor bundle for M is a vector bundle

S.M;g/ D PSpine
1;3
.M/ ��l M (7.10)

where M is a left module for R1;3 and �l is a representation of Spine
1;3 on End.M/

given by left multiplication by elements of Spine
1;3.

Definition 7.10 The dual bundle S?.M;g/ is a real (right) spinor bundle

S?.M;g/ D PSpine
1;3
.M/ ��r M? (7.11)

where M? is a right module for R1;3 and �r is a representation Spine
1;3 in

End.M/ given by right multiplication by (inverse) elements of Spine
1;3. By right

multiplication we mean that given a 2 M?; �r.u/a D au�1, then

�r.uuK/a D  .uuK/�1 D  uK�1u�1 D �r.u/�r.uK/a: (7.12)

Definition 7.11 A complex spinor bundle for M is a vector bundle

Sc.M;g/ D PSpine
1;3
.M/ ��c Mc (7.13)

where Mc is a complex left module for C˝ R1;3 ' R4;1 ' C.4/, and where �c is
a representation of Spine

1;3 in End.Mc/ given by left multiplication by elements of
Spine

1;3.

2We recall that there are some other (equivalent) definitions of spinor bundles that we are not going
to introduce in this book as, e.g., the one given in [5] in terms of mappings from PSpine

1;3
to some

appropriate vector space.
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Definition 7.12 The dual complex spinor bundle for M is a vector bundle

S?c .M;g/ D PSpine
1;3
.M/ ��c M?

c (7.14)

where M?
c is a complex right module for C ˝ R1;3 ' R4;1 ' C.4/, and where �c

is a representation of Spine
1;3 in End.Mc/ given by right multiplication by (inverse)

elements of Spine
1;3.

Taking, e.g., Mc D C4 and �c the D.1=2;0/ ˚ D.0;1=2/ representation of Spine
1;3 Š

Sl.2;C/ in End.C4/, we immediately recognize the usual definition of the (Dirac)
covariant spinor bundle of M, as given, e.g., in [6, 9, 20].

7.3.1 Left and Right Spin-Clifford Bundles

We saw in Chap. 3 that besides the ideal I D R1;3
1
2
.1 C E0/, other ideals exist

in R1;3 that are only algebraically equivalent to this one. In order to capture all
possibilities we recall that R1;3 can be considered as a module over itself by left (or
right) multiplication. We are thus led to the

Definition 7.13 The left real spin-Clifford bundle of M is the vector bundle

C`l
Spine

1;3
.M;g/ D PSpine

1;3
.M/ �l R1;3 (7.15)

where l is the representation of Spine
1;3 on R1;3 given by l.a/x D ax. Sections of

C`l
Spine

1;3
.M;g/ are called left spin-Clifford fields.

Remark 7.14 C`l
Spine

1;3
.M;g/ is a ‘principalR1;3- bundle’, i.e., it admits a free action

of R1;3 on the right [15], which is denoted by Rg, g 2 R1;3. This will be discussed in
detail below.

Remark 7.15 There is a natural embedding PSpine
1;3
.M/ ,! C`l

Spine
1;3
.M;g/ which

comes from the embedding Spine
1;3 ,! R01;3. Hence (as we shall see in more details

below), every real left spinor bundle (see Definition 7.13) for M can be captured
from C`l

Spine
1;3
.M;g/, which is a vector bundle very different from C`.M;g/. Their

relation is presented below, but before that we give the

Definition 7.16 Let I.M;g/ be a subbundle of C`l
Spine

1;3
.M;g/ such that there exists

a primitive idempotent e of R1;3 with

Re‰ D ‰ (7.16)
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for all ‰ 2 sec I.M;g/ ,! sec C`l
Spine

1;3
.M;g/: Then, I.M;g/ is called a subbundle

of ideal left algebraic spinor fields. Any ‰ 2 sec I.M;g/ ,! sec C`l
Spine

1;3
.M;g/ is

called a left ideal algebraic spinor field (LIASF).

I.M;g/ can be thought of as a real spinor bundle for M such that M in Eq. (7.13)
is a minimal left ideal of R1;3:

Definition 7.17 Two subbundles I.M;g/ and IK.M;g/ of LIASF are said to be
geometrically equivalent if the idempotents e; e0 2 R1;3 (appearing in the previous
definition) are related by an element u 2 Spine

1;3, i.e., e0 D ueu�1.

Definition 7.18 The right real spin-Clifford bundle of M is the vector bundle

C`r
Spine

1;3
.M;g/ D PSpine

1;3
.M/ �r R1;3: (7.17)

Sections of C`r
Spine

1;3
.M;g/ are called right spin-Clifford fields.

In Eq. (7.17) r refers to a representation of Spine
1;3 on R1;3, given by r.a/x D

xa�1. As in the case for the left real spin-Clifford bundle, there is a natural
embedding PSpine

1;3
.M/ ,! C`r

Spine
1;3
.M;g/ which comes from the embedding

Spine
1;3 ,! R01;3. There exists also a natural left La action of a 2 R1;3 on

C`r
Spine

1;3
.M;g/. This will be proved in Sect. 7.4.

Definition 7.19 Let I?.M;g/ be a subbundle of C`r
Spine

1;3
.M;g/ such that there exists

a primitive idempotent element e of R1;3 with

Le‰ D ‰ (7.18)

for any ‰ 2 sec I?.M;g/ ,! sec C`r
Spine

1;3
.M;g/g. Then, I?.M;g/ is called a

subbundle of right ideal algebraic spinor fields. Any ‰ 2 sec I?.M;g/ ,!
sec C`r

Spine
1;3
.M;g/ is called a RIASF. I?.M;g/ can be thought of as a real spinor

bundle for M such that M? in Eq. (7.14) is a minimal right ideal of R1;3.

Definition 7.20 Two subbundles I�.M;g/ and I�K.M;g/ of RIASF are said to be
geometrically equivalent if the idempotents e;e0 2 R1;3 (appearing in the previous
definition) are related by an element u 2 Spine

1;3, i.e., e0 D ueu�1.

Proposition 7.21 In a spin manifold, we have

C`.M;g/ D PSpine
1;3
.M/ �Ad R1;3:

Proof Remember once again that the representation

Ad W Spine
1;3 ! Aut.R1;3/ Adua D uau�1 u 2 Spine

1;3
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is such that Ad�1 D identity and so Ad descends to a representation Ad0 of SOe
1;3

which we considered above. It follows that when PSpine
1;3
.M/ exists C`.M;g/ D

PSpine
1;3
.M/ �Ad R1;3. �

7.3.2 Bundle of Modules over a Bundle of Algebras

Proposition 7.22 S.M;g/ (or C`l
Spine

1;3
.M;g/) is a bundle of (left) modules over

the bundle of algebras C`.M; g/. In particular, the sections of the spinor bundle
(S.M;g/ or C`l

Spine
1;3
.M;g/) are a module over the sections of the Clifford bundle.

Proof For the proof, see [15]. �

Corollary 7.23 Let ˆ;‰ 2 sec C`l
Spine

1;3
.M;g/ and ‰ ¤ 0. Then there exists  2

sec C`.M;g/ such that

‰ D  ˆ: (7.19)

Proof It is an immediate consequence of Proposition 7.22. �

So, the corollary allows us to identify a correspondence between some sections
of C`.M;g/ and some sections of I.M;g/ or C`l

Spine
1;3
.M;g/ once we fix a section

on C`l
Spine

1;3
.M;g/. This and other correspondences are essential for our theory of

Dirac-Hestenes spinor fields. Once we clarified what is the meaning of a bundle of
modules S.M;g/ over a bundle of algebras C`.M;g/; we can give the following

Definition 7.24 Two real left spinor bundles are equivalent, if and only if, they are
equivalent as bundles of C`.M;g/ modules.

Remark 7.25 Of course, geometrically equivalently real left spinor bundles are
equivalent.

Remark 7.26 In what follows we denote the complexified left spin Clifford bundle
and the complexified right spin Clifford bundle by

C`l
Spine

1;3
.M/ D PSpine

1;3
.M/ �l C˝ R1;3 � PSpine

1;3
.M/ �r R4;1;

C`r
Spine

1;3
.M/ D PSpine

1;3
.M/ �r C˝R1;3 � PSpine

1;3
.M/ �r R4;1: (7.20)

7.3.3 Dirac-Hestenes Spinor Fields (DHSF)

Let ea, a D 0; 1; 2; 3 be the canonical basis of R1;3 ,! R1;3 which generates the
algebra R1;3. They satisfy the basic relation eaeb C ebea D 2�ab. We recall that we
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showed in Chap. 3 that

e D 1

2
.1C e0/ 2 R1;3 (7.21)

is a primitive idempotent of R1;3 and

f D 1

2
.1C e0/

1

2
.1C i e2e1/ 2 C˝ R1;3 (7.22)

is a primitive idempotent of C˝ R1;3. Now, let I D R1;3e and IC D C ˝ R1;3f be
respectively the minimal left ideals of R1;3 and C˝ R1;3 generated by e and f. Let
ˆ D ˆe 2 I and ‰ D ‰f 2 IC. Then, any � 2 I can be written as

ˆ D ˆe (7.23)

with ˆ 2 R01;3. Analogously, any ˆ 2 IC can be written as

ˆ D ˆe
1

2
.1C ie2e1/; (7.24)

with ˆ 2 R01;3.
Recall moreover that C˝R1;3 ' R4;1 ' C.4/, where C.4/ is the algebra of the

4 � 4 complexes matrices. We can verify that0BB@
1 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0

1CCA (7.25)

is a primitive idempotent of C.4/ which is a matrix representation of f. In that way
as proved in Chap. 3 there is a bijection between column spinors, i.e., elements of
C4 (the complex 4-dimensional vector space) and the elements of IC. All that, plus
the definitions of the left real and complex spin bundles and the subbundle I.M;g/
suggests the

Definition 7.27 Let ˆ 2 sec I.M;g/ ,! sec C`l
Spine

1;3
.M;g/ be as in Defini-

tion 7.16, i.e.,

Reˆ D ˆe D ˆ; e2 D e D 1

2
.1Ce0/ 2 R1;3: (7.26)

A DHSF associated with ˆ is an even section ˆ of C`l
Spine

1;3
.M;g/ such that

ˆ D ˆe: (7.27)
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Remark 7.28 An equivalent definition of a DHSF is the following. Let ‰ 2
secC`l

Spine
1;3
.M;g/ be such that

Rf‰ D ‰f D ‰; f2 D f D 1

2
.1C e0/

1

2
.1C ie2e1/ 2 C˝R1;3: (7.28)

Then, a DHSF associated to ‰ is an even sectionˆ of C`l
Spine

1;3
.M;g/ such that

‰ D ˆf: (7.29)

Remark 7.29 In what follows, when we refer to a DHSF ˆ we omit for simplicity
the wording associated withˆ (or‰). It is very important to observe that a DHSF is
not a sum of even multivector fields although, under a local trivialization, ˆ which
is a section of C`l

Spine
1;3
.M;g/ is for each x 2 M mapped on an even element3 of

R1;3. We emphasize that a DHSF is a particular section of a spinor bundle, not of
the Clifford bundle. However, we show below a very important fact, namely that
DHSFs have representatives in the Clifford bundle.

7.4 Natural Actions on Some Vector Bundles Associated with
PSpine

1;3
.M/

Recall that, when M is a spin manifold:

(i) The elements of C`.M;g/ D PSpine
1;3
.M/ �Ad R1;3 are equivalence classes

Œ. p; a/� of pairs . p; a/; where p 2 PSpine
1;3
.M/, a 2 R1;3 and . p; a/ 

. p0; a0/ , p0 D pu�1; a0 D uau�1, for some u 2 Spine
1;3;

(ii) The elements of C`l
Spine

1;3
.M;g/ are equivalence classes of pairs . p; a/, where

p 2 PSpine
1;3
.M/, a 2 R1;3 and . p; a/  . p0; a0/ , p0 D pu�1; a0 D ua, for

some u 2 Spine
1;3;

(iii) The elements of C`r
Spine

1;3
.M;g/ are equivalence classes of pairs . p; a/, where

p 2 PSpine
1;3
.M/, a 2 R1;3 and . p; a/  . p0; a0/ , p0 D pu�1; a0 D au�1, for

some u 2 Spine
1;3.

In this way, it is possible to define the following natural actions on these
associated bundles.

Proposition 7.30 There is a natural right action of R1;3 on C`l
Spine

1;3
.M;g/ and a

natural left action of R1;3 on C`r
Spine

1;3
.M;g/.

3Note that it is meaningful to speak about even (or odd) elements in C`l
Spine

1;3
.M/ since Spine

1;3 �
R01;3.
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Proof Given b 2 R1;3 and ˛ 2 C`l
Spine

1;3
.M;g/; select a representative . p; a/ for ˛

and define ˛b WD Œ. p; ab/� : If another representative . pu�1; ua/ is chosen for ˛; we
have . pu�1; uab/  . p; ab/ and thus ˛b is a well defined element of C`l

Spine
1;3
.M;g/.

�
Denote the space of R1;3-valued smooth functions on M by F.M;R1;3/. Then,

the above proposition immediately yields the following

Corollary 7.31 There is a natural right action of F.M;R1;3/ on the sections
of C`l

Spine
1;3
.M;g/ and a natural left action of F.M;R1;3/ on the sections of

C`r
Spine

1;3
.M;g/.

Proposition 7.32 There is a natural left action of sec C`.M;g/ on the sections
of C`l

Spine
1;3
.M;g/ and a natural right action of sec C`.M;g/ on sections of

C`r
Spine

1;3
.M;g/.

Proof Given ˛ 2 sec C`.M;g/ and ˇ 2 sec C`l
Spine

1;3
.M;g/; select representatives

. p; a/ for ˛.x/ and . p; b/ for ˇ.x/ (with p 2 ��1.x/) and define .˛ˇ/.x/ WD
Œ. p; ab/� 2 C`l

Spine
1;3
.M;g/: If alternative representatives . pu�1; uau�1/ and

. pu�1; ub/ are chosen for ˛.x/ and ˇ.x/; we have

. pu�1; uau�1ub/ D . pu�1; uab/  . p; ab/

and thus .˛ˇ/.x/ is a well defined element of C`l
Spine

1;3
.M;g/. �

Proposition 7.33 There is a natural pairing

sec C`l
Spine

1;3
.M;g/ � sec C`r

Spine
1;3
.M;g/! sec C`.M;g/:

Proof Given ˛ 2 sec C`l
Spine

1;3
.M;g/ and ˇ 2 sec C`r

Spine
1;3
.M;g/; select representa-

tives . p; a/ for ˛.x/ and . p; b/ for ˇ.x/ (with p 2 ��1.x/) and define .˛ˇ/.x/ WD
Œ. p; ab/� 2 C`.M;g/. If alternative representatives . pu�1; ua/ and . pu�1; bu�1/ are
chosen for ˛.x/ and ˇ.x/; we have . pu�1; uabu�1/  . p; ab/ and thus .˛ˇ/.x/ is a
well defined element of C`.M;g/. �

Proposition 7.34 There is a natural pairing

sec C`r
Spine

1;3
.M;g/ � sec C`l

Spine
1;3
.M;g/! F.M;R1;3/:

Proof Given ˛ 2 sec C`r
Spine

1;3
.M;g/ and ˇ 2 sec C`l

Spine
1;3
.M;g/; select representa-

tives . p; a/ for ˛.x/ and . p; b/ for ˇ.x/ (with p 2 ��1.x/) and define .˛ˇ/.x/ WD
ab 2 R1;3. If alternative representatives . pu�1; au�1/ and . pu�1; ub/ are chosen for
˛.x/ and ˇ.x/; we have au�1ub D ab and thus .˛ˇ/.x/ is a well defined element of
R1;3. �
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7.4.1 Fiducial Sections Associated with a Spin Frame

We start by exploring the possibility of defining “unit sections” on the various vector
bundles associated with the principal bundle PSpine

1;3
.M/.

Let

ˆi W ��1.Ui/! Ui � Spine
1;3; ˆj W ��1.Uj/! Uj � Spine

1;3

be two local trivializations for PSpine
1;3
.M/; with

ˆi.u/ D .�.u/ D x; �i;x.u//; ˆj.u/ D .�.u/ D x; �j;x.u//:

Recall that the transition function on gij W Ui \ Uj ! Spine
1;3 is then given by

gij.x/ D �i;x ı �j;x
�1;

which does not depend on u.

Proposition 7.35 C`.M;g/ has a naturally defined global unit section.

Proof For the associated bundle C`.M;g/, the transition functions corresponding to
local trivializations

‰i W ��1c .Ui/! Ui � R1;3; ‰j W ��1c .Uj/! Uj � R1;3; (7.30)

are given by hij.x/ D Adgij.x/. Define the local sections

1i.x/ D ‰�1i .x; 1/; 1j.x/ D ‰�1j .x; 1/; (7.31)

where 1 is the unit element of R1;3. Since hij.x/ �1 D Adgij.x/.1/ D gij.x/1gij.x/�1 D
1, we see that the expressions above uniquely define a global section 1 for C`.M;g/
with 1jUi D 1i. �

Remark 7.36 It is clear that such a result can be immediately generalized for the
Clifford bundle C`p;q.M;g/, of any n-dimensional manifold endowed with a metric
of arbitrary signature . p; q/ (where n D p C q). Now, we observe also that the
left (and also the right) spin-Clifford bundle can be generalized in an obvious way
for any spin manifold of arbitrary finite dimension n D p C q, with a metric of
arbitrary signature . p; q/. However, another important difference between C`.M;g/
and C`l

Spine
p;q
.M;g/ or C`r

Spine
1;3
.M;g/) is that these latter bundles only admit a global

unit section if they are trivial.

Proposition 7.37 There exists an unit section on C`r
Spine

p;q
.M;g/ (and also on

C`l
Spine

p;q
.M;g/), if and only if, PSpine

p;q
.M/ is trivial.
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Proof We show the necessity for the case of C`r
Spine

p;q
.M;g/,4 the sufficiency is triv-

ial. For C`r
Spine

p;q
.M;g/, the transition functions corresponding to local trivializations

�i W ��1sc .Ui/! Ui � Rp;q; �j W ��1sc .Uj/! Uj � Rp;q; (7.32)

are given by kij.x/ D Rgij.x/, with Ra W Rp;q ! Rp;q; x 7! xa�1. Let 1 be the unit
element of R1;3. An unit section in C`r

Spine
p;q
.M;g/—if it exists—is written in terms

of these two local trivializations as

1r
i .x/ D ��1i .x; 1/; 1r

j .x/ D ��1j .x; 1/; (7.33)

and we must have 1r
i .x/ D 1r

j .x/ 8x 2 Ui \ Uj. As �i.1r
i .x// D .x; 1/ D �j.1r

j .x//,
we have 1r

i .x/ D 1r
j .x/ , 1 D kij.x/ � 1 , 1 D 1gij.x/�1 , gij.x/ D 1. This

proves the proposition. �

Remark 7.38 For general spin manifolds, the bundle PSpine
p;q
.M/ is not necessarily

trivial for arbitrary . p; q/, but Geroch’s theorem (Remark 7.4) warrants that, for
the special case . p; q/ D .1; 3/ with M non-compact, PSpine

1;3
.M/ is trivial. The

above proposition implies that C`r
Spine

1;3
.M;g/ and also C`l

Spine
p;q
.M;g/ have global

“unit sections”. It is most important to note, however, that each different choice of
a (global) trivialization �i on C`r

Spine
1;3
.M;g/ (respectively C`l

Spine
p;q
.M;g/) induces a

different global unit section 1r
i (respectively 1l

i). Therefore, even in this case there is
no canonical unit section on C`r

Spine
1;3
.M;g/ (respectively on C`l

Spine
1;3
.M;g/).

By Remark 7.6, when the (non-compact) spacetime M is a spin manifold, the
bundle PSpine

1;3
.M/ admits global sections. With this in mind, let us fix a spin frame„

and its dual spin coframe„ for M. This induces a global trivialization for PSpine
1;3
.M/

and of course of PSpine
1;3
.M/. We denote the trivialization of PSpine

1;3
.M/ by

ˆ„ W PSpine
1;3
.M/! M � Spine

1;3;

with ˆ�1„ .x; 1/ D „.x/. We recall that a spin coframe „ 2 sec PSpine
1;3
.M/

(Remark A.17) can also be used to induce certain fiducial global sections on the
various vector bundles associated to PSpine

1;3
.M/:

(i) C`.M;g/

Let feag be a fixed orthonormal basis of R1;3 	 R1;3 (which can be thought of as the
canonical basis ofR1;3). We define basis sections in C`.M;g/ D PSpine

1;3
.M/�AdR1;3

4The proof for the case of C`l
Spine

p;q
.M/ is analogous.
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by �a.x/ D Œ.„.x/; ea/�. Of course, this induces a multiform basis f�I.x/g for each
x 2 M. Note that a more precise notation for �a would be, for instance, �.„/a .

(ii) C`l
Spine

1;3

.M;g/

Let 1l
„ be a section of C`l

Spine
1;3
.M;g/ defined by 1l

„.x/ D Œ.„.x/; 1/�. Then the

natural right action of R1;3 on C`l
Spine

1;3
.M;g/ leads to 1l

„.x/a D Œ.„.x/; a/� for all

a 2 R1;3. It follows from Corollary 7.31 that an arbitrary section ˛ of C`l
Spine

1;3
.M;g/

can be written as ˛ D 1l
„f , with f 2 F.M;R1;3/.

(iii) C`r
Spine

1;3

.M;g/

Let 1r
„ be a section of C`r

Spine
1;3
.M;g/ defined by 1r

„.x/ D Œ.„.x/; 1/�. Then the

natural left action of R1;3 on C`r
Spine

1;3
.M;g/ leads to a1r

„.x/ D Œ.„.x/; a/� for all

a 2 R1;3. It follows from Corollary 7.31 that an arbitrary section ˛ of C`r
Spine

1;3
.M;g/

can be written as ˛ D f 1r
„, with f 2 F.M;R1;3/.

Now recall (Definition 7.1) that a spin structure on M is a 2–1 bundle map
s W PSpine

1;3
.M/ ! PSOe

1;3
.M/ such that s. pu/ D s. p/Adu; 8p 2 PSpine

1;3
.M/; u 2

Spine
1;3, where Ad W Spine

1;3 ! SOe
1;3; Adu W x 7! uxu�1. We see that the

specification of the global section in the case (i) above is compatible with the
Lorentz coframe f�ag D s.„/ assigned by s. More precisely, for each x 2 M, the
element s.„.x// 2 PSOe

1;3
.M/ is to be regarded as proper isometry s.„.x// W R1;3 !

TxM, so that �a.x/ WD s. p/ � ea yields a Lorentz coframe f�ag on M, which we
denoted by s.„/. On the other hand, C`.M;g/ is isomorphic to PSpine

1;3
.M/�Ad R1;3,

and we can always arrange things so that �a.x/ is represented in this bundle as
�a.x/ D Œ.„.x/; ea/� : In fact, all we have to do is to verify that this identification
is covariant5 under a change of coframes. To see that, let „0 be another section of
PSpine

1;3
.M/, i.e., another spin coframe on M. From the principal bundle structure of

PSpine
1;3
.M/, we know that, for each x 2 M, there exists (an unique) u.x/ 2 Spine

1;3

such that „0.x/ D „.x/u�1.x/. If we define, as above, � 0a.x/ D s.„0.x// � ea,
then � 0a.x/ D s.„.x/u�1.x// � ea D s.„.x//Adu.x/ � ea D

�
.„.x/;Adu.x/ � ea/

 D�
.„.x/u�1.x/; ea/

 D Œ.„0.x/; ea/�, which proves our claim.

5Being covariant means here that the identification does not depend on the choice of the coframe
used in the computations.
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Proposition 7.39

(i) ea D 1r
„.x/�a.x/1l

„.x/;8x 2 M;
(ii) 1l

„1r
„ D 1; global unity section of C`.M; g/;

(iii) 1r
„1l

„ D 1 2 R1;3:

Proof This follows from the form of the various actions defined in Propo-
sitions 7.30–7.34. For example, for each x 2 M; we have 1r

„.x/�a.x/ D
Œ.„.x/; 1ea/� D Œ.„.x/; ea/�, a section of C`r

Spine
1;3
.M;g/ (from Proposition 7.32).

Then, it follows from Proposition 7.34 that 1r
„.x/�a.x/1l

„.x/ D ea1 D ea, 8x 2 M.
�

Let us now consider how the various global sections defined above transform when
the spin coframe „ is changed. Let „0 2 sec PSpine

1;3
.M/ be another spin coframe

with „0.x/ D „.x/u.x/, where u.x/ 2 Spine
1;3. Let �a, 1r

„, 1l
„ and � 0a, 1r

„0 , 1l
„0 be

the global sections respectively defined by „ and „0 (as above). We then have

Proposition 7.40 Let „ and „0 be two spin coframes (sections of PSpine
1;3
.M/)

related by „0 D „u�1, where u W M ! Spine
1;3. Then

(i) � 0a D U�aU�1

(ii) 1l
„0 D 1l

„u D U1l
„;

(iii) 1r
„0 D u�11r

„ D 1r
„U�1; (7.34)

where U 2 sec C`.M;g/ is the Clifford field associated to u by U.x/ D
Œ.„.x/; u.x//�. Also, in (ii) and (iii), u and u�1 respectively act on 1l

„ 2
sec C`l

Spine
1;3
.M;g/ and 1r

„ 2 sec C`r
Spine

1;3
.M;g/ according to Proposition 7.31.

Proof (i) We have

� 0a.x/ D Œ.„0.x/; ea� D Œ.„.x/u.x/; ea/�

D Œ.„.x/; u.x/eau�1.x//�

D Œ.„.x/; u.x//�Œ.„.x/; ea/�Œ.„.x/; u
�1.x//�

D U.x/�a.x/U
�1.x/: (7.35)

(iii) It follows from Proposition 7.32 that

1r
„0.x/ D �.„0.x/; 1/ D Œ.„.x/u.x/; 1/�

D �.„.x/; 1u.x/�1/
 D �.„.x/; u�1.x// D u�1.x/1r

„.x/; (7.36)

where in the last step we used Proposition 7.31 and the fact that 1r
„.x/ D Œ.„.x/; 1/�.
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To prove that 1r
„0 D 1r

„U�1 we observe that

u�1.x/1r
„.x/ D

�
.„.x/; u.x/�1/


D �.„.x/; 1u.x/�1/

 D Œ.„.x/; 1/� �.„.x/; u.x/�1/
D 1r

„.x/U
�1.x/; (7.37)

for all x 2 M: It is important to note that in the last step we have a product between
an element of C`r

Spine
1;3
.M;g/ (i.e. Œ.„.x/; 1/�) and an element of C`.M;g/ (i.e.�

.„.x/; u.x/�1/

). �

We emphasize that the right unit sections associated with spin coframes are not
constant in any covariant way. To understand the meaning of this statement we now
investigate the theory of the covariant derivatives of Clifford and spinor fields.

7.5 Representatives of DHSF in the Clifford Bundle

Let‰ l, a section of C`0l
Spine

1;3
.M;g/ be a Dirac-Hestenes spinor field associated to‰l

a (ideal) section of I.M;g/ (Definition 7.27). Recalling that ‰ l D Œ.„;‰ l
„/� and

Corollary 7.23 we give the

Definition 7.41 For a given spin frame „, a representative of ‰ l in the Clifford
bundle is the even section  „ of C`.M;g/ such that

‰ l WD  „1l
„ (7.38)

Recalling Proposition 7.39 which says that 1l
„1r

„ D 1, the global unity section
of C`.M;g/ we have that

 „ D ‰ l1r
„: (7.39)

Given another spin frame „0 D „u the representative in C`.M;g/ of ‰ l is the
even section  „ of C`.M;g/ such that

 „0 D ‰ l1r
„0 : (7.40)

To find the relation between  „ and  „0 we recall Eq. (7.34) and write

 „0.x/ D ‰ l.x/1r
„0.x/ D Œ.„.x/;‰ r

„.x//�Œ.„
0.x/; 1/�

D Œ.„.x/;‰ r
„.x//�Œ.„.x/u.x/; 1/�

D Œ.„.x/;‰ r
„.x//�Œ.„.x/; u

�1.x//�
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D Œ.„.x/;‰ r
„.x//�Œ.„.x/; 1/�Œ.„.x/; u

�1.x//�

D Œ.„.x/;‰ l
„.x//�1

r
„U�1.x/

D  „..x/U�1.x/: (7.41)

Remark 7.42 A Right DHSF ˆr , a section of C`r
Spine

1;3
.M;g/ associated to ˆ� a

(ideal) section of I�.M;g/ also has representatives in the Clifford bundle and we
have in obvious notation

�„ WD 1l
„ˆ

r; �„0 WD 1l
„0ˆ

r (7.42)

and two different representatives �0„ and �„ are related by

�0„ D U�„: (7.43)

7.6 Covariant Derivatives of Clifford Fields

Since the Clifford bundle of differential forms is C`.M;g/ D T M=Jg; it is clear that
any linear connection r on T M which is metric compatible (rg D 0) passes to the
quotient T M=Jg, and thus define an algebra bundle connection [7]. In this way, the
covariant derivative of a Clifford field A 2 sec C`.M;g/ is completely determined.

We now prove a very important formula for the covariant derivative of Clifford
fields and of DHSF using the general theory of connections in principal bundles and
covariant derivatives in associate vector bundles, which we recalled in Appendix A.

Proposition 7.43 The covariant derivative (in a given gauge) of a Clifford field
A 2 sec C`.M;g/, in the direction of the vector field V 2 sec TM is given by

r VA D ÄV.A/C 1

2
Œ!V ;A�; (7.44)

where !V is the usual (
V2 T�M-valued) connection 1-form written in the basis f�ag

and, if A D Aa�a; then ÄV is the (Pfaff ) derivative operator such that ÄV.A/ WD
V.AI/�I introduced in Chap. 5.6

Proof Writing A.t/ D A.�.t// in terms of the multiform basis f�Ig of sections
associated to a given spin coframe, as in Sect. 7.4.1, we have A.t/ D AI.t/�I.t/ D
AI.t/Œ.„.t/; eI/� D Œ.„.t/;AI.t/eI/� D Œ.„.t/; a.t//�; with a.t/ WD AI.t/eI 2 R1;3. If

6I denotes collective indexes of a basis of C`.M;g/ [see Eq. (7.7)].
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follows from item (ii) Definition A.54 in Sect. A.5 that

A0jjt D Œ.„.0/; g.t/a.t/g.t/�1/� (7.45)

for some g.t/ 2 Spine
1;3, with g.0/ D 1. Thus

lim
t!0

1

t

�
g.t/a.t/g.t/�1 � a.0/

 D �dg

dt
ag�1 C g

da

dt
g�1 C ga

dg�1t

dt

	
tD0

D Pa.0/C Pg.0/a.0/� a.0/Pg.0/
D V.AI/EI C ŒPg.0/; a.0/�;

where Pg.0/ 2 spine
1;3.'

V2
R1;3 / is the Lie algebra of Spine

1;3. Therefore with

!V D Œ. p; Pg.0//� D 1

2
!a���Vb�a ^ �b D 1

2
!a��V �b�a ^ �b (7.46)

D 1

2
Vc!�c� a�b�a ^ �b D 1

2
Vc!acb�

a ^ �b:

we have

rVA D V.AI/�I C 1

2
Œ!V ;A�;

which proves the proposition. �

Remark 7.44 In particular, calculating the covariant derivative of the basis 1-
covector fields �a yields 1

2
Œ!ec ; �a� D !b���ca�b. Note that

!acb D �ad!
d���cb D �!bca (7.47)

and

!a�b�c� D �ka!kcl�
lb D �!b�a�c� (7.48)

In this way, ! W V 7! !V is the usual (
V2 T�M-valued) connection 1-form on M

written in a given gauge (i.e., relative to a spin coframe).

Remark 7.45 Equation (7.44) shows that the covariant derivative preserves the
degree of an homogeneous Clifford field, as can be easily verified.

The general formula Eq. (7.44) and the associative law in the Clifford algebra
immediately yields the
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Corollary 7.46 The covariant derivative r V on C`.M;g/ acts as a derivation on
the algebra of sections, i.e., for A;B 2 sec C`.M;g/ and V 2 sec TM, it holds

rV .AB/ D .rVA/BC A.rVB/: (7.49)

Proof It is a trivial calculation using Eq. (7.44). �
Corollary 7.47 Under a change of gauge (local Lorentz transformation) !V ,
transforms as

1

2
!V 7! U

1

2
!VU�1 C .rVU/U�1; (7.50)

Proof Using Eq. (7.44) we can calculate r VA in two different gauges as

r VA D ÄV.A/C 1

2
Œ!V ;A�; (7.51)

or

r VA D Ä0V.A/C
1

2
Œ!0V ;A�; (7.52)

where by definition ÄV.A/ D V.AI/�
I and Ä0V.A/ D V.A0I/� 0I . Now, we observe that

since � 0I D U� IU�1, we can write

UÄV.U
�1A/ D UÄV.U

�1A0I"0I/ D V.A0I/"0I C A0I"0IUdV.U
�1/

D Ä0V.A/C AUÄV.U
�1/:

Now, UÄV.U�1A/ D ÄVAC U.dVU�1/A and it follows that

Ä0V.A/ D ÄV.A/� Œ.ÄVU/U�1;A�:

Then, we see comparing the second members of Eqs. (7.51) and (7.52) that

1

2
!V D 1

2
!0V CU

�
ÄVU�1

�
;

1

2
!0V D

1

2
!V C .ÄVU/U�1: (7.53)
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Finally, we have

1

2
!0V D

1

2
!V C

�
r VU � 1

2
!V U C 1

2
U!V

	
U�1 (7.54)

D 1

2
U!VU�1 C .rVU/U�1;

and the proposition is proved. �

7.7 Covariant Derivative of Spinor Fields

The spinor bundles introduced in Sect. 5.5, like I.M;g/ D PSpine
1;3
.M/ �` I, I D

R1;3
1
2
.1 C E0/, and C`l

Spine
1;3
.M;g/, C`r

Spine
1;3
.M;g/ (and subbundles) are vector

bundles. Thus, as in the case of Clifford fields we can use the general theory of
covariant derivative operators on associate vector bundles to obtain formulas for the
covariant derivatives of sections of these bundles. Given ‰ 2 sec C`l

Spine
1;3
.M;g/

and ˆ 2 sec C`r
Spine

1;3
.M;g/, we denote the corresponding covariant derivatives by7

r s
V‰ and r s

Vˆ.

Proposition 7.48 Given ‰ 2 sec C`l
Spine

1;3
.M;g/ and ˆ 2 sec C`r

Spine
1;3
.M;g/ we

have,

r s
V‰ D ÄV.‰/C 1

2
!V‰; (7.55)

r s
Vˆ D ÄV.ˆ/ � 1

2
ˆ!V : (7.56)

Proof It is analogous to that of Proposition 7.43, with the difference that Eq. (7.45)
should be substituted by ‰0

jjt D Œ.„.0/; g.t/a.t//� and ˆ0jjt D Œ.„.0/; a.t/g.t/�1/�.
�
Proposition 7.49 Let r be the connection on C`.M;g/ to which r s is related.
Then, for any V 2 sec TM, A 2 sec C`.M;g/, ‰ 2 sec C`l

Spine
1;3
.M;g/ and

ˆ 2 sec C`r
Spine

1;3
.M;g/;

r s
V.A‰/ D A.r s

V‰/C .rV A/‰; (7.57)

r s
V.ˆA/ D ˆ.r VA/C .r s

Vˆ/A: (7.58)

7Recall that Il.M;g/ ,! C`l
Spine

1;3
.M;g/ and Ir.M;g/ ,! C`r

Spine
1;3
.M;g/.
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Proof Recalling that C`l
Spine

1;3
.M;g/ (C`r

Spine
1;3
.M;g/) is a module over C`.M;g/;

the result follows from a simple computation. �

Finally, let ‰ 2 sec C`l
Spine

1;3
.M;g/ be such that ‰eD‰ where e2 D e 2 R1;3 is a

primitive idempotent. Then, since ‰e D ‰,

r s
V‰ D r s

V.‰e/ D ÄV.‰e/C 1

2
!V‰e

D ŒÄV .‰/C 1

2
!V‰�e D .r s

V‰/e; (7.59)

from where we verify that the covariant derivative of a LIASF is indeed a LIASF.
Finally we can prove a statement done at the end of the previous section: that the

right unit sections associated with spin coframes are not constant in any covariant
way. In fact, we have the

Proposition 7.50 Let 1r
„ 2 sec C`r

Spine
1;3
.M;g/ be the right unit section associated

to the spin coframe„. Then

r s
ea

1r
„ D �

1

2
1r
„!ea : (7.60)

Proof It follows directly from Eq. (7.56). �

Exercise 7.51 Calculate the covariant derivative of ‰ 2 sec C`l
Spine

1;3
.M;g/ in the

direction of the vector field V 2 sec TM and confirm the validity of Eq. (7.50).

Solution Let u W M ! Spine
1;3 � R1;3 be such that in the spin coframe

„ 2 sec PSpine
1;3
.M/ we have for U 2 sec C`.0/.M;g/, UU�1 D 1, U.x/ D

Œ.„.x/; u.x//�:We can write the covariant derivative of ‰ 2 sec C`l
Spine

1;3
.M;g/ in

two different gauges„;„0 2 sec PSpine
1;3
.M/ as

r s
V‰ D ÄV.‰/C 1

2
!V‰; (7.61)

r s
V‰ D Ä0V.‰/C

1

2
!0V‰: (7.62)

Now,

‰ D ‰Is
I D ‰0Is0I ;

where sI ; s0I are the following equivalent classes in C`l
Spine

1;3
.M;g/ W

sI D ��„.x/; SI
�
`
; s0I D ��„0.x/; SI

�
`
;
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with SI a spinor basis in an minimal left ideal in R1;3. Now, if „0 D „u we can
write using the fact that C`l

Spine
1;3
.M;g/ is a module over C`.M;g/

s0I D ��„0.x/; SI
�
`
D ��„.x/u.x/; SI

�
`
D ��„.x/; uSI

�
`

D Œ.„.x/; u.x//�C`
��
„.x/; SI

�
`
:

Recalling that U D Œ.„.x/; u.x//�C` 2 sec C`.M;g/ we can write

s0I D UsI : (7.63)

Moreover, since

ÄV.‰/ D V.‰I/s
I ;

Ä0V.‰/ D V.‰0I/s0I ; (7.64)

we get

Ä0V.‰/ D ÄV.‰/C U.ÄVU�1/‰: (7.65)

Indeed, since ‰ D Œ.„;‰„/�` D
��
„0; ‰0„

�
`

we can write��
„0; ‰0„

�
`
D ��„u; ‰0„

�
`
D ��„; u‰0„�` ;

i.e.,

‰0„ D u�1‰„: (7.66)

Then,

ÄV.‰/ D V.‰I/
��
„; SI

�
`
D ��„;V.‰I/S

I
�
`
D Œ.„; ÄV .‰„/� (7.67)

Ä0V.‰/ D V.‰0I/
��
„0; SI

�
`
D ��„0;V.‰0I/SI

�
`
D ��„0; ÄV.‰

0
„

�
D ��„; uÄV.‰

0
„

� D ��„; uÄV.u
�1‰„

�
(7.68)

from where Eq. (7.65) follows. Also,

r s
V‰ D ÄV.‰/C 1

2
!V‰ D

��
„;ÄV.‰„/C 1

2
wV‰„

�	
`

; (7.69)

r s
V‰ D Ä0V.‰/C

1

2
!0V‰ D

��
„0; ÄV.‰

0
„/C

1

2
w0V‰0„

�	
`

; (7.70)
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with

!V D Œ.„;wV/�C` ; (7.71)

!0V D
��
„0;w0V

�
C` : (7.72)

Then we can write using Eq. (7.70),

r s
V‰ D

��
„u; ÄV.u

�1‰„/C 1

2
w0V u�1‰„

�	
`

D
��
„; uÄV.u

�1‰„/C 1

2
uw0Vu�1‰„

�	
`

D
��
„;ÄV‰„ C uÄV.u

�1/‰„ C 1

2
uw0Vu�1‰„

�	
`

(7.73)

Comparing Eqs. (7.69) and (7.70) we get

1

2
w0V D

1

2
u�1wVu � ÄV.u

�1/u: (7.74)

We now must verify that Eqs. (7.74) and (7.50) are compatible. To do this, we
use Eq. (7.72) to write

1

2
!0V D

1

2

��
„0;w0V

�
C` D U

1

2
!VU�1 C .rVU/U�1

D 1

2
!V C .ÄVU/U�1

D
��
„;
1

2
wV C ÄV.u/u

�1
�	

C`

D
��
„0u�1;

1

2
wV C ÄV.u/u

�1
�	

C`

D
��
„0;

1

2
u�1wVuC u�1ÄV.u/

�	
C`
: (7.75)

Comparing Eqs. (7.75) and (7.74), we see that Eqs. (7.74) and (7.50) are indeed
compatible.

7.8 The Many Faces of the Dirac Equation

As it is the case of Maxwell and Einstein equations also the Dirac equation has many
faces. In this section we exhibit two of them.
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7.8.1 Dirac Equation for Covariant Dirac Fields

As well known [6], a covariant Dirac spinor field is a section ‰ 2 sec Sc.M;g/ D
PSpine

1;3
.M/ ��l C

4. Let .U D M; ˆ/;ˆ.‰/ D .x; j‰.x/i/ be a global trivialization
corresponding to a spin coframe „ (Remark 7.5), such that for f�ag 2 PSOe

1;3
.M/

and feag 2 PSOe
1;3
.M/ it is

s.„/ D f�ag;�a 2 sec C`.M;g/; �a.eb/ D ıa
b

�a�b C �b�a D 2�ab;a;b D 0; 1; 2; 3: (7.76)

The usual Dirac equation in a Lorentzian spacetime for the spinor field ‰ in
interaction with an electromagnetic field A 2 sec

V1 T�M ,! sec C`.M;g/ is then

ia.r s
ea
C iqAa/j‰.x/i � mj‰.x/i D 0; (7.77)

where a 2 C.4/, a D 0; 1; 2; 3 is a set of constant Dirac matrices satisfying

ab C ba D 2�ab (7.78)

and j‰.x/i 2 C4 for x 2 M.

7.8.2 Dirac Equation in C`l
Spine

1;3

.M;g/

Due to the one-to-one correspondence between ideal sections of the vector bundles
C`l

Spine
1;3
.M;g/, C`l

Spine
1;3
.M;g/ and of Sc.M;g/ as explained above, we can translate

the Dirac Eq. (7.77) for a covariant spinor field into an equation for a spinor field,
which is a section of C`l

Spine
1;3
.M;g/, and finally write an equivalent equation for

a DHSF  2 sec C`l
Spine

1;3
.M;g/. In order to do that we introduce the spin-Dirac

operator.

7.8.3 Spin Dirac Operator

Definition 7.52 The spin Dirac operator acting on sections of C`l
Spine

1;3
.M;g/ is the

first order differential operator [15]

@s D �ar s
ea
: (7.79)

where f�ag is a basis as defined in Eq. (7.76).
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Remark 7.53 It is crucial to keep in mind the distinction between the Dirac operator
@ introduce through Definition 4.125 and the spin Dirac operator @s just defined.

We now write Dirac equation in C`l
Spine

1;3
.M;g/, denoted DEC`l. It is

@s e21 � m e0 � qA D 0 (7.80)

where  2 sec C`l
Spine

1;3
.M;g/ is a DHSF and the ea 2 R1;3 are such that eaeb C

ebea D 2�ab. Multiplying Eq. (7.80) on the right by the idempotent f D 1
2
.1 C

e0/ 1
2
.1 C ie1e2/ 2 C ˝ R1;3 we get after some simple algebraic manipulations

the following equation for the (complex) ideal left spin-Clifford field ‰f D ‰ 2
secC`l

Spine
1;3
.M;g/,

i@s‰ � m‰ � qA‰ D 0: (7.81)

Now we can easily show, using the methods of Chap. 3, that given any global
trivializations .U D M; �/ and .U D M; �/; of C`.M;g/ and C`l

Spine
1;3
.M;g/;

there exists matrix representations of the f�ag that are equal to the Dirac
matrices a (appearing in Eq. (7.77)). In that way the correspondence between
Eqs. (7.77), (7.80) and (7.81) is proved.

Remark 7.54 We must emphasize at this point that we call Eq. (7.80) the DEC`l. It
looks similar to the Dirac-Hestenes equation (on Minkowski spacetime) discussed,
e.g., in [26], but it is indeed very different regarding its mathematical nature. It is
an intrinsic equation satisfied by a legitimate spinor field, namely a DHSF  2
sec C`l

Spine
1;3
.M;g/. The question naturally arises: May we write an equation with

the same mathematical information of Eq. (7.80) but satisfied by objects living on
the Clifford bundle of an arbitrary Lorentzian spacetime, admitting a spin structure?
Below we show that the answer to that question is yes. But before we prove that
result let us recall how to formulate the electromagnetic gauge invariance for the
DEC`l.

7.8.4 Electromagnetic Gauge Invariance of the DEC`l

Proposition 7.55 The DEC`l is invariant under electromagnetic gauge transfor-
mations

 7!  0 D  eqe21�; (7.82)

A 7! AC @�; (7.83)

!ea 7! !ea (7.84)
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 ; 0 2 sec C`l
Spine

1;3
.M/ (7.85)

A 2 sec
^1

T�M ,! sec C`.M;g/ (7.86)

with  ; 0 distinct DHSF, @ is the Dirac operator and � W M ! R ,! R1;3 is a
gauge function.

Proof The proof is obtained by direct verification. �

Remark 7.56 It is important to note that although local rotations and electromag-
netic gauge transformations look similar, they are indeed very different mathemati-
cal transformations, without any obvious geometrical link between them, differently
of what seems to be the case for the Dirac-Hestenes equation which we introduce in
the next section.

7.9 The Dirac-Hestenes Equation (DHE)

We obtained above a Dirac equation, which we called DEC`l, describing the motion
of spinor fields represented by sections ‰ of C`l

Spine
1;3
.M;g/ in interaction with an

electromagnetic field A 2 sec C`.M;g/;

@s‰e21 � qA‰ D m‰e0; (7.87)

where @s D �ar s
ea

, f�ag is given by Eq. (7.76), r s
ea

is the natural spinor covariant
derivative acting on sec C`l

Spine
1;3
.M;g/ and feag 2 R1;3 	 R1;3 is such that eaeb C

ebea D 2�ab. As we already mentioned, although Eq. (7.87) is written in a kind of
Clifford bundle (i.e., C`l

Spine
1;3
.M;g/), it does not suffer from the inconsistency of

representing spinors as pure differential forms and, in fact, the object ‰ behaves as
it should under Lorentz transformations.

As a matter of fact, Eq. (7.87) can be thought of as a mere rewriting of the usual
Dirac equation, where the role of the constant gamma matrices is undertaken by
the constant elements feag in R1;3 and by the set f�ag. In this way, Eq. (7.87) is
not a kind of Dirac-Hestenes equation as discussed, e.g., in [26]. It suffices to say
that (i) the state of the electron, represented by ‰ , is not a Clifford field and (ii)
the ea, a D 0; 1; 2; 3 are just constant elements of R1;3 and not sections of 1-form
fields in C`.M;g/. Nevertheless, as we show in the following, Eq. (7.87) does lead
to a multiform Dirac equation once we carefully employ the theory of right and
left actions on the various Clifford bundles introduced earlier. It is that multiform
equation to be derived below that we call the DHE.
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7.9.1 Representative of the DHE in the Clifford Bundle

Let feag be, as before, a fixed orthonormal basis of R1;3 	 R1;3: Remember that
these objects are fundamental to the Dirac equation (7.87) in terms of sections ‰ of
C`l

Spine
1;3
.M;g/:

@s‰e21 � qA‰ D m‰e0:

Let „ 2 sec PSpine
1;3
.M/ be a spin frame and „ 2 sec PSpine

1;3
.M/ its dual

spin coframe on M and define the sections 1l
„; 1r

„ and "a, respectively on
C`l

Spine
1;3
.M;g/; C`r

Spine
1;3
.M;g/ and C`.M;g/, as above. Now we can use Propo-

sition 7.39 to write the above equation in terms of sections of C`.M;g/ W

.@s‰/1r
„�

211l
„ � qA‰ D m‰1r

„ "
01l
„: (7.88)

Right-multiplying by 1r
„ yields, using Proposition 7.39,

�a.r s
ea
‰/1r

„�
21 � qA‰1r

„ D m‰1r
„�

0: (7.89)

It follows from Propositions 7.33 and 7.49 that

.r s
ea
‰/1r

„ D r ea.‰1
r
„/ �‰r s

ea
.1r
„/

D r ea.‰1
r
„/C

1

2
‰1r

„!ea ; (7.90)

where Proposition 7.50 was employed in the last step. Therefore

�a
�
r ea.‰1

r
„/C

1

2
‰1r

„!ea

	
�21 � qA.‰1r

„/ D m.‰1r
„/�

0: (7.91)

To proceed we recall Definition 7.41 which says that

 „ WD ‰1r
„ (7.92)

is a representative in C`.M;g/ of‰ associated to the spin coframe„. We then have

�a
�
r ea „ C

1

2
 „!ea

	
�21 � qA „ D m „�

0: (7.93)
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7.9.2 A Comment About the Nature of Spinor Fields

A comment about the nature of spinors is in order. As we repeatedly said in
the previous sections, spinor fields should not be ultimately regarded as fields
of multiforms, for their behavior under Lorentz transformations is not tensorial
(they are able to distinguished between 2� and 4� rotations). So, how can the
identification above be correct? The answer is that the definition in Eq. (7.92) is
intrinsically spin coframe dependent. Clearly, this is the price one ought to pay if
one wants to make sense of the procedure of representing spinors by differential
forms.

Note also that the covariant derivative acting on  „ in Eq. (7.93) is the tensorial
covariant derivative rV on C`.M;g/, as it should be. However, we see from the
expression above that r V acts on  „ together with the term 1

2
 „!V . Therefore, it

is natural to define an “effective covariant derivative” r .s/
V acting on  „ by

r .s/
ea
 „ WD r ea „ C

1

2
 „!ea : (7.94)

Then, Proposition 7.43 yields

r .s/
ea
 „ D dea. „/C

1

2
!ea „; (7.95)

which emulates the spinorial covariant derivative,8 as it should. We observe
moreover that if C 2 sec C`.M;g/ and if  „ 2 sec C`.M;g/ is a representative
of a Dirac-Hestenes spinor field then

r .s/
ea
.C „/ D .r eaC/ „ C Cr .s/

ea
 „: (7.96)

With this notation, we finally have the DHE for the Clifford field representative
 „ 2 sec C`.M;g/ relative to the spin coframe „ on a Lorentzian spacetime9 of a
DHSF ‰ 2 sec C`l

Spine
1;3
.M;g/ :

@.s/ „�
21 � qA „ D m „�

0; (7.97)

where

@.s/ D �ar .s/
ea

(7.98)

will be called the representative of the spin-Dirac operator in the Clifford bundle.

8This is the derivative used in [26], there introduced in an ad hoc way.
9The DHE on a Riemann-Cartan spacetime is discussed in Chap. 10.



320 7 Clifford and Dirac-Hestenes Spinor Fields

Let us finally show that this formulation recovers the usual transformation
properties characteristic of the Hestenes’s formalism as described, e.g., in [26].
For that matter, consider two spin coframes „;„0 2 sec PSpine

1;3
.M/; with „0.x/ D

„.x/u.x/, where u.x/ 2 Spine
1;3. We already know that  „0 D  „U�1. Therefore,

the various spin coframe dependent Clifford fields from Eq. (7.93) transform as

� 0a D U�aU�1; (7.99)

 „0 D  „U�1:

These are exactly the transformation rules one expects from fields satisfying the
Dirac-Hestenes equation.

7.9.3 Passive Gauge Invariance of the DHE

Exercise 7.57 Show that if

� 0ar .s/
e0

a
 „0� 021 � qA „0 D m „0� 00

then if the connection !V transforms as in Eq. (7.50) then

�ar .s/
ea
 „�

21 � qA „ D m „�
0:

This property will be referred as passive gauge invariance of the DHE. It shows
that the fact that even if writing of the Dirac-Hestenes is, of course, frame dependent,
this fact does not implies in the selection of any preferred reference frame.10

The concept of active gauge invariance under local rotations of the DHE will be
studied in Chap. 10.

7.10 Amorphous Spinor Fields

Crumeyrolle [7] gives the name of amorphous spinor fields to ideal sections of
the Clifford bundle C`.M;g/. Thus an amorphous spinor field � is a section of
C`.M;g/ such that �P D �, where P D P2 is an idempotent section of C`.M;g/.
However, these fields and also the so-called Dirac-Kähler [13, 14] fields, which are
also sections of C`.M;g/, cannot be used in a physical theory of fermion fields
since they do not have the correct transformation law under a Lorentz rotation

10The fundamental concept of reference frame in a Lorentzian spacetime has been discussed in
details in Chap. 6.
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of the local spin coframe. However, amorphous spinor fields appears in many
‘Dirac like’ representations of Maxwell equations and are often confounded with
authentic spinor fields (i.e., sections of spinor bundles). Some of these ‘Dirac like’
representations of Maxwell equations will be discussed in Chap. 13.

7.11 Bilinear Invariants

7.11.1 Bilinear Invariants Associated to a DHSF

We are now in position to give a precise definition of the bilinear invariants fields
of Dirac theory associated to a given DHSF. Recalling that

Vp T�M ,! C`.M;g/,
p D 0; 1; 2; 3; 4, and recalling Propositions 7.33 and 7.34, we have the

Definition 7.58 Let ‰ 2 sec C`l
Spine

1;3
.M;g/ be a DHSF. The bilinear invariants

associated to ‰ are the following sections of
V

T�M ,! C`.M;g/:

‰ Q‰ D � C �5! 2 sec

�^0
T�M C

^4
T�M

�
; (7.100)

J D ‰e0 Q‰ 2 sec
^1

T�M; K D ‰e3 Q‰ 2 sec
^1

T�M

S D‰e12 Q‰ 2 sec
^2

T�M;

where ‰ D ‰ 1
2
.1C e0/, Q‰ 2 sec C`r

Spine
1;3
.M;g/ and �5 D �0123 2 sec

V4 T�M.

Remark 7.59 Of course, since all bilinear invariants in Eq. (7.100) are sections
of C`.M;g/ they have the right transformations properties under arbitrary local
Lorentz transformations, as required. As recalled in Chap. 3 these bilinear invariants
and their Hodge duals satisfy a set of identities, called the Fierz identities. They
are crucial for the physical interpretation of the Dirac equation (in first and second
quantizations).

7.11.2 Bilinear Invariants Associated to a Representative
of a DHSF

We note that the bilinear invariants, when written in terms of  „ WD ‰1r
„, read

(from Proposition 7.39):

S D  „ Q „ D � C �5! 2 sec.
^0

T�M C
^4

T�M/;
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J D  „�0 Q „ 2 sec
^1

T�M; K D  „�3 Q „ 2 sec
^1

T�M

S D  „�1�2 Q „ 2 sec
^2

T�M;

where �5 D �0123 D �0�1�2�3. These are all intrinsic quantities, as they should be.
For a discussion on the Fierz identities satisfied by these bilinear covariants, written
with the representatives of Dirac-Hestenes spinor fields, see Sect. 3.7.3 and [17, 26].

7.11.3 Electromagnetic Gauge Invariance of the DHE

Proposition 7.60 The DHE is invariant under electromagnetic gauge transforma-
tions

 „ 7!  0„ D  „eq1�21�; (7.101)

A 7! AC @�; (7.102)

!ea 7! !ea (7.103)

where  „; 0„ 2 sec C`C.M;g/, A 2 sec
V1 T�M ,! sec C`.M;g/ and where

� 2 sec
V0 T�M ,! sec C`.M;g/ is a gauge function.

Proof It is a direct calculation. �

But, what are the meaning of these transformations? Equation (7.101) looks
similar to Eq. (7.99) defining the change of a representative of a DHSF once we
change spin coframe, but here we have an active transformation, since we did not
change the spin coframe. On the other hand Eq. (7.102) does not correspond either
to a passive (no transformation at all) or active local Lorentz transformation for A.
Nevertheless, writing � D #=2 yields

e�q�21#=2

1 �0eq�21#=2 D � 00 D �0

e�q�21#=2�1eq�21#=2 D � 01 D �1 cos q# C �2 sin q�;

e�q�21#=2�3eq�21#=2 D � 02 D ��1 sin q� C �2 cos q�2;

e�q�21#=2�3eq�21#=2 D � 03 D �3: (7.104)

We see that Eqs. (7.104) define a spin coframe „0 to which corresponds, as we
already know, a basis f� 00; � 01; � 02; � 03g for

V1 T�M ,! C`.M;g/. We can then
think of the electromagnetic gauge transformation as a rotation in the spin plane �21

by identifying  0„ in Eq. (7.101) with  „0 , the representative of the DHSF in the
spin coframe „0 and by supposing that instead of transforming the spin connection
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!ea as in Eq. (7.50) it is taken as fixed and instead of maintaining the electromagnetic
potential A fixed it is transformed as in Eq. (7.102).

We observe that, since in GRT and also in Riemann-Cartan theory (see Chap. 9)
the field !ea is associated with some aspects of that field, our interpretation for
the electromagnetic gauge transformation suggests a possible non trivial coupling
between electromagnetism and gravitation, if the Dirac-Hestenes equation is taken
as a more fundamental representation of fermionic matter than the usual Dirac
equation. We will not have space and time to explore that possibility in this book.

7.12 Commutator of Covariant Derivatives of Spinor Fields
and Lichnerowicz Formula

In this section we complement the results of Sect. 5.2 and calculate the commutator
of the covariant derivatives of spinor fields and the square of the spin-Dirac operator
of a Riemann-Cartan connection leading to the generalized Lichnerowicz formula.
Let  2 sec C`.0/.M;g/ be a representative of a DHSF in a given spin frame „
defining the orthonormal basis feag for TM and let f�ag, �a 2 sec

V1T�M ,!2
sec C`.M;g/ be the corresponding dual basis. Let moreover f�ag be the reciprocal
basis of f�ag. We show that11

Œr.s/ea
;r.s/eb

� D 1

2
R.�a ^ �b/ � .Tc��ab � !c��ab C !c��ba/r.s/ec

 (7.105)

Let u D g.u; /; v D g.v; / 2 sec TM. We calculate Œr.s/u ;r.s/v � . Taking into
account that, e.g., r.s/u  D ru C 1

2
 !u, we have

r.s/u r.s/v  D rurv C 1

2
.rv /!u C 1

2
.ru /!v C 1

4
!v!u C 1

2
 ru!v:

Then, using some of the results of Chap. 5, we have

Œr.s/u ;r.s/v � D Œru;rv� C 1

2
 .ru!v � rv!u � 1

2
Œ!u; !v�/

D 1

2
ŒR.u ^ v/;  �CrŒu;v� 

C 1

2
 .ru!v � rv!u � 1

2
Œ!u; !v�/

11Compare Eq. (7.105) with Eq. (5.57). Also, compare Eq. (7.105) with Eq. (6.4.54) of Rammond’s
book [25].
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D 1

2
ŒR.u ^ v/;  �Cr.s/Œu;v� �

1

2
 !Œu;v�

C 1

2
 .ru!v � rv!u � 1

2
Œ!u; !v�/

D 1

2
ŒR.u ^ v/;  �Cr.s/Œu;v� 

C 1

2
 .ru!v � rv!u � 1

2
Œ!u; !v� � !Œu;v�/

D 1

2
ŒR.u ^ v/;  �Cr.s/Œu;v� C

1

2
 R.u ^ v/

D 1

2
R.u ^ v/ Cr.s/Œu;v� : (7.106)

From Eq. (7.106), Eq. (7.105) follows trivially.

7.12.1 The Generalized Lichnerowicz Formula

In this section we calculate the square of the spin-Dirac operator on a Riemann-
Cartan spacetime acting on a representative  of the DHSF. We have the

Proposition 7.61

@.s/

�2
 D



�abr.s/ea

� �ac!b��ac

�
r.s/eb

 C 1

4
R C J �‚cr.s/ec

 

Proof Taking notice that since "b 2 sec C`.M;g/, then r.s/ea
�b D rea�

b, we have



@.s/

�2 D ��ar.s/ea

� �
�br.s/eb

�
D �a

��rea�
b
�r.s/eb

C �br.s/ea
r.s/eb


D �ay

��rea�
b
�r.s/eb

C �br.s/ea
r.s/eb


C�a ^ ��rea�

b
�r.s/eb

C �br.s/ea
r.s/eb

 (7.107)

and since rea�
b D �!b���ac�

c we get

@.s/

�2 D �ay
���!b���ac�

c
�r.s/eb

C �br.s/ea
r.s/eb


C�a ^ ���!b���ac�

c
�r.s/eb

C �br.s/ea
r.s/eb

 ;
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or �
@.s/
�2 D �!b���ac�

acr.s/eb
C �abr.s/ea

r.s/eb

�!b���ac�
a ^ � cr.s/eb

C �a ^ �br.s/ea
r.s/eb

D �!c���ab�
abr.s/ec

C �abr.s/ea
r.s/eb

�!c���ab�
a ^ �br.s/ec

C �a ^ �br.s/ea
r.s/eb

;

or 

@.s/

�2 D �ab
h
r.s/ea
r.s/eb
� !c���abr.s/ec

i
C �a ^ �b

h
r.s/ea
r.s/eb
� !c���abr.s/ec

i
:

Now we can define the operator

@.s/ � @.s/ D �ab
h
r.s/ea
r.s/eb
� !c���abr.s/ec

i
; (7.108)

called the generalized spin D’Alembertian and

@.s/ ^ @.s/ D �a ^ �b
h
r.s/ea
r.s/eb
� !c���abr.s/ec

i
; (7.109)

which will be called twisted curvature operator. Then, we can write

@.s/

�2 D @.s/ � @.s/ C @.s/ ^ @.s/: (7.110)

On the other hand, we can write

@.s/ � @.s/ D �ab
h
r.s/ea
r.s/eb
� !c���abr.s/ec

i
D �abr.s/ea

r.s/eb
� �ab!c���abr.s/ec

D �abr.s/ea
r.s/eb
� �ac!b���acr.s/eb

D
h
�abr.s/ea

� �ac!b���ac

i
r.s/eb

(7.111)

and

@.s/ ^ @.s/ D 1

2
@.s/ ^ @.s/ C 1

2
@.s/ ^ @.s/

D 1

2
�a ^ �b

h
r.s/ea
r.s/eb
� !c���abr.s/ec

i
C 1

2
�b ^ �a

h
r.s/eb
r.s/ea
� !c���bar.s/ec

i
D 1

2
�a ^ �b

h
r.s/ea
r.s/eb
� r.s/eb

r.s/ea
� �!c���ab � !c���ba

�r.s/ec

i
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D 1

2
	a ^ �b

h
r.s/ea
r.s/eb
� r.s/eb

r.s/ea
� .cc���ab C Tc���ab/r.s/ec

i
: (7.112)

Taking into account that Tc���ab D !c���ab � !c���ba � cc���ab, we have from Eqs. (7.111)
and (7.112) that


@.s/
�2 D h�abr.s/ea

� �ac!b���ac

i
r.s/eb

C 1

2
�a ^ �b

h
r.s/ea
r.s/eb
� r.s/eb

r.s/ea
� .cc���ab C Tc���ab/r.s/ec

i
: (7.113)

On the other hand, from Eq. (7.105), we haveh
r.s/ea

;r.s/eb

i
 D 1

2
R .�a ^ �b/  C cc���abr.s/ec

 

and then Eq. (7.113) becomes

@.s/

�2
 D

h
�abr.s/ea

� �ac!b���ac

i
r.s/eb

 C 1

4
.�a ^ �b/R .�a ^ �b/ 

� 1
2
�a ^ �bTc���abr.s/ec

 

D
h
�abr.s/ea

� �ac!b���ac

i
r.s/eb

 C 1

4
.�a ^ �b/R .�a ^ �b/ �‚cr.s/ec

 :

We need to compute .�a ^ �b/R .�a ^ �b/. From (Eq. (2.70)) we have

.�a ^ �b/R .�a ^ �b/ D h.�a ^ �b/R .�a ^ �b/i0 C h.�a ^ �b/R .�a ^ �b/i2
C h.�a ^ �b/R .�a ^ �b/i4

Now, recalling Eq. (5.56), we can have

h.�a ^ �b/R .�a ^ �b/i0 WD .�a ^ �b/yR .�a ^ �b/

D �.�a ^ �b/ �R .�a ^ �b/ D R:

Next, we recall the identity (Eq. (2.72))

h.�a ^ �b/R .�a ^ �b/i2 D �a ^ .�byR .�a ^ �b//C �ay.�b ^R .�a ^ �b//

and also the identity Eq. (2.60)

�ay.�b ^R .�a ^ �b//� �a ^ .�byR .�a ^ �b// D .�a � �b/R .�a ^ �b/ :
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Then, it follows that

h.�a ^ �b/R .�a ^ �b/i2 D .�a � �b/R .�a ^ �b/ D �abR .�a ^ �b/ D 0

It remains to calculate h�a ^ �bR .�a ^ �b/i4. We have

h�a ^ �bR .�a ^ �b/i4 D �a ^ �b ^R .�a ^ �b/ D 1

2
Rabcd�

a ^ �b ^ � c ^ �d

D 1

6
.Rabcd�

abcd C Racdb�
acdb C Radbc�

adbc/

D 1

6
.Rabcd C Racdb C Radbc/�

abcd:

Now, using Eq. (4.198) we can write

Rabcd D VRabcd C JabŒcd�

where VRabcd are the components of the Riemann tensor of the Levi-Civita connection
of g and from Eq. (4.199)

Jb����acd D rcKb���da � Kb���ckKk���da C Kk���cdKb���ka;

Jb����aŒcd� D Jb����acd � Jb����adc;

with Kk���cd given by Eq. (4.197), i.e.,

Kk���cd D �
1

2
�km.�ncTn���md C �ndTn���mc � �nmTn���cd/:

Taking into account the well known first Bianchi identity VRabcdC VRacdbC VRadbc D
0, we have


@.s/
�2
 D

h
�abr.s/ea

� �ac!b���ac

i
r.s/eb

 C 1

4
R C J �‚cr.s/ec

 ; (7.114)

where

J D 1

6
.JabŒcd� C JacŒdb� C JadŒbc�/�

abcd

D 1

6
.JabŒcd� C JacŒdb� C JadŒbc�/


abcd
0123 �g; (7.115)

and the proposition is proved. �
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Remark 7.62 Equation (7.114) may be called the generalized Lichnerowicz formula
and (equivalent expressions) appears in the case of a totally skew-symmetric torsion
in many different contexts, like, e.g., in the geometry of moduli spaces of a class of
black holes, the geometry of NS-5 brane solutions of type II supergravity theories
and BPS solitons in some string theories [8] and many important topics of modern
mathematics (see [4, 10]). For a Levi-Civita connection we have that J D 0 and
‚c D 0 and we obtain the famous Lichnerowicz formula [16].

Exercise 7.63 Describe the bundles of dotted and undotted algebraic spinor fields
and their tensor product.12

Solution We start by considering the bundle

C`.0/.M;g/ D PSpine
1;3
.M/ �Ad R

.0/
1;3; (7.116)

which may be called the bundle of Pauli fields. Next we define the spinor bundles

S.M/ D PSpine
1;3
.M/ �l I; PS.M/ D PSpine

1;3
.M/ �r PI (7.117)

where I D R
.0/
1;3e is the ideal in R

.0/
1;3 defined in Eq. (3.129), PI0 D R

.0/
1;3e. Also, l

stands for a left modular representation of Spine
1;3 in R1;3 that mimics the D. 12 ;0/

representation of Sl.2;C/ and r stands for a right modular representation of Spine
1;3

in R1;3 that mimics the D.0; 12 / representation of Sl.2;C/.
We then have the obvious isomorphism

C`.0/.M;g/ D PSpine
1;3
.M/ �Ad R

.0/
1;3

D PSpine
1;3
.M/ �l˝r I˝C

PI
D S.M/˝C

PS.M/: (7.118)
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Chapter 8
A Clifford Algebra Lagrangian Formalism
in Minkowski Spacetime

Abstract Using tools introduced in previous chapters, particularly the concept of
Clifford and spin-Clifford bundles (and the representations of sections of the spin-
Clifford bundles as equivalence classes of sections the Clifford bundle), extensor
fields and the Dirac operator we give an unified and original approach to the
Lagrangian field theory in Minkowski spacetime with special emphasis on the
Maxwell and Dirac-Hestenes fields. We derive for these fields their canonical
energy-momentum extensor fields and also their angular momentum and spin
momentum extensor fields. In particular we show that the antisymmetric part of
the canonical energy-momentum tensor is the “source” of spin of the field. Several
nontrivial exercises are solved with details in order to help the reader to familiarize
with the formalism and to make contact with standard formulations of field theory.

8.1 Some Preliminaries

Recall that in Definition (4.108) Minkowski spacetime has been introduced as the
structure .M;�;D; ��;"/ where M ' R4 and R.D/ D 0, T.D/ D 0. As we know
from Chap. 6, Minkowski spacetime possess an infinity of physically equivalent
inertial reference frames. These are frames I 2 sec TM such that DI D 0. Given an
inertial frame I, a global coordinate chart with coordinate functions in the Einstein-
Lorentz-Poincaré coordinate gauge fx�g for M is a .nacsjI/ if I D @

@x0
. We choose a

global basis of the orthonormal frame bundle † D fe�g, with e0 D I and ei D @
@xi .

The frame† can be used in order to define an equivalence relation between tensors
located at different points e 2 M. This can be done as follows.

The dual basis of fe�g will be denoted by f��g, i.e., �� D dx� 2 sec
V1 T�M

and ��.e�/ D ı�� . As previously introduced, the set f��g, with �� D ����� is called
the reciprocal basis of the basis f��g. Recall that fe�

ˇ̌
e
g and fdx�jeg are the natural

basis for the tangent vector space TeM and the tangent covector space T�e M. In what
follows we write,

x�.e/ D x�, x�.e0/ D x0�; (8.1)
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and recall that

D @
@x�

@

@x�
D 0; (8.2)

� D ���dx� ˝ dx�; ��� D �. @
@x�

;
@

@x�
/; (8.3)

where the matrix with entries ��� is the diagonal matrix diag.1;�1;�1;�1/.
Definition 8.1 Let T;T0 2 sec Tr

s M. We say that Te 2 Tr
seM is equivalent to Te0 2

Tr
se0M (written Te D T0e0) if and only if

T�1:::�r
�1:::�s

.x�.e// D T0�1:::�r
�1:::�s

.x�.e0// (8.4)

As usual, the set of vectors equivalent to ve 2 TeM will be denoted by Œve�. The
set of equivalent classes of tangent vectors over the tangent bundle is a vector space
over the reals, that we denote by

M D fŒve� j for all ve 2 TeMg. (8.5)

Note that fŒe�
ˇ̌
e
�g is a natural basis for M. With the notations Ev D Œve� and

Ee� D Œe�
ˇ̌
e
� we can write Ev D v�Ee�. The dual space of M will be denoted by

M D M�. The dual basis of fEe�g will be denoted by f”�g. A scalar product in
M, � W M � M ! R can be defined in a canonical way using � (the metric of the
cotangent bundle) and the equivalence relation for tensors at different spacetime
points. Recall moreover that the Clifford algebra generated by the structure .M; �/ is
C`.M; �/ ' R1;3.

The pair .M;M/ has the structure of an affine space, and .M;M; �/ is a metric
affine space.

Definition 8.2 Fix a point eo 2 M. Then for any e 2 M, we call x 2 M such that

x WD .e� eo/ 2 M

the position covector of e relative to eo.

Given two different Einstein-Lorentz-Poincaré coordinate charts for M, with
coordinate functions fx�g and fy�g, e 2 M is represented by the coordinates

fx�.e/g and fy�.e/g; (8.6)

which are related in general by Poincaré transformation .L;a/ � .L�� ;a	/. Of course,
when we introduce coordinates using the Einstein-Lorentz-Poincaré coordinate
functions x�, a given event, say eo has coordinates x�.eo/ D .0; 0; 0; 0/ and since
y�.eo/ D L�� x�.eo/C a� it follows that y�.eo/ D a�. So, we can write

x D e � e0 D x�.e/”� D x�”� D y�.e/”0� D y�”0�, (8.7)
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where1

”0� D L�1�� ”�: (8.8)

Remark 8.3 It is clear that once we fix a coordinate chart for M with coordinate
functions in Einstein-Lorentz-Poincaré gauge fx�g, with x�.e0/ D 0, there is a
correspondence between the position covector x D .e�e0/ and the object x�.e/�� 2V1 T�M ,! C`.M; �/. However take notice that x�.e/�� is not a legitimate 1-form
field because the x�.e/, � D 0; 1; 2; 3 are not the components of a vector field.
However, if we restrict ourselves to charts such that the coordinates are related by
Poincaré transformations then we can call x�.e/�� the position 1-form of the event
e 2 M relative to event eo 2 M. When there is no chance of confusion we denote
x�.e/�� by the same symbol x used to denote the position (co)vector .e� e0/ 2 M.

The introduction of the position covector and the position “1-form field”, permit
us to associate to each Clifford field C 2 sec C`.M; �/ a multiform (valued) function
C of the position covector x. Indeed, the representation of C in a Einstein-Lorentz-
Poincaré chart with coordinate functions fx�g is

C D 1

�.J/
CJ.x

˛/� J; (8.9)

where CJ W R4 ! R are (smooth) functions. The multiform (valued) function
associated to C is

C W M! C`.M; �/; x 7! C.x/; (8.10)

such that in the Einstein-Lorentz-Poincaré chart with coordinate functions fx�g we
have

C D 1

�.J/
CJ.x/”

J ; (8.11)

where the CJ W M ! R are (smooth) functions such that (recalling that x D
x˛.e/”˛ D x˛”˛) we have

CJ.x
˛/ D CJ.x/: (8.12)

Remark 8.4 Since in this chapter we shall use only coordinate charts in Einstein-
Lorentz-Poincaré gauge, taking into account the identification provided by
Eq. (8.12), .e � e0/ $ x, C $ C every time we introduce a Clifford field
C 2 sec C`.M; �/ we immediately identify it with the corresponding multiform

1L�1�
� refers, of course, to the elements of the Lorentz transformation represented by the matrix

L�1.



334 8 A Clifford Algebra Lagrangian Formalism in Minkowski Spacetime

(valued) function C W M! C`.M; �/ and when no confusion arises we use the same
symbol for both. The importance of the identification .e � e0/ $ x, C $ C is that
it permits the use all identities of the multiform functions of multiform variables,
developed in Chap. 2 in an obvious way.

We recall now that a .p; q/-extensor (Definition 2.45) is a linear mapping

t W
^p

M!
^q

M (8.13)

and that the set of all .p; q/-extensors is denoted ext.
Vp M;

Vq M/.

Definition 8.5 A smooth .p; q/-extensor field t on Minkowski spacetime is a
differentiable .p; q/-extensor valued function on M,

M 3 e 7! te 2 ext.
^p

T�e M;
^q

T�e M/: (8.14)

Remark 8.6 As it was the case for sections of C`.M; �/, it is sometimes convenient
to associate (in an obvious way) to a smooth .p; q/-extensor field t a .p; q/-extensor
valued function t,

M 3 x 7! tx 2 ext.
^p

M;
^q

M/: (8.15)

This again permit us to use the identities presented in the extensor calculus
developed in Chap. 2 in the computations that follows. Once again we remark that
since we are to use only charts in the Einstein-Lorentz-Poincaré gauge we shall use
(when no confusion arises) the same symbol for both t and t.

8.2 Lagrangians and Lagrangian Densities for Multiform
Fields

Let Y be a Clifford field, i.e., Y D X 2 sec C`.M; �/, or a representative of a
Dirac-Hestenes spinor field, i.e., Y D  2 sec C`.0/.M; �/.2 Since we restrict
ourselves to Einstein-Lorentz-Poincaré coordinate charts and choose a gauge where
the connection coefficients are null, the Dirac operator and the representative of the
spin-Dirac operator acting on sections of C`.M; �/ has a very simple representation
indeed, and in order to leave no chance for confusion with the general case, we

2To shorten the notation, when Y is a homogeneous section of the Clifford bundle, we write Y 2
sec

Vp T�M, instead Y 2 sec
Vp T�M ,! sec C`.M; �/:
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write, @ 7! @x, @.s/ 7! @.s/x . Then, with the above assumption

@x D @.s/x D ��
@

@x�
: (8.16)

The operator @x acts on the multiform (valued) function Y W M ! C`.M; �/
associated to Y 2 sec C`.M; �/ as the vector derivative relative to the position
covector x also denoted @x introduced in Sect. 2.11.2. We write

.e� e0/$ x; @xY $ @xY.x/;

and if

Y D
X

J

1

�.J/
� JYJ.x

�/ (8.17)

we have that

@xY D ��
X

J

1

�.J/
� J @

@x�
YJ.x

�/: (8.18)

Remark 8.7 In what follows we shall need to consider also the derivatives @x ~ Y,
where ~ is any one of the product of multiforms (Clifford, y; x or ^) introduced in
Sect. 2.12 and also derivatives of functionals of multiform (valued) functions.

Definition 8.8 The Clifford jet bundle3 J~.C`.M; �// of M is the (trivial) vector
bundle given by

J~.C`.M; �// D Sx2MJ1x .C`.M; �//; (8.19)

such that for X;Y 2 sec C`.M; �/ such that X ~1
x Y we have

@x ~ Y.x/ D @x ~ X.x/: (8.20)

Definition 8.9 We call a functional of the Clifford field Y 2 sec C`.M; �/ any
mapping F W J~.C`.M; �//! C`.M; �/.

Remark 8.10 Given any field Y 2 sec C`.M; �/ we abbreviate by F~.Y/ (or
F.x;Y; @x ~ Y/ or yet4 F.Y.x/; @x ~ Y.x// ) the mapping

FıJ~.Y/: (8.21)

3For the definition of jet bundles and notation employed see Sect. A.1.3.
4In this case we are using a common sloppy notation where the section Y of the Clifford bundle is
written as Y.x/. Note that Y.x/ is also a sloppy notation for the mutiform (valued) function Y:
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Remark 8.11 To any functional of the Clifford field Y corresponds in an obvious
way a functional of the corresponding multiform (valued) function Y with values in
C`.M; �/ and both objects are identified (when no confusion arises) in order to be
possible to use in a standard way the theory of multiform functions of multiform
variables described in Chap. 2.

Remark 8.12 Clearly, given two functionals F , F 0 W J~.C`.M; �// ! C`.M; �/
any one of the products F ~ F 0 is well defined. We write

.F ~ F 0/.Y/ D F .Y/~ F 0.Y/: (8.22)

Definition 8.13 In the case L W J~.C`.M; �//! V4 T�M, L is said a Lagrangian
density for the field Y. In the case, L W J~.C`.M; �// ! V0 T�M, L is said a
Lagrangian for the field Y.

For any Lagrangian density L.Y; @x ~ Y/ there corresponds a well defined
Lagrangian L.Y; @x ~ Y/ and they are related by

L.Y; @x ~ Y/ D L.Y; @x ~ Y/��; (8.23)

where �� is the volume element in M.

Definition 8.14 To any Lagrangian density L~.Y/ or Lagrangian L~.Y/ the action
for the multiform field Y 2 T�M on U 	 M is the real number

A.Y/ D
Z

U
L~.Y/ D

Z
U
L~.Y/��: (8.24)

8.2.1 Variations

Vertical Variation

In this book, we restrict our investigation only to theories where the fields Y are
Clifford fields (Y D X) or Dirac-Hestenes spinor fields (Y D  ). As we learned in
Chap. 7 these fields carry different representations of Spine

1;3,which is the universal

covering group of the homogeneous restrict and orthochronous Lorentz group L"0 .
Let be u 2 Spine

1;3.M/ ,! sec C`.M; �/, i.e., for any x 2 M, u.x/ 2 Spine
1;3 ,!

R1;3. Then, if Y D X 2 sec C`.M; �/ is a Clifford field, an active local Lorentz
transformation sends X 7! X0 2 sec C`.M; �/, with

X0 D uX Qu: (8.25)
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If Y D  2 sec C`.0/.M; �/ is a representative of a Dirac-Hestenes spinor field,
then an active local transformation sends  7!  0, with

 0 D u : (8.26)

From Sect. 3.3.4 we know that each u 2 Spine
1;3.M/ can be written as ˙ the

exponential of a biform field F 2 sec
V2 T�M ,! sec C`.M; �/. For infinitesimal

transformations we must choose theC sign and write F D ˛f , ˛ � 1, F2 ¤ 0.

Definition 8.15 Let Y D X be a Clifford field or Y D  a representative of a Dirac-
Hestenes spinor field. The vertical variation of Y is the field ıvY (of the same nature
of Y) such that

ıvY D Y 0 � Y: (8.27)

Remark 8.16 The case where F is independent of x 2 M is said to be a gauge
transformation of the first kind, and the general case is said to be a gauge
transformation of the second kind.

Horizontal Variation

Let �t be a one-parameter group of diffeomorphisms of M and let � 2 sec TM be the
vector field that generates �t, i.e., in local coordinates in Einstein-Lorentz-Poincaré
gauge, we have

��.x˛/ D d��t .x
˛/

dt

ˇ̌̌̌
tD0

: (8.28)

Definition 8.17 We call the horizontal variation of � induced by a one-parameter
group of diffeomorphisms of M the quantity

ıhY D lim
t!0

Y � ��t Y

t
D �£�Y: (8.29)

Definition 8.18 We call total variation of a multiform field � the quantity

ıY D ıvY C ıhY D ıvY � £�Y: (8.30)

Remark 8.19 It is crucial to distinguish between the variations defined above,
something that sometimes is not done appropriately in textbooks. We denote in
what follows by ı a generic variation (horizontal or vertical). In particular such
a distinction is essential for the developments in Chap. 9.
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Now, when we have a field theory formulated on Minkowski spacetime, diffeo-
morphisms associated with global Lorentz transformations have a very important
physical meaning, as we learned in Chap. 6. How to describe such a diffeomorphism
using the Clifford bundle formalism? Recall that a diffeomorphism related to a
global Lorentz transformation is given by

` W e 7! e
0; x D e� eo D x�.e/�� 7! x0 D lx D x�.e0/��; (8.31)

with

x�.e0/ D L�� x�.e/; (8.32)

with L�� 2 S0e
1;3 independent of e 2 M. We can then write

x0 D L�� x�.e/�� D x�.e/u�1��u D x�.e/� 0� D u�1xu (8.33)

for some constant section u 2 Spine
1;3.M/ ,! sec C`.M; �/, i.e., independent of

e2M such that the 2 � 1 homomorphism h W Spine
1;3 ! S0e

1;3 (Chap. 3) gives
h.u�1/ D l. Recalling now our discussion of Sect. 4.5 concerning the pullback
mapping, we have: putting `�X D X0, `� D  0 that

X0 .x/ D X
�
x0
� D uX.x/u�1;

 0 .x/ D  �x0� D u .x/: (8.34)

Remark 8.20 Equation (8.34) shows that the pullback mapping corresponding to a
global Lorentz transformation in the present formalism has the same form as a local
constant rotation, but care must be taken in using such formulas in order to avoid
misconceptions.

8.3 Stationary Action Principle and Euler-Lagrange
Equations

Let U be an open set of M, with boundary @U and consider an arbitrary multiform
field A 2 sec C`.M; �/ such that Aj @U D 0. Given a Lagrangian L~.Y/ �
L.Y; @x ~ Y/ we introduce [2] the mapping5 LA W M � I ! R

LA.x; �/ WD L.Y.x/C �hA.x/iY ; @x ~ Y.x/C �h@x ~ A.x/i@x~Y/; (8.35)

5Recall that in Eq. (8.35) hAiX means the projection of A in the grades of X. See Definition 2.4,
Chap. 2.
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where � 2 I and I is a subset of R containing zero. Note that LA.x; 0/ D
L.Y.x/; @x ~ Y.x//. In view of this fact we call LA.x; �/ the varied Lagrangian.

Definition 8.21 Given a Lagrangian L~.Y/ we define its variation by

ıL~.Y/ WD d

d�
L.Y.x/C �hA.x/iY; @x ~ Y.x/C �h@x ~ A.x/i@x~Y/

ˇ̌̌̌
�D0

:

(8.36)

Definition 8.22 The variation of the action is

ıA.Y/ D ı
Z

U
L~.Y/ D

Z
U
ıL~.Y/: (8.37)

Axiom 8.23 In Lagrangian field theory the dynamics of a field Y is supposed to
be derived from the Stationary Action Principle, hereafter denoted SAP, i.e., we
suppose that the laws of motion are to be deduced from

ıA.Y/ D 0 for all A such that Aj@U D 0 . (8.38)

The SAP implies the so called Euler-Lagrange equations (ELE) for the field Y.

Proposition 8.24 Given a field Y on U 	 M and postulated a Lagrangian
L.Y; @x ~Y/ the SAP implies for the cases: (a) @x ~Y D @xyY; (b) @x ~Y D @x^Y;
(c) @x ~ Y D @xY the following ELEs.

(a) @YL.Y; @xyY/ � @x ^ @@xyYL.Y; @xyY/ D 0;
(b) @YL.Y; @x ^ Y/ � @xy@@x^YL.Y; @x ^ Y/ D 0;
(c) @YL.Y; @xY/ � @x.@@xYL.Y; @xY// D 0:

(8.39)

Proof Here, we prove only case (c), leaving the proof of the other cases as exercises
for the reader. The Y-variation of L.Y; @xY/ gives immediately, using the definition
of derivatives of multiform functions of multiform variables (see Eq. (2.165)),

ıL.Y; @xY/ D A � @YL.Y; @xY/C @xA � @@xYL.Y; @xY/ (8.40)

Now, recall the identity (c) in Eq. (2.111) which says that for any multiform fields Y
and 1-form a D a���; with a� constant functions, we have

.@xY/ � X C Y � .@xX/ D @x � Œ@a.aY/ � X� (8.41)

where @a D �� @
@a� . Using this result we can write Eq. (8.40) as

ıL.Y; @xY/ D A � Œ@YL.Y; @xY/ � @x � @YL.Y.x/; @xY/�

C @x � Œ@a.aA/ � @@YL.Y; @xY/�: (8.42)
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Then the SAP givesZ
U
fA � Œ@YL � @x � @YL�C @x � Œ@a.aA/ � @@YL�g�� D 0; (8.43)

for all A such that Aj@U D 0. Now, given any form field v we write Stokes theorem
for d.?v/ in the form Z

U
.@x � v/�� D

Z
@U
vy��: (8.44)

Then, the second term in Eq. (8.43) taking into account the boundary condition
can be written (in obvious notation)Z

U
@x � Œ@a.aA/ � @@YL.Y; @xY/��� D

Z
@U
�� � Œ@a.aA/ � @@YL.Y; @xY/�.��y��/

D
Z
@U

A � .��@@YL.Y; @xY/d3S� D 0: (8.45)

Using Eq. (8.45) in Eq. (8.43) we getZ
U

A � Œ@YL.Y; @xY/ � @x@YL.Y; @xY/�d4x D 0, (8.46)

for all A. By the arbitrariness of A we get

@YL.Y; @xY/ � @x.@@YL.Y; @xY// D 0;

and the proposition is proved. �

8.4 Some Important Lagrangians

8.4.1 Maxwell Lagrangian

The Lagrangian associated with the Maxwell field A 2 sec
V1 T�M (i.e., the

electromagnetic potential) generated by a current Je 2 sec
V1 T�M is

L.A; @x ^ A/ D �1
2
.@x ^ A/ � .@x ^ A/� A � Je: (8.47)

Using Eq. (8.39b) we get immediately

@xy.@x ^ A/ D Je: (8.48)
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The electromagnetic field is (see Sect. 3.6) F D @x ^ A 2 sec
V2 T�M. Then

taking into account that @x ^ .@x ^ A/ D 0, we can write Eq. (8.48) as

@xF D Je; (8.49)

which is, of course, equivalent Eq. (4.264) of Chap. 4.

8.4.2 Dirac-Hestenes Lagrangian

We recall that once a global spin coframe „ 2 PSpine
1;3
.M/ is fixed, a Dirac-

Hestenes spinor field can be represented by a even section of sec C`.M; �/: Let
then  2 sec.

V0 T�M C V2 T�M C V4 T�M/ be a representative of a Dirac-
Hestenes spinor field ‰ 2 sec C`l

Spine
1;3
.M; �/ relative to a global spin coframe „.

A possible Lagrangian for such a field in interaction with an electromagnetic field
A 2 sec

V1 T�M is

L. ; @x / D .@x i�3/ �  � q.A �0/ �  � m �  ; (8.50)

where the real parameters m 2 RC and q2 R are called the mass and electric charge
of the Dirac-Hestenes field and i WD �5. Lagrangian (8.50) is of type (c) in Eq. (8.39).
Then, the respective ELE is

@ L. ; @x / � @x.@@ L.x;Y; @x // D 0: (8.51)

We have

@ L. ; @x / D h@x i�3i � qhA �0 C QA Q�0i � 2m 

D @x i�3 � 2Aq �0 � 2m : (8.52)

Also,

@@x L.Y; @x / D �@@x .@x �  i�3/ D � i�3: (8.53)

Then, we have with �3 D �3�0
@x i�3 � m �0 � qA D 0; (8.54)

or, equivalently �3

@x �2�1 � m �0 � qA D 0; (8.55)
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which we recognize as equivalent to the Dirac-Hestenes equation (Eq. (7.93))
introduced in Chap. 7, since the term containing the connection biform in Eq. (7.93)
is null in our case, because we are using only Einstein-Lorentz-Poincaré coordinate
charts and using only exact global cotetrad fields (as introduced above), for which
the connection coefficients are all null.

Exercise 8.25 Show that .A �0/ �  D A �  �0 Q see Eq. (2.69).

Exercise 8.26 Show that for the above Lagrangian

@x.@@x L.Y; @x // D @�.@@� L.Y; @x //: (8.56)

Solution: We have from Eq. (8.53) that

@x.@@x L.Y; @x // D ���@� i�3:

On the other hand we can write the term .@x i�3/ �  in the Lagrangian as

.��@� i�3/ �  : (8.57)

Then, using Eqs. (2.68) and (2.69) we can write

.��@� i�3/ �  D .@� i�3/ � �� D �@� � .�� i�3/ D �.�� i�3/ � @� :
(8.58)

Using now Eq. (2.192) we get

@@� 
��.�� i�3/ � @� 

� D ��� i�3;

and then

@�
�
@@� 

��.�� i�3/ � @� 
�� D ���@� i�3:

8.5 Canonical Energy-Momentum Extensor Field

We now find the canonical energy-momentum extensor for each one of the types of
Lagrangians in Proposition 8.24.

We are interested here in diffeomorphisms that are simply translations in the
Minkowski manifold. These are generated by very simple one-parameter group
of diffeomorphisms. Indeed, under a translation in the constant ‘direction’ �� the
position 1-form x (of a spacetime point e, with coordinates x�.e/ D x�) goes in the
position 1-form x0 (of a spacetime point e0 D �te, with coordinates x0�.e/ D x0�)
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and we write

x0 D xC "��: (8.59)

Given the rule for the pullbacks Y 0 D ��t Y for any Y 2 sec
Vk T�M ,!

sec C`.M; �/, the equivalence relation (Definition 8.1), and the convention given
by Eq. (8.1), we can write ��t Y.x/ D Y.x0/. Then, we have

Y 0.x/ D Y.x0/: (8.60)

Now, a Lagrangian L~.Y/ is invariant under the action of a one-parameter group
of diffeomorphisms generated by a vector field � if the Lie derivative £�L~.Y/ D 0.
This means that we must have

L.Y 0.x/; @x ~ Y 0.x// D L.Y.x0/; @x0 ~ Y.x0//: (8.61)

To proceed we detail only the case where ~ refers to the Clifford product. We derive
both members of Eq. (8.61) in relation to the parameter " obtaining,

@"Y
0.x/ � @Y0L.Y 0.x/; @xY 0.x//C @x@"Y

0.x/ � @@xY0L.Y 0.x/; @xY 0.x//

D @"x0 � @x0L.Y.x0/; @x0Y.x0//: (8.62)

In writing Eq. (8.62) we used the fact that both members can be considered
(composite) functions of ", some chain rules for composition of multiform functions
(Sect. 2.11) and that @x@" D @"@x. Now, we calculate both members of Eq. (8.62)
for " D 0. Noting that

Y.x0/
ˇ̌
"D0 D Y.x/, @x0 Y.x0/

ˇ̌
"D0 D @xY.x/; (8.63)

and at " D 0,

@"x
0 D ��, @"Y

0.x/ D @�Y.x/ D �� � @xY.x/; (8.64)

we can write Eq. (8.62) as

@�Y � @YL.Y.x/; @xY.x//C @x@�Y � @@xYL.Y.x/; @xY.x//

D �� � @xL.Y.x/; @xY.x//: (8.65)

Now, the first member of Eq. (8.65) can be written as

@�Y � @YL.Y.x/; @xY.x//C @x@�Y � @@xYL.Y.x/; @xY.x//

D @�Y � @YL.Y.x/; @xY.x//C @x@�Y � @@xYL.Y.x/; @Y.x//
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C @�Y � @x@@xYL.Y.x/; @xY.x// � @�Y � @@xY@@xYL.Y.x/; @xY.x//

D @�Y � Œ@Y0L.Y.x/; @xY.x// � @x@@xYL.Y.x/; @xY.x/�

C @xh@�Y g.@@xYL.Y.x/; @Y.x//i1: (8.66)

In writing Eq. (8.66) we use the identity @xhA QBi D @xA � B C A � @xB, valid for
arbitrary A;B 2 sec C`.M; �/. Moreover, to simplify the notation we write in what
follows

g.@@xYL.Y.x/; @xY.x// D Q@@xYL.Y.x/; @xY.x//: (8.67)

Observe also that the right side member of Eq. (8.65) can be written as

�� � @xL.Y.x/; @xY.x// D @�L.Y.x/; @xY.x//

D �˛ � ��@˛L.Y.x/; @xY.x//

D �˛Œ@˛��L.Y.x/; @xY.x//�

D @x � Œ��L.Y.x/; @xY.x//�: (8.68)

Now, if we suppose that the field satisfy the Euler-Lagrange equations, using
Eqs. (8.66)–(8.68), we can write Eq. (8.65) as

@xŒh.�� � @xY/Q@@xYL.Y.x/; @xY.x//i1 � ��L.Y.x/; @xY.x//� D 0: (8.69)

So, we conclude that associated to the Lagrangian L.Y; @xY/ there exists a .1; 1/-
extensor field such that for any n 2 sec

V1 T�M ,! sec C`.M; �/, with constant
coefficients we have a .1; 1/- extensor field

T W sec C`.M; �/ - sec
^1

T�M ! sec
^1

T�M ,! sec C`.M; �/

T.n/ D Œh.n � @xY/Q@@xYL.Y; @xY/i1 � nL.Y; @xY/�; (8.70)

such that

@x � T.��/ D 0: (8.71)

Putting T� D T.��/, we have

@x�T� D �ıT� D 0 (8.72)

or

d ? T� D 0: (8.73)
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Definition 8.27 The extensor field

T W sec C`.M; �/ - sec
^1

T�M! sec
^1

T�M ,! sec C`.M; �/ (8.74)

is called the (canonical)energy-momentum extensor field of the field Y 2
sec C`.M; �/:

Taking into account the definition of T(the adjoint of T) satisfies

Œ@n � @xT.n/� � �� D @x � T.��/; (8.75)

we can write equivalently.

@n � @T.n/ D 0: (8.76)

Remark 8.28 The T� 2 sec
V1 T�M ,! sec C`.M; �/ are called (canonical)

energy-momentum 1-forms and ?T� 2 sec
V3 T�M ,! sec C`.M; �/ the (canoni-

cal) energy-momentum 3-forms. Note that some authors (e.g., [3]) call T�, instead
of T� the (canonical) energy-momentum 1-forms.

Exercise 8.29 Show that the following conserved energy-momentum extensors
may be derived from the Lagrangians L.Y; @xyY/ and L.Y; @x^Y/.

(a) T.n/ D ŒhQ@ @xyYL.x;Y; @xY/y.n � @xY/i1 � nL.Y; @xyY/�;
(b) T.n/ D Œ.n � @xeY/yh@ @xYL.Y; @x^Y/i1 � nL.Y; @x ^ Y/�;

(8.77)

where Q@ @xyYL.Y; @xY/ �

 g@@xyYL.Y; @xY

��
.

8.5.1 Canonical Energy-Momentum Extensor of the Free
Electromagnetic Field

The Lagrangian of the Free Electromagnetic field is

L.A; @x^A/ D �1
2
.@x^A/ � .@x^A/: (8.78)

Using Eq. (8.77b) we get

TA.n/ D .n � @xA/yFC1
2

nF � F: (8.79)
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The adjoint of the energy-momentum extensor of the electromagnetic field is
given by

TA.n/ D @bn � TA.b/ (8.80)

D @bn � .b � @xA/yFC 1

2
@bnF � F:

Exercise 8.30 Show that

1

2
Fn QF D .nyF/yFC 1

2
n.F � F/ (8.81)

Solution:

.nyF/yFC 1

2
n.F � F/ D 1

2
Œ.nyF/F � F.nyF/�C 1

2
n.F � F/

D 1

4
ŒnFF � FnF � FnFC FFn�C 1

2
n.F � F/

D �1
2

FnF C 1

4
Œ�2n.F � F/C n.F ^ F/C .F ^ F/n�

C 1

2
n.F � F/

D �1
2

FnF � 1
2

n.F � F/C 1

2
n ^ .F ^ F/C 1

2
n.F � F/

D �1
2

FnF D 1

2
Fn QF:

Exercise 8.31 Show that

TA.n/ D 1

2
Fn QF C Œd.n � A/�yF: (8.82)

Solution: From Eq. (8.79) we can write

TA.n/ D .n � @xA/yFC1
2

nF � F � .n � @xA/yF � .nyF/yF

C .nyF/yFC 1

2
nF � F: (8.83)

Now, recalling the identity given by Eq. (4.154) we have taking into account that
@xn D 0 we have

@x.n � A/ D .n � @x/A � ny.@x^A/

D .n � @x/A � nyF: (8.84)
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Then,

TA.n/ D Œ@x.n � A/�yF C .nyF/yFC 1

2
nF � F

D Œd.n � A/�yF C .nyF/yFC 1

2
nF � F; (8.85)

and taking into account Eq. (8.81), we can also write

TA.n/ D 1

2
Fn QFC Œd.n � A/�yF;

which is what we wanted to show.

Exercise 8.32 Show that

TA.n/ D
1

2
Fn QF � .nyF/ � @xA: (8.86)

Exercise 8.33 Show that

? TA.n/ D �1
2
.nyF/^ ?F C 1

2
F ^ .ny ? F/� d.n � A/ ^ ?F: (8.87)

Solution: First, observe that (for any n 2 sec
V1 T�M ,! sec C`.M; �/),

d.n � A/ ^ ?F D d.n � A/ ^ QF�� D �d.n � A/ ^ F��

D �1
2
Œd.n � A/F�� C F��d.n � A/�

D �1
2
Œd.n � A/F � Fd.n � A/���

D �fŒd.n � A/�yFg��: (8.88)

Also

.nyF/^ ?F D ny.F ^ ?F/ � F ^ .ny ? F/

D nŒ.F � F/��� � F ^ .ny QF��/ (8.89)

and

.nyF/^ ?F D �.nyF/^ F�� (8.90)

D �1
2
Œ.nyF/F�� C F��.nyF/�
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D �1
2
Œ.nyF/F � F.nyF/���

D �Œ.nyF/yF���:

Then, using Eq. (8.85) and the identities just derived above, we can write

?TA.n/ D ?
�
.nyF/yFC 1

2
nF � F C d.n � A/�yF

	
D �.nyF/^ ?F C 1

2
n.F � F/�� C fŒd.n � A/�yFg��

D �.nyF/^ ?F C 1

2
.nyF/^ ?F C 1

2
F ^ .ny ? F/C fŒd.n � A/�yFg��

D �1
2
.nyF/^ ?F C 1

2
F ^ .ny ? F/C fŒd.n � A/�yFg��

D �1
2
.nyF/^ ?F C 1

2
F ^ .ny ? F/� d.n � A/ ^ ?F: (8.91)

Remark 8.34 We easily verify that T��A D TA.�
�/ � �� is not symmetric, but

TAB.n/ D 1

2
.F � F/nC .nyF/yF D 1

2
Fn QF; (8.92)

called the Belinfante energy-momentum extensor is symmetric. The non symmetric
part is also gauge dependent, but as can be easily verified the term d.nyA/ ^ ?F in
?TA.n/ can be written as an exact differential, since taking into account that d?F D
0 we have

d.nyA/^ ?F D d.n � A/ ^ ?F

D d.n � A ^ ?F/C n � A ^ d ? F

D d.n � A ^ ?F/: (8.93)

So, the gauge dependent term does not change the computation of the energy-
momentum of a free electromagnetic field, but as we are going to see, it has a crucial
role in the computation of the spin of the electromagnetic field and consequently in
the law of conservation of angular momentum. This important issue is not discussed
appropriately in textbooks.
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8.5.2 Canonical Energy-Momentum Extensor of the Free
Dirac-Hestenes Field

The Lagrangian for the (representative) of a free Dirac-Hestenes spinor field  2
sec.

V0 T�M CV2 T�M CV4 T�M/ is

L0. ; @x / D .@x i�3/ �  �m �  ; (8.94)

In this case, we get from Eq. (8.70) the energy-momentum extensor of the Dirac-
Hestenes field which, once we take into account that for any solution of the ELE
associated to L0. ; @x /. We have,

T .n/ D h.n � @x /Q@@x L0. .; @x /i1 � nL0. ; @x /

D �h.n � @x /i�3 Q i1: (8.95)

This extensor is called the free Tetrode energy-momentum extensor of the Dirac-
Hestenes field.

8.6 Canonical Orbital Angular Momentum and Spin
Extensors

In this section we show that the global rotational invariance of the Lagrangian of
a Clifford field Y D X 2 sec C`.M; �/ or of a representative of a Dirac-Hestenes
spinor field, Y D  2 sec C`.M; �/, implies the existence of a conserved .2; 1/-
extensor field. From the possible Lagrangians L0. ; @x ~  /, we detail only the
calculations for the case where ~ refers to the Clifford product and Y is a Clifford
field. For the other cases, we give only the final results.

By rotational invariance here we mean that the Lagrangian is invariant by
diffeomorphisms in Minkowski spacetime generated by one-parameter group of
diffeomorphisms of M generated by the six vector fields �.˛ˇ/ 2 sec TM such that

�.˛ˇ/ D �˛�x� @
@xˇ
� �ˇ�x� @

@x˛
; ˛; ˇ D 0; 1; 2; 3; (8.96)

which close the Lie algebra of the homogeneous Lorentz group. As we already
learned in Sect. 8.3, the representation of a diffeomorphism in M (generated a
rotation by # in the fixed direction �.��/) can be written as

x 7! x0 D e���^�� #2 xe��^�� #2 ; (8.97)

with x D x�.e/�� and x0 D x�.e0/�� � x0���.
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Recall that for any Clifford field X 2 sec C`.M; �/ or representative of a Dirac-
Hestenes field  2 sec C`.0/.M; �/ their pullbacks X0 2 sec C`.M; �/,  0 2
sec C`.0/.M; �/ under a diffeomorphism generated by �.��/ satisfy

X0.x/ D X.x0/;  0.x/ D  .x0/: (8.98)

and according to Eq. (8.34) we have,

(a) X0.x/ D e.��^�� #2 /X.x/e.���^�� #2 /;
(b)  0.x/ D e.��^�� #2 / .x0/:

(8.99)

Then, we must have

L.Y 0.x/; @xY 0.x// D L.Y.x0/; @x0Y.x0//; (8.100)

for Y D X or Y D  . Since x D e.��^�� #2 /x0e.���^�� #2 /, we can write

@#Y 0.x/ � @Y0L.Y 0.x/; @xY 0.x//C @x@#Y 0.x/ � @@xY0L.Y 0.x/; @xY 0.x// (8.101)

D @#x0 � @x0L.Y.x0/; @x0Y.x0//:

Next, we evaluate in details both members of Eq. (8.101) at # D 0 for the case
Y D X (Clifford fields). The result for a Dirac-Hestenes spinor field will be given in
the next subsection. We need the results

@#x0
ˇ̌
#D0 D xy

�
�� ^ ��

�
;

@#X0.x/
ˇ̌
#D0 D Œ

1

2
�� ^ ��X.x/C xy.�� ^ ��/ � @xX.x/� 1

2
�� ^ ��X.x/�

ˇ̌̌̌
#D0

D .�� ^ ��/ � X.x/C xy.�� ^ ��/ � @xX.x/; (8.102)

where we recall that .�� ^ ��/ � X D Œ.�� ^ ��/;X�.
Now, the first member of Eq. (8.101) (Y D X) at # D 0 can be written as a

divergence, i.e.,

@#X.x/ � @X0L.X0.x/; @xX0.x//C @x@#X0.x/ � @@xX0L.X0.x/; @xX0.x//
ˇ̌
#D0

D @x � h@#X0.x/
ˇ̌
#D0 Q@@xX0L.X.x/; @xX.x/i1

D @x � hŒ.�� ^ ��/ � X.x/C xy.�� ^ ��/ � @xX.x/�Q@@X0L.X.x/; @X.x/i1;
(8.103)
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and for the second member we have

@#x0 � @x0L.X.x0/; @x0X.x0//
ˇ̌
#D0 D xy

�
�� ^ ��

� � @XL.X.x/; @xX.x//

D @x � Œxy
�
�� ^ ��

�
L.X.x/; @xX.x//�: (8.104)

Then, we get

@x � Œxy
�
�� ^ ��

�
L.X; @xX/�

� @x � ŒhŒ.�� ^ ��/ � X C xy.�� ^ ��/ � @xX Q@@xYL.X; @xX/�i1� D 0: (8.105)

Equation (8.105) implies that there exists a conserved (2; 1)-extensor field,

JX W sec C`.M; �/ - sec
^2

TM !
^1

T�M ,! sec C`.M; �/; (8.106)

JX.B/ D xy .B/L� hŒB � X C xyB � @xX Q@@xXL�i1; (8.107)

such that with B 2 sec
V2 T�M ,! sec C`.M; �/ a constant biform

@x � JX.B/ D 0: (8.108)

Definition 8.35 The .2; 1/ extensor field JX given by Eq. (8.107) is called the
canonical angular momentum extensor of the field X 2 sec C`.M; �/.

Exercise 8.36 Show that adjoint extensor of JX.B/, i.e., the .1; 2/-extensor JX.n/,
n 2 sec

V1 T�M with constant coefficients is given by

JX.n/ D @Bn � JX.B/

D TX.n/ ^ x C hX � Q@@xXL.X; @xX/ni2: (8.109)

Exercise 8.37 Show that

@n � @xJX.n/ D 0: (8.110)

Remark 8.38 Sometimes, the .1; 2/-extensor

JX W sec C`.M; �/ - sec
^2

TM ! sec
^1

TM ,! sec C`.M; �/;

JX.n/ D TX.n/ ^ x C hX.x/� Q@@xXL.x;X; @xX/ni2: (8.111)

instead of JX is called the canonical angular momentum extensor of a multiform
field X 2 sec C`.M; �/. We use that wording indifferently since this will generate no
confusion.
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Equations (8.109) and (8.110) suggests the

Definition 8.39 The orbital angular momentum extensor and the spin extensor of
the field X 2 sec C`.M; �/ are respectively

LX.n/ D TX.n/ ^ x; (8.112)

with x D x��� and

SX.n/ D hX.x/� Q@@xXL.x;X; @xX/ni2: (8.113)

Exercise 8.40 Show that the adjoint of SX.n/; i.e., the .2; 1/-extensor field SX.B/

such that SX.n/ D @Bn � SX.B/ is given by

SX.B/ D �h.B � X/Q@@xXL.x;X; @xX/i1: (8.114)

Now, take B D �� ^ �� .
Definition 8.41 The six SX.�

� ^ ��/ D S��X are called spin 1-form fields of the
field X and the six ?S��X are called spin 3-form fields (densities) of the field X.

As promised, we give next the angular momentum and spin extensors for
Lagrangians of the types (a) and (b) in Proposition 8.24, i.e., L.x;Y; @xyY/ and
L.x;Y; @x^Y/, and also for the case of the Dirac-Hestenes spinor field L.x;  ; @x /.

8.6.1 Canonical Orbital and Spin Density Extensors
for the Dirac-Hestenes Field

For the case of a Dirac-Hestenes field  2 sec C`.0/.M; �/, repeating the cal-
culations done in the previous section, we find the following conserved angular
momentum extensor

J .n/ D T .n/^ xC h1
2
 Q@@xYL.x;  ; @x /ni2: (8.115)

The density of orbital angular momentum and spin extensors for the Dirac-
Hestenes field are respectively,

L .n/ D T .n/ ^ x (8.116)
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and

S .n/ D h
1

2
 Q@@xYL.x;  ; @x /ni2

D 1

2
h i�3 Q ni2 D 1

2
i.s ^ n/: (8.117)

Definition 8.42 The bilinear invariant

s D  �3 Q (8.118)

is called the spin covector of the Dirac-Hestenes field.

Exercise 8.43 Show that the adjoint of the canonical .1; 2/-extensor S .n/ of the
Dirac-Hestenes field is the .2; 1/-extensor field S given by

S .B/ D h1
2

B C .xyB/Q@@x L. ; @x /ni1: (8.119)

8.6.2 Case L.X; @xyX/

In this case, calculations analogous to the ones of the previous sections give

SX.B/ D �heN@@xyXL.X; @xyX/y.B� X/i1 (8.120)

and

SX.n/ D
1

2
hX �e@@xyXL.x;X; @xyX/n� X � ne@@xyXL.X; @xyX/i2: (8.121)

8.6.3 Case L.X; @x^X/

In this case we obtain,

SX.B/ D �hB.B � X/Q@@x^XL.x;X; @ ^ X/i1; (8.122)

SX.n/ D
1

2
hX � Q@@x^XL.X; @x ^ X/nC NX � n Q@@x^XL.X; @x ^ Xi2: (8.123)
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8.6.4 Spin Extensor of the Free Electromagnetic Field

In this case, using the Lagrangian given by Eqs. (8.47) and (8.123) we get
immediately,

SA.n/ D �
1

2
hA � QFnC NA � n QFi2

D hA � Fxni2 D A ^ Fxn

D .nyF/^ A

D ny.A^ F/� .n � A/F (8.124)

This formula shows that the spin density of the electromagnetic field is indeed
gauge dependent and we think that it is just here that the reality of A becomes
apparent.6

Exercise 8.44 Show that

? SA.�
� ^ ��/ � ?S�� D ?Œ.Ay.�� ^ ��//yF�: (8.125)

8.7 The Source of Spin

We showed that for any Clifford field X 2 sec C`.M; �/ or representative  2
sec C`.0/.M; �/ of a Dirac-Hestenes spinor field there exists a .1; 2/-extensor field
J.n/ D T.n/^ xC S.n/ such that @n � @J.n/ D 0. Recalling Definition 2.54 that
says that bif .T/ D T.��/ ^ ��) we can write

@n � @xJ.n/ D @n � @xŒT
.n/^ xC S.n/�

D �� � @nŒ@�T.n/C T.n/ ^ @�x�C @n � @xS.n/

D @n � @xT.n/C bif .T/C @n � @S.n/ D 0: (8.126)

Taking into account that @n � @xT.n/ D 0 we get the fundamental result

@n � @xS.n/ D �bif .T/; (8.127)

which says that S.n/ alone is not conserved when the energy-momentum extensor
is not symmetric, its source being �bif .T/.

6We observe that this density of spin is analogous to the corresponding one used in Relativistic
Quantum Field Theory, which is also gauge dependent. See, e.g., the discussion in [1].
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8.8 Coupled Maxwell and Dirac-Hestenes Fields

In this case, the Lagrangian for the coupled system of fields is:

L. ; @x ;A; @xA/ D .@x i�3/ �  � A � .q �0 Q /� m �  � 1
2
.@x^A/ � .@x^A/:

(8.128)

Our Lagrangian depends then on two dynamic fields, A and  , which is a
combination of Lagrangians of types (a) and (c). A straightforward computation
gives as equations of motion for the dynamic fields

(a) @x �2�1 � m �0 � eA D 0;
(b) @xF D Je:

(8.129)

This is a nonlinear system of partial differential equations, since

Je D e �0 Q : (8.130)

Also, a straightforward computation gives for the energy-momentum extensor of
the coupled fields

T.n/ D h.n � @x /i�3 Q i1 C .n � @xA/yFC1
2

nF � F
D T .n/C TA.n/; (8.131)

which is the sum of the energy-momentum extensors of the free Dirac-Hestenes and
free electromagnetic fields. We show below that there exists an extensor field, called
Tetrode extensor field TTetr.n/, with

TTetr.n/ D T .n/� .n � Je/A; (8.132)

such that

@n � @xTTetr.n/ D FxJe: (8.133)

Exercise 8.45 Show that

.i/ bif .TTetr/ D � 12@xyis D 1
2
i@x^s;

.ii/ TTetr.n/� TTetr.n/ D nybif .TTetr/;

.iii/ @n � @xTTetr.n/ D @n � @xTTetr.n/:

(8.134)
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Solution: We show (i). From the Dirac-Hestenes equation (Eq. (8.54)) we have

Œ@x i�3� Q � m Q � eA �0 Q D 0: (8.135)

Now,

@�. i�3 Q / D @� i�3 Q C  i�3@� Q (8.136)

and taking into account the notable identity valid in the spacetime algebra which
says that for any odd c 2 R1;3, hci1 D 1

2
.cC Qc/ we have

h@� i�3 Q i1 D 1

2
.@� �3 Q �  i�3@� Q / (8.137)

and then

1

2
@x. i�3 Q /C ��h@� i�3 Q i1 D Œ@x i�3� Q : (8.138)

Using Eq. (8.136) in the second member of Eq. (8.138) yields

1

2
@x.is/C ��h@� i�3 Q i1 D AJe C m Q ; (8.139)

where Je D e �0 Q is the electromagnetic current and s D  �3 Q is the spin
covector field introduced in Eq. (8.118). Note also that the hi2 part of Eq. (8.139)
yields

1

2
@xy.is/C �� ^ h@� i�3 Q i1 D A ^ Je: (8.140)

Now,

bif .TTetr/ D �bif .TTetr/ D �� ^ TTetr.�
�/

D �� ^ �h@� i�3 Q i1 � �� � AJe
�

D �� ^ h@� i�3 Q i1 � A ^ Je

D 1

2
@xy.is/ D 1

2
i@x^s; (8.141)

and (i) in Eq. (8.134) is proved.
To prove Eq. (8.133) we start from the conservation of T.n/,

@n � @xT .n/C @n � @xTA.n/ D 0: (8.142)
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We have,

@n � @xTA.n/ D @n � @x.
1

2
Fn QF � .nyF/ � @xA/: (8.143)

Moreover,

@n � @x
1

2
Fn QF D 1

2
�� � @nŒ.@� QF/nFC QF.@�n/FC QFn@�F�

D 1

2
.g@xFF C QF@xF/

D 1

2
.JeF � FJe/ D JeyF: (8.144)

Also,

@n � @x.nyF/ � @xA/ D �� � @nŒ.@�nyF/ � @xAC .ny@�F/ � @xAC .nyF/ � @�@xA�

D .��y@�F/ � @xAC .��yF/ � @�@xA

D Je � @xA

D @x � JeAC Je � @x
1

2
A

D �� � Œ.@�Je/AC Je.@�A/� � �� � @nŒ.@�n/JeAC n � .@�Je/A

C n � Je.@�A/

D @n � @x.n � Je/A: (8.145)

Using Eqs. (8.144) and (8.145) in Eq. (8.142) gives

@n � @xŒT .n/� .n � Je/A� D FxJe: (8.146)

Finally taking into account (iii) in Eq. (8.134) we get

@n � @xŒT .n/� .n � Je/A� D FxJe; (8.147)

which we recognize as Eq. (8.133).

Remark 8.46 This equation says that even if the Dirac-Hestenes field is moving in
a region where F D 0, but A ¤ 0 the consideration of the coupling term �.n � Je/A
is necessary in order for energy-momentum conservation to take place. Of course,
this is related to the well known Bohm-Aharonov effect.
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Exercise 8.47 Show that J A.n/ D T .n/ ^ xC S .n/

@n � @xJ A.n/ D .FxJ
e
/^x: (8.148)

Exercise 8.48 Show that J A.�
� ^ ��/ D J�� A satisfy

d ? J�� A D � ? fŒ.FxJ
e
/^x� � .�� ^ ��/g: (8.149)
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Chapter 9
Conservation Laws on Riemann-Cartan
and Lorentzian Spacetimes

Abstract In this chapter we examine in details the conditions for existence of
conservation laws of energy-momentum and angular momentum for the matter
fields of on a general Riemann-Cartan spacetime .M; g;r; �g;"/ and also in the
particular case of Lorentzian spacetimes M D .M; g;D; �g;"/ which as we already
know model gravitational fields in the GRT [3]. Riemann-Cartan spacetimes are
supposed to model generalized gravitational fields in so called Riemann-Cartan
theories. In what follows, we suppose that in .M; g;r; �g;"/ (orM) a set of dynamic
fields live and interact. Of course, we want that the Riemann-Cartan spacetime
admits spinor fields, and from what we learned in Chap. 7, this implies that the
orthonormal frame bundle must be trivial. This permits a great simplification in our
calculations. Moreover, we will suppose, for simplicity that the dynamic fields �A,
A D 1; 2; : : : ; n, are in general distinct r-forms,1 i.e., each �A 2 sec

Vr T�M ,!
C`.M;g/, for some r D 0; 1; : : : ; 4. Before we start our enterprise we think it is
useful to recall some results which serve also the purpose to fix the notation for this
chapter.

9.1 Preliminaries

9.1.1 Functional Derivatives on Jet Bundles

Let J1.
V

T�M/ be the 1-jet bundle2 over
V

T�M ,! C`.M;g/, i.e., the vector
bundle defined by

J1.
^

T�M/ D
[

x2M
J1x .
^

T�M/: (9.1)

1This is not a serious restriction in the formalism since we already learned how (given a spinorial
frame) to represent spinor fields by sums of even multiform fields.
2For the definition of jet bundles and notations see Sect. A.3.1.
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Then, with each local section � 2 sec
V

T�M ,! sec C`.M;g/g we may
associate a local section j1.�/ 2 sec J1.

V
T�M/. Let f�ag, �a 2 sec

V1 T�M ,!
sec C`.M;g/, a D 0; 1; 2; 3; be an orthonormal basis of T�M dual to the basis feag
of TM and let !a��b 2 sec

V1 T�M ,! sec C`.M;g/ be the connection 1-forms of
the connection r such that rea eb D !c���abec. We introduce also the 1-jet bundle
J1Œ.

V
T�M/nC2�, i.e.,

J1Œ.
^

T�M/nC2� WD Sx2MJ1x .
^

T�M �
^

T�M � : : : �
^

T�M/ (9.2)

over the configuration space .
V

T�M/nC2 ,! .C`.M;g//nC2 of a field theory
describing n different fields �A belonging to sections of

V
TpM ,! C`.M;g/ on

a RCST, where for each different value of A we have in general a different value
of p. We denote sections of J1Œ.

V
T�M/nC2� by j1.�a; !a

b; �/ or when no confusion
arises simply by j1.�/.

A functional for a field � 2 sec
V

T�M ,! sec C`.M;g/ in J1.
V

T�M/ is a
mapping F W sec J1.

V
T�M/! sec

V
T�M, j1.�/ 7! F. j1.�//.

A Lagrangian density for a field theory described by fields �A 2 sec
V

T�M,
A D 1; 2; : : : ; n over a Riemann-Cartan spacetime is a mapping

Lm W sec J1Œ.
^

T�M/nC2�! sec
^4

T�M; (9.3)

j1.�
a; !a

b; �/ 7! Lm. j1.�
a; !a

b; �//: (9.4)

Remark 9.1 When convenient and context is clear, we eventually use instead
of Lm. j1.�a; !a

b; �// the sloppy notations Lm.x; �a; d�a; !a
b; d!

a
b; �; d�/ or

Lm.�
a; d�a; !a

b; d!
a
b; �; d�/ when the Lagrangian density does not depend

explicitly on x, or simply LmŒ�� and even only Lm. Moreover, in the calculations
done below Lm.�

a; d�a; !a
b; d!

a
b; �; d�/ will be considered as a multiform

functional of the field variables .�a; d�a; !a
b; d!

a
b; �; d�/.

9.1.2 Algebraic Derivatives

Definition 9.2 Let X 2 sec
Vp T�U. A multiform functional F of X (not depending

explicitly on x 2 M) is a mapping

F W sec
^p

T�U ! sec
^r

T�U

Let w WD ıX 2 sec
Vp T�U. Write the variation of F in the direction of ıX as

the functional ıF W Vp U !Vr U given by

ıF D lim
�!0

F.X C �ıX/� F.X/

�
: (9.5)
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Remark 9.3 The algebraic derivative of F relative to X is given by

ıF WD ıX ^ dF

dX
: (9.6)

Remark 9.4 We recall (see Remark 2.99) that dF
dX is related @XF defined in Chap. 2,

but take into account that these objects in general differ. See Remark 2.99.

Remark 9.5 Sometimes, even if F depends only on X we write @F
@X instead of dF

dX ,
i.e., we write Eq. (9.6) as

ıF WD ıX ^ @F

@X
: (9.7)

When a functional depends on two independent variables, e.g., K.X;Y/we define
the (partial) derivative @K

@X by

ıXK D ıX ^ @K

@X
: (9.8)

Moreover, for a composed functional F ı G.X/ D F.G.X// we gave the chain
rule::

@

@X
F.G.X// D @G

@X
^ @F

@G
(9.9)

and for a functional Lp.Xr;Gk.Xr// where the superindices indicates here the grade
of the object, we have immediately

dLp

dXr
D @Lp

@Xr
C @Gk

@Xr
^ @Lp

@Gk
: (9.10)

Moreover, let X 2 sec
Vp T�U. Given the functionals F W sec

Vp T�U !
sec

Vr T�U ! and G W sec
VpT�U ! sec

VsT�U the variation ı satisfies

ı.F ^ G/ D ıF ^GC F ^ ıG; (9.11)

and the algebraic derivative (as is trivial to verify) satisfies

@

@X
.F ^ G/ D @F

@X
^ GC .�1/rpF ^ @G

@X
: (9.12)

Another important property of ı is that it commutes with the exterior derivative
operator d, i.e., for any given functional F

dıF D ıdF: (9.13)
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In general, we may have functionals depending on several different multiform
fields, say, F W sec.

VpT�U �VqT�U/ ! sec
VrT�U, with .X;Y/ 7! F.X;Y/ 2

sec
VrT�U. In this case, we have:

ıF D ıX ^ @F

@X
C ıY ^ @F

@Y
: (9.14)

We are particularly interested in the important case where the functional F is such
that F.X; dX/ W sec.

VpT�U � VpC1T�U/ ! sec
V4T�U, .X; dX/ 7! F.X; dX/.

Supposing that the variation ıX is chosen to be null on the boundary @U
0
, U0 � U

(or that @F
@dX

ˇ̌
@U0 D 0) and taking into account Stokes theorem, we can write defining

F W j1.X/! R by

F.X/ WD
Z

U0
F.X/ (9.15)

that

ıF.X/ D
Z

U0
ıF.X/ D

Z
U0
ıX ^ @F

@X
C ıdX ^ @F

@dX

D
Z

U0
ıX ^

�
@F

@X
� .�1/pd

�
@F

@dX

�	
C d

�
ıX ^ @F

@dX

�
D
Z

U0
ıX ^

�
@F

@X
� .�1/pd

�
@F

@dX

�	
C
Z
@U0
ıX ^ @F

@dX

D
Z

U0
ıX ^ ıF.X/

ıX
; (9.16)

where

ıF.X/
ıX

D @F

@X
� .�1/pd

�
@F

@dX

�
: (9.17)

with ıF
ıX W sec.

VpT�U�VpC1 T�U/!V4�pT�U called the functional derivative3

of F .

3We observe that some authors (e.g.,[1, 7, 11]) denote @F
@X � .�1/pd

�
@F
@dX

�
by ıF

ıX , something we
also did in the first edition of our book.
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9.2 Euler-Lagrange Equations from Lagrangian Densities

The principle of stationary action, is here formulated as the statement that the
variation of the action integral (see Eq. (8.24)) written in terms of a Lagrangian
density Lm. j1.�a; !a��b; �// is null for arbitrary variations of � which vanish in the
boundary @U of the open set U � M ( i.e., ı�j@U D 0)

ıA.�/ D ı
Z

U
Lm. j1.�

a; !a��b; �// D
Z

U
ıLm. j1.�

a; !a��b; �// D 0: (9.18)

Using Eq. (9.17) gives immediately

ıA.�/ D
Z

U
ı� ^ ıA.�/

ı�
(9.19)

where

?†.�/ D ıA.�/
ı�

WD @Lm.�/

@�
� .�1/rd

�
@Lm.�/

@d�

�
: (9.20)

is known as the Euler-Lagrange functional for the field � Since ı� is arbitrary in
Eq. (9.19), the stationary action principle implies that

?†.�/ D 0;

is the corresponding ELE for the field �.
We recall also that if G. j1.�// 2 sec

Vp T�M is an arbitrary functional and
� W M ! M a diffeomorphism, then G. j1.�// is said to be invariant under � if
and only if ��G.j1.�// D G. j1.�//. Also, it is a well known result that G. j1.�//
is invariant under the action of a one parameter group of diffeomorphisms �t if and
only if

£�G. j1.�// D 0; (9.21)

where � 2 sec TM is the infinitesimal generator of the group �t.
As an example, the Lagrangian density for the electromagnetic field generated by

a current Je 2 sec
V1 T�M ,! sec C`.M;g/ in a Riemann-Cartan spacetime where

F D dA; A 2 sec
V1 T�M ,! sec C`.M;g/ is

Lem.A/ D �1
2

F ^ ?F � ?Je ^ A: (9.22)

The ELE (see Exercise 9.15) gives ıF D �Je and since dF D 0 we have Maxwell
equations

dF D 0; ıF D �Je: (9.23)
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9.3 Invariance of the Action Integral Under the Action
of a Diffeomorphism

Proposition 9.6 The action A.�/ for any field theory formulated in terms of fields
that are differential forms is invariant under the action of one parameters groups of
diffeomorphisms if Lm. j1.�a; !a��b; �//

ˇ̌
@U
D 0 on the boundary of @U of a domain

U � M:

Proof Let Lm. j1.�a; !a��b; �// be the Lagrangian density of the theory. The variation
of the action which we are interested is the horizontal variation, i.e.:

ıhA.�/ D �
Z

U
£�Lm. j1.�

a; !a��b; �//: (9.24)

Let

�� D g.�; / 2 sec
^1

T�M ,! sec C`.M;g/: (9.25)

Then we have (from a well known property of the Lie derivative) that

£�Lm. j1.�
a; !a��b; �// D dŒ��yLm. j1.�

a; !a��b; �//�C ��yŒdLm. j1.�
a; !a��b; �//�:

(9.26)

But, since Lm. j1.�a; !a��b; �// 2 sec
V4 T�M ,! sec C`.M;g/ we have dLm D 0

and then £�Lm D dŒ��yLm�. It follows, using Stokes theorem thatZ
U

£�Lm. j1.�
a; !a��b; �// D

Z
U

dŒ��yLm. j1.�
a; !a��b; �//�

D
Z
@U
��yLm. j1.�

a; !a��b; �// D 0; (9.27)

since Lm.�/j@U D 0. �

Remark 9.7 It is important to emphasize that the action integral is always invariant
under the action of a one parameter group of diffeomorphisms even if the corre-
sponding Lagrangian density is not invariant (in the sense of Eq. (9.21)) under the
action of that one parameter group of diffeomorphisms.

9.4 Covariant ‘Conservation’ Laws

Let .M; g;r; �g;"/ denotes a general Riemann-Cartan spacetime. As stated above
we suppose that the dynamic fields �A, A D 1; 2; : : : ; n, are r-forms, i.e., each
�A 2 sec

Vr T�M ,! sec C`.M;g/, for some r D 0; 1; : : : ; 4.
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Let feag be an arbitrary global orthonormal basis for TM, and let f�ag be the dual
basis.4 We suppose that �a 2 sec

V1 T�M ,! sec C`.M;g/. Let moreover f�ag be
the reciprocal basis to f�ag. In Chap. 4 we learned how to represent the gravitational
field using f�ag and how to write Einstein equations for such objects.5

Here, we make the hypothesis that a Riemann-Cartan spacetime models a
generalized gravitational field which must be described by f�a; !a��bg, where !a��b
are the connection 1-forms (in a given gauge). Thus, we suppose that a dynamic
theory for the matter fields �A 2 sec

Vr T�M is obtained through the introduction
a Lagrangian density, which is a functional on J1Œ.

V
T�M/2Cn� as previously

discussed.
Active local Lorentz transformations are represented by even sections of the

Clifford bundle U 2 sec Spine
1;3.M/ ,! sec C`.0/.M;g/, such that U QU D QUU D 1,

i.e., U.x/ 2 Spine
1;3 ' Sl.2;C/. Under a local Lorentz transformation the fields

transform as

�a 7! � 0a D U�aU�1 D ƒa
b�

b;

!a��b 7! !0a��b D ƒa
c!

c��d.ƒ�1/db Cƒa
c.dƒ

�1/cb; (9.28)

�A 7! �0A D U�AU�1;

where ƒa
b.x/ 2 SOe

1;3. In our formalism it is easy to see that Lm.�
a; !a��b; �/

is invariant under local Lorentz transformations. Indeed, since �g WD �5 D
�0�1�2�3 2 sec

V4 T�M ,! sec C`.M;g/ commutes with even multiform fields,
we have that a local Lorentz transformation produces no changes in Lm.�

a; !a��b; �/,
i.e.,

Lm.�
a; !a��b; �/ 7! ULm.�

a; !a��b; �/U�1 D Lm.�
a; !a��b; �/: (9.29)

However, this does not implies necessarily that the variation of the Lagrangian
density Lm.�

a; !a
b; �/ obtained by variation of the fields .�a; !a

b; �/ is null, since
ıvLm D Lm.�

a C ıv�a; !a
b C ıv!a

b; � C ıv�/ � Lm.�
a; !a

b; �/ ¤ 0, unless it
happens that for an infinitesimal Lorentz transformation,

Lm.�
a C ıv�a; !a��b C ıv!a��b; � C ıv�/ D Lm.U�

aU�1;U!a��bU�1;U�U�1/

D ULmU�1 D Lm: (9.30)

As we just showed above the action of any Lagrangian density is invariant under
diffeomorphisms. Let us calculate the total variation of the Lagrangian density Lm,
arising from a one-parameter group of diffeomorphisms generated by a vector field

4In this Chapter boldface latin indices, say a, take the values 0; 1; 2; 3:
5A Lagrangian density for the f�ag for the case of GRT will be introduced in Sect. 8.5 and explored
in details in the next Chapter.
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� 2 sec TM and by a local Lorentz transformation, when we vary �a; !a��b; �A; d�A

independently. We have (recalling Eq. (8.30))

ıLm D ıvLm � £�Lm: (9.31)

In what follows we suppose that the Lagrangian of the matter field is invariant
under local Lorentz transformations,6 i.e., ıvLm D 0. Now, note that Lm depends
on the �a due to the dependence of the fields �a on these variables and on the
!a��b because eventual covariant derivatives of the fields �a must appears in it. We
suppose moreover that Lm does not depend explicitly on d�a and d!a��b. Then

ıLm D �£�Lm D ı�a ^ @Lm

@�a
C ı!a��b ^

@Lm

@!a��b
C ı�A ^ ıA.�/

ı�A
(9.32)

D �£��
a ^ ?Ta � £�!

a��b ^ ?J�ba� � £��
A ^ ?†A; (9.33)

where ?†A D ıA.�/
ı�A are the Euler-Lagrange functionals of the fields �A and we

have:

Definition 9.8 The negative of the coefficients of ı�a D �£��a, i.e.

? Ta D � ? Ta WD �@Lm

@�a
2 sec

^3
T�M (9.34)

are called the energy-momentum densities of the matter fields, and the Ta D �T a 2
sec

V1 T�M are called the energy momentum 1-form fields of the matter fields. The
negative of coefficients of ı!a��b D �£�!a��b , i.e.,

? J�ba� D � ? J �ba� D �
@Lm

@!a��b
2 sec

^3
T�M; (9.35)

are called the angular momentum densities of the matter fields.

Taking into account that each one of the fields �A obey a Euler-Lagrange
equation, ?†A D 0, we can writeZ

ıLm D �
Z

£�Lm D
Z
?Ta ^ £��a C ?J �ba� ^ £�!a��b : (9.36)

Now, since all geometrical objects in the above formulas are sections of the
Clifford bundle, recalling Eq. (4.61), we can write

£��a D ��yd�a C d.��y�a/: (9.37)

6We discuss further the issue of local Lorentz invariance and its hidden consequence in [5, 28].
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Moreover, recalling also the first Cartan’s structure equation,

d�a C !a��b ^ �b D ‚a; (9.38)

we get

£��a D ��y‚a � ��y �!a��b ^ �b�C d.��y�a/

D ��y‚a � .�� � !a��b/�b C ��� � �b�!a��b C d.��y�a/

D D.��y�a/C ��y‚a � .�� � !a��b/�b; (9.39)

where D is the covariant exterior derivative of indexed p-form fields introduced by
(Eq. (4.118)). To continue we need the following

Proposition 9.9 Let! be the 4�4matrix whose entries are the connection 1-forms.
For any x 2 M, ��y!a

b 2 spine
1;3 ' sl.2;C/ D soe

1;3, the Lie algebra of Spine
1;3 (or

of SOe
1;3).

Proof Recall that any infinitesimal local Lorentz transformation (at x 2 M) ƒa
b 2

SOe
1;3 can be written as

ƒa��b D ıa��b C �a��b,
ˇ̌
�a

b

ˇ̌� 1;

�ab D ��ba: (9.40)

Now,

�� � !a��b D �� � .La���cb�
c/ D .�d�

d/ � .La���cb�
c/

D �cLa���cb (9.41)

and we see that �� � !ab satisfy

�� � !ab C �� � !ba D �c.Lacb C Lbca/ D 0; (9.42)

since in an orthonormal basis the connection coefficients satisfy Lacb D �Lbca. We
see then that we can identify if j�cj << 1

�a��b WD ��� � !a�b� (9.43)

as the generator of an infinitesimal Lorentz transformation, and the proposition is
proved. �

Now, the term � ��� � !a��b
�
�b has the form of a local vertical variation of the �a

and thus we write

ıv�
a WD � ��� � !a��b

�
�b D �a��b�b (9.44)
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Using Eq. (9.44) we can rewrite Eq. (9.39) as

£��
a D D.�� � �a/C ��y‚a C ıv�a: (9.45)

We see that £��a D ıv�a only if we have the following constraint

D.�� � �a/C ��y‚a D 0: (9.46)

A necessary and sufficient condition for the validity of Eq. (9.46) is given by
Lemma 9.11 below.

Now, let us calculate £�!a��b. By definition,

£�!a��b D ��y.d!a��b/C d.�� � !a��b/

D ��y.Ra��b/� .�� � !a��c /!c��b C .�� � !c��b/!a��c C d.�� � !a��b/; (9.47)

where in writing the second line in Eq. (9.47) we used Cartan’s second structure
equation,

d!a��b C !a��c ^ !c��b D Ra��b: (9.48)

Under an infinitesimal Lorentz transformationƒ D 1C �, recalling Eq. (9.28), we
can write (in obvious matrix notation)

ıv! D �d�C �! � !�; (9.49)

which using Eq. (9.43) gives for Eq. (9.47)

£�!
a��b D ��y.Ra��b/C ıv!a��b: (9.50)

Now, for a vertical variation we have:Z
U
ıvLm WD

Z
U
ıv�

a ^ @Lm

@�a
C ıv!a��b ^

@Lm

@!a��b
C ıv�A ^ ıLm

ı�A
: (9.51)

Then, if we recall that we assumed that
R
ıvLm D 0 and if we suppose that the field

equations are satisfied, i.e., ?†A D ıLm
ı�A D 0, Eq. (9.36) becomes,Z

ıLm D �
Z

£�Lm D
Z
?Ta ^ £��a C ?J �ba� ^ £�!a��b : (9.52)
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Then

�
Z

£�Lm D �
Z �

D.�� � �a/C .��y‚a/C ıv�a ^ ?Ta

�
Z �

��y.Ra��b/C ıv!a��b
 ^ ?J �ba�

D
Z
?Ta ^ .��y‚a/C ?J b��a ^ .��y.Ra��b/

C DŒ?Ta.�
� � �a/� � .D ? Ta/.�

� � �a//

D
Z
?Ta ^ .��y‚a/C ?J b��a ^ .��y.Ra

b/ � .D ? Ta/.�
� � �a//

(9.53)

where we used that DŒ.�� � �a/ ? Ta� D dŒ.�� � �a/ ? Ta�, that ?Taj@U D 0 andZ
U

dŒ.�� � �a/ ? Ta� D
Z
@U
.�� � �a/ ? Ta D 0: (9.54)

Now, writing �� D �a�a D �a�
a, and recalling that the action is invariant under

diffeomorphisms we have (if as usual we suppose that Lmj@U D 0):Z
ıLm D �

Z
£�Lm D

�
?Ta ^ .�cy‚a/C ?J �ba� ^ .�cyRa��b/� D ? Tc


�c D 0;

(9.55)
and since the �c are arbitrary, we end with

D ? Tc C ?Ta ^ .�cy‚a/C ?J �ba� ^ .�cyRa��b/ D 0: (9.56)

Also, using the explicit expressions for ıv�a and ıv!a��b given by Eqs. (9.44)
and (9.50) in Eq. (9.51) for

R
ıvLm we get,Z

?Ta ^ �a��b�b C ?J b��a ^
�
�a��c!c��b � !a��c�c��b � d�a��b

�
D
Z �

1

2

�
?Ta ^ �b � ?T b ^ �a

� � d ? J �ba� � !c��b ^ ?J �bc� � ?J c��a ^ !b��c
	
�a��b

D 0; (9.57)

and since the coefficients �a��b are arbitrary we end with

D ? J b��a C
1

2

�
?T b ^ �a � ?Ta ^ �b� D 0: (9.58)
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Equations (9.56) and (9.58) are known as covariant conservation laws [3]. They
are simply identities that follows from the hypothesis utilized, namely that the theory
is invariant under diffeomorphisms and also invariant under the local action of the
group Spine

1;3. Equations (9.56) and (9.58) do not encode genuine conservation laws
and a memorable number of nonsense have been generated along the years, by
authors that use in a naive way those equations. Some examples of the nonsense
is discussed in the specific case of Einstein’s theory in Sect. 8.7.

9.5 When Genuine Conservation Laws Do Exist?

We show now that when the Riemann-Cartan spacetime .M; g;r; �g;"/ admits
symmetries, then Eqs. (9.56) and (9.58) can be used for the construction of closed
3-forms, which then provides genuine conservation laws for the matter fields. We
present that result in the form of the following [3]

Proposition 9.10 For each Killing vector field � 2 sec TM, such that £�g D 0 and
£�‚ D 0, where‚ D ea˝‚a is the torsion tensor ofr, and‚a the torsion 2-forms,
we have

d
��
�� � �a� ? Ta C

�
�b � L��a� ? J a��b

 D 0; (9.59)

where L� D ��yDC Di� is the so called Lie covariant derivative.

In order to prove the Proposition 9.10, we need some preliminary results, which
we recall in the form of lemmas.

Lemma 9.11 £��a D ıv�a and £�!a��b D ıv!a��b if and only if £�g D 0 and £�‚ D 0.

Proof Let us show first that if £��a D ıv�a then £�g D 0. We have

£�g D �ab
�
£��

a�˝ �b C �ab�
a ˝ .£��b/: (9.60)

On the other since g is invariant under local Lorentz transformations, we have

ıvg D �ab .ıv�
a/˝ �b C �ab�

a ˝ .ıv�b/ D 0: (9.61)

Then, it follows from Eqs. (9.60) and (9.61) that if £��a D ıv�a then £�g D 0.
Taking into account the definition of Lie derivative we can write

£�ea D �~b��a eb; £��a D ~a��b�b;

~a��b D Œea.�
b/� �mcb���am�: (9.62)
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Now, if £�g D 0 we have from Eq. (9.60) that
�
�cb~

c��a C �ac~
c��b
�
�a ˝ �b D 0,

i.e., in this case we need to have

~ab C ~ba D 0; (9.63)

and then it follows that for any x 2 M, ~ab 2 spine
1;3. Using Proposition 9.9 and

identifying ~a��b D �a��b D ��� � !a��b the vertical variation can be written as ıv�a D
£��a.

The proof that if £�!a��b D ıv!
a�
b�v then £�‚ D 0 is trivial. In the following we

prove the reciprocal, i.e., if £�‚ D 0 then £�!a��b D ıv!a��b . We have,

£�‚ D £�ea ˝‚a C ea ˝ £�‚
a: (9.64)

Then, if £�‚ D 0 we conclude that

£�‚
a D �a��b‚b; (9.65)

which is an infinitesimal Lorentz transformation of the torsion 2-forms. On the other
hand, taking into account Cartan’s first structure equation, Eq. (9.62) and the fact
that £�d�a D d.£��a/, we can write

£�‚a D £�d�a C £�!a��b ^ �b C !a��b ^ £��b

D d
�
�a��b�b�C £�!a��b ^ �b C !a��b ^ �b��c� c

D d
�
�a��b
� ^ �b C �a��bd�b C £�!a��b ^ �b C �b��c!a��b ^ �b: (9.66)

Also, using Eq. (9.65) we have

£�‚a D �a��bd�b C �a��b!b��c ^ � c: (9.67)

From Eqs. (9.66) and (9.67) it follows that

£�!a��b ^ �b D �a��c!c��b ^ �b � �b��c!a��b ^ �b � d
�
�a��b
� ^ �b; (9.68)

or

£�!
a��b D �a��c!c�b � �c��b!a��c � d�a��b : (9.69)

Thus, recalling Eq. (9.49) we finally have that £�!a��b D ıv!a��b. �

Corollary 9.12 For any x 2 M, �b � L��a is an element of spine
1;3, if and only if,

£�g D 0.
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Proof The Lie covariant derivative of �a is given by

L��a D ��yD�a C D
�
�� � �a�

D ��y �d�a C !a��b ^ �b�C d
�
�� � �a�C !a

b

�
�� � �b�

D £��a C .�� � !a��b/�b � .�� � �b/!a��b C !a��b
�
�� � �b�

D £��a C .�� � !a��k/�k D ��a��k C �� � !a��b
�
�k;

where we put £��a D �a��k�k. Then,

�b � L��a D �a��b C �� � !a��b: (9.70)

Now, we already showed above that for any x 2 M, the matrix of the �� � !a��b is an
element of spine

1;3 and then, �b �L��a will be an element of spine
1;3 if and only if the

matrix of the ~a��b is an element of spine
1;3. The corollary is proved. �

Lemma 9.13 If £�g D 0 and £�‚ D 0 then we have the identity

D
�
�b � L��a�C ��yRa��b D 0: (9.71)

Proof Using the definitions of the exterior covariant derivative and the Lie covariant
derivative we have

D
�
�b � L��a� D d

�
�b � L��a�C !c

b.�c � L��a/� !a
c .�b � L�� c/

D d
˚
�b �

�
£��a C .�� � !a��c /� c�C ˚�d �

�
£��a C .�� � !a��c /� c�!d��b

� ˚�b �
�
£��d C .�� � !d��c /� c�!a��d;

i.e.,

D
�
�b � L��a� D £�!

a��b � ��y
�
d!a��b C !a��c ^ !c��b

�
(9.72)

C d.�b � £��a/C !c��b.�c � £��a/� .�b � £�� c/!a��c :

If, £�g D 0, then for any x 2 M, �b � £��a 2 spine
1;3 and the second line of

Eq. (9.72) is an infinitesimal Lorentz transformation of the !a��b. If besides that, also
£�‚ D 0 then £�!a��b D ıv!

a��b and then the first term on the second member of
Eq. (9.72) cancels the term in the second line. Then, taking into account Cartan’s
second structure equation the proposition is proved. �

Proof (Proposition 9.10) We are now in conditions of proving the Proposition 9.10.
In order to do that we combine the results of Lemmas 9.11 and 9.13 with the
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identities given by Eqs. (9.56) and (9.58). We get,

dŒ.�� � �a/ ? Ta� D DŒ.�� � �a/ ? Ta�

D D.�� � �a/ ^ ?Ta C .�� � �a/D ? Ta

D L��a ^ ?Ta �
�
��y‚a� ^ ?Ta C .�� � �a/D ? Ta;

i.e., using Eq. (9.56),

dŒ.�� � �a/ ? Ta� D L��a ^ ?Ta � ?J �ab� ^
�
��yRb��a

�
: (9.73)

Observe now that if A 2 sec
V1 TM ,! sec C`.M;g/ then, �a ^ .�a � A/ D A.

This permit us to write Eq. (9.73) as

dŒ.�� � �a/ ? Ta� D �
�
�b � L��a� ^ ?Ta ^ �b � ?J �ab� ^

�
��yRb��a

�
: (9.74)

If £�g D 0, we have by the Corollary of Lemma 9.11 that for any x 2 M,
�b � L��a 2 spine

1;3. In that case, we can write Eq. (9.74) as

dŒ.�� � �a/ ? Ta� D �1
2

�
�b � L��a� ^ Œ?Ta ^ �b � ?T b ^ �a� � ?J �ba� ^

�
��yRb��a

�
D � ��b � L��a� ^D ? J �ba� � ?J �ba� ^

�
��yRb��a

�
: (9.75)

On the other hand, if £�‚ D 0, in view of Proposition 9.13 we can write

dŒ.�� � �a/ ? Ta� D �D
�
�b � L��a� ^ ?J �ba� �

�
�b � L��a� ^ D ? J b��a

D �DŒ
�
�b � L��a� ^ ?J �ba� � D �dŒ

�
�b � L��a� ^ ?J �ba� �: (9.76)

Finally, if £�g D 0 and £�‚ D 0 we have

dŒ.�� � �a/ ? Ta C
�
�b � L��a� ^ ?J �ba� � D 0; (7.40bis)

which is the result we wanted to prove. �
The fact that the existence of symmetries implies in the existence of closed 3-

forms has been originally demonstrated by Trautman [34–37]. See also [3]

9.6 Pseudopotentials in GRT

As we already said in Chap. 4, in Einstein’s gravitational theory, i.e., GRT each
gravitational field is modelled by a Lorentzian spacetime M D .M; g;D; �g;"/.
The ‘gravitational field’ g is determined through Einstein’s equation by the energy-
momentum of the matter fields �A, A D 1; 2; : : : ;m, living in M. As we already
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know from Chap. 4, Einstein’s equation (Eq. (4.276)) can be written in terms of the
fields �a 2 sec

V1 T�M ,! sec C`.M;g/, where f�ag is an orthonormal basis of
T�M as

� .@ � @/�a C @ ^ .@ � �a/C @y.@ ^ �a/C 1

2
T �a D T a; (9.77)

where @ D �aDea ; Ta D �T a D �Ta
b�

b are the energy-momentum 1-form fields
and T D �Ta

a . An explicit Lagrangian density giving that equation, which differs
from the original Einstein-Hilbert Lagrangian LEH by an exact differential is (See
Exercise 9.17).

Lg D �1
2

d�a ^ ?d�a C 1

2
ı�a ^ ?ı�a C 1

4
.d�a ^ �a/ ^ ?

�
d�b ^ �b

�
; (9.78)

with

LEH W �1
2
? R D �d.�a ^ ?d�a/C Lg (9.79)

The total Lagrangian density of the gravitational field and the matter fields can
then be written as

L D Lg C Lm; (9.80)

where Lm.�
A; d�A/ D Lm.�

A; d�A/�g D Lm.�
A; d�A/�g is the matter Lagrangian.

So, it depends on the �a but does not depends on the d�a.
Now, variation of L with respect to the fields �a yields

ı
R
L D ıAg C ıAm D

R
ıLg C

R
ıLm

D R ı�a ^ ıAg

ı�a
C R ı�a ^ ıAm

ı�a

D R ı�a ^
�
@Lg

@�a
C d

�
@Lg

@d�a

��
C R ı�a ^ @Lm

@�a
: (9.81)

We define

? t a WD @Lg

@�a
; ? Sc WD @Lg

@d�a
; ? Ta WD �@Lm

@�a
(9.82)

where the Ta D �?�1 @Lm
@�a

are the matter energy momentum 1-form fields. We will
show in a while that R

ıLg D �
R
ı�a ^ ?Ga; (9.83)
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where Ga D .Ra � 1
2
R�a/ 2 sec

V1 T�M ,! C` .T�M;g/ are the Einstein 1-form

fields, with the Ra D Ra
b�

b 2 sec
V1 T�M ,! C` .T�M;g/ the Ricci 1-form fields

and R the scalar curvature.
Moreover, a calculation (see Exercise 9.18) gives for ?t c 2 sec

V3 T�M ,!
C` .T�M;g/ and ?Sc 2 sec

V2 T�M ,! C` .T�M;g/ :

?t c WD @Lg

@�c
D �1

2
!ab ^ Œ!c��d ^ ?.�a ^ �b ^ �d/� !b��d ^ ?.�a ^ �d ^ � c/�;

?Sc WD @Lg

@d�c
D 1

2
!ab ^ ?.�a ^ �b ^ � c/: (9.84)

So, we have with

? Ga WD �
�
@Lg

@�a
C d

�
@Lg

@d�a

��
D � ? ta � d ? Sa D � ? Ta D ?T a (9.85)

We give now a proof that the second and third members of Eq. (9.85) are equal
starting from the Einstein-Hilbert Lagrangian density LEH instead of using Lg.7 We
have

LEH WD �1
2

R�g D �1
2
? R: (9.86)

Now,

� ?R D Rab ^ ?.�a ^ �b/ D � ? ŒRaby.�a ^ �b/�: (9.87)

Indeed,

� ? ŒRaby.�a ^ �b/� D � ? 1
2

R��cd
ab��Œ.�c ^ �d/y.�a ^ �b/�

D � ? 1
2

R��cd
ab��Œ.�cy.�dy.�a ^ �b/�

D � ? 1
2

R��cd
ab��.ıb

c ı
a
d � ıa

cı
b
d/ D � ? R��cd

dc�� D � ? R: (9.88)

Moreover

ıLEH D 1

2
ıRab ^ ?.�a ^ �b/C 1

2
Rab ^ ıŒ?.�a ^ �b/� (9.89)

7For a derivation using Lg see Exercise 9.18
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and taking into account Cartan’s second structure equationRab D d!abC!ac^!c��d,
we have

ıRab ^ ?.�a ^ �b/ D dı!ab ^ ?.�a ^ �b/C Œı!ac ^ !c��d� ? .�a ^ �b/

C Œ!ac ^ ı!c��d� ? .�a ^ �b/: (9.90)

Now, taking into account Eq. (4.113) we have

dı!ab ^ d ? .�a ^ �b/� D dıŒ!ab ^ ?.�a ^ �b/�C ı!ac ^ dŒ?.�a ^ �b/�

D dıŒ!ab ^ ?.�a ^ �b/� � ı!ac ^ fŒ!a��c ^ ?.� c ^ �b/�

C !b��c ^ .�a ^ � c/g

and thus

ıRab ^ ?.�a ^ �b/ D dıŒ!ab ^ ?.�a ^ �b/�:

Also, taking into account that

ıŒ?.�a ^ �b/� D ı�c ^ Œ� cy ? .�a ^ �b/�

it is

Rab ^ ıŒ?.�a ^ �b/� D ı�c ^Rab ^ ?.� c ^ �a ^ �b/ (9.91)

and so

ıLEH D 1

2
dŒı!ab ? .�

a ^ �b/�C 1

2
ı�c ^Rab ^ ?.� c ^ �a ^ �b/: (9.92)

Then under the usual assumption that variations vanish at the boundary we get

ı
R
LEH D 1

2

R
ı�c ^Rab ^ ?.� c ^ �a ^ �b/: (9.93)

Now,

1

2
Rab ^ ?.�a ^ �b ^ �d/ D �1

2
? ŒRaby.�a ^ �b ^ �d/�

D �1
4

Rabck ? Œ.�
c ^ �k/y.�a ^ �b ^ �d/�

D � ? .Rd � 1
2

R�d/; (9.94)
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i.e.,

? Gd D �1
2
Rab ^ ?.�a ^ �b ^ �d/: (9.95)

and we get

ı
R
LEH D �

R
ı�a ^ ?Ga D �R ı�a ^ ?Ga: (9.96)

Next we use in Eq. (9.95) Cartan’s second structure equation. We get

2 ? Gd D �d!ab ^ ?.�a ^ �b ^ �d/� !ac ^ !c��b ^ ?.�a ^ �b ^ �d/

D �dŒ!ab ^ ?.�a ^ �b ^ �d/�C !ab ^ d ? .�a ^ �b ^ �d/

� !ac ^ !c
b ^ ?.�a ^ �b ^ �d/

D �dŒ!ab ^ ?.�a ^ �b ^ �d/�C !ab ^ !a��p ^ ?.�p ^ �b ^ �d/

C !ab ^ !b
p ^ ?.�a ^ �p ^ �d/C !ab ^ !d

p ^ ?.�a ^ �b ^ �p/�

� !ac ^ !c
b ^ ?.�a ^ �b ^ �d/

D !ab ^ Œ!d
p ^ ?.�a ^ �b ^ �p/� !b

p ^ ?.�a ^ �p ^ �d/�

� dŒ!ab ^ ?.�a ^ �b ^ �d/�: (9.97)

Then, taking into account Eq. (9.84) and that from Eq. (9.79) it is ı
R
LEH D ı

R
Lg,

the dual of Einstein 1-form fields can be written as:

? Gd D � ? td � d ? Sd: (9.98)

9.6.1 Pseudopotentials Are Not Uniquely Defined

Now, we can write Einstein’s equation in a very interesting, but eventually danger-
ous form, i.e.:

� d ? Sa D ?T a C ?ta: (9.99)

In writing Einstein’s equations in that way, we have associated to the gravitational
field a set of 2-form fields ?Sa called pseudopotentials that have as sources the
currents (?T a C ?ta). However, pseudopotentials are not uniquely defined since,
e.g., pseudopotentials .?SaC ?˛a/, with ?˛a closed, i.e., d ? ˛a D 0 give the same
second member for Eq. (9.99).
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9.7 Is There Any Energy-Momentum Conservation Law
in GRT?

Why did we say that Eq. (9.99) is a dangerous one?
The reason is that we may be led to think that we have discovered a conservation

law for the energy momentum of matter plus gravitational field independent of the
existence of appropriated Killing vector fields,8 since from Eq. (9.99) it follows that

d.?T a C ?ta/ D 0: (9.100)

This thought however is only an example of wishful thinking, because in Einstein
theory the ?ta depends on the connection (see Eq. (9.84)) and thus gauge dependent.
They do not have the same tensor transformation law as the ?T a.D � ? Ta/, i.e.,
there is no tensor field associated to the ta. So, Stokes theorem cannot be used to
derive from Eq. (9.100) conserved quantities that are independent of the gauge,
which is clear. However, and this is less known, for this specific problem, Stokes
theorem, also cannot be used to derive conclusions that are independent of the
local coordinate chart used to perform calculations [4]. In fact, the currents ?ta

are nothing more than an old pseudo energy momentum tensor in a new dress. Non
recognition of this fact can lead to many misunderstandings. We present some of
them in what follows, in order to call our readers’ attention of potential errors of
inference that can be done when we use sophisticated mathematical formalisms
without a perfect domain of their contents.9

(i) First, it is easy to see that from Eq. (9.85) it follows that [19]

D ?G D D ? T D 0; (9.101)

where ?G D ea ˝ ?Ga 2 sec TM ˝ sec
V3 T�M and ?T D ea ˝ ?T a 2

sec TM ˝ sec
V3 T�M and where

D ?G WD ea ˝ D ? Ga, D ? T D �ea ˝ D ? T a (9.102)

and D is the exterior covariant derivative of index valued forms (Definition 4.89).
Now, in [19] it is written (without proof) a ‘Stokes like theorem’Z

4-cube

D ? T D
Z

3 boundary
of this 4-cube

? T:
(9.103)

8Recall that from the previous section we learned that energy-momentum conservation law for the
matter fields alone exist only when appropriated Killing vector fields exist.
9More details on this issue may be found in [22].
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We searched in the literature for a proof of Eq. (9.103) which appears also in many
other texts and scientific papers as, e.g., in [6, 38] but could, of course, find none,
which may be considered as valid.10 The reason is simply. If expressed in details,
e.g., the first member of Eq. (9.103) readsZ

4-cube

ea ˝ .d ? T a C !a��b ^ ?T b/; (9.104)

and it is necessary to explain what is the meaning (if any) of the integral. Since
the integrand is a sum of tensor fields, this integral says that we are adding tensors
belonging to the tensor spaces of different spacetime points. As, well known, this
cannot be done in general, unless there is a way for identification of the tensor
spaces at different spacetime points. This requires, of course, the introduction
of additional structure on the spacetime representing a given gravitational field,
and such extra structure is lacking in Einstein theory. We unfortunately, must
conclude that Eq. (9.103) do not express any conservation law, for it lacks a precise
mathematical meaning.

In Einstein theory possible pseudopotentials are, of course, the ?Sa that we
identified above (Eq. (9.84)), with

? Sc D Œ1
2
!aby.�a ^ �b ^ �c/��

5: (9.105)

Then, if we integrate Eq. (9.99) over a ‘certain finite 3-dimensional volume’, say
a ball B, and use Stokes theorem we have11

Pa WD � 1

8�

Z
B

? .T a C ta/ D 1

8�

Z
@B

? Sa: (9.106)

In particular the energy or (inertial mass) of the gravitational field plus matter
generating the field is defined by12

P0 D E D mI D 1

8�
lim

R!1

Z
@B

? S0: (9.107)

(ii) Now, a frequent misunderstanding is the following. Suppose that in a given
gravitational theory there exists an energy-momentum conservation law for

10In particular, on this issue the reader should read page 108 of Parrot’s book [23].
11The reason for the factor 8� in Eq. (9.106) is that we choose units where the numerical value
gravitational constant 8�G=c4 is 1, where G is Newton gravitational constant.
12See the details of the calculation, e.g., in [22]
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matter plus the gravitational field expressed in the form of Eq. (9.100), where
T a are the energy-momentum 1-forms of matter and ta are true13 energy-
momentum 1-forms of the gravitational field. This means that the 3-forms
.?Ta C ?ta/ are closed, i.e., they satisfy Eq. (9.100). Is this enough to warrant
that the energy of a closed universe is zero? Well, that would be the case if
starting from Eq. (9.100) we could jump to an equation like Eq. (9.99) and
then to Eq. (9.107) (as done, e.g., in [33]). But that sequence of inferences
in general cannot be done, for indeed, as it is well known, it is not the case
that closed three forms are always exact. Take a closed universe with topology,
say R � S3. In this case B D S3 and we have @B D @S3 D ¿. Now, as it is
well known (see, e.g., [21]), the third de Rham cohomology group of R � S3

is H3
�
R � S3

� D H3
�
S3
� D R. Since this group is non trivial it follows that

in such manifold closed forms are not exact. Then from Eq. (9.100) it did not
follow the validity of an equation analogous to Eq. (9.99). So, in that case an
equation like Eq. (9.106) cannot even be written.

Despite that commentary, keep in mind that in Einstein’s theory the ‘energy’ of
a closed universe14 supposed to be given by Eq. (9.107) is indeed zero, since in
that theory the 3-forms .?T a C ?ta/ are indeed exact (see Eq. (9.99)). This means
that accepting ta as the energy-momentum 1-form fields of the gravitational field, it
follows that gravitational energy must be negative in a closed universe.

(iii) But, is the above formalism a consistent one? Given a coordinate chart fx�g of
the maximal atlas of M, with some algebra (left as exercise to the reader) one
can show that for a gravitational model represented by a diagonal asymptotic
flat metric,15 the inertial mass E D mI is given by

mI D 1

16�
lim

r!1

Z
@B

xi

r

@

@xj
.g11g22g33g

ij/r2d�; (9.108)

where @B D S2.r/ is a 2-sphere of radius r, gijxj D xi and d� is the element
of solid angle. If we apply Eq. (9.108) to calculate, e.g., the energy of the
Schwarzschild space time16 generate by a gravitational mass m, we expect to
have one unique and unambiguous result, namely mI D m.

13This means that the ta are no in this case pseudo 1-forms, as in Einstein’s theory.
14Note that if we suppose that the universe contains spinor fields, then it must be a spin manifold,
i.e., it is parallelizable according to Geroch’s theorem [12, 13], as we already know from Chap. 5.
15A metric is said to be asymptotically flat in given coordinates, if g�� D n��.1C O

�
r�k

�
/, with

k D 2 or k D 1 depending on the author. See, e.g., [30, 31, 39].
16For a Schwarzschild spacetime we have g D �

1� 2m
r

�
dt˝ dt� �1� 2m

r

��1
dr˝ dr� r2.d� ˝

d� C sin2 �d' ˝ d'/.



9.7 Is There Any Energy-Momentum Conservation Law in GRT? 381

However, as showed in details, e.g., in [4] the calculation of E depends on the
spatial coordinate system naturally adapted to the reference frame Z D 1q

.1� 2m
r /

@
@t ,

even if these coordinates produce asymptotically flat metrics. Then, even if in one
given chart we may obtain mI D m there are others where mI ¤ m!17

Moreover, note also that, as showed above, for a closed universe, Einstein’s
theory implies on general grounds (once we accept that the ta describes the energy-
momentum distribution of the gravitational field) that mI D 0. This result, it is
important to quote, does not contradict the so called “positive mass theorems” of,
e.g., references [30, 31, 42], because that theorems refers to the total energy of an
isolated system. A system of that kind is supposed to be modelled by a Lorentzian
spacetime having a spacelike, asymptotically Euclidean hypersurface.18 However,
we want to emphasize here, that although the energy results positive, its value is not
unique, since depends on the asymptotically flat coordinates chosen to perform the
calculations, as it is clear from the elementary example of the Schwarzschild field
commented above and detailed in [4].

In a book written in 1970, Davis [7] said:

Today, some 50 years after the development of Einstein’s generally covariant field theory
it appears that no general agreement regarding the proper formulation of the conservation
laws has been reached.

Well, we hope that the reader has been convinced that the fact is: there
are in general no conservation laws of energy-momentum in GRT. Moreover,
all discourses (based on Einstein’s equivalence principle)19 concerning the use
of pseudo-energy momentum tensors as reasonable descriptions of energy and
momentum of gravitational fields in Einstein’s theory are not convincing.

And, at this point it is better to quote page 98 of Sachs and Wu [29]:

As mentioned in section 3.8, conservation laws have a great predictive power. It is a shame
to lose the special relativistic total energy conservation law (Section 3.10.2) in general
relativity. Many of the attempts to resurrect it are quite interesting; many are simply garbage.

In GRT, we already said, every gravitational field is modelled (module diffeomor-
phisms, according to present wisdom) by a Lorentzian spacetime. In that particular
case, when this spacetime structure admits a timelike Killing vector field, we may
formulate a law of energy conservation for the matter fields. Also, if the Lorentzian
spacetime admits three linearly independent spacelike Killing vectors, we have a
law of conservation of momentum for the matter fields.

17This observation is true even if we use the so called ADM formalism [2] to be presented in
Chap. 11. To be more precise, let us recall that we have a well defined ADM energy only if the fall
off rate of the metric is in the interval 1=2 < k < 1. For details, see [20].
18The proof also uses as hypothesis the so called energy dominance condition [14].
19Like, e.g., in [1, 19, 24] and many other textbooks. It is worth to quote here that, at least, Anderson
[1] explicitly said: “In an interaction that involves the gravitational field a system can loose energy
without this energy being transmitted to the gravitational field.”
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This follows at once from the theory developed in the previous section. Indeed, in
the particular case of GRT, the Lagrangian density is not supposed to be explicitly
dependent on the !a��b . Then, the term @Lm

@!a�
�b
D 0 in Eq. (9.59) is null. Then writing

T .�/ D ��T� Eq. (9.59) becomes d ? T .�/ D 0 or and Eq. (9.59) becomes writing
T .�/ D ��T�,

ıT .�/ D 0: (9.109)

The crucial fact to have in mind here is that a general Lorentzian spacetime, does
not admits such Killing vector fields in general as it is the case, e.g., of the popular
Friedmann-Robertson-Walker expanding universes models.

At present, the authors know only one possibility of resurrecting a trustworthy
conservation law for the energy-momentum of matter plus the gravitational field
valid in all circumstances in a theory of the gravitational field that resembles GRT
(in the sense of keeping Einstein’s equation).20 It consists in reinterpreting that
theory as a field theory in flat Minkowski spacetime. Theories using Minkowski
spacetime have been proposed in the past by, e.g., Feynman [10], Schwinger [32],
Thirring [33] and Weinberg [40, 41] among others and have been extensively
studied by Logunov and collaborators in a series of papers summarized in the
monographs [16, 17]. In the Chap. 11 we discuss the nature of the gravitational
field and give Clifford bundle approach to the theory of the gravitational field in
Minkowski spacetime,21 following [26]. We also qualify a statement in [8] that in
the theory called teleparallel equivalent of GRT [18] there is an energy-momentum
conservation law.

Remark 9.14 As a final remark, we make the important observation that even if a
given Lorentziam spacetime modelling a gravitational field has one timelike and
three spacelike Killing vector fields and so we can defined four conserved quantities
Pa (see Eq. (9.106)) we cannot in general define an energy-momentum covector P
(not a covector field) for the system as in special relativistic field theories. For a
thoughtful discussion of this issue see [27].

20On this issue, see also [25].
21Another presentation the theory of the gravitational field in Minkowski spacetime employing
Clifford algebra techniques has been given in [15]. However, that work, which contains many
interesting ideas, unfortunately contains also some equivocated statements that make (in our
opinion) the theory, as originally presented by those authors invalid. This has been discussed with
details in [9].
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9.8 Is There Any Angular Momentum Conservation Law
in the GRT

If the f�ag and the f!a
bg are varied independently in the sum of the Einstein-Hilbert

Lagrangian plus the matter Lagrangian then, as it is easy to verify we get the
additional field equation

D ? �ab D Jab D � ? 2J ab (9.110)

From this equation we get immediately

d ? �a��b D Ja��b � !c��b ^ ?�a��c C ?� c��b ^ !a��c (9.111)

and one is tempted to define Sab D .�!cb ^ ?�a��c C ?� cb ^!a��c / as 2-form densities
of spin angular momentum of the gravitational field and to the define the orbital
angular momentum of the system as

Lab WD
Z

S2
? �ab: (9.112)

This definition, of course, has the same problems as the definition of energy in the
GRT because the 2-form fields Sab are gauge dependent. Moreover, the scalars Lab

cannot be considered as components of any tensor field in the spacetime manifold.

9.9 Some Non Trivial Exercises

Exercise 9.15

(a) Show that the energy-momentum densities ?Ta of the Maxwell field are given
by

? Ta D ?1
2

F�a QF: (9.113)

(b) Show also that Ta � �b D Tb � �a.

Solution:

(a) The Maxwell Lagrangian, here considered as the matter field coupled to the
background gravitational field must be taken (due to our convention in the
writing of Einstein equations and the definition of ?Ta) as

Lm D �1
2

F ^ ?F; (9.114)
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where F D 1
2
Fab�

a ^ �b D 1
2
Fab�

ab 2 sec
V2 TM ,! sec C`.M;g/ is the

electromagnetic field. Now, recall that

ı ? �ab D ı� c ^ Œ�cy ? �ab�

and that in general ı and ? do not commute. Indeed, for any Ap 2 sec
Vp TM ,!

sec C`.M;g/ we have

Œı; ?�Ap D ı ? Ap � ?ıAp (9.115)

D ı�a ^ ��ay ? Ap
�� ? �ı�a ^ ��ayAp

�
:

Multiplying both members of Eq. (9.115) with Ap D F on the right by F^ we
get

F ^ ı ? F D F ^ ?ıF C F ^ fı�a ^ .�ay ? F/� ?Œı�a ^ .�ayF/�g:

Next we sum ıF ^ ?F to both members of the above equation obtaining

ı .F ^ ?F/ D 2ıF ^ ?F C ı�a ^ ŒF ^ .�ay ? F/� .�ayF/ ^ ?F�:

or,

ı

�
�1
2

F ^ ?F

�
D �ıF ^ ?F � 1

2
ı�a ^ ŒF ^ .�ay ? F/� .�ayF/^ ?F�:

It then follows from Eq. (9.33) that if ı�a D �£��a for some diffeomorphism
generated by the vector field � that

?Ta D �@Lm

@�a
D 1

2
ŒF ^ .�ay ? F/� .�ayF/^ ?F� :

Now,

.�ayF/ ^ ?F D � ? Œ.�ayF/yF�D �Œ.�ayF/yF��g

and also using Eq. (2.60) we can write

.�ayF/^ ?F D �a.F � F/�g � F ^ .�ay ? F/:

Using these results, we have

1

2
ŒF ^ .�ay ? F/� .�ayF/ ^ ?F�

D 1

2

˚
�a.F � F/�g � .�ayF/ ^ ?F � .�ayF/ ^ ?F

�
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D 1

2

˚
�a.F � F/�g � 2.�ayF/^ ?F

�
D 1

2

˚
�a.F � F/�g C 2Œ.�ayF/yF��g

�
D ?

�
1

2
�a.F � F/C .�ayF/yF

�
D 1

2
? .F�a QF/;

where in writing the last line we used the identity given by Eq. (8.81).

(b) To prove that Ta � �b D Tb � �a we write:

Ta � �b D �1
2
hF�aF�bi0 D �h.Fx�a/F�bi0 C 1

2
h.�ayF C �a ^ F/ F�bi0

D �h.Fx�a/F�bi0 � 1
2
h.�aFF�bi0 D �h.Fx�a/.Fx�b/C .Fx�a/.F ^ �b/i0

C 1

2
h�a.F � F/�bi0 � 1

2
h �a.F ^ F/ �bi0

D �h.Fx�a/.Fx�b/i0 C 1

2
h.F � F/.�a � �b/i0

D �.Fx�b/ � .Fx�a/C 1

2
.F � F/.�b � �a/ D Tb � �a:

Note moreover that

Tab D Ta � �b D ��clFacFbl C 1

4
FcdFcd�ab; (9.116)

a well known result.

Exercise 9.16 Show that the connection 1-forms can be written as

!ab D �1
2
Œ�ayd�b � �byd�a � .�ay.�byd�c/�

c� (9.117)

or

!ab D �byd�a � �ayd�b C 1

2
.�ay.�by.� c ^ d�c/� (9.118)

Solution: We prove Eq. (9.117). From Cartan’s first structure equation and
Eq. (2.60) we have

�ayd�b D �ay.!c��b ^ �c/ D .�ay!c��b/ ^ �c � !c��b ^ .�ay�c/

D .�ay!c��b/�c � !ab:
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Moreover recalling Eq. (2.64) we have

�ay.�byd�c/ D .�a ^ �b/yd�c D .�a ^ �b/ � .!d��c ^ �d/

D det

�
�ay!d��c �ay�d

�by!d��c �by�d

�
D .�ay!d��c /.�by�d/� .�ay�d/.�by!d��c /

D �ay!bc � �by!ac:

Then

�ayd�b � �byd�a � .�ay.�byd�c/�
c D .�ay!c��b/�c � !ab � .�by!c��a/�c C !ba

� .�ay!bc/�
c C .�by!ac/�

c D �2!ab:

and using the above results Eq. (9.117) is proved.

Exercise 9.17 Show that the Einstein Hilbert Lagrangian LEH WD � 12R�g can be
written as

LEH D �d.�a^?d�a/� 1
2

d�a^?d�aC 1
2
ı�a^?ı�aC 1

4
.d�a ^ �a/^?

�
d�b ^ �b

�
(9.119)

Solution: We already know from Eq. (9.79) that

�1
2

R�g D 1

2
Rab ^ ?.�a ^ �b/:

We use now Cartan’s second structure equation to write

LEH D 1

2
d!ab ^ ?.�a ^ �b/C 1

2
.!ac ^ !c��b/ ^ ?.�a ^ �b/

D 1

2
dŒ!ab ^ ?.�a ^ �b/�C 1

2
!ab ^ d ? .�a ^ �b/C 1

2
!ac ^ !c��b ^ ?.�a ^ �b/

D 1

2
dŒ!ab ^ ?.�a ^ �b/� � 1

2
!ab ^ !a��c ^ ?.� c ^ �b/:

Now, we have

!ab ^ ?.�a ^ �b/ D � ? Œ!aby.�a ^ �b/� D 2 ? Œ.!aby�b/�a�

Moreover, from Cartan’s first structure equation and Eq. (2.60) we have immediately
that

�a ^ ?d�a D � ? Œ.!aby�b/��a;
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from where it follows that

1

2
dŒ!ab ^ ?.�a ^ �b/� D �dŒ�a ^ ?d�a�: (9.120)

Also,

!ab ^ !a�
�c ^ ?.� c ^ �b/ D � ? Œ.!ab ^ !a�

�c /y.� c ^ �b/� D � ? .!abyŒ!a�
�c y.� c ^ �b/�

D � ? Œ.!aby� c/.!a�
�c y�b/ � .!aby�b/.!a�

�c y� c/�:

But,

.!aby� c/.!a��c y�b/ D !abyŒ.!a��c y� c/�b�

D !abyŒ.� cy.!a��c ^ �b/C !ab/

D .!ab ^ � c/y.!a��c ^ �b/C !aby!ab

and then

!ab ^ !a��c ^ ?.� c ^ �b/ D �.�b � !ab/.�
c ^ ?!a��c /

C .!ab ^ �b/ ^ ?.!a��c ^ � c/C !ab ^ ?!ab:

Hence recalling that d�a D �!a��c ^ � c and d ? �a D �!a��c ^ ?� c and that ı�a D
� ?�1 d ? �a D �!aby�b, we have

.�b � !ab/.�
c ^ ?!a��c / D �ı�a ^ d ? �a

D ı�a ^ ? ?�1 d ? �a D �ı�a ^ ?ı�a

and

!ab ^ !a��c ^ ?.� c ^ �b/ D �ı�a ^ ?ı�a � d�a ^ ?d�a C !ab ^ ?!ab

Now, using Eq. (9.118) we can write

!ab ^ ?!ab D !ab ^ �a ^ ?d�b � !ab ^ �b ^ ?d�a

C 1

2
!ab ^ ?Œ�ay.�by.�c ^ d� c/�

D d�b ^ ?d�b C d�a ^ ?d�a � 1
2

d�a ^ �a ^ ?.d� c ^ �c/
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and get

!ab ^ !a��c ^ ?.� c ^ �b/ D �ı�a ^ ?ı�a � d�a ^ ?d�a

C 2d�a ^ ?d�a � 1
2

d�a ^ �a ? .d� c ^ �c/: (9.121)

Using Eqs. (9.120) and (9.121) we finally have

LEH D �d.�a^?d�a/� 1
2

d�a^?d�aC 1
2
ı�a^?ı�aC 1

4
.d�a ^ �a/^?

�
d�b ^ �b

�
:

and Eq. (9.119) is proved.

Exercise 9.18 Find the algebraic derivatives @Lg

@�d and @Lg

@d�d of Einstein-Hilbert
Lagrangian density LEH WD � 12R�g which can be written as

LEH D �d.�a ^ ?d�a/� 1
2

d�a ^ ?d�a C 1

2
ı�a ^ ?ı�a

C 1

4
.d�a ^ �a/ ^ ?

�
d�b ^ �b

� D �d.�a ^ ?d�a/C Lg:

necessary to obtain Eq. (9.84).

Solution: We first show that Lg can be written as

Lg D �1
2
.d�a ^ �b/ ^ ?

�
d�b ^ �a

�C 1

4
.d�a ^ �a/ ^ ?

�
d�b ^ �b

�
(9.122)

Indeed, using the identities in Eq. (2.77) we can write:

.d�a ^ �b/ ^ ?.d�b ^ �a/ D d�a ^ Œ�b ^ ?.d�b ^ �a/�

D d�a ^ ?Œ.�byd�b/ ^ �a C d�a�

D d�a ^ ?d�a C d�a ^ ?Œ�byd�b/ ^ �a/�

D d�a ^ ?d�a C Œ.�byd�b/ ^ �a� ^ ?d�a

D d�a ^ ?d�a C .�byd�b/ ^ .�a ^ ?d�a/

D d�a ^ ?d�a � .�byd�b/ ^ ?.�ayd�a/

D d�a ^ ?d�a � ı
g
�a ^ ?ı

g
�a: (9.123)

from where Eq. (9.122) follows.
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Now, we write

Lg D �1
2

d�a ^ Œ�b ^ ?
g
.d�b ^ �a/� 1

2
�a ^ ? �d�b ^ �b

�
�

WD 1

2
d�a ^ ?Sa: (9.124)

Then we have from Eq. (2.60)

�ky.Lg/ D �1
2
�ky.d�a ^ ?Sa/

D �1
2
.�kyd�a/ ^ ?Sa � 1

2
d�a ^ .�ky ? Sa/ (9.125)

and subtracting .�kyd�a/ ^ ?Sa on both sides of the last equation we get

�ky.Lg/� .�kyd�a/^ ?Sa D 1

2
Œ.�kyd�a/^ ?Sa � 1

2
d�a ^ .�ky?Sa/�: (9.126)

Now, we recall from the properties of the algebraic derivatives and of contraction
operators (see Exercise 9.19) and taking also into account Eq. (9.10) that for Lg it
holds

�ky.Lg/ D dLg

d�k
D @Lg

@�k
C @d�a

@�k
^ @Lg

@d�a
(9.127)

and we have immediately that

@Lg

@�k
D ?tk W , @d�a

@�k
^ @Lg

@d�a
D .�kyd�a/ ^ @Lg

@d�a
D .�kyd�a/ ^ ?Sa: (9.128)

Since

ıLg D ı�k ^ ıLg

ı�k
C ıd�k ^ @Lg

@d�k

we finally get

? tk D �ky.Lg/� .�kyd�a/ ^ ? @Lg

@d�a
D �kyLg � .�kyd�a/ ^ ?Sa:

and we recall that according to Eq. (9.124)

? Sk D ��a ^ ?
g
.d�a ^ �k/ � 1

2
�k ^ ? .d�a ^ �a/ ; (9.129)
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which using the identities in Exercise 2.39 may be written in a suggestive form (to
be used in Chap. 11) as

? Sk D � ? d�k � .�ky ? �a/ ^ ?d ? �a C 1

2
�k ^ ? .d�a ^ �a/ : (9.130)

Finally we recall that

ıLg D ı�k ^ ıLg

ı�k
C d

�
ı�k ^ @Lg

@d�k

�
(9.131)

D ı�k ^
�

dLg

d�k
C d

�
@Lg

@d�k

�	
C d.ı�k ^ @Lg

@d�k
/:

and for variations that are null on the boundary

ıLg D
Z
ı�k ^

�
dLg

d�k
C d

�
@Lg

@d�k

�	
(9.132)

and taking into account Eq. (9.96) we get immediately

dLg

d�k
C d

�
@Lg

@d�k

�
D �Gk:

Exercise 9.19 Verify that

d

d�k
.�a ^ d�a/ D �ky.�a ^ d�a/ (9.133)

Since d�a D 1
2
ca���mn�

m ^ �n we have @�a
@�k D �ak and @d�a

@�k D ca���kn ^ �n D ca���kn�
n and

thus

d

d�k
.�a ^ d�a/ D @.�a ^ d�a/

@�k
C @d�a

@�k
^ @.�b ^ d�b/

@d�a

D d�k C ca���kn�
n ^ �a:

On the other hand we have from22 Eq. (2.59)

�ky.�a ^ d�a/ D .�ky�a/ ^ d�a � �a ^ .�kyd�a/

D d�k � �a ^ �ky
�
1

2
ca���mn�

m ^ �n
�
D d�k C ca���kn�

n ^ �a:

and Eq. (9.133) is proved.

22Recall that y is an antiderivation.
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Exercise 9.20 Prove that Eqs. (9.129) and (9.130) are equivalent.

Solution: It is only necessary to verify that

�a ^ ?.d�a ^ �k/ D ?d�k C .�ky ? �a/ ^ ?d ? �a

Since ?d ? �a D ı�a D �� l���la (where Dea�
b WD ��b

ac�
c )we have that

�a ^ ?.d�a ^ �k/ D ?d�k C ı�a .�ky ? �a/

and

ı�a ? .�k ^ �a/ D �� l���la ? .�k ^ �a/

On the other hand

�a ^ ?.d�a ^ �k/ D �a ^ ?.�k ^ d�a/ D ?Œ�ay.�k ^ d�a/

D ?Œd�k � �k ^ .�ayd�a/� D ?d�k � ?�k ^ .�ayd�a/

D ?d�k � �ky ? .�ayd�a/

So, it remains to prove that

�ky ? .�ayd�a/ D ı�a .�ky ? �a/ D ı�a ? .�k ^ �a/:

But as easily verified �ayd�a D ��k���kc�
c and thus

�� l���lc�ky ? � c D �� l���lc ? .�k ^ � c/

and the equivalence of Eqs. (9.129) and (9.130) is proven.

Exercise 9.21 (a) Let .�a;ma/ and .�a;ma/ be two particles living in Minkowski
spacetime. Let pa D mag.�a�; / 2 sec T�a M and pb D mbg.�b�; / 2 sec T�b M the
momentum covectors of the particles. How you would define the total momentum
of the two particles. If this object exists, where is the space where it lives? (b) May
you find a way to define the total momentum covector of the two particles if they
live in a general Lorentzian manifold? (c) Has this question something to do which
the absence of conservation laws of energy-momentum in GRT?
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Chapter 10
The DHE on a RCST and the Meaning of Active
Local Lorentz Invariance

Abstract In this chapter we give a formulation of the Dirac-Hestenes equation
on a Riemann-Cartan manifold .M; g;r; �g;"/ using the Clifford and spin-Clifford
bundles formalism. We show that the obtained equation which follows for a properly
chosen Lagrangian density (heuristically based on the principle of minimum cou-
pling) agrees with the one proposed by some authors using the standard concept of
covariant spinor fields. However, we do more: we show that postulating invariance
under active rotational gauge transformations of the Dirac-Hestenes Lagrangian
implies in the equivalence (in a precise sense) of torsion free and non torsion free
connections. Such a result suggests that the choice of a particular connection in
order to formulate spacetime field theories (which includes the gravitational field)
is somewhat arbitrary. This issue is deeply investigated in Chap. 11.

10.1 Formulation of the DHE on a RCST

Let .M; g;r; �g;"/ be a general Riemann-Cartan spacetime. In this section we
investigate how to obtain a generalization in .M; g;r; �g;"/ of the Dirac-Hestenes
equation (see Eq. (7.93)) for a representative  „ 2 sec C`.M;g/ of a Dirac-
Hestenes spinor field ‰ 2 sec C`l

Spine
1;3
.M;g/: In order to do that we first

introduce a chart .';U/ from the maximal atlas of M, with coordinates fx�g.
The associate coordinate basis of TU is denoted by fe� D @

@x� D @�g and we
denoted by f�� D dx�g its dual basis. Moreover, we suppose that the �� 2
sec

V1 T�M ,! sec C`.M;g/. Also, let feag 2 sec PSOe
1;3
.M/ an orthonormal frame

and f�ag 2 sec PSOe
1;3
.M/ the dual coframe. Note that, for each a D 0; 1; 2; 3,

�a 2 sec
V1 T�M ,! sec C`.M;g/. In what follows we are going to work in a

fixed spin coframe „ 2 sec PSpine
1;3
.M/ such that s.˙„/ D f�ag and so, in order to

simplify the notation we write simply  instead of  „.
Recall now that the Lagrangian density for the free Dirac-Hestenes spinor

in Minkowski spacetime .M;�;D; ��;"/ (see Eq. (8.50)) can be written with
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396 10 The DHE on a RCST and the Meaning of Active Local Lorentz Invariance

coordinates fVx�g in Einstein-Lorentz-Poincaré gauge as

VL. ; @j / D VL.;  ; @j /dVx0 ^ dVx1 ^ dVx2 ^ dVx3

D �.@j i�3/ �  � m �   dVx0 ^ dVx1 ^ dVx2 ^ dVx3; (10.1)

where @j D dVx�D @

@Vx�
. The usual prescription of minimal coupling between a given

spinor field and the (generalized) gravitational field,

dVx� 7! �a, D @

@Vx�
7! rea ;

suggests that we take the following Lagrangian for a representative  of a Dirac-
Hestenes spinor field in a Riemann-Cartan spacetime,

L. ; @.s/ / D L. ; @.s// /dx0 ^ dx1 ^ dx2 ^ dx3

D
h
.@.s/ �0�2�1/ �  � m �  

ip
jdet gjdx0 ^ dx1 ^ dx2 ^ dx3;

(10.2)

where (with the notations of Chap. 7)

@.s/ D �ar.s/ea
 D �a

�
Äea C

1

2
!ea 

�
: (10.3)

D �a
�

h�a @� C
1

2
!ea 

�
(10.4)

Then ı
R
L. ; @.s/ / D 0 gives the Euler-Lagrange equation

@ L� @�
�
@@� L

� D 0: (10.5)

Using the identities given by Eqs. (2.68) and (2.69) we can write the term
�ah�a @� �0�2�1 �  as

Äea �
0�2�1 �  D Äea �

0�2�1 � �a 

D �Äea � �a �0�2�1 (10.6)

and

@Äea 
L D ��a �0�2�1 (10.7)
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We now must express @�
�
@@� L

�
in terms of the Pfaff derivatives Äea . To do that

we first write

�a D ha
�dx�: (10.8)

Then, putting det g WD detŒg.@�; @�/� since

p
jdet gj D 1

detŒha
��
� h

�1 (10.9)

we have

L. ; @.s/ / D
h
.@.s/ �0�2�1/ �  �m �  

i
h
�1: (10.10)

Then,

@@� L D .@@� Äea /.@dea 
L/ D h�a @Äea 

L (10.11)

and Eq. (10.5) becomes

@ L� .@�h�a /@Äea 
L�Äea

�
@Äea 

L
� D 0: (10.12)

Now, we can verify that

h
�1@�h D ha

�@�h�a ; (10.13)

and taking into account that

Œea; eb� D .h�aeb.h
c
�/� h�bea.h

c
�//ec D cc���abec (10.14)

we can write

@�h�a D �cb���ab C h
�1ea.h/; (10.15)

and Eq. (10.12) becomes

@ L � Œ@ea � cb���ab C h
�1ea.h/�

�
@Äea 

L
� D 0: (10.16)

Now, we have taking into account Eq. (2.194)

@ 
�
�a!ea �

0�2�1 �  � D h�a!ea �
0�2�1 C !ea�

a �0�2�1i ;
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and then

h@ L D
�
�aÄea �

0�2�1 C 1

2
�a!ea �

0�2�1 C 1

2
!ea�

a �0�2�1 � 2m 

�
;

@Äea 
L D �h�1 ��a �0�2�1� ;

Äea

�
@dea 

L
� D �h�1ea.h/.@Äea 

L/ � h
�1�aÄea �

0�2�1; (10.17)

and Eq. (10.16) becomes

�ar.s/ea
 �0�2�1 � 1

4
�a!ea �

0�2�1 C 1

4
�a!ea �

0�2�1 C 1

2
�acb���ab � m D 0

(10.18)

or, recalling that the components of the torsion tensor in an orthonormal basis is
given by

Tc���ab D !c���ab � !c���ba � cc���ab; (10.19)

and that, in particular1 !b���ab D �bb!
b�b�a� D 0, we have

�ar.s/ea
 �0�2�1 � 1

4
!ea�

a �0�2�1 � 1
2

cb���ab�
a �0�2�1 � m 

D �ar.s/ea
 �0�2�1 � 1

4
�a!ea �

0�2�1

1

4
!ea�

a �0�2�1 � 1
2

cb���ab�
a �0�2�1 � m 

D �ar.s/ea
 �0�2�1 � 1

2
�ay!ea �

0�2�1 � 1
2

cb���ab �
0�2�1 �m (10.20)

D �ar.s/ea
 �0�2�1 C 1

2
Tb���ab�

a �0�2�1 �m D 0:

Finally we write the Dirac-Hestenes equation in a general Riemann-Cartan
spacetime as [3]

@.s/ �2�1 C 1

2
T �0�2�1 � m �0 D 0; (10.21)

where

T D Tb���ab�
a: (10.22)

1No sum in b.
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is (sometimes) called the torsion covector. Note that in a Lorentzian manifold T D 0
and we come back to the Dirac-Hestenes equation given by Eq. (7.93). We observe
moreover that the matrix representation of Eq. (10.21) coincides with an equation
first proposed by Hehl and Datta [2].

We observe yet that if we tried to get the equation of motion of a Dirac-
Hestenes spinor field on a Riemann-Cartan spacetime directly from that equation
on Minkowski spacetime by using the principle of minimal coupling, we would
miss the term 1

2
T �2�1 appearing in Eq. (10.21). This would be very bad indeed,

because in a complete theory where the f�ag and the f!eag are dynamical fields we
can easily show that spinor fields generate torsion (details in [2]).

10.2 Meaning of Active Lorentz Invariance
of the Dirac-Hestenes Lagrangian

In the proposed gauge theories of the gravitational field, it is said that the
Lagrangians and the corresponding equations of motion of physical fields must be
invariant under arbitrary active local Lorentz rotations. In this section we briefly
investigate how to mathematically implement such an hypothesis and what is
its meaning for the case of a Dirac-Hestenes spinor field on a Riemann-Cartan
spacetime. The Lagrangian we shall investigate is the one given by Eq. (10.10), i.e.,

L. ; @.s/ / D �.�ar.s/ea
 �0�2�1/ �  � m �   h�1: (Dirac-Hestenes)

Observe that the Dirac-Hestenes Lagrangian has been written in a fixed gauge
individualized by a spin coframe „ 2 sec PSpine

1;3
.M/ and we already know after

Exercise 7.57, that it is invariant under passive gauge transformations  7!  U�1
(UU�1 D 1, U 2 sec Spine

1;3.M/ � sec C`.M;g/), once the ‘connection’ 2-form
!V transforms as given in Eq. (7.50), i.e.,

1

2
!V 7! U

1

2
!V U�1 C .r VU/U�1: (10.23)

Under an active rotation (gauge) transformation the fields transform in new fields
given by

 7!  0 D U ;

�m 7! � 0m D U�mU�1 D ƒm
n �

n;

em 7! e0m D .ƒ�1/nmen: (10.24)

Now, according to the mathematical ideas behind gauge theories briefly outlined
in Appendix A.4, we must search for a new connectionr 0s such that the Lagrangian
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results invariant. This will be the case if connections rs and r 0s are generalized
G-connections2 (Definition A.66), i.e.,

r 0.s/e0
m
.U / D Ur.s/em

 ;

or

r 0.s/en
.U / D ƒm

n Ur.s/em
 : (10.25)

Also, taking into account the structure of a representative of a spinor covariant
derivative in the Clifford bundle (see Eq. (7.55)) we must have for the Pfaff
derivative

Äen 7! Äe0
a
D ƒm

n den ; (10.26)

and for the connection

!0en
D ƒm

n

�
U!em U�1 � 2Äem.U/U

�1� ;
or

!0e0
m
D U!em U�1 � 2Äem.U/U

�1: (10.27)

Write

!0en
D 1

2
!0k�l�m� �k ^ �l D 1

2
!0k�l�m� �kl 2 sec C`M;g/;

!en D
1

2
!k�l�m��k ^ �l D 1

2
!k�l�m��kl 2 sec C`M;g/;

U D eF, F D 1

2
Frs�rs 2 sec C`M;g/: (10.28)

Recall that

!r�s�n� D �ra!anb�
sb D !r���nb�

sb;

!r���nk D !r�s�n��sk: (10.29)

Then, from Eqs. (10.27)–(10.29) we get

!0r���nk D ƒb
q!

p��
�mbƒ

r
pƒ

m
k � �skƒ

m
k em .F

rs/ : (10.30)

2Note that rs and r0s are connection in the spin-Clifford bundle of Dirac-Hestenes spinor fields
whereas r.s/ and r0.s/ the effective covariant derivative operators acting on the representatives of
Dirac-Hestenes spinor fields in the Clifford bundle.
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Now, we recall that the components of the torsion tensors, ‚ and ‚0of the
connections r and r 0 in the orthonormal basis fer ˝ �n ^ �kg are given by

Tr���nk D !r���nk � !r���kn � cr���nk;

T 0r���nk D !0r���nk � !0r���kn � cr���nk; (10.31)

where Œen; ek� D cr���nker.
Let us suppose that we start with a torsion free connection r. This means that

cr���nk D !r���nk � !r���kn. Then,

T 0r���nk D ƒb
nƒ

m
k ƒ

r
pcp��
�mb � cr���nk � em .F

rs/
�
�skƒ

m
n � �snƒ

m
k


; (10.32)

and we see that‚0 D 0 only for very particular gauge transformations.
We then arrive at the conclusion that to suppose the Dirac-Hestenes Lagrangian

is invariant under active rotational gauge transformations imply in an equivalence
between torsion free and non torsion free connections. It is always emphasized that
in a theory where besides , also the tetrad fields �a and the connection 1-forms!a��b
are dynamical variables, the torsion is not zero, because its source is the spin of the
 field. Well, this is true in particular gauges, because as showed above it seems that
it is always possible to find gauges where the torsion is null. The reader is invited
to reflect on this result, taking also into account a result proved in Chap. 6 that says
that distinct LLRF� and LLRF� 0 that meet at p 2 M are not physically equivalent.

Exercise 10.1 Show that whereas Maxwell Lagrangian density is invariant under
local Lorentz rotations, Maxwell equations (in general) are not [1].
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Chapter 11
On the Nature of the Gravitational Field

Abstract In this chapter we investigate the nature of the gravitational field. We first
give a formulation for the theory of that field as a field in Faraday’s sense (i.e., as
of the same nature as the electromagnetic field) on a 4-dimensional parallelizable
manifold M. The gravitational field is represented through the 1-form fields fgag
dual to the parallelizable vector fields feag. The ga’s (a D 0; 1; 2; 3) are called
gravitational potentials, and it is imposed that at least for one of them, dga ¤ 0. A
metric like field g D �abg

a˝gb is introduced in M with the purpose of permitting the
construction of the Hodge dual operator and the Clifford bundle of differential forms
C`.M;g/, where g D �abea ˝ eb. Next a Lagrangian density for the gravitational
potentials is introduced with consists of a Yang-Mills term plus a gauge fixing term
and an auto-interacting term. Maxwell like equations for Fa D dga are obtained
from the variational principle and a legitimate energy-momentum tensor for the
gravitational field is identified which is given by a formula that at first look seems
very much complicated. Our theory does not uses any connection in M and we
clearly demonstrate that representations of the gravitational field as Lorentzian,
teleparallel and even general Riemann-Cartan-Weyl geometries depend only on the
arbitrary particular connection (which may be or not to be metrical compatible) that
we may define on M. When the Levi-Civita connection of g in M is introduced
we prove that the postulated Lagrangian density for the gravitational potentials
differs from the Einstein-Hilbert Lagrangian density of General Relativity only by
a term that is an exact differential. The theory proceeds choosing the most simple
topological structure for M, namely that it is R4, a choice that is compatible with
present experimental data. With the introduction of a Levi-Civita connection for the
structure .M D R4; g/ as a mathematical aid we can exhibit a nice short formula
for the genuine energy-momentum of the gravitational field. Next, we introduce
the Hamiltonian formalism and discuss possible generalizations of the gravitational
field theory (as a field in Faraday’s sense) when the graviton mass is not null. Also
we show using the powerful Clifford calculus developed in previous chapters that
if the structure .M D R4; g/ possess at least one Killing vector field, then the
gravitational field equations can be written as a single Maxwell like equation, with
a well defined current like term (of course, associated to the energy-momentum
tensor of matter and the gravitational field). This result is further generalized for
arbitrary vector fields generating one-parameter groups of diffeomorphisms of M in
Chap. 14. Chapter 11 ends with another possible interpretation of the gravitational
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404 11 On the Nature of the Gravitational Field

field, namely that it is represented by a particular geometry of a brane embedded in
a high dimensional pseudo-Euclidean space. Using the theory developed in Chap. 5
we are able to write Einstein equation using the Ricci operator in such a way that
its second member (of “wood” nature, according to Einstein) is transformed (also
according to Einstein) in the “marble”nature of its first member. Such a form of
Einstein equation shows that the energy momentum quantities �Ta C 1

2
Tga (where

Ta D Ta
bg

b are the energy momentum 1-form fields of matter and T D Ta
a ) which

characterize matter is represented by the negative square of the shape operator
(S2.ga/) of the brane. Such a formulation thus give a mathematical expression for
the famous Clifford “little hills” as representing matter.

11.1 Introduction

As well known, in GRT, each gravitational field generated by a given energy-
momentum tensor T is represented by an equivalence class1 of Lorentzian space-
times Œ.M;D; g; �g;"/�, where we recall once again that a Lorentzian spacetime is a
structure .M;D; g; �g;"/where M is a non compact (locally compact) 4-dimensional
Hausdorff manifold, g is a Lorentzian metric on M and D is its Levi-Civita
connection. Moreover M is supposed to be oriented by the volume form �g and
the symbol " means that the spacetime is time orientable. From the geometrical
objects in the structure .M;D; g; �g;"/ we can calculate the Riemann curvature
tensor R of D and a nontrivial GRT model is one in which R ¤ 0. In that way
textbooks often say that in GRT spacetime is curved. Unfortunately many people
mislead the curvature of a connection D on M with the fact that M can eventually be
a bent surface in a (pseudo)Euclidean space with a sufficient number of dimensions.2

This confusion according to our view leads to all sort of wishful thinking because
many forget that GRT does not fix the topology of M that often must be put “by
hand” when solving a problem, and thus think that they can bend spacetime or
even change its topology if they have an appropriate kind of some exotic matter.
Worse, the insistence in supposing that the gravitational field is geometry lead the
majority of physicists to relegate the search for the real physical nature of the
gravitational field as not important at all (see a nice discussion of this issue in [19]).
As discussed with details in Chap. 9 what most textbooks with a few exceptions
(see, e.g., the excellent book by Sachs and Wu [34]) forget to say and give a proof
to their readers is that in the standard formulation of GRT there are no genuine
conservation laws of energy-momentum and angular momentum unless spacetime

1.M;D; g; �g;"/ is said to be equivalent to .M0;D0; g0; � 0
g;"0/ if there exists a diffeomorphism

h WM! M0 such that M D0 hM D0 D h�D, g0 D h�g, � 0
g D h��g;"0D h� " and T0 D h�T.

2Recall that bending is characterized by the shape operator introduced in Chap. 5. Recall
moreover that, e.g., the shape operator for a punctured sphere viewed as a submanifold embedded
in 3-dimensional Euclidean space is non null, but its Nunes connection has zero curvature
(Sect. 4.9.8).
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has some additional structure which is not present in a general Lorentzian spacetime
[26]. Some textbooks e.g., [24] even claim that energy-momentum conservation
for matter plus the gravitational fields is forbidden due the equivalence principle3

because the energy-momentum of the gravitational field must be non localizable.
Only a few people tried to develop consistent theories where the gravitational field
(at least from a classical point of view) is simple another field, which like the
electromagnetic field lives in Minkowski spacetime (see a list of references in [11]).
A field of that nature will be called, in what follows, a field in Faraday’s sense.

Here we want to recall that: (1) the representation of gravitational fields by
Lorentzian spacetimes is not a necessary one, for indeed, there are some geometrical
structures different from .M;D; g; �g;"/ that can equivalently represent such a field;
(2) That any realistic gravitational field can also be nicely represented as a field
living in a fixed background spacetime.

The preferred one which seems to describe all realistic situations is, of course,
Minkowski spacetime4 .M ' R4;D;�; ��;"/.

Concerning the possible alternative geometrical models, the particular case
where the connection is teleparallel (i.e., it is metric compatible, has null Rie-
mann curvature tensor and non null torsion tensor) will be briefly addressed
below (for other possibilities see [27]). What we will show, is that starting with
a thoughtful representation of the gravitational field in terms of gravitational
potentials ga 2 sec

V1T�M ,! sec C`.M;g/, a D 0; 1; 2; 3 and postulating a
convenient Lagrangian density for the gravitational potentials which does not use
any connection there is a posteriori different ways of geometrically representing
the gravitational field, such that the field equations in each representation result
equivalent in a precise mathematical sense to Einstein’s field equations. Explicitly
we mean by this statement the following: any realistic model of a gravitational field
in GRT where that field is represented by a Lorentzian spacetime (with non null
Riemann curvature tensor and null torsion tensor) which is also parallelizable, i.e.,
admits four global linearly independent vector fields) is equivalent to a telepar-
allel spacetime (i.e., a spacetime structure equipped with a metrical compatible
teleparallel connection, which has null Riemann curvature tensor and non null
torsion tensor).5 The teleparallel possibility follows almost directly from the results
in Sect. 11.1 and a recent claim that it can give a mathematical representation to
“Einstein most happy though” is discussed in Sect. 11.2. Comments about possible
conservation laws in the teleparallel equivalent of GRT is discussed in Sect. 11.6.

3We recall here that most presentations of the equivalence principle are according to our view
devoid from mathematical and physical sense. See, e.g., [32, 38] and our discussion in Sect. 6.7.
4Of course, the true background spacetime may be eventually a more complicated one, since that
manifold must represent the global topological structure of the universe, something that is not
known at the time of this writing [43]. We do not study this possibility here, but the results we are
going to present can be easily generalized for more general spacetime backgrounds.
5There are hundreds of papers (as e.g., [10]) on the subject, but none (to the best of our knowledge)
develop the theory from the point of view presented here and originally in [31].
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Equipped with the powerful Clifford bundle formalism developed in previous
chapters we give in Sect. 11.3 a field theory for the gravitational field in Minkowski
spacetime (with field equations equivalent to Einstein equation in a precise math-
ematical sense). In our theory we are able to identify in Sect. 11.4.1 a legitimate
energy momentum tensor for the gravitational field expressible in a very short and
elegant formula.

Besides this important result we think that another important feature of this
chapter is that our representation of the gravitational field by the global 1-form
fields potentials fgag living on a manifold M and coupled among themselves and
with the matter fields in a specific way (see below) shows that we can dispense
with the concept of a connection and a corresponding geometrical description for
that field. The simplest case is when M is part of Minkowski spacetime structure,
in which case the gravitational field is (like the electromagnetic field) a field in
Faraday’s sense.6 In Sect. 11.4.1 we present the Hamiltonian formalism for our
theory and discuss the relation of one possible energy concept7 naturally appearing
in it and its relation to the concept of ADM energy. In Sect. 11.5 we discuss the
role of a possible graviton mass in the formulation of the field theory of gravitation.
Despite our present opinion that gravitation is a plastic distortion of the Lorentz
vacuum [11] and thus is to be described by a field in the sense of Faraday living
in Minkowski spacetime in Sect. 11.7 (titled On Clifford Little Hills) using a nice
result proved in Chap. 5 (namely, that the Ricci operator is the negative square of the
shape operator) we show a way to represent as “marble” the “wood” part of Einstein
equation, i.e., we show how the phenomenological energy-momentum tensor can
be explicitly represented by a geometrical property of a 4-dimensional Lorentzian
brane embedded as a submanifold in a pseudo-Euclidean space of large dimension.
In Sect. 11.8 we present our conclusions.

11.2 Representation of the Gravitational Field

Suppose that a 4-dimensional M manifold is parallelizable, thus admitting a set of
four global linearly independent vector ea 2 sec TM, a D 0; 1; 2; 3 fields such
feag is a basis for TM and let fgag; ga 2 sec T�M be the corresponding dual basis
(ga.eb/ D ıa

b). Suppose also that not all the ga are closed, i.e., dga ¤ 0, for a

6In Chap. 15 (see also [33]) we even show that when a Lorentzian spacetime structure
.M;D; g; �g;"/ representing a gravitational field in GRT possess a Killing vector field K, then
there are Maxwell like equations with well determined source term satisfied for F D dA with
A D g.K; / encoding Einstein equation and more, there is a Navier-Stokes equation encoding the
Maxwell (like) and Einstein equations.
7This other possibility does not define in general a legitimate energy-momentum tensor for the
gravitational field in GRT, but it defines a legitimate energy-momentum tensor in our theory in
which the gravitational field is interpreted as a field in the sense of Faraday living in Minkowski
spacetime.
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least some a D 0; 1; 2; 3. This will be necessary for the possible interpretations we
have in mind for our theory. The 4-form field g0 ^ g1 ^ g2 ^ g3 defines a (positive)
orientation for M.

Now, the fgag can be used to define a Lorentzian “metric” field in M by defining
g 2 sec T02M by g WD �abg

a˝gb, with the matrix with entries �ab being the diagonal
matrix .1;�1;�1;�1/. Then, according to g the feag are orthonormal, i.e., ea �

g
eb WD

g.ea; eb/ D �ab.
Since the e0 is a global time like vector field it follows that it defines a time

orientation in M which we denote by ". Then, the 4-tuple .M; g; �g;"/ is part of a
structure defining a Lorentzian spacetime and can eventually serve as a substructure
to model a gravitational field in GRT.

For future use we also introduce g 2 sec T20M by g WD �abea ˝ eb, and we write
ga �

g
gb WD g.ga; gb/ D �ab.

Due to the hypothesis that dga ¤ 0 the commutator of vector fields ea,
a D 0; 1; 2; 3 will in general satisfy Œea; eb� D ck���abek;where the ck���ab, the structure
coefficients of the basis feag, and we. easily show that dga D � 1

2
ca���klg

k ^ gl.
Next, we introduce two different metric compatible connections on M, namely

D (the Levi-Civita connection of g) and a teleparallel connection r . Metric
compatibility means that for both connections it is Dg D 0, rg D 0. Now, we
put

Dea eb D !c���abec; Deag
b D �!b���acg

c;

r ea eb D 0; r eag
b D 0: (11.1)

As we know, the objects !c���ab are called the connection coefficients of the
connection D in the feag basis and the objects !a��b 2 sec T�M defined by
!a��b WD !a���kbg

k are called the connection 1-forms in the feag basis. The connection
coefficients $b

ac of r and the connection 1-forms of r in the basis feag are
null according to the second line of Eq. (11.1) and thus the basis feag is called
teleparallel and the connection r defines an absolute parallelism on M. Of course,
as it is well known the Riemann curvature tensor of the Levi-Civita connection D
of g, is in general non null in all points of M, but the torsion tensor of D is zero in
all points of M. On the other hand the Riemann curvature tensor of r is null in all
points of M, whereas the torsion tensor of r is non null in all points of M.

We recall from Chap. 4 that for a general connection, say D on M (not
necessarily metric compatible) the torsion and curvature operators and the torsion
and curvature tensors are respectively the mappings:

� W sec TM ˝ TM ˝ TM! sec TM;

�.u; v;w/ D DuDvw � DvDuw �DŒu;v�w;

� W sec TM ˝ TM! sec TM;

�.u; v/ D Duv � Dvu� Œu; v�: (11.2)
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It is usual to write [5] �.u; v;w/ D �.u; v/w and ‚.˛;u; v/ D ˛ .�.u; v// and
R.w; ˛;u; v/ D ˛.�.u; v/w/, for every u; v;w 2 sec TM and ˛ 2 sec

V1 T�M. In
particular we write Ta��bc WD ‚.ga; eb; ec/ and Rb����acd WD R.gb; ea; ec; ed/, and define
the Ricci tensor by Ricci WD Racg

a ˝ gc with Rac WD Rb����acb D Rca. We take as in
previous chapters

V
T�M DL4

rD0
VrT�M ,! C`.M;g/.

Given that we introduced two different connections D and r defined in the
manifold M we can write two different pairs of Cartan’s structure equations.
Those pairs describe respectively the geometry of the structures .M;D; g; �g;"/
and .M;r ; g; �g;"/ called respectively a Lorentzian spacetime and a teleparallel
spacetime. In the case .M;D; g; �g;"/ we write

‚a WD dga C!a��b ^ g
b D 0; Ra��b WD d!a��b C!a��c ^ !c��b;

where the ‚a 2 sec
V2T�M ,! sec C`.M;g/, a D 0; 1; 2; 3 and the Ra��b 2

sec
V2T�M ,! sec C`.M;g/, a;b D 0; 1; 2; 3 are respectively the torsion and the

curvature 2-forms of D with

‚a D 1

2
Ta���bcg

b ^ g
c; Ra��b D

1

2
Ra����bcdg

c ^ g
d. (11.3)

In the case of .M;r ; g; �g;"/ since$a��b D 0 we have

Fa WD dga C$a��b ^ g
b D dga;

$

Ra��b WD d$a��b C$a��c ^$c��b D 0; (11.4)

where the Fa 2 sec
V2T�M, a D 0; 1; 2; 3 and the

$

Ra��b 2 sec
V2T�M, a;b D

0; 1; 2; 3 are respectively the torsion and the curvature 2-forms of r given by
formulas analogous to the ones in Eq. (11.3).

We next postulate that the fgag are the basic variables representing the gravi-
tational field, and moreover postulate that the fgag interacts with the matter fields
through the following Lagrangian density

L D Lg C Lm; (11.5)

where Lm is the matter Lagrangian density and

Lg D �1
2

dga ^ ?
g
dga C 1

2
ı
g
g

a ^ ?
g
ı
g
ga C 1

4
.dga ^ ga/ ^ ?

g

�
dgb ^ gb

�
; (11.6)

The form of this Lagrangian is notable, the first term is Yang-Mills like, the
second one is a kind of gauge fixing term and the third term is an auto-interaction
term describing the interaction of the “vorticities” of the potentials (or if you
prefer, the interaction between Chern-Simons terms dga^ga). Before proceeding we
observe that this Lagrangian is not invariant under arbitrary point dependent Lorentz
rotations of the basic cotetrad fields. In fact, if ga 7! g0a D ƒa

bg
b D Rga QR (where
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for each x 2 M, ƒa
b.x/ 2 L"C, the homogeneous and orthochronous Lorentz group

and R.x/ 2 Spin1;3 � R1;3) we get that

L0g D �
1

2
dg0a ^ ?

g
dg0a C

1

2
ı
g
g
0a ^ ?

g
ı
g
g
0
a C

1

4

�
dg0a ^ g

0
a

�^ ?
g

�
dg0b ^ g

0
b

�
; (11.7)

differs from Lg by an exact differential. So, the field equations derived by the
variational principle results invariant under a change of gauge and we can always
choose a gauge such that ı

g
ga D 0.

Now, a derivation of the field equations directly from Eq. (11.6) using constrained
variations of the ga (i.e., variations induced by point dependent Lorentz rotations)
that do not change the metric field g has been given in Chap. 9. The result is:

� d ?
g
Sd � ?

g
td D ?

g
Td; (11.8)

with

?
g

td WD @Lg

@gd
D 1

2
Œ.gdy

g
dga/ ^ ?

g
dga � dga ^ .gdy

g
?
g

dga/�

C1
2

d.gdy
g
?
g
g

a/ ^ ?
g
d ?

g
ga C 1

2
.gdy

g
?
g
g

a/ ^ ?
g
d ?

g
ga C 1

2
dgd ^ ?

g
.dga ^ ga/

�1
4

dga ^ ga ^
�
gdy

g
?
g
.dgc ^ gc/

	
� 1
4

�
gdy

g
.dgc ^ gc/

	
^ ?

g
.dga ^ ga/ ;

(11.9)

?
g
Sd WD @Lg

@dgd
D �?

g
dgd� .gdy

g
?
g
g

a/^?
g
d?

g
gaC 1

2
gd^?

g
.dga ^ ga/ : (11.10)

and the8

?
g
Td WD @Lm

@gd
D � ?

g
Td (11.11)

with the ?
g
Td the energy-momentum 3-forms of the matter fields.

Recalling that from Eq. (11.4) it is Fa WD dga, it is, of course, dFa D 0 and the
field equations (Eq. (11.8)) can be written (recalling Eq. (11.10)) as

d ?
g
Fd D � ?

g
Td � ?

g
td � ?

g
hd; (11.12)

8We suppose that Lm does not depend explicitly on the dga.
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where

hd D d

�
.gdy

g
?
g
g

a/ ^ ?
g
d ?

g
ga � 1

2
gd ^ ?

g
.Fa ^ ga/

	
: (11.13)

Recalling the definition of the Hodge coderivative operator acting on sections ofVrT�M we can write Eq. (11.12) as

ı
g
Fd D �.T d C td/; (11.14)

with the td 2 sec
V1T�M given by

td WD td C h
d; (11.15)

which are legitimate energy-momentum9 1-form fields for the gravitational field.
Note that the total energy-momentum tensor of matter plus the gravitational field is
trivially conserved in our theory, i.e.,

ı
g
.?

g
T d C td/ D 0: (11.16)

Remark 11.1 Recalling Eqs. (11.9) and (11.13) the formula for the td in Eq. (11.15)
cannot be, of course, the nice and short formula we promised to present in the
introduction. However, it is equivalent to the nice formula as shown in Sect. 11.3.

Exercise 11.2 Show that in a 2-dimensional spacetime the Einstein-Hilbert
Lagrangian density is an exact differential (see, e.g.,[8]).

Recall the similarity of the equations satisfied by the gravitational field to
Maxwell equations. Indeed, in electromagnetic theory on a Lorentzian spacetime we
have only one potential A 2 sec

V1T�M ,! sec C`.M;g/ and the field equations
are

dF D 0; ı
g
F D �J; (11.17)

where F 2 sec
V2T�M ,! sec C`.M;g/ is the electromagnetic field and J 2

sec
V1T�M ,! sec C`.M;g/ is the electric current. As well known the two

equations in Eq. (11.17) can be written (if you do not mind in introducing the
connection D in the game as a mathematical tool to simplify some formulas) as
a single equation using the Clifford bundle formalism, namely

@F D J: (11.18)

9This will become evident after we present below the nice formula for the td.
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where we can write @ D d � ı
g
D gaDea , where @ is the Dirac operator (acting on

sections of C`.M;g/).
Now, if you feel uncomfortable in needing four distinct potentials ga for

describing the gravitational field you can put them together defining a vector valued
differential form10

g D g
a ˝ ea 2 sec

^1
T�M ˝ TM ,! sec C`.M;g/˝ TM (11.19)

and in this case the gravitational field equations are

dF D 0; ı
g
F D �.T C t/; (11.20)

where F D Fa ˝ ea; T D Ta ˝ ea; t D ta ˝ ea. Again, if you do not mind in
introducing the connection D in the game) by considering the bundle C`.M;g/˝TM
we can write the two equations in Eq. (11.20) as a single equation, i.e.,

@F D T C t: (11.21)

At this point you may be asking: which is the relation of the theory just presented
with Einstein’s GRT? The answer is that recalling (See Exercise 9.16) that the
connection 1-forms!cd of D are given by

!cd D 1

2

�
g

dy
g
dgc � g

cy
g
dgd C g

cy
g
.gdy

g
dga/g

a
	

(11.22)

we already showed in Chap. 9 that the Lagrangian density Lg becomes

Lg D d.ga ^ ?
g
dga/C LEH ; (11.23)

where

LEH D 1

2
Rcd ^ ?

g
.gc ^ g

d/ D �1
2
?
g

R (11.24)

(with Rcd given by Eq. (11.3)) is the Einstein-Hilbert Lagrangian density. This, as
we know from Chap. 9 permits (with some algebra) to show that Eq. (11.8) are
indeed equivalent to the usual Einstein equation.

Before ending this section we recall from Chap. 9 that from Eq. (11.8) we can
also define for our theory a meaningful energy-momentum for the gravitational plus
matter fields Indeed, using Stokes theorem for a ‘certain 3-dimensional volume’,

10Recall that g D ga ˝ ea is the identity operator in
^1

T�M.
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say a ball B we immediately get

Pa WD � 1

8�

R
B ?g

.T a C ta/ D 1

8�

R
@B ?g

Sa: (11.25)

11.3 Comment on Einstein Most Happy Though

The exercises presented above indicate that a particular geometrical interpretation
for the gravitational field is no more than an option among many ones. Indeed,
it is not necessary to introduce any connection D or r on M to have a perfectly
well defined theory for the gravitational field whose field equations are (in a precise
mathematical sense) equivalent to the Einstein field equation. Note that we have
not given until now details on the global topology of the world manifold M, except
that since we admitted that M carries four global (not all closed) 1-form fields ga

which defines the object g, it follows as we know from Chap. 7 that .M;D; g; �g;"/
is a spin manifold [12, 13], i.e., it admits spinor fields. This, of course, is necessary
if the theory is to be useful in the real world since fundamental matter fields are
spinor fields. The most simple spin manifold is clearly Minkowski spacetime which
is represented by a structure .M D R4;D;�; ��;"/ where D is the Levi-Civita
connection of the Minkowski metric �. In that case it is possible to interpret the
gravitational field as a .1; 1/-extensor field h which is a field in the Faraday sense
living in .M;D;�; ��;"/. The field h (as we know from Eq. (2.121)) is a kind
of square of g which has been called in [11] the plastic distortion field of the
Lorentz vacuum. In that theory the potentials ga D h.a/ where a D ıa

�dx�,
with fx�g being global naturally adapted coordinates (in Einstein-Lorentz-Poincaré
gauge) to the inertial reference frame I D @=@x0 according to the structure
.M D R4;D;�; ��;"/, i.e., DI D 0. In [11] we give the dynamics and coupling
of h to the matter fields.

We want also to comment that, as well known, in Einstein’s GRT one can easily
distinguish in any real physical laboratory, i.e., not one modelled by a time like
worldline (despite some claims on the contrary) [29] a true gravitational field from
an acceleration field of a given reference frame in Minkowski spacetime. This is
because in GRT the mark of a real gravitational field is the non null Riemann cur-
vature tensor of D, and the Riemann curvature tensor of the Levi-Civita connection
of D (present in the definition of Minkowski spacetime) is null. However if we
interpret a gravitational field as the torsion 2-forms on the structure .M;r ;g; �g;"/
viewed as a kind of deformation of Minkowski spacetime then one can also interpret
an acceleration field of an accelerated reference frame in Minkowski spacetime as

generating an effective teleparallel spacetime .M;
er; �; ��;"/. This can be done as

follows. Let Z 2 sec TU, U � M with �.Z;Z/ D 1 an accelerated reference frame
on Minkowski spacetime. This means as we know from Chap. 5 that a D DZZ ¤ 0.
Put e0 D Z and define an accelerated reference frame as non trivial if #0 D �.e0; /
is not an exact differential. Next recall that in U � M there always exist [5] three
other �-orthonormal vector fields ei, i D 1; 2; 3 such that feag is an �-orthonormal
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basis for TU, i.e., � D �ab#
a ˝ #b, where f#ag is the dual basis11 of feag. We then

have, Dea eb D !c���abec;Dea#
b D �!b���ac#

c.
What remains in order to be possible to interpret an acceleration field as a kind

of ‘gravitational field’ is to introduce on M a �-metric compatible connection
er

such that the feag is teleparallel according to it, i.e.,
er ea eb D 0;

er ea#
b D 0.

Indeed, with this connection the structure .M ' R4;
er ;�; ��;"/ has null Riemann

curvature tensor but a non null torsion tensor, whose components are related
with the components of the acceleration a and with the other coefficients !c���ab
of the connection D, which describe the motion on Minkowski spacetime of a
grid represented by the orthonormal frame feag. Schücking [35] thinks that such
a description of the gravitational field makes Einstein most happy though, i.e.,
the equivalence principle (understood as equivalence between acceleration and
gravitational field) a legitimate mathematical idea. However, a true gravitational
field must satisfy (at least with good approximation) Eq. (11.12), whereas there is
no single reason for an acceleration field to satisfy that equation.

11.4 Field Theory for the Gravitational Field in Minkowski
Spacetime

Since the structure of the Lagrangian density for the gravitational field and the
resulting field equations do not use any connection we can assume the gravitational
field represented by the potentials ga is a field in Faraday sense, i.e., it leaves in the
Minkowski spacetime structure .M D R4;D;�; ��;"/. All geometrical like objects
like g;D;r introduced above are then to be understood as no more than auxiliary
mathematical devices to present formulas and to suggest possible geometrical
interpretations for the gravitational field. With this advise in mind we show next
that we can give a very nice and compact formula for the energy-momentum tensor
of the gravitational field.

11.4.1 Legitimate Energy-Momentum Tensor
of the Gravitational Field. The Nice Formula

Taking into account that Fd D dgd D @ ^ gd we return to Eq. (11.14) and write it
as

@2gd D T d C t
d; (11.26)

11In general we will also have that d# i ¤ 0, i D 1; 2; 3.
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with td D td � dıgd. Next we recall from Chap. 4 that the operator @2 (the
Hodge D’Alembertian) has two distinct decompositions, namely, for each M 2
sec

V
T�M ,! sec C`.M;g/ we have

@2M D �.dı
g
C ı

g
d/M

D @ ^ @ M C @ � @ M (11.27)

where @ ^ @ is the Ricci operator and @ � @ is the covariant D’Alembertian operator.
We have

@ ^ @ g
d D Rd; (11.28)

where the Rd D Rd
ag

d 2 sec
V1T�M ,! sec C`.M;g/ (with Rd

a the components of
the Ricci tensor) are the Ricci 1-form fields. Then we can write Eq. (11.26) as

@ ^ @ g
d C @ � @ gd D T d C t

d; (11.29)

or

Rd C @ � @ g
d D T d C t

d: (11.30)

Now, we recall that Einstein equation in components form is

Ra
d �

1

2
ıa

dR D �Ta
d (11.31)

from where it follows immediately that

Rd � 1
2

Rgd D �Td D T d: (11.32)

Then

Rd C @ � @ g
d D T d C 1

2
Rgd C @ � @ gd; (11.33)

and comparing Eq. (11.29) with Eq. (11.33) we get

t
d D 1

2
Rgd C @ � @ g

d; (11.34)

and

td D 1

2
Rgd C @ � @ g

d C dıgd (11.35)
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the nice formula promised and that clearly demonstrates that the objects tda D
�ac�dltcy

g
gl are components of a legitimate gravitational energy-momentum tensor

field t D tdag
d ˝ ga 2 sec T20M. We observe moreover that

tda � tad D 2@ � @ gdy
g
g

a; (11.36)

i.e., the energy-momentum tensor of the gravitational field in not symmetric.
As shown in [11] this is important in order to have a total angular momentum
conservation law for the system consisting of the gravitational plus the matter fields.
At least observe that td D td when the potentials are chosen in the Lorenz gauge.

11.5 Hamilton Formalism

If we define as usual the canonical momenta associated to the potentials fgag by
pa D @Lg=@dga D ?

g
Sa and suppose that this equation can be solved for the dga as

function of the pa we can introduce a Legendre transformation with respect to the
fields dga by

L W .g˛; p˛/ 7! L.g˛; p˛/ D dg˛ ^ p˛ � Lg.g
˛; dg˛.p˛// (11.37)

We write in what follows Lg.g
˛; p˛/ WD Lg.g

˛; dg˛.p˛// and observe that
defining12

ıLg.g
˛; p˛/

ıg˛
WD dp˛ � @L

@g˛
;

ıLg.g
˛; p˛/

ıp˛
WD dg˛ � @L

@p˛

we can obtain (see details in [11])

ıg˛^ ıLg.g
˛; dg˛/

ıg˛
D ıg˛^

�
ıLg.g

˛; p˛/

ıg˛

�
C
�
ıLg.g

˛; p˛/

ıp˛

�
^ıp˛: (11.38)

Exercise 11.3 Prove Eq. (11.38).

To define the Hamiltonian form, we need something to act the role of time for our
manifold, and we choose this ‘time’ to be given by the flow of an arbitrary timelike
vector field Z 2 sec TM such that g.Z;Z/ D 1. Moreover, we define Z D g.Z; / 2
sec

V1 T�M ,! C`.M;g/. With this choice, the variation ı is generated by the Lie

12We use only constrained variations of the ga, which as already recalled in Sect. 11.1 do not change
the metric field g.
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derivative £Z. Using Cartan’s ‘magical formula’, we have

� ıLg D £ZLg D d.ZyLg/C ZydLg D d.ZyLg/: (11.39)

and after some algebra we get

d.ZyLg/ D d.£Zg
˛ ^ p˛/C £Zg

˛ ^ ıLg

ıg˛
C £Zp˛ ^

�
ıL

ıp˛

�
(11.40)

and also

d.£Zg
˛ ^ p˛ � ZyLg/ D �£Zg

˛ ^ ıLg

ıg˛
: (11.41)

Now, we define the Hamiltonian 3-form by

H.g˛; p˛/ WD £Zg
˛ ^ p˛ � ZyLg: (11.42)

We immediately have taking into account Eq. (11.41) that, when the field equations
for the free gravitational field are satisfied (i.e., when the Euler-Lagrange functional
is null, ıLg=ıg

˛ D 0) that

dH D 0: (11.43)

Thus H is a conserved Noether current. We next write

H D Z˛H˛ C dB: (11.44)

We can show (details in [11]) that H˛ D �ıLg=ıg
˛ and B D Zapa and now we

investigate the meaning of the boundary term13 B. Consider an arbitrary spacelike
hypersurface � . Then, we define

H D
Z
�

.Z˛H˛ C dB/ D
Z
�

Z˛H˛ C
Z
@�

B:

If we recall that H˛ D �ıLg=ıg
˛ we see that the first term in the above equation

is null when the field equations (for the free gravitational field) are satisfied and we
are thus left with

E D
Z
@�

B; (11.45)

which is called the quasi local energy [39].

13More details on possible choices of the boundary term for different physical situations may be
found in [23].
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Now, if fe˛g is the dual basis of fg˛g we have g0.ei/ D 0; i D 1; 2; 3 and if
we take Z D e0 orthogonal to the hypersurface � , such that for each p 2 � , T�p is
generated by feig we get recalling that p˛ D ?

g
S˛ that

E D
Z
@�

?
g
S0; (11.46)

which we recognize (a constant factor apart) as being the same conserved quantity
as the one defined by Eq. (11.25).

The relation of the energy defined by Eq. (11.46) with the energy concept
defined in ADM formalism [3] can be seen as follows [42]. Instead of choosing
an arbitrary unit timelike vector field Z, start with a global timelike vector field
n 2 sec TM such that n D g.n; / D N2dt 2 sec

V1 T�M ,! C`.M;g/, with
N W R � I! R, a positive function called the lapse function of M. Then n^dn D 0
and according to Frobenius theorem, n induces a foliation of M, i.e., topologically
it is M D I��t; where �t is a spacelike hypersurface with normal given by n. Now,
we can decompose any A 2 sec

Vp T�M ,! C`.M;g/ into a tangent component A
to �t and an orthogonal component ?A to �t by

A D AC ?A, (11.47)

where

A WD ny.dt ^ A/, ?A D dt ^ A?, A? WD nyA: (11.48)

Introduce also the parallel component d of the differential operator d by:

dA WD ny.dt ^ dA/ (11.49)

from where it follows (taking into account Cartan’s magical formula) that

dA D dt ^ .£nA � dA?/C dA: (11.50)

Call

m WD �gC n˝ n D g
i ˝ g

i
;

(where n D n=N) the first fundamental form on �t and next introduce the Hodge
dual operator associated to m, acting on the (horizontal forms) forms A by

?
m

A WD ?
g
.

n

N
^ A/: (11.51)
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At this point, we come back to the Lagrangian density Eq. (11.42) and, proceeding
like above, but now leaving ına to be non null, we eventually arrive at the following
Hamiltonian density

H.gi; p
i
/ D £ng

i ^ ?
m
p

i
�Kg; (11.52)

where

g
i � g

i D dt ^ .nygi/ D nidt; (11.53)

and where Kg depends on .n; dn; gi; dgi; £ng
i/. We can show (after some tedious but

straightforward algebra that H.gi; p
i
/ can be put into the form

H D niHi C dB0; (11.54)

with as before Hi D �ıLg=ıg
i D �ıKg=ıni and

B0 D �Ng
i
^ ?

m
dgi (11.55)

Then, on shell, i.e., when the field equations are satisfied we get

E0 D �
Z
@�t

Ng
i
^ ?

m
dgi (11.56)

which is exactly the ADM energy, as can be seen if we take into account that taking
@�t as a two-sphere at infinity, we have (using coordinates in the Einstein-Lorentz-
Poincaré gauge) gi D hijdxj and hij, N ! 1. Then

g
i
^ ?

m
dgi D hij.

@hij

@xk
� @hik

@xj
/ ?

m
g

k (11.57)

and under the above conditions we have the ADM formula

E0 D
Z
@�t

�
@hik

@xi
� @hik

@xk

�
?
m
g

k: (11.58)

which, as is well known , is positive definite.14 If we choose n D g0 it may happen
that g0 ^ dg0 ¤ 0 and thus it does not determine a spacelike hypersurface �t.
However all algebraic calculations above up to Eq. (11.55) are valid (and of course,
gk D gk). So, if we take a spacelike hypersurface � such that at spatial infinity the
ei (gk.ei/ D ık

i ) are tangent to � , and e0 ! @=@t is orthogonal to � , then we have

14See a nice proof in [42].
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E D E0 since in this case �Ng
i
^?

m
dgi ! �gi^?

m
.g0^?

m
dgi/ which as can be easily

verified (see Eq. (11.10)) is the asymptotic value of ?
g
S0 (taking into account that at

spatial infinity dg0 ! 0).

11.6 Mass of the Graviton

In the Lagrangian given by Eq. (11.6) the mass of the graviton is supposed to be
zero. A non null mass m requires an extra term in the Lagrangian. As an example,
consider the Lagrangian density

L0
g D �

1

2
dga ^ ?

g
dga C 1

2
ı
g
g

a ^ ?
g
ı
g
ga C 1

4
.dga ^ ga/ ^ ?

g

�
dgb ^ gb

�C 1

2
m2

ga ^ ?
g
g

a

(11.59)

With the extra term the equations for the gravitational field, for the Sa result in

� d ?
g
Sa D ?

g
T a C ?

g
ta C m2 ?

g
g

a; (11.60)

from where we get

ı
g
.T a C ta/ D �m2ı

g
g

a (11.61)

If we impose the gauge ı
g
ga D 0, which is analogous to the Lorenz gauge in

electrodynamics, Eq. (11.61) becomes

ı
g
.T a C ta/ D 0; (11.62)

which is the same equation valid in the case m D 0!
There are other possibilities of having a non null graviton mass, as, e.g., in

Logunov’s theory [20, 21], which we do not discuss here.15

11.7 Comment on the Teleparallel Equivalent of GR

We observe that some people [10] think to have find a valid way of formulating a
genuine energy-momentum conservation law in the teleparallel equivalent to general
relativity. In that theory, as we already know (see also [22]), spacetime is teleparallel
(a.k.a. Weintzenböck [25]), i.e., has a metric compatible connection with non zero

15We only observe that Lagrangian density of Logunov’s theory when written in terms of
differential forms is not a very elegant expression.
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torsion and with null curvature.16 However, the claim of [10] must be qualified.
Indeed, we have two important comments (a) and (b) concerning this issue.

(a) First, it must be clear that the structure of the teleparallel equivalent of GRT as
formulated, e.g., by Maluf [22] or Andrade et al. [10] consists in nothing more
than a trivial introduction of: (1) a bilinear form (a deformed metric tensor)
g D �abg

a ˝ gb and (2) a teleparallel connection in a manifold M ' R4 (
part of the structure defining a Minkowski spacetime). Indeed, taking advantage
of the discussion of the previous sections, we can present that theory with a
cosmological constant term as follows. Start with L0g (Eq. (11.59)) and write it
(after some algebraic manipulations) as

L0g D �
1

2
dga ^ ?

g

�
dga � ga ^ .gbydgb/C 1

2
?.
g
ga ^ ?.dgb ^ gb//

	
C1
2

m2
ga ^ ?

g
g

a

D �1
2

dga ^ ?
g
..1/dga � 2.2/dga � 1

2
.3/dga/C 1

2
m2

ga ^ ?
g
g

a; (11.63)

where

dga D.1/ dga C.2/ dga C.3/ dga;

.1/dga D dga �.2/ dga �.3/ dga;

.2/dga D 1

3
g

b ^ .gby
g
dgb/;

.3/dga D �1
3
?
g
.gb ^ ?

g
.dgb ^ gb/: (11.64)

Next introduce a teleparallel connection by declaring that the cobasis fgag fixes
the parallelism, i.e., we define the torsion 2-forms by

‚a WD dga; (11.65)

and L0g becomes

L0g D �
1

2
‚a ^ ?

g

�
.1/‚a � 2.2/‚a � 1

2
.3/‚a

�
C 1

2
m2

ga ^ ?
g
g

a; (11.66)

16In fact, formulation of teleparallel equivalence of GRT is a subject with a old history. See, e.g.,
[18].
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where .1/‚a D.1/ dga, .2/‚a D.31/ dga and .3/‚a D.31/ dga, called tractor (four
components), axitor (four components) and tentor (sixteen components) are the
irreducible components of the tensor torsion under the action of SOe

1;3.
(b) Recalling the results of Chap. 9 we now show that even if the metric of a given

teleparallel spacetime has some Killing vector fields there are genuine con-
servation laws involving only the energy-momentum and angular momentum
tensors of matter only if some additional condition is satisfied. Indeed, in the
teleparallel basis where r ea eb D 0 and Œem; en� D ca���mnea we have that the
torsion 2-forms satisfy

‚a D dga D �1
2

ca���mng
m ^ g

n D 1

2
Ta���mng

m ^ g
n: (11.67)

Then, recalling once again that £� .dga/ D d.£�ga/ D d.~a��bgb/ and Eq. (9.62)
we can use Eq. (9.65) (which express the condition £�‚ D 0) to write

d.~a��bgb/ D ~a��bdgb; (11.68)

which implies

d~a��b ^ g
b D 0: (11.69)

Then, Eq. (11.69) is satisfied only if the torsion tensor of the teleparallel
spacetime satisfy the following differential equation:

Tm���bd em.�
a/C ed.�

mTa���bm/� eb.�
mTa���dm/ D 0: (11.70)

Of course, Eq. (11.70) is in general not satisfied for a vector field � that is
simply a Killing vector of g. This means that in the teleparallel equivalent of GRT
even if there are Killing vector fields, this in general do not warrant that there are
conservation laws as in Eq. (9.59) involving only the energy and angular momentum
tensors of matter.

Next, we remark that from L0g we get as field equations (in an arbitrary basis, not
necessarily the teleparallel one) satisfied by the gravitational field the Eq. (11.60),
i.e.,

� d ?
g
Sa D ?

g
T a C ?

g
t
a; (11.71)

with

?
g
t
a D ?

g
ta C m2 ?

g
g

a (11.72)

and Sa and ta given in Eq. (9.84) where it must also be taken into account that in
the teleparallel equivalent of GRT and using the teleparallel basis the Levi-Civita
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connection 1-forms !a��b there must be substituted by ��a��b, with

�cd D �1
2

�
g

dy
g
dgc � g

cy
g
dgd C

�
g

cy
g
.gdy

g
dga/

�
g

a
	

D �1
2

�
g

dy
g
‚c � g

cy
g
‚d C

�
g

cy
g
.gdy

g
‚a/

�
g

a
	
; (11.73)

where �a��b D Ka���bcg
c, with Ka���bc the components of the so called contorsion tensor.17

We have,

? tc D 1

2
�ab ^ Œ�c��d ^ ?.ga ^ g

b ^ g
c/C �b��d ^ ?.ga ^ g

b ^ g
c/�: (11.74)

Under a change of gauge, ga 7! g0a D UgaU D ƒa
bg

b .U 2 sec Spine
1;3.M/ ,!

C`.M;g/, ƒa
b.x/ 2 SOe

1;3, 8 x 2 M), we have that ‚a 7! ‚0a D ƒa
b‚

b. It follows
that the tab, which are the components of the energy-momentum 1-forms ta D tabg

b

defines a tensor field.
We then conclude that for each gravitational field modelled by a particular

teleparallel spacetime, if the cosmological term is null or not there is a conservation
law of energy-momentum for the coupled system of the matter field and the
gravitational field which is represented by that particular teleparallel spacetime.
Although the existence of such a conservation law in the teleparallel spacetime is
a satisfactory fact with respect of the usual formulation of the gravitational theory
where gravitational fields are modelled by Lorentzian spacetimes and where genuine
conservation laws (in general) do not exist because in that theory the components
of ta defines only a pseudo-tensor, we cannot forget observation (a): the teleparallel
equivalent of GRT as formulated, e.g., by Maluf [22] or Andrade et al. [10] consists
in nothing more than a trivial introduction of: (1) a bilinear form (a deformed metric
tensor) g D �abg

a ˝ gb and (2) a teleparallel connection in the manifold M ' R4

of Minkowski spacetime structure. The crucial ingredient is still the old and good
Einstein-Hilbert Lagrangian density.

Finally we must remark that if we insist in working with a teleparallel spacetime
we lose in general the other six genuine angular momentum conservation laws
which always hold in Minkowski spacetime. Indeed, we do not obtain in general
even the chart dependent angular momentum ‘conservation’ law of GRT. The reason
is that if we write the equivalent of Eq. (11.60) in a chart .U; '/ with coordinates
fx�g for U � M we did not get in general that dx� ^ ?t� D dx� ^ ?t�, which
as well known is necessary in order to have a chart dependent angular momentum
conservation law [40].

17See, Eq. (4.197) with Q˛ˇ� D 0.
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11.8 On Clifford’s Little Hills

Even if we leave clear that there are at present time not a single indication
that the topology of our spacetime is different from R4we cannot leave out the
possibility that its topology is more complicated, in particular that it is modelled
by a Lorentzian brane (See Chap. 5) living in a large dimensional manifold. One
interesting aspect of this possibility is to transform the “wood” part of Einstein
equation in “marble”. Let us see how to do this applying the notable formula

@ ^ @ .v/ D R.v/ D �S2.v/

(see Eq. (5.9)) of brane theory to General Relativity. As we will see this permits to
give a mathematical formalization to Clifford’s intuition18 presented in [6], namely
that:

(1) That small portions of space are in fact of a nature analogous to little hills on a surface
which is on the average flat; namely, that the ordinary laws of geometry are not valid in
them.

(2) That this property of being curved or distorted is continually being passed on from one
portion of space to another after the manner of a wave.

(3) That this variation of the curvature of space is what really happens in that phenomenon
which we call the motion of matter, whether ponderable or ethereal.

(4) That in the physical world nothing else takes place but this variation, subject (possibly)
to the law of continuity.

To proceed. let .M; g;D; �g;"/ be a model of a gravitational field generated by
an energy momentum tensor T WD Ta

b�
a ˝ �b describing all matter of the universe

according to General Relativity theory. As well already know Einstein equation can
be written as

@^ @ �a D �Ta C 1

2
T�a; (11.75)

where Ta WD Ta
b�

b and T D Ta
a , with Ta

b . If we suppose that the structure .M; g/ is

a submanifold of . VM ' Rn; Vg/ for n large enough as discussed in the beginning of
Sect. 5.3 we can write Eq. (11.75) taking into account Eq. (5.146) as

S2.�a/ D Ta � 1
2

T�a: (11.76)

Thus, in a region where there is no matter S2.�a/ D 0, despite the fact that S.�a/ D
S.�a/ may be non null. So, a being living in the hyperspace Rn and looking at our
brane world will see the little hills (i.e., “matter”) are special shapes in M, places

18Taking into account, of course, that differently from Clifford’s idea, instead of a space theory of
matter, we must talk about a spacetime theory of matter.
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where the S2.�a/ ¤ 0 which act as sources for P.VdyS.�a// since P.VdyS.�a// D
�S2.�a/.

Remark 11.4 To properly appreciate the above argument one must take in mind
that the shape extensor depends for its definition on the metric Vg and the Levi-Civita
VD connection of Vg used in VM. So, a different choice of metric in VM will imply in
Clifford’s little hills to be represented by different shape extensors. Despite this
fact, it seems to us that shape is most appealing than the curvature biform R19 or
the Ricci 1-form fields Ra D @^@ �a as indicator of the presence of matter as
distortions in the world brane M. Indeed, inner observers living in M in general
may not have enough skills and technology to discover the topology of M and so
cannot know if their brane world is a bended surface in the hyperspace (i.e., VM)
or even if a open set U � M is a part of an hyperplane or not. Moreover, those
inner observers that have learned a little bit of differential geometry know that they
cannot say that their manifold is curved based on the fact that the curvature biform
is non null, for they know that the curvature biform is a property of the connection
(parallelism rule) that they decide to use by convention in M and not an intrinsic
property of M. They know that if they choose a different connection it may happen
that its curvature biform may be null and their connection (not their manifold) may
have torsion and even a non null nonmetricity tensor20 So, with their knowledge of
differential geometry they infer that little hills (as seems for beings living in VM) can
only be associated to the shape extensor if they use Levi-Civita connection of g in M.

11.9 A Maxwell Like Equation for a Brane World
with a Killing Vector Field

When .M; g/ admits a Killing vector field21 A 2 sec TM then it follows [30] that
ıA D 0, where A D g.A; / 2 sec

V1T�M ,! sec C`.M;g/. In this case we can
show that the Ricci operator applied to A is equal to the covariant D’Alembertian
operator applied to A, i.e.,

@ ^ @ A D @ � @ A (11.77)

Now, recalling Eq. (5.7) that the square of the Dirac operator @2 can be decomposed
in two ways, i.e.,

@ ^ @ AC @ � @ A D @2A D �dıA � ıdA (11.78)

19Recall that R is in general non null even in vacuum.
20Details about these possibilities are discussed in [11] where a theory of the gravitational field on
a brane diffeomorphic to R4 is discussed.
21See more details in Chap. 15.
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we have writing F D dA and taking into account that ıA D 0 that Einstein equation
can be written as

ıF D 2S2.A/ (11.79)

and since dF D ddA D 0 we can write Einstein equation as:

@F D �2S2.A/: (11.80)

Equation (11.80) shows that in a Lorentzian brane M of dim 4 which contains
a Killing vector field A, Einstein equation is encoded in an “electromagnetic like
field” F having as source a current J D 2S2.A/ 2 sec C`.M;g/.

Exercise 11.5 Prove Eq. (11.77).

11.10 Conclusions

This is a good point to end this chapter. Our intention in this book was only to
present some critical aspects of GRT theory (mainly using the Clifford bundle
formalism when convenient) and to discuss matters of principle, in particular to
let the reader aware of some very controversial issues concerning the orthodox
interpretation of Einstein’s theory, as, e.g., the case of the energy momentum
‘conservation’. We showed that this particular problem can be solved if we interpret
the gravitational field as a physical field living in Minkowski spacetime. The
gravitational field, when the graviton mass is zero, creates an effective Lorentzian
geometry where probe particles and probe fields move. In such theory there are no
exotic topologies, black holes,22 worm holes, no possibility for time-machines,23

22On this issue recall Sect. 6.9 keeping in mind that there are articles criticizing the notion
that black holes are predictions of GRT due mainly to some mathematical misunderstandings
as, e.g.[1, 4, 36] and/or physical grounds. When thinking on this issue take also into account
the ‘pasticcio’ concerning the black hole information ‘paradox’ (see, [15, 17]) and its possible
resolutions with the suggested existence of a “complementarity principle” [37] or existence of
firewalls [2] as an indication that the foundations of GRT and its relation to other theories of
Physics are not well understood as some people would like us to think. Recently adding stuff to the
“pasticcio” Hawking [16] is claiming that “The absence of event horizons mean that there are no
black holes—in the sense of regimes from which light can’t escape to infinity”. But this statement
seems to be already an old idea. More information at http://asymptotia.com/2014/01/30/hawking-
an-old-idea/ and http://www.physics.ohio-state.edu/~mathur/.
23The possibility for time machines arises when closed timelike curves exist in a Lorentzian
manifold. Such exotic configurations, it is said, already appears in Gödel’s universe model.
However, a recent thoughtful analysis by Cooperstock and Tieu (which we endorse) shows that
the old claim is wrong. Authors like, e.g, Davies [9] (which are proposing to build time machines
even at home), Gott [14] and Novikov [28] are invited to read [7] and find a error in the argument
of those authors.

http://www.physics.ohio-state.edu/~mathur/
http://asymptotia.com/2014/01/30/hawking-an-old-idea/
http://asymptotia.com/2014/01/30/hawking-an-old-idea/
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etc., which according to our opinion are pure science fiction objects. Eventually,
many will not like the viewpoint just presented,24 but we feel that many will become
interested in exploiting new ideas, which may be more close to the way Nature
operates. We hope that our study clarifies the real difference between mathematical
models and physical reality and leads people to think about the real physical
nature of the gravitational field (and also of the electromagnetic field25). We briefly
discussed also an Hamiltonian formalism for our theory and the concept of energy
defined by Eq. (11.25) and the one given by the ADM formalism, which are shown
to coincide.
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Chapter 12
On the Many Faces of Einstein Equations

Abstract This chapter gives a Clifford bundle approach to a theory of the grav-
itational field where this field is interpreted as the curvature of a Sl.2;C/ gauge
theory. The proposal of this presentation is to emphasize the many faces of Einstein
equation and in the development of the theory a collection of some non trivial and
useful formulas is derived and some misconceptions in presentations of the theory
of the gravitational field as a Sl.2;C/ gauge theory is discussed and fixed.

12.1 Introduction

Even if we leave clear in the previous chapters our opinion that the gravitational
field must be interpreted as a physical field in Minkowski spacetime, we decided
to present here how the orthodox Einstein theory can be formulated in a way
that resembles the gauge theories of particle physics, in particular a gauge theory
with gauge group Sl.2;C/. This exercise will reveal yet another face of Einstein’s
equations, besides the ones already discussed in previous chapters.1 For our
presentation we introduce mathematical objects called Clifford valued differential
forms (cliforms) and a new operatorD called the fake exterior covariant differential2

(FECD) acting on them. Moreover, with our formalism we show that Einstein’s
equations can be put in a form that apparently resembles Maxwell equations
written in coordinates and using the covariant of a Lorentzian spacetime structure
.M; g;D; �g;"/3 and which is very different from Eq. (11.80) of Chap. 11 which

1Of course, this will not exhaust the possible faces of Einstein’s equations, for finding new faces
depends mainly on authors mathematical knowledge and imagination. Also, the reader is here
advised that this chapter do not intend to be a presentation of the many developments that goes
under the name of gauge theories of gravitation. The interested reader on this issue may consult,
e.g., [9, 12].
2The name is due to the fact that D does not always satisfy a Leibniz type rule when applied to the
˝^product of arbitrary cliforms.
3Such form of Einstein’s equations leaded some people equivocally [17, 18] to think that they
achieved an unified theory of the gravitational and electromagnetic field. A discussion of that issue
may be found in [6, 15].
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430 12 On the Many Faces of Einstein Equations

really encodes Einstein equation in a Maxwell like equation when .M; g/ admits a
Killing vector field.4

12.2 Preliminaries

Let .M; g;r ; �g;"/ be a Riemann-Cartan spacetime. We already introduced the
Clifford bundle of differential forms C`.M;g/. To present from where ‘Sl.2;C/
Gauge Theories of Gravitation’ come from it will be useful to introduce Clifford
valued differential forms. For presenting these objects we need to introduce besides
the Clifford bundle of multiforms C`.M;g/, also the Clifford bundle of multivector
fields that will be denoted in what follows by C`.M; g/

C`.M; g/ D
[
x2M

C`.TxM; g/: (12.1)

This bundle has, of course, an analogous structure as the bundle C`.M;g/ of
multiform fields and all products, contractions, etc., are defined in analogous way,
and we shall use the same symbols for them, since this procedure produces no
confusion. If feag 2 PSOe

1;3
.M/ is an orthonormal basis for TM D V1TM ,!

C`.M; g/ we have

eaeb C ebea D 2�ab: (12.2)

Moreover, we introduce feag as the reciprocal basis of feag, i.e., ea � eb D ıb
a . A

general section m 2 sec C`.M; g/, called a (nonhomogeneous) multivector field has,
e.g., the expansion

m D sC viei C 1

2Š
bijeiej C 1

3Š
tijkeiejek C pe5; (12.3)

where e5 D e0e1e2e3 is the pseudoscalar generator and

s; vi; bij; tijk; p 2 sec
^0

TM ,! sec C`.M; g/: (12.4)

To motivate the introduction of Clifford valued differential forms we shall need to
recall some results from the general theory of connections (see Appendix) adapted
for the case of the spacetime structure .M; g;r ; �g;"/.

In the Appendix we learned that a connection (a gauge potential) is a 1-form in
the cotangent space of a principal bundle, with values in the Lie algebra of a gauge

4See also Chap. 15.
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group. For a gauge theory of the gravitational field it seems natural (at least at first
sight5) to take as gauge potential the linear connection6

N
! 2 sec T�PSOe

1;3
.M/˝ sl.2;C/; (12.5)

which determines exterior covariant derivative operators acting on sections of
associated vector bundles to the principal bundle PSOe

1;3
.M/. However, a moment of

reflection shows that
N
! cannot be the unique ingredient of our theory, since, if our

objective is to end with a geometrical spacetime structure .M; g;r; �g;"/ modeling
a gravitational field we needs to be able to reproduce the well known results obtained
with the usual covariant derivative of tensor fields in the base manifold. For that we

need besides
N
! also the soldering form

N
	 2 sec T�P

SOe
1;3
.M/˝ R1;3: (12.6)

Let be U � M and let & W U ! &.U/ � P
SOe
1;3
.M/. We are here interested in

the pullbacks &�N
! and &�

N
	 once we give a local trivialization of the respective

bundles. As it is well known [5, 10], in local coordinates fx�g covering U and with

fe� D @�,g a basis for TU, &�
N
	 uniquely determines the tensor field7

	 D e� ˝ dx� � e�dx� 2 sec TM ˝
^1

T�M: (12.7)

Remark 12.1 In Eq. (12.7) and other formulas involving Clifford valued differential
forms we will omit the symbol˝ when no confusion arises.

Now, if we give: (1) the Clifford algebra structure to the tangent bundle, thus
generating the Clifford bundle C`.M; g/ and; (2) recall moreover (see Sect. 3.3.4)
that for each x 2 U � M the bivectors of C`.TxM;gx/ generate under the product
defined by the commutator, the Lie algebra [11] spine

1;3 ' sl.2;C/, we are naturally
lead to define the representatives in C`.M; g/˝VT�M for 	 and for the pullback

5We are not going to discuss this issue here. Such a deficiency may be supplied by a careful and
lucid analysis of the problem of formulating GRT as a possible gauge theory with gauge groups
Sl.2;C/ or T.4/ as done by Wallner [20].
6In words,

N
! is a 1-form in the cotangent space of the bundle of orthonormal frames with values

in the Lie algebra soe
1;3 ' sl.2;C/ of the group SOe

1;3.
7Note that this tensor is the identity tensor acting on the space of vector fields on U 
 M. We
denoted the identity tensor by g in Chap. 11.
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! D &�N
! of the connection

N
! in a given gauge.

	 D e�dx� D ea�
a 2 sec

^1
TM ˝

^1
T�M ,! C`.M; g/˝

^1
T�M;

! D 1

2
!b�c�a� ebec�

a

D 1

2
.!b�c�a� eb ^ ec/˝ �a 2 sec

^2
TM ˝

^1
T�M ,! C`.M; g/˝

^1
T�M:

(12.8)

From Appendix A.4 we recall that whereas 	 is a true tensor, ! is not a true
tensor, since its ‘components’ do not have the appropriate tensor transformation
properties. Indeed, the !b�c�a� are the ‘components’ of the connection relative to the
basis feag. They are defined by

r ea eb D �!b���acec; !abc D �!cba D �ad!
d���bc; (12.9)

where rea is a metric compatible covariant derivative operator defined on the
tensor bundle and that acts naturally on C`.M; g/ as we already learned in previous
chapters. Objects like 	 and ! will be called Clifford valued differential forms (or
Clifford valued forms, or yet cliforms, for short), and below we give a detailed
account of the algebra and calculus of that objects. Let us now recall some additional
concepts of the theory of linear connections in the form appropriated for our
enterprise.

12.2.1 Exterior Covariant Differential

To achieve our objectives of presenting a ‘gauge like’ formulation of the theory
of the gravitational field we need to find an operator which acts naturally on
sections of cliforms and which mimics the action of the pullback of the exterior
covariant derivative operator acting on sections of a vector bundle associated with
the principal bundle PSOe

1;3
.M/, once a linear metric compatible connection is given.

This operator is introduced below and called fake exterior differential operator
(FECD). It is used in the calculations of curvature bivectors, Bianchi identities, etc.
With the FECD D and its associated operatorDer we can formulate Einstein’s theory
in such a way that the resulting equations looks like the equations for a gauge theory
with Sl.2;C/ as the gauge group. Before introducing D we first recall the concept of
the exterior covariant derivative (differential) acting on arbitrary sections of a vector
bundle E.M/ associated with PSOe

1;3
.M/ (having as typical fiber a l-dimensional real

vector space) and on EndE.M/ D E.M/ ˝ E�.M/, the bundle of endomorphisms
of E.M/ introduced in Appendix A.5 and next the concept of absolute differential
acting on sections of the tensor bundle, for the particular case of

Vl TM. In what
follows we use a simplified notation in relation to the general one in Appendix A.5
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Now, from Appendix A.5.4 we know that the exterior covariant differential
operator dE acting on sections of E .M/ and EndE.M/ is the mapping

dE W sec E .M/! sec E .M/˝
^1

T�M; (12.10)

such that for any differentiable function f W M ! R, A 2 sec E .M/ and any F 2
sec EndE.M/˝VpT�M/;G 2 sec EndE.M/˝VqT�M we have8:

dE.fA/ D df ˝ AC f dEA;

dE.F ˝^ A/ D dEF ˝^ AC .�1/pF ˝^ dEA;

dE.F ˝^ G/ D dEF ˝^ GC .�1/pF ˝^ dEG: (12.11)

In Eq. (12.11), writing F D Fa ˝ f .p/a , G D Gb ˝ g.q/b where Fa, Gb 2
sec EndE.M/, f .p/a 2 sec

VpT�M and g.q/b 2 sec
VqT�M we have

F ˝^ A D �Fa ˝ f .p/a

�˝^ A;

F ˝^ G D �Fa ˝ f .p/a

�˝^ Gb ˝ g.q/b ; (12.12)

with the product ˝^given through Definition A.68 in Appendix A.5.4. In order
to simplify even more the notation we eventually use when there is no possibility of
confusion, the simplified (sloppy) notation

.FaA/˝ f .p/a � .FaA/ f .p/a ;�
Fa ˝ f .p/a

�˝^ Gb ˝ g.q/b D
�
FaGb

�
f .p/a ^ g.q/b ; (12.13)

where FaA 2 sec E .M/ and FaGb means the composition of the respective
endomorphisms.

Let U � M be an open subset of M, fx�g coordinate functions of a maximal atlas
of M, fe�g a coordinate basis of TU � TM and fsKg; K D 1; 2; : : : l a basis for any
sec E .U/ � sec E .M/. Then, a basis for any section of E .M/ ˝V1T�M is given
by fsK ˝ dx�g.

Recall also, that the covariant derivative operator re� W sec E .M/ ! sec E .M/
is given by

dEA WD �re�A
�˝ dx�; (12.14)

where, writing A D AK ˝ sK we have

re�A D @�AK ˝ sK C AK ˝re�sK: (12.15)

8Recall that the product ˝^is given in Definition A.68.
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Now, let examine the case where E .M/ D TM � V1TM ,! C`.M; g/. Let fejg;
be an orthonormal basis of TM. Then, using Eqs. (12.14) and (12.9)

dEej D .rekej/˝ �k � ek ˝!k��j ;

!k��j D !k���rj�
r; (12.16)

where the !k��j 2 sec
V1T�M are the connection 1-forms.

Also, for v D viei 2 sec TM, we have

dEv D rei v˝� i D ei ˝ dEvi;

dEvi D dvi C!i��kvk: (12.17)

12.2.2 Absolute Differential

Now, let E .M/ D VlTM ,! C`.M; g/: In this case, dE is the usual absolute
differential r of A 2 sec

VlTM ,! sec C` .M;g/, i.e., it is a mapping (see, e.g.,
[5])

r W sec
^l

TM! sec
^l

TM ˝
^1

T�M; (12.18)

such that for any differentiable A 2 sec
VlTM we have

rA D .rei A/˝ � i; (12.19)

where rei A is the standard covariant derivative of A 2 sec
VlTM ,! sec C` .M;g/.

Also, for any differentiable function f W M ! R, and differentiable A 2 sec
VlTM

we have

r.fA/ D df ˝ AC frA: (12.20)

Now, if we suppose that the orthonormal basis fejg of TM is such that each ej 2
sec

V1TM ,! sec C` .M; g/ ; we can easily find using the Clifford algebra structure
of the space of multivectors that we can write:

rej D .rekej/˝ �k D 1

2
Œ!; ej� D �ejy!

! D 1

2
!a�b�k� ea ^ eb ˝ �k

� 1

2
!a�b�k� eaeb ˝ �k 2 sec

^2
TM ˝

^1
T�M ,! sec C`.M; g/˝

^1
T�M;
(12.21)
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where ! is the representative of the connection in the given gauge.
The general case is given by the following proposition:

Proposition 12.2 For A 2 sec
VlTM ,! sec C` .M; g/ we have

rA D dAC 1

2
Œ!;A�: (12.22)

Proof Left to the reader. Note that A is to be considered as a
VlTM-valued 0-form.

�

Equation (12.22) can now be extended by linearity for an arbitrary nonhomoge-
neous multivector A 2 sec C` .TM;g/.

We proceed now to find an appropriate exterior covariant differential which
acts naturally on Clifford valued differential forms, i.e., objects that are sections
of
V

T�M ˝ C`.M; g/ .� C`.M; g/ ˝VT�M / (see next section). Note that we
cannot simply use the above definition putting E .M/ D C`.M; g/ and EndE.M/ D
EndC`.M; g/, because EndC`.M; g/ ¤ C`.M; g/ ˝VT�M. Instead, we must find
inspiration in the general theory in order to find an appropriate definition. Let us see
how this can be done.

12.3 Clifford Valued Differential Forms

Definition 12.3 A homogeneous multivector valued differential form of type .l; p/
is a section of

VlTM˝VpT�M ,! C`.TM; g/˝VT�M, for 0 � l � 4, 0 � p � 4.
A section of C`.M; g/˝VT�M such that the multivector part is non homogeneous
is called a Clifford valued differential form (cliform).

We recall, that any A 2 sec
VlTM ˝VpT�M ,! sec C`.M; g/ ˝VpT�M can

always be written as

A D m.l/ ˝  .p/ � 1

lŠ
mi1:::il
.l/ ei1 � � � eil ˝  .p/

D 1

pŠ
m.l/ ˝  .p/j1:::jp

� j1 ^ � � � ^ � jp

D 1

lŠpŠ
mi1:::il
.l/ ei1 : : : eil ˝  .p/j1::::jp

� j1 ^ � � � ^ � jp (12.23)

D 1

lŠpŠ
Ai1:::il

j1:::jp
ei1 : : : eil ˝ � j1 ^ � � � ^ � jp :
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Moreover, recall that (See Definition A.68) the ˝^ product of A D m
A˝  .p/ 2

sec C`.M; g/˝VpT�M and B D m
B˝�.q/ 2 sec C`.M; g/˝VqT�M is the mapping9:

˝^ W sec C`.M; g/˝
^p

T�M � sec C`.M; g/˝
^q

T�M

! sec C`.M; g/˝
^pCq

T�M;

A˝^ B D m
A

m
B˝  .p/ ^ �.q/: (12.24)

Definition 12.4 The commutator ŒA;B� of A 2 sec
VlTM ˝ VpT�M ,!

sec C`.M; g/˝VpT�M and B 2VmTM ˝VqT�M ,! sec C`.M; g/˝VqT�M is
the mapping:

Œ ; � W sec
^l

TM ˝
^p

T�M � sec
^m

TM ˝
^q

T�M

! sec

1
2 ŒlCm�jl�mj�X

kD0

^jl�mjC2k
TM ˝

^pCq
T�M;

ŒA;B� D A˝^ B � .�1/pq B˝^ A (12.25)

Writing A D 1
lŠA

j1:::jl ej1 : : : ejl 
.p/, B D 1

mŠB
i1:::imei1 : : : eim�

.q/, with  .p/ 2
sec

VpT�M and �.q/ 2 sec
VqT�M, we have

ŒA;B� D 1

lŠmŠ
Aj1:::jl Bi1:::im

�
ej1 � � � ejl ; ei1 � � � eim


 .p/ ^ �.q/: (12.26)

The definition of the commutator is extended by linearity to arbitrary sections of
C`.M; g/˝VT�M.

Now, we have the following proposition:

Proposition 12.5 Let A 2 sec C`.M; g/ ˝VpT�M, B 2 sec C`.M; g/ ˝VqT�M,
C 2 A 2 sec C`.M; g/˝VrT�M. Then,

ŒA;B� D .�1/1CpqŒB;A�; (12.27)

and

.�1/pr ŒŒA;B� ;C�C .�1/qp ŒŒB;C� ;A�C .�1/rq ŒŒC;A� ;B� D 0: (12.28)

Proof It follows directly from a simple calculation, left to the reader. �

9Note that
m
A and

m
B are general non-homogeneous multivector fields.
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Equation (12.28) which is analogous to Eq. (A.45) may be called the graded
Jacobi identity [3].

Corollary 12.6 Let A.2/ 2 sec
V2TM ˝VpT�M and B 2 sec

VrTM ˝VqT�M.
Then,

ŒA.2/;B� D C; (12.29)

where C 2 sec
VrTM ˝VpCqT�M.

Proof It follows from a direct calculation, left to the reader. �

Proposition 12.7 Let ! 2 sec
V2TM ˝V1T�M, A 2 sec

VlTM ˝VpT�M, B 2
sec

VmTM ˝VqT�M. Then, we have

Œ!;A˝^ B� D Œ!;A�˝^ BC .�1/pA˝^ Œ!;B�: (12.30)

Proof Using the definition of the commutator we can write

Œ!;A�˝^ B D .!˝^ A � .�1/pA˝^ !/˝^ B

D .!˝^ A˝^ B � .�1/pCqA˝^ B˝^ !/
C.�1/pCqA˝^ B˝^ ! � .�1/pA˝^ !˝^ B

D Œ!;A˝^ B� � .�1/pA˝^ Œ!;B�;

from where the desired result follows. �

From Eq. (12.30) we have also10

. pC q/Œ!;A˝^ B�

D pŒ!;A�˝^ BC .�1/pqA˝^ Œ!;B�
CqŒ!;A�˝^ BC .�1/ppA˝^ Œ!;B�:

Definition 12.8 The action of the differential operator d acting on

A 2 sec
^l

TM ˝
^p

T�M ,! sec C`.M; g/˝
^p

T�M;

is given by:

dA WD ej1 � � � ejl ˝ dAj1:::jl (12.31)

D ej1 � � � ejl ˝ d
1

pŠ
Aj1:::jl

i1:::ip
� i1 ^ � � � ^ � ip :

10The result printed in [15] is wrong.
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We have the important

Proposition 12.9 Let A 2 sec C`.M; g/˝VpT�M and B 2 sec C`.M; g/˝VqT�M.
Then,

dŒA;B� D ŒdA;B�C .�1/pŒA; dB�: (12.32)

Proof The proof is a simple calculation, left to the reader. �

We now define the fake exterior covariant differential operator (FECD) D and
also an associated operator Der acting on a cliform A 2 sec

VlTM ˝VpT�M ,!
sec C`.M; g/ ˝VpT�M, (l; p � 1) as follows.

12.4 Fake Exterior Covariant Differential of Cliforms

Definition 12.10 The fake exterior covariant differential (FECD) of A is the
mapping:

D W sec
^l

TM ˝
^p

T�M ! sec
^l

TM ˝
^p

T�M ˝^
^1

T�M

� sec
^l

TM ˝
^pC1

T�M;

DA D dAC p

2
Œ!;A�; if A 2 sec

^l
TM ˝

^p
T�M; l � 0; p � 1: (12.33)

where ! is given by Eq. (12.21).

Remark 12.11 For p D 0 we identify
VlTM˝V0T�M D VlTM and thus in order

to have an agreement with Eq. (12.22) we put DA D dA C 1
2
Œ!;A�. When l D 0

we have DA D dA.

Proposition 12.12 Let A 2 sec
VlTM ˝ VpT�M ,! sec C` .M;g/ ˝VpT�M,

B 2 sec
VmTM ˝VqT�M ,! sec C`.M; g/˝VqT�M. Then, the FECD satisfies

D.A˝^ B/ D DA˝^ B C .�1/pA˝^ DB
CqŒ!;A�˝^ BC .�1/ppA˝^ Œ!;B�: (12.34)

Proof It follows directly from the definition if we take into account the properties
of the product˝^ and Eq. (12.30). �

Remark 12.13 According to the above propositionD does not satisfy Leibniz’s rule
when applied to the product A ˝^ B . This may seems strange, but we recall that
there are some important derivatives operators as, e.g., the Dirac operator acting on
sections of a Clifford bundle of multiforms that also does not satisfy Leibniz’s rule.
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12.4.1 The Operator Der

Definition 12.14 The operator Der is the mapping

Der W sec
^l

TM ˝
^p

T�M! sec
^l

TM ˝
^p

T�M;

such that for any A D L.l/ ˝ P.q/ 2 sec
VlTM ˝ VpT�M ,! sec C`.M; g/

˝VpT�M, l; p � 1, we have

.DerA/˝^ � r D DA: (12.35)

We have immediately

DerA D @erAC
p

2
Œ!r;A�; (12.36)

where @erA WD L.l/ ˝ 1
pjer.Pi1:::ip /�

i1:::ip !r D !.er/ and, of course, in general11

DerA ¤ rerA: (12.37)

Let us examine some important cases which will appear latter.

Case p D 1

Let A 2 sec
VlTM ˝V1T�M ,! sec C`.M; g/ ˝V1T�M. Then,

DA D dAC 1

2
Œ!;A�; (12.38)

or

DekA D @erAC
1

2
Œ!k;A�: (12.39)

Case p D 2

Let F 2 sec
VlTM ˝V2T�M ,! sec C`.M; g/ ˝V2T�M. Then,

DF D dF C Œ!;F �; (12.40)

DerF D @erF C Œ!r;F �: (12.41)

11For a Clifford algebra formula for the calculation of rerA, A 2 sec
VpT�M recall Eq. (7.44).
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12.4.2 Cartan Exterior Differential of Vector Valued Forms

Recall that [7] Cartan defined the exterior covariant differential of C D ei ˝
Ci 2sec

V1TM ˝VpT�M as a mapping

rc W
^1

TM ˝
^p

T�M �!
^1

TM ˝
^pC1

T�M;

rc
C D rc.ei ˝ C

i/ D ei ˝ dCi Crcei ^ C
i; (12.42)

rcej D .rekej/�
k

which in view of Eqs. (12.31) and (12.21) can be written as

rc
C D rc.ei ˝ C

i/ D dCC 1

2
Œ!;C�: (12.43)

So, we have, for p > 1, the following relation between the FECD D and Cartan’s
exterior differential (p > 1)

DC D rc
CC p � 1

2
Œ!;C�: (12.44)

Note moreover that when C.1/ D ei ˝ Ci 2 sec
V1TM ˝V1T�M, we have

DC
.1/ D rc

C
.1/: (12.45)

We end this section with two observations:

(1) We emphasize that to the concept of the fake exterior covariant differential
just introduced is different from the usual definition of the exterior covariant
differential acting on sections of a vector bundle E.M/ ˝VpT�M and also in
sections of EndE.M/ ˝VpT�M, as discussed in the Appendix and as appear
in well know texts, e.g., [1, 2, 7, 8, 13, 14, 19]. Our intention in defining
the fake exterior covariant differential of Clifford valued forms was to find
an object that could mimic coherently the pullback under a local section of
the covariant differential acting on sections of vector bundles associated with
a given principal bundle as used in gauge theories. The consistence of our
definition will be checked in several situations below.

(2) We note also that the fake exterior covariant differential is different from the
concept of exterior covariant derivative of indexed p-forms12 which are objects
like the curvature 2-forms (see below) or the connection 1-forms introduced
above.

12These objects have been introduced in Definition 4.89.
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12.4.3 Torsion and Curvature Once Again

Let 	 D e�dx� D ea�
a 2 sec

V1TM ˝ V1T�M ,! C`.M; g/ ˝ V1T�M and
! D 1

2

�
!b�c�a� eb ^ ec

�˝�a � 1
2
!b�c�a� ebec�

a 2 sec
V2TM˝V1T�M ,! C`.TM ; g/˝V1T�M be respectively the representatives of a soldering form and a connection

(in a fixed gauge) on the basis manifold. Then, following the standard procedure
[10], the torsion of the connection and the curvature of the connection on the basis
manifold are defined by

‚ D D	 2 sec
^1

TM ˝
^2

T�M ,! C`.M; g/˝
^2

T�M; (12.46)

and

R D D! 2 sec
^2

TM ˝
^2

T�M ,! C`.M; g/˝
^2

T�M: (12.47)

We now calculate‚ and then DR. We have,

D	 D D.ea�
a/ D ead�a C 1

2
Œ!a; eb��

a ^ �d (12.48)

and since 1
2
Œ!a; ed� D �edy!a D !c���adec we have

D.ea�
a/ D eaŒd�

a C !a���bd�
b ^ �d� D ea‚

a; (12.49)

and we recognize

‚a D d�a C !a���bd�
b ^ �d; (12.50)

as Cartan’s first structure equation.

12.4.4 FECD and Levi-Civita Connections

For a torsion free connection, the torsion 2-forms‚a D 0, and it follows that‚ D
0. We recall that a metric compatible connection ! (for which Dea g D 0; a D
0; 1; 2; 3) satisfying ‚a D 0 is called a Levi-Civita connection. In the remaining of
this Chapter we restrict ourself to that case.

To start recall that from Eq. (12.33) we have,

DR D dRC Œ!;R�: (12.51)

Then, taking into account that

R D d!C 1

2
Œ!;!�; (12.52)
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and that from Eqs. (12.27), (12.28) and (12.32) it follows that

dŒ!;!� D Œd!;!� � Œ!; d!�;
Œd!;!� D �Œ!; d!�;

ŒŒ!;!�;!� D 0; (12.53)

and it results that

DR D dRC Œ!;R� D 0: (12.54)

which is known as the Bianchi identity.
Note that, since feag is an orthonormal frame we can write (Ra��b��˛� � Rab

��)

R D 1

4
Rab
��ea ^ eb ˝ .dx� ^ dx�/

� 1

4
Rab

cdeaeb ˝ � c ^ �d D 1

4
R˛ˇ	�e˛eˇ ˝ dx	 ^ dx�

D 1

4
R��	�e�e� ˝ dx	 ^ dx� ; (12.55)

where R��	� are the components of the curvature tensor. We recall from Chap. 5 the
well known symmetries

R��	� D �R��	� ;

R��	� D �R���	;

R��	� D R	��� : (12.56)

We can also write Eq. (12.55) as

R D 1

4
Rab

cdeaeb ˝ .� c ^ �d/ D 1

2
R��dx� ^ dx�

D 1

2
Ra

beaeb; (12.57)

with

R�� D 1

2
Rab
��eaeb D 1

2
Rab
��ea ^ eb 2 sec

^2
TM ,! C`.M; g/;

Rab D 1

2
Rab
��dx� ^ dx� 2 sec

^2
T�M; (12.58)
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where R�� is called curvature bivectors and we recognize from Chap. 4 the Ra��b as
the Cartan curvature 2-forms, which satisfy Cartan’s second structure equation

Ra��b D d!a��b C!a��c ^ !c��d; (12.59)

a result that follows immediately calculating dR from Eq. (12.52). Now, we can also
write,

DR D dRC Œ!;R�

D 1

2
fd.1

2
Rab
��eaebdx� ^ dx�/C Œ!	;R���dx	 ^ dx� ^ dx�g

D 1

2
f@	R�� C Œ!	;R���gdx	 ^ dx� ^ dx� (12.60)

D 1

2
De	R��dx	 ^ dx� ^ dx�

D 1

3Š

�
De	R�� CDe�R�	 CDe�R	�

�
dx	 ^ dx� ^ dx� D 0;

from where it follows that

De	R�� CDe�R�	 CDe�R	� D 0: (12.61)

Remark 12.15 Equation (12.61) is called in Physics textbooks on gauge theories
(see, e.g., [13, 16]) Bianchi identities. Physicists call the operator

De	 � D	 D @	 C Œ!	; �; (12.62)

acting on the curvature bivectors as the ‘covariant derivative’. Note however that, as
detailed above, this operator is not the usual covariant derivative operator Dea acting
on sections of the tensor bundle, and not realizing this fact may give rise to a real
confusion.

We now find the explicit expression for the curvature bivectors R�� in terms of
the connections bivectors !� D !.e�/, which will be used latter. First recall that
by definition13

R�� D R � .�� ^ ��/ D �R � .�� ^ ��/ D �R��: (12.63)

13f��g is the dual basis of fe�g and the scalar product in Eqs. (12.63) and (12.64) refers to the
scalar product of the form factors of R.
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Now, observe that using Eqs. (12.27), (12.28) and (12.32) we can easily show
that

Œ!;!� � .�� ^ ��/ D !˝^ ! � .�� ^ ��/ D 2Œ!.e�/;!.e�/�
D 2Œ!�;!��: (12.64)

Using Eqs. (12.52), (12.63) and (12.64) we get

R�� D @�!� � @�!� C Œ!�;!��: (12.65)

which is to be compared with Eq. (5.44) of Chap. 5.

Exercise 12.16 Let A 2 sec
VpTM ,! sec C`.M; g/ and R the curvature of the

connection as defined in Eq. (12.47). Show that,14

D2A D 1

4
ŒR;A�C 1

4
Œd!;A�: (12.66)

12.5 General Relativity as a Sl.2 ;C/ Gauge Theory

12.5.1 The Non-homogeneous Field Equations

The analogy of the fields R�� D 1
2
Rab
��eaeb D 1

2
Rab
��ea ^ eb 2 sec

V2TM ,!
C`.M; g/with the gauge fields of particle fields is so appealing that it is irresistible to
propose some kind of a Sl.2;C/ formulation for the gravitational field. And indeed
this has already been done, and the interested reader may consult, e.g., [4, 12] for
details. Here, we observe that despite the similarities, the gauge theories of particle
physics are in general formulated in flat Minkowski spacetime and the theory here
must be for a field on a general Lorentzian spacetime. This introduces additional
complications, but it is not our purpose to discuss that issue with all attention it
deserves here. We only wants to discuss some issues related to the formalism just
introduced above.

To start, recall that in gauge theories besides the homogeneous field equations
given by Bianchi identities, we also have a nonhomogeneous field equation. This
equation which is to be the analog of the nonhomogeneous equation for the
electromagnetic field is written here as

D ?R D d ?RC Œ!;?R� D � ? J ; (12.67)

14The value obtained for D2A in [15] is wrong.
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where the J 2 sec
V2TM˝V1T�M ,! C`.M; g/˝V1T�M is a ‘current’, which,

if the theory is to be one equivalent to GRT, must be in some way related with the
energy momentum tensor in Einstein theory. In order to write from this equation an
equation for the curvature bivectors, it is very useful to imagine that

V2T�M ,!
C`.T�M;g/, the Clifford bundle of differential forms, for in that case the powerful
calculus used in previous chapters can be used. So, we write:

! 2 sec
^2

TM ˝
^1

T�M

,! C`.TM ; g/˝
^1

T�M ,! C`.M; g/˝ C`.T�M;g/;

R D D! 2 sec
^2

TM ˝
^2

T�M

,! C`.M; g/˝
^2

T�M ,! C`.M; g/˝ C`.T�M;g/

J D J� ˝ �� � J��� 2 sec
^2

TM ˝
^1

T�M (12.68)

,! C`.M; g/˝ C`.T�M;g/:

Now, using Definition 2.27 of the Hodge star operator and recalling that for a
torsionless connection it is d D @^ and ı D �@y we can write

d ?R D ��5.�@yR/ D � ? .@yR/ D � ? ..@�R�
� /�

�/: (12.69)

Also,

Œ!;?R� D Œ!�;R˛ˇ�˝ �� ^ ?.�˛ ^ �ˇ/
D �Œ!�;R˛ˇ�˝ �� ^ �5.�˛ ^ �ˇ/

D �1
2
Œ!�;R˛ˇ�˝ f���5.�˛ ^ �ˇ/C �5.�˛ ^ �ˇ/��g

D �5

2
Œ!�;R˛ˇ�˝ f��.�˛ ^ �ˇ/� .�˛ ^ �ˇ/��g

D �5Œ!�;R˛ˇ�˝ f��y.�˛ ^ �ˇ/
D �2 ? .Œ!�;R�

ˇ��
ˇ: (12.70)

Using Eqs. (12.67)–(12.70) we get15

@�R���� C 2Œ!�;R���� � D De�R���� D J�: (12.71)

15Recall that J� 2 sec
V2 TM ,! sec C`.M; g/.
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So, the gauge theory of gravitation has as field equations the Eq. (12.71), the
nonhomogeneous field equations, and Eq. (12.61) the homogeneous field equations
(which is Bianchi identities). We summarize that equations, as

De�R���� D J� , De	R�� CDe�R�	 CDe�R	� D 0: (12.72)

Equation (12.72) which looks like Maxwell equations, must, of course, be
compatible with Einstein’s equations, which may be eventually used to determine
R���� ;!� and J� , an exercise left to the interested reader.

12.6 Another Set of Maxwell-Like Equations for Einstein
Theory

We now show, e.g., how a special combination of the Ra��b are directly related with
a combination of products of the energy-momentum 1-vectors Ta and the tetrad
fields ea (see Eq. (12.75) below) in Einstein theory. In order to do that, we recall
from previous chapters that Einstein’s equations can be written in components in an
orthonormal basis as

Rab � 1
2
�abR D �Tab; (12.73)

where Rab D Rba are the components of the Ricci tensor (Rab D Rc����abc), Tab are the
components of the energy-momentum tensor of matter fields and R D �abRab is the
curvature scalar. We next introduce as (in analogy to what has been done in Chap. 9
for form fields) the Ricci 1-vectors and the energy-momentum 1-vectors by

Ra D Rabeb 2 sec
^1

TM ,! C`.M; g/; (12.74)

Ta D Tabeb 2 sec
^1

TM ,! C`.M; g/: (12.75)

We have that

Ra D �ebyRab: (12.76)

Now, multiplying Eq. (12.73) on the right by eb we get

Ra � 1
2

Rea D �Ta: (12.77)

Multiplying Eq. (12.77) first on the right by eb and then on the left by eb and
making the difference of the resulting equations we get

.�ecyRac/ eb � eb .�ecyRac/� 1
2

R.eaeb � ebea/ D .ebTa � Taeb/: (12.78)
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Defining

Fab D .�ecyRac/ eb � eb .�ecyRac/ � 1
2

R.eaeb � ebea/

D 1

2
.Raceceb C ebecRac � ecRaceb � ebRacec/� 1

2
R.eaeb � ebea/ (12.79)

and

Jb D Dea.ebTa � Taeb/; (12.80)

we have16

DeaFa
b D Jb: (12.81)

It is quite obvious that with coordinates fx�g covering an open set U � M we
can write

De	F
	

ˇ D Jˇ; (12.82)

with F	

ˇ D g	˛F˛ˇ and

F˛ˇ D
��e�yR˛�

�
eˇ � eˇ

��e�yR˛�

� � 1
2

R.e˛eˇ � eˇe˛/; (12.83)

Jˇ D De	 .e
	Tˇ � T	eˇ/: (12.84)

Remark 12.17 Equation (12.81) (or Eq. (12.82)) is a set of Maxwell-like nonhomo-
geneous equations. It looks like the nonhomogeneous classical Maxwell equations
when that equations are written in components, but keep in mind that Eq. (12.82) is
only a new way of writing the equation of the nonhomogeneous field equations in
the Sl.2;C/ like gauge theory version of Einstein’s theory, discussed in the previous
section. In particular, recall that any one of the six F	

ˇ 2 sec
V2TM ,! C`.M; g/.

Or, in words, each one of the F	

ˇ is a bivector field, not a set of scalars which are
components of a 2-form, as is the case in Maxwell theory. Also, recall that according
to Eq. (12.84) each one of the four Jˇ 2 sec

V2 TM ,! C`.M; g/.

From Eq. (12.81) it is not obvious that in vacuum we must have Fab D 0.
However that is exactly what happens if we take into account Eq. (12.79) which
defines that object. Moreover, Fab D 0 does not imply that the curvature bivectors

16Note that we could also produce another Maxwell-like equation, by using the usual Levi-Civita
covariant derivative operator D in the definition of the current, i.e., we can put Jb D Dea.T

aeb �
ebTa/, and in that case we obtain DeaFa

b D Jb. An equation of this form appears in [17, 18].
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Rab are null in vacuum. Indeed, in that case, Eq. (12.79) implies only the identity
(valid only in vacuum)

.ecyRac/ eb D .ecyRbc/ ea: (12.85)

Moreover, recalling definition (Eq. (12.58)) we have

Rab D 1

2
Rabcdeced; (12.86)

and we see that the Rab are zero only if the Riemann tensor is null which is not the
case in any non trivial general relativistic model.

The important fact that we want to emphasize here is that although eventually
interesting, Eq. (12.81) does not seem (according to our opinion) to contain anything
new in it. More precisely, all information given by that equation is already contained
in the original Einstein’s equation, for indeed it has been obtained from it by simple
algebraic manipulations. We state again: According to our view terms like

Fab D 1

2
.Raceceb C ebecRac � ecRaceb � ebRacec/ � 1

2
R.eaeb � ebea/;

Rab D .ebTa � Taeb/ � 1
2

R.eaeb � ebea/;

Fab D 1

2
R.eaeb � ebea/; (12.87)

are pure gravitational object and there is no relationship of any one of these objects
with the ones appearing in Maxwell theory. Of course, these objects may eventually
be used to formulate ‘interesting’ equations, like Eq. (12.81) which are equivalent
to Einstein’s field equations, but this fact does not seem to us to point to any new
Physics. Even more, from the mathematical point of view, to find solutions to the
new Eq. (12.81) is certainly as hard as to find solutions to the original Einstein
equations.

In [17, 18] there appear equations resembling the above ones using paravector
fields qa D eae0 2 sec C`.0/.M; g/. However, in those papers, the author
mislead the equations that he obtained with the Maxwell equations describing the
electromagnetic field, and claimed to have obtained an unified field theory for the
gravitational plus electromagnetic field. According to our discussion, such claims
are unfortunately equivocated. More details on this issue may be found in [6, 15].
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Chapter 13
Maxwell, Dirac and Seiberg-Witten Equations

Abstract In this Chapter we discuss three important issues. The first is how
i D p�1 makes its appearance in classical electrodynamics and in Dirac theory.
This issue is important because if someone did not really know the real meaning
uncovered by i D p�1 in these theories he may infers nonsequitur results.1

After that we present some ‘Dirac like’ representations of Maxwell equations.
Within the Clifford bundle it becomes obvious why there are so many ‘Dirac like’
representations of Maxwell equations. The third issue discussed in this chapter are
the mathematical Maxwell-Dirac equivalences of the first and second kinds and
the relation of these mathematical equivalences with Seiberg-Witten equations in
Minkowski spacetime .M;�;D; ��;"/which is the arena where we suppose physical
phenomena to take place in this chapter. We denote by fx�g coordinates in Einstein-
Lorentz-Poincaré gauge associated to an inertial reference frame e0 2 sec TM.
Moreover fe� D @

@x� g 2 sec TM; .� D 0; 1; 2; 3/ is an orthonormal basis, with

�.e�; e�/ D ��� D diag.1;�1;�1;�1/ and f�� D dx�g 2 sec
V1 T�M ,!

sec C`.M; �/ is the dual basis of fe�g.

13.1 Dirac-Hestenes Equation and i D p�1

We already learned in Chap. 7 that we can write Dirac equation in interaction with
the electromagnetic field in the spin-Clifford bundle C`l

Spine
1;3
.M; �/, as

@s e21 � m e0 � qA D 0 (13.1)

where  2 sec C`l
Spine

1;3
.M; �/ is a DHSF and the ea 2 R1;3 are such that eaeb C

ebea D 2�ab and A 2 sec
V1T�M ,! sec C`.M; �/. Equation (13.1) that we named

DEC`l does not involve complex numbers. We also learned that once we fix a spin
frame the DHC`l has a representative in the Clifford bundle that we called the Dirac-

1A clear example of the veracity of that statement is discussed in Sect. 13.2.1 using material
published in the literature.

© Springer International Publishing Switzerland 2016
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Hestenes equation,2

@.s/ „�
21 C m „�

0 � qA „ D 0; (13.2)

where  „ 2 sec C`.M; �/ is the representative of  2 sec C`l
Spine

1;3
.M; �/ in the spin

coframe„ 2 PSpine
1;3
.M/. Again this equation does not contain any complex number

in its formulation, and we already know from previous Chaps. 3 and 7 the important
geometrical meaning of representatives of DHSF.

Now, we recall that iD p�1 enters Dirac theory once we multiply Eq. (7.80) on
the right by the idempotent f D 1

2
.1 C e0/ 1

2
.1 C ie2e1/ 2 C˝R1;3. We get after

some simple algebraic manipulations the following equation for the (complex) ideal
left spin-Clifford field ‰f D ‰ 2 secC`l

Spine
1;3
.M;g/,

i@s‰ � m‰ � qA‰ D 0: (13.3)

From that equation we get using the standard matrix representation of the f��g
the standard Dirac equation for column spinor fields (c.r., Eq. (7.77)). We would
like to emphasize here that this introduction of i D p�1 in (first quantization)
Dirac theory is superfluous from any fundamental point of view, although it may be
useful in calculations. However it must be clear to the reader that Eq. (13.3) hides
the crucial geometrical information that �21 refers to the spin plane.

13.2 How i D p�1 Enters Maxwell Theory

The plane wave solutions (PWS) of ME are usually obtained by looking for
solutions to these equations such that the potential A D A��� is in the Coulomb
(or radiation) gauge, i.e.,

A0 D 0; @iA
i WD r � EA D 0 (13.4)

Equation (13.4), of course, implies that @ � A D �ıA D 0, i.e., the Lorenz gauge
condition is also satisfied. Now, in the absence of sources, A and F D @ ^ A D dA
satisfy, respectively the homogeneous wave equation (HWE) and the free ME

�A D 0; (13.5)

@F D 0 (13.6)

The PWS can be obtained directly from the free ME (@F D 0) once we suppose
that F is a null field, i.e., F2 D 0 (see Exercise 13.1). However, for the purposes we

2Recall that @.s/ D "ar .s/
ea

is the representative of the spin-Dirac operator in the Clifford bundle.
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have in mind we think more interesting to find these solutions by solving �A D 0

with the subsidiary condition given by Eq. (13.4).
In order to do that we introduce besides fx�g another set of coordinate fx0�g also

in the Einstein-Lorentz-Poincaré gauge which are also a .nacsj@=@x0/, such that ,
x00 D x0, x0i D Ri

jx
j. Putting "� D dx0� we then have

"� D R�� QRI "0 D �0, "i ¤ � i, (13.7)

where the (constant) R 2 sec Spin3.M/ generates a global rotation of the space axes.
We also write

"i"j � "ij; "ie0 D Eei; ; EeiEej � eij D �"ij; i D Ee1Ee2Ee3; i; j D 1; 2; 3 and i ¤ j:

(13.8)

We consider next the following two linearly independent monochromatic plane
solutions A.i/, i D 1; 2, of Eq. (13.5) satisfying the subsidiary condition giving by
Eq. (13.4) and moving in the Ee3 direction,

A.i/ D exp

�
.�1/iC1e21 N�i

2

	
e1 exp

��.�1/iC1e21 N�i

2

	
D exp

�
e21.�1/iC1 N�i


"1;

N�i W M! R, x 7! N�i.x/ D k0�x0� C N'i D !t � Ek0 � Ex0 C N'i, ! D jEk0j;
Ek0 D !Ee3: (13.9)

where the N'i are real constants, called the initial phase. Since A.i/0 D 0 we write,

EA.i/ D A.i/"0 D exp
��.�1/iC1e21 N�i

 Ee1 D Ee1 exp
�
.�1/iC1e21 N�i


; (13.10)

Now,

F.i/ D @ ^ A.i/ D @ ^ A.i/ D @"0"0A.i/

D .@t � r/.�EA.i//: (13.11)

13.2.1 From Spatial Rotation to Duality Rotation

We calculate in details F.1/ in order for the reader to see explicitly how i D Ee1Ee2Ee3
enters in the classical formulation of the electromagnetic field. We have,

F.1/ D �! �Ee1Ee2Ee1 exp.e21 N�1/� Ee3Ee1Ee2Ee1 exp.e21 N�1/


D ! �Ee2 � iEe1


exp.�e21 N�1/
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D ! �Ee1 C iEe2


exp.�i�1/

�1 D !t � Ek0 � Ex0 C '1; '1 D N'1 � �
2

(13.12)

This formula shows how a spatial rotation turns up into a duality rotation, a really
non trivial result.

13.2.2 Polarization and Stokes Parameters

Now, a monochromatic plane wave can be written as a linear combination of F.1/ and
F.2/, which have, of course, opposite helicities,3 denoted from now on respectively
byC and �. We write

F

!
D .iEe1 � Ee2/

n
aCe/Œ�i.!t�Ek0 �Ex0C'C� � a�eŒi.!t�Ek0 �Ex0C'�/�

o
(13.13)

where a˙ are real constants. Now, observe that F can be written as the product
of two (different) 2-dimensional matrix fields with values in the Clifford bundle
I.M; �/ D C`0.M; �/e;where

e D .1 � Ee3/
2

2 sec C`0.M; �/ (13.14)

is an idempotent field.4 We write

F D p2iEe1
h
ee�i.!t�Ek0 �Ex0/; eei.!t�Ek0 �Ex0/

i �p
2!aCe�i'Ce

�p2!a�eCi'�e

	
(13.15)

This means that each line of , e.g., the 2-dimensional matrix field

� D
�p

2!aCe�i'Ce

�p2!a�eCi'�e

	
(13.16)

is an amorphous spinor field (recall Sect. 7.10).
Writing

F D EEC iEB, F� D EE � iEB;

3For the moment different helicities means that the vectors EA.i/ have opposite sense of rotation. We
will be more precise later.
4Recall that I.M; �/ is a bundle of amorphous spinor fields and it is not to be confused with the
bundle I.M; �/ (Definition 7.16) of algebraic spinor fields.
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we recall that the polarization of a given wave is in general specified by EE D
.FCF�/=2, the electric field. Now, for every formally complex number or formally
complex Euclidian vector field we define in an obvious way the operators Re and
Im, such that, e.g.,

EE D Re F D ReF D Re
hEEe�i.!t�Ek0 �Ex0/

i
; (13.17)

EE D ip
2

�Ee1 C iEe2; Ee1 � iEe2
 �!p2aCe�i'C

!
p
2a�ei'�

	
: (13.18)

The Clifford valued two dimensional complex vector field

E D
�
!
p
2aCe�i'C

!
p
2a�ei'�

	
(13.19)

plays an important role since it enters in the definition of the coherence density
matrix.

We observe that EE looks like the complex electric field used in electrodynamic
text books, (with the substitution i 7! i D p�1) as, e.g., in the books by Jackson
[19] and Landau and Lifshitz [22] . However, it is necessary to emphasize once more
that
p�1 has no meaning in classical electromagnetic field and its use in general

occults the fundamental geometrical meaning of i.
To continue we put

a1 D aCe�i'C ; a2 D a�ei'� ; (13.20)

which are formally complex numbers. Now,

uC ES D 2FF�

D 4!2.ja1j2 C e2i.!t�Ek0�Ex0/aC1 a2 C e�2i.!t�Ek0 �Ex0/a1a
C
2 C ja2j2/.1C Ee3/;

(13.21)

where u and ES are respectively the energy density and the Poynting vector. The mean
value of this equation over the rapid oscillations of the field gives

.uC ES/ D 4!2.ja1j2 C ja2j2/.1C Ee3/: (13.22)

Now we calculate the product EEC. This gives,

1

2!2
EEC D e

� ja1j2 a1a
C
2

aC1 a2 ja2j2
	

D e
�
	0 C 	1�1 C 	2�2 C 	3�3

�
: (13.23)
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In Eq. (13.23) the �i, i D 1; 2; 3 are the Pauli spin matrices and the matrix �,

� D 	0 C 	1�1 C 	2�2 C 	3�3;

	0 D ja1j
2 C ja2j2
2

; 	1 D Re aC1 a2; 	2 D ImaC1 a2, 	3 D ja1j
2 � ja2j2
2

:

(13.24)

is called the Cartesian representation of the coherence density 	. The 	i are called
the Stokes parameters. The expression for EEC suggest to us to define the fake
‘spinor’ field ‡ D 	 ˝ e 2 sec C`0.M; �/ ˝ I.M; �/ � sec C`.M; �/ ˝ C`.M; �/,
where 	 (the coherence density matrix) is given by,

	 D 	0 C 	1Ee1 C 	2Ee2 C 	3Ee3 D 	0 C E	: (13.25)

Now, consider the action of5 Spin3.M/ ˝ Spin3.M/ on the sections of
sec Cl0.M; �/˝ I.M; �/ � sec Cl.M; �/˝ C`.M; �/ defined by

‡ 7! ‡ 0 D U	U�1 ˝U�1e; U 2 sec Spin3.M/: (13.26)

Since the information contained in ‡ and‡ 0 are the same we see that U	U�1has
also the same information carried by 	: The matrix representation of U	U�1 is
given by

U�U�1 (13.27)

where for any x 2 M, U.x/ 2 SU.2/ is the matrix representation of U 2
sec Spin3.M/ and � the matrix representation of 	. For example, for

U D 1

2

�
i i
�1 1

	
(13.28)

we have the so called Jones representation. Writing

‡ D 	0 ˝ eC E	˝ e (13.29)

we see that the coherence matrix, defines an unitary6 vector E	 ˝ e in an internal
space. This means that any tentative of associating E	 or better, 	�0 D 	0�

0 � 	i�
i

5Spin3 ' SU.2/.
6Recall that E	 is an unitary vector.
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with a spacetime vector field will produce nonsense.7 Recall the ratios

�L D
s
	12 C 	32
	02

; �C D 	2

	0
(13.30)

which are called respectively the degree of linear polarization and the degree of
circular polarization. We can write recalling Eqs. (13.24) and (13.20)

�C D jaCj
2 � ja�j2

jaCj2 C ja�j2

D iEe3 � F � FC

F � FC : (13.31)

This last formula for �C appears in electrodynamics and optics books written in
terms of a complex Euclidean vector field EE which has the same form as the biform
field F 2 sec C`0.M; �/ (with the substitution i 7! i D p�1). Explicitly, we find,
e.g., in Silverman’s book [42],

�C D iEe3 �
EE � EEC
EE � EEC

; i D p�1: (13.32)

Now, in [9–15] it is defined

EB.3/ D �ie

!
EE � EEC (13.33)

and it is claimed that this phaseless field EB.3/ is a fundamental longitudinal magnetic
field with is an integral part of the plane wave field configurations. Obviously, this
is sheer nonsense, and Silverman’s in his wonderful book [42] writes in this respect:

“Expression (13.32)8 is specially interesting, for it is not, in my experience, a
particularly well-known relation. Indeed, it is sufficiently obscure that in recent
years an extensive scientific literature has developed examining in minute detail
the far reaching electrodynamic, quantum, and cosmological implications of a
“new” nonlinear light interaction proportional to EE � EEC (deduced by analogy to
the Poynting vector ES _ EE � EHC) and interpreted as a “longitudinal magnetic
field” carried by the photon. Several books have been written on the subject.
Were any of this true, such a radical revision of Maxwellian electrodynamics
would of course be highly exciting, but it is regrettably the chimerical product of

7This is just what happened with the misleading EB.3/ theory presented in a series of books and
inumerous articles, see e.g., [9–15].
8In Silverman’s book his Eq. (34), pp.167 is the one that corresponds to our Eq. (13.32).
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self-delusion—just like the “discovery” of N-Rays in the early 1900s.(During the
period 1903–1906 some 120 trained scientists published almost 300 papers on the
origins and characteristics of a totally spurious radiation first purported by a French
scientist, René Blondlot).” 9

Of course, the real meaning of the right hand side of Eq. (13.31) (or Eq. (13.32))
is that it is a generalization of the concept of helicity which is defined for a single
photon in quantum theory (see, e.g., [20, 42]). We shall not give the details here,
we only quote that, e.g., for a right circularly polarized plane wave (helicity �1),
aC D 0; a� D 1 and �C D �1.

Exercise 13.1 Find PWS of the free Maxwell equations @F D 0 directly.

Solution As we know ME in vacuum can be written as

@F D 0; (13.34)

where F 2 sec
V2 T�M ,! sec C`.M; �/. The well known PWS of Eq. (13.34)

are obtained as follows. In a given Lorentzian chart fx�g of the maximal atlas of
M naturally adapted to the inertial reference frame @=@x0 a PWS moving in the
z-direction is written as

F D fe�5k�x; (13.35)

k D k���; k1 D k2 D 0; x D x���; (13.36)

where k; x 2 sec
V1 T�M ,! sec C`.M; �/ and where f is a constant 2-form. From

Eqs. (13.34) and (13.35) it follows that

kF D 0 : (13.37)

Multiplying Eq. (13.37) by k we get

k2F D 0 (13.38)

and since k 2 sec
V1 T�M ,! sec C`.M; �/ then

k2 D 0 $ k0 D ˙jEkj D k3; (13.39)

i.e., the propagation vector is light-like. Also

F2 D �F � F C F ^ F D 0 (13.40)

9Of course, Silverman is referring to papers like, e.g., [9–15] and hundred of others by one author
and his many associates. Some of the absurdities of those papers are discussed in [6].
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as can be easily seen by multiplying both members of Eq. (13.37) by F and taking
into account that k ¤ 0. Equation (13.40) says that the field invariants are null for
PWS. Such fields are known as null fields.

As in the previous section we emphasize again the fundamental role of the
volume element �5 (duality operator) in electromagnetic theory. In particular since
e�5k�x D cos k � xC �5 sin k � x, we see that

F D f cos k � xC �5f sin k � x: (13.41)

Writing F D EE C iEB, with i � �5 and choosing f D Ee1 C iEe2, Ee1 � Ee2 D 0, Ee1, Ee2
constant vectors in the Pauli subbundle sense, Eq. (13.35) becomes

.EEC iEB/ D Ee1 cos kx � Ee2 sin k � xC i.Ee1 sin k � xC Ee2 cos k � x/: (13.42)

This equation is important because it shows once again that we must take care with
the i D p�1 that appears in usual formulations of Maxwell theory using complex
electric and magnetic fields. The i D p�1 in many cases unfolds a secret that
can only be known through Eq. (13.42). From Eq. (13.37) we can also easily show
that Ek � EE D Ek � EB D 0, i.e., PWS of ME are transverse waves. However, contrary
to common belief, the free Maxwell equations possess also solutions that are not
transverse waves and for which F2 ¤ 0. Those (extraordinary) solutions [32, 33, 35]
and their properties will be fully investigated in a forthcoming book [8].

We can rewrite Eq. (13.37) as

k�0�0F�0 D 0 (13.43)

and since k�0 D k0 C Ek; �0F�0 D �EEC iEB we have

Ekf D k0f : (13.44)

Now, we recall that in C`0.M; �/ (where the typical fiber is isomorphic to the Pauli
algebra R3;0) we can introduce the operator of space conjugation [18] denoted by �
such that writing f D EeC iEb we have

f � D �EeC iEb I k�0 D k0 I Ek� D �Ek: (13.45)

We can now interpret the two solutions of k2 D 0, i.e., k0 D jEkj and k0 D �jEkj as
corresponding to the solutions k0f D Ekf and k0f � D �Ekf �; f and f � correspond in
quantum theory to “photons” which are of positive or negative helicities. We can
interpret k0 D jEkj as a particle and k0 D �jEkj as an antiparticle.

Summarizing we have the following important facts concerning PWS of ME: (1)
the propagation vector is light-like, k2 D 0; (2) the field invariants are null, F2 D 0;
(3) the PWS are transverse waves, i.e., Ek � EE D Ek � EB D 0.
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13.3 ‘Dirac Like’ Representations of ME

We exhibit in this section some faces (i.e., different mathematical representations)
of ME where in any case the Maxwell field is represented by an amorphous spinor
field (see Sect. 7.8.) satisfying a ‘Dirac like’ equation. In the next section we show
how, given a spin coframe, we can associate a representative  „ 2 sec C`.M; �/ of
a Dirac-Hestenes spinor field to the Faraday field F 2 sec

V2T�M ,! sec C`.M; �/.
The equation satisfied by  „ gives a mathematical Maxwell-Dirac equivalence of
the first kind.

We start from the Maxwell equation written in the Clifford bundle, i.e.,

@F D J; (13.46)

where F D 1
2
F������ 2 sec

V2T�M ,! sec C`.M; �/ and J 2 sec
V1T�M ,!

sec C̀ .M; �/. Moreover, we recall that

ŒF��� D

2664
0 �E1 �E2 �E3

E1 0 �B3 B2
E2 B3 0 �B1
E3 �B2 B1 0

3775 ; (13.47)

and that we can write

F D EEC iEB (13.48)

with EE D EiE�i, EB D BiE�i, E�i D �I�0 as discussed in the previous section.

13.3.1 ‘Dirac Like’ Representation of ME on I0.M; �/

Now, consider the bundle of amorphous spinor fields I 0.M; �/ D C`0.M; �/e, where

e D 1

2
.1 � �3�0/ D 1

2
.1C E�3/ 2 sec C`0.M; �/ (13.49)

is a primitive idempotent field.
We can perform the following algebraic manipulations in ME.

@F D J) @�0�0F�0 D J�0: (13.50)

Also,

@�0 D E��@�; E�0 � 1; E� i D �E�i; (13.51)

�0F�0 D �EE C iEB; J�0 D J�E��:
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Writing FC D EE � iEB , ' D FCe; � D �J�E�� e 2 sec I 0.M; �/, we have,

E��@�' D �: (13.52)

As the reader can easily verify recalling the results of Chap. 3, Eq. (13.52) has a two
dimensional matrix representation, namely

��@�' D � (13.53)

with

' D
��E3 C iB3 0

�E1 C iE2 C iB1 � B2 0

	
; � D

��J0 C J3 0
J1 C iJ2 0

	
: (13.54)

13.3.2 Sachs ‘Dirac Like’ Representation of ME

Consider the equation @ D ~,  D Fe00 and ~ D Je00, where the idempotent
field e00 D 1

2
.1C �3�0/ 2 sec C`0.M; �/ generates the bundle of amorphous (Weyl)

spinor fields I 00.M; �/ D C`0.M; �/e00. The objects living in I 00.M; �/ have a 4 � 4
matrix representation, as the reader may easily verify using the results of Chap. 3.
We have,

 D

2664
�E3 C iB3 0 0 0

�E1 � iE2 C iB1 � B2 0 0 0
0 0 0 E1 � iE2 C iB1 C B2
0 0 0 �E3 � iB3

3775 ;

� D

2664
0 0 0 �J1 C iJ2
0 0 0 �J0 C J3
�J0 C J3 0 0 0
J1 C iJ2 0 0 0

3775 : (13.55)

Putting now,

O'1 D
��E3 C iB3
�E1 � iE2 C iB1 � B2

	
; O~1 D

�
J0 C J3
J1 C iJ2

	
; (13.56)

O'2 D
�

E1 � iE2 C iB1 C B2
�E3 � iB3

	
; O~2 D

��J1 C iJ2
J0 C J3

	
;
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the matrix representation of the equation @Fe00 D �e00 decouples in two differential
equations for matrix representation of the amorphous (Weyl) spinor fields namely

O��@� O�a O'a D O�a; a D 1; 2: (13.57)

Equation (13.57) has been first obtained by Sachs [37] in an ad hoc way starting
from a non covariant equation. Of course, both equations in Eq. (13.57) carries the
same information, exactly the same information carried by Eq. (13.53).10

13.3.3 Sallhöfer ‘Dirac Like’ Representation of ME

Consider now the idempotent e D 1
2
.1 C �0/ 2 sec C`.M; �/. The 4 � 4 matrix

representations of the amorphous spinor fields � D Fe, � D Je 2 sec C`.M; �/e are
easily found as

� D

2664
iB3 iB1 C B2 0 0
�iB1 C B2 �iB3 0 0

E3 E1 � iE2 0 0
E1 C iE2 �E3 0 0

3775 ; (13.58)

� D

2664
J0 0 0 0

0 J0 0 0

J3 J1 � iJ2 0 0
J1 C iJ2 �J3 0 0

3775 : (13.59)

We can easily verify that each one of the non null columns of � satisfies a
‘Dirac-like’ equation. In particular, taking into account that the ME are invariant
under the substitutions EB 7! EE; EE 7! �EB and considering a medium with dielectric
susceptibility 
 and magnetic permeability � (both possibly, spacetime functions)
and making the substitution EB 7! EH in Eq. (13.58), writing moreover c for the
speed of light in vacuum,11 we get that the free electromagnetic fields in the medium
satisfies �

E� � r �
�

I2
��I2

	
1

c

@

@t

�
� D 0; (13.60)

10The pair of Eq. (13.57) suggest the existence of new invariants for the electromagnetic fields, and
indeed Sachs made interesting use of them in [37] .
11We are using s system of units such that c D 1:
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which is an equation originally obtained by Sallhöfer [38–41] in an ad hoc way.
Recently Smulik [44] obtained several interesting solutions for ME from known
solutions of Eq. (13.60) for some 
 and � functions.

13.3.4 A Three Dimensional Representation of the Free ME

Here we derive a three dimensional representation of the free ME, first presented
by Majorana [25] (see also [21]), but obtained in a completely different way from
the one given below. Our starting point is Eq. (13.50) (obviously equivalent to ME)
which since it is also satisfied by �5F can be rewritten (in the case J D 0) in the
following equivalent ways in C`0.M; �/ � C`.M; �/.

@.�5F/ D 0;
iE��@�F D 0; (13.61)

.i
E�0
2
/
@

@t
F D �i

E� i

2
@iF:

Now, we recall that
�E� i=2; E� j=2

 D i"ij
k E�k =2, i.e., the set {E� i=2} is a basis for

any x 2 M of the Lie algebra su.2/ of SU.2/, the universal covering group of SO3,
the special rotation group in three dimensions. A three dimensional representation
of su.2/ is given by the Hermitian matrices

Kp D
24 0 �iıp3 iıp2

iıp3 0 �iıp1

�iıp2 iıp1 0

35 (13.62)

and

ŒKp;Kq� D i
pq
r Kr: (13.63)

Writing moreover K0 D I3 for the three dimensional unitary matrix and defining

jFi D
24E1 C iB1

E2 C iB2
E3 C iB3

35 ; (13.64)

we can obtain ME in three dimensional form with the substitutions

1

2
E�� 7! K�; i 7! i;F 7! jFi: (13.65)
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in Eq. (13.61). We get

i
@

@t
jFi D �iK � r jFi (13.66)

Note the doubling of the representative of the unity element of C`0.M; �/ when
going to the three dimensional representation. This corresponds to the fact that
in relativistic quantum field theory, the 2 � 2 matrix representation of Eq. (13.61)
(projected in the idempotent 1

2
.1C E�3/) represents12 the wave equation for a single

quantum of a massless spin 1/2 field, whereas Eq. (13.66) represents the wave
equation for a single quantum of a massless spin 1 field.13

13.4 Mathematical Maxwell-Dirac Equivalence

In [1–5] using standard covariant spinor fields Campolattaro proposed that Maxwell
equations are equivalent to a non linear Dirac like equation. The subject has been
further developed in [31, 36, 47, 48] using the Clifford bundle formalism. The crucial
point in proving the mentioned equivalence (abbreviated as MDE in what follows,
when no confusion arises), starts once we observe that to any given representative
 2 sec.

V0 T�M C V2 T�M C V4 T�M/ ,! sec C`.M; �/ of a Dirac-Hestenes
spinor field in a given spin coframe there is associated an electromagnetic field
F 2 sec

V2 T�M ,! sec C̀ .M; �/, (F2 ¤ 0) through the Rainich-Misner theorem,
i.e., we have [30, 31, 36, 47, 48]

F D  �21 Q : (13.67)

Before proceeding we recall that for null fields, i.e., F2 D 0, the spinor associated
with F through Eq. (13.67) must be a Majorana spinor field (Sect. 3.3). Now, since
an electromagnetic field F, with F2 ¤ 0 satisfying Maxwell equation14 has six
degrees of freedom and a Dirac-Hestenes spinor field has eight (real) degrees of
freedom some authors felt uncomfortable with the approach used in [31, 36, 47,
48] where some gauge conditions have been imposed on a nonlinear equation

12Of course, it is necessary for the quantum mechanical interpretation to multiply both sides of
Eq. (13.66) by „, the Planck constant.
13Indeed in quantum mechanics the Pauli matrices � i and the matrices Ki are the quantum
mechanical spin operators and

3X
iD1

.� i/
2 D 1

2
.1C 1

2
/ D 3

4
;

3X
iD1

.Ki/
2 D 1:.1C 1/ D 2:

.
14Such solutions exist [32, 33, 35] and are investigated in details in a forthcoming book [8].
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(equivalent to Maxwell equation), thereby transforming it into an usual linear Dirac
equation (the Dirac-Hestenes equation in the Clifford bundle formalism). The claim,
e.g., in [16] is that the MDE found in [31, 36, 47, 48] cannot be general. The
argument there is that the imposition of gauge conditions implies that a  satisfying
Eq. (13.67) can have only six (real) degrees of freedom, and this implies that the
Dirac-Hestenes equation corresponding to Maxwell equation can be only satisfied
by a restricted class of Dirac-Hestenes spinor fields, namely the ones that have six
degrees of freedom.

Incidentally, in [16] it is also claimed that the generalized Maxwell equation

@F D Je C �5Jm (13.68)

(where Je; Jm 2 sec
V1 T�M) describing the electromagnetic field generated by

charges and monopoles [24] cannot hold in the Clifford bundle formalism, because
according to that author the formalism implies that Jm D 0.

In what follows we analyze those claims of [16] and prove that they are
equivocated. The reason for our enterprise is that as will become clear in what
follows, understanding of Eqs. (13.67) and (13.68) together with some reasonable
hypothesis permit a derivation and eventually even a possible physical interpretation
of the famous Seiberg-Witten monopole equations [27, 28, 43]. So, our plan is the
following: first we prove that given F in Eq. (13.67) we can solve that equation
for  , and we find that  has eight degrees of freedom, two of them being
undetermined, the indetermination being related to the elements of the stability
group of the spin plane �21. This is a non trivial and beautiful result which can be
called inversion formula. Next, we introduce a generalized Maxwell equation and
the generalized Hertz equation. After that we prove a mathematical Dirac-Maxwell
equivalence of the first kind [31, 36, 47, 48], thereby deriving a Dirac-Hestenes
equation from the free Maxwell equations. Moreover, we introduce a new form
of a mathematical Maxwell-Dirac equivalence, called MDE of the second kind.
This new MDE of the second kind suggests that the electron is a ‘composite’
system. To prove the Maxwell-Dirac equivalence of the second kind we decompose
a Dirac-Hestenes spinor field satisfying a Dirac-Hestenes equation in such a way
that it results in a nonlinear generalized Maxwell (like) equation satisfied by
a certain Hertz potential field, mathematically represented by an object of the
same mathematical nature as an electromagnetic field, i.e., … 2 sec

V2 T�M ,!
sec C̀ .M; �/. This new equivalence is very suggestive in view of the fact that there
are recent (wild) speculations that the electron can be splitted in two components
[26] (see also [7]). If this fantastic claim announced by Maris [26] is true, it is
necessary to understand what is going on. The new Maxwell-Dirac equivalence of
the second kind may eventually be useful to understand the mechanism behind the
“electron splitting” into electrinos, but we are not going to discuss these ideas here.
Instead, we concentrate our attention in showing that (the analogous on Minkowski
spacetime) of the famous Seiberg-Witten monopole equations arises naturally from
the MDE of the first kind once a reasonable hypothesis is imposed. We also present
a possible coherent interpretation of that equations. Indeed, we prove that when
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the Dirac-Hestenes spinor field satisfying the first of Seiberg-Witten equations is
an eigenvector of the parity operator, then that equation describe a pair of massless
‘monopoles’ of opposite ‘magnetic’ like charges, coupled together by its interaction
electromagnetic field.

13.4.1 Solution of F D  21 Q 

We now want solve Eq. (13.67) for  . Before proceeding we observe that on
Euclidian spacetime this equation has been solved using Clifford algebra methods in
[46]. Also, on Minkowski spacetime a particular solution of an equivalent equation
(written in terms of biquaternions) appear in [17]. We are going to show that
contrary to the claims of [16] a general solution for  has indeed eight degrees
of freedom, although two of them are arbitrary, i.e., not fixed by F alone. Once
we give a solution of Eq. (13.67) for  , the reason for the indetermination of two
of the degrees of freedom will become clear. This involves the Fierz identities, the
boomerangs and the general theorem permitting the reconstruction of spinors from
their bilinear invariants discussed in Chap. 3.

We start by observing that from Eq. (13.67) and from Eq. (3.92) valid for
invertible representatives of DHSF we can write

F D 	eˇ�5R�21 QR: (13.69)

Then, defining f D F=	eˇ�5 it follows that

f D R�21 QR; (13.70)

f 2 D �1: (13.71)

Now, since all objects in Eqs. (13.69) and (13.70) are even we can take advantage
of the isomorphism R3;0 � R01;3 and making the calculations when convenient
in the Pauli algebra. To this end we recall Eq. (13.47) for the components of F,
where .E1;E2;E3/ and .B1;B2;B3/ are respectively the Cartesian components of
the electric and magnetic fields.

We now write as already done above F in C`0.M; �/, the even subbundle of
C`.M; �/.

F D EEC iEB; (13.72)

with EE D EiE�i, EB D BjE�j, i; j D 1; 2; 3. We can write an analogous equation for f ;

f D EeC iEb: (13.73)
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Now, since F2 ¤ 0 and

F2 D FyFC F ^ F

D .EE2 � EB2/C 2i.EE � EB/ (13.74)

the above equations give (in the more general case where both I1 D .EE2 � EB2/ ¤ 0
and I2 D .EE � EB/ ¤ 0/:

	 D
pEE2 � EB2

cosŒarctg2ˇ�
; ˇ D 1

2
arctan

 
2.EE � EB/
EE2 � EB2

!
: (13.75)

Also,

Ee D 1

	
Œ.EE cosˇ C EB sinˇ/�; Eb D 1

	
Œ.EB cosˇ � EE sinˇ/�: (13.76)

13.4.2 A Particular Solution

Now, we can verify that

L D �21 C fp
2.1� �5I/

D E�3 � iEf
i
q
2.1� i.Ef � E�3/

; (13.77)

I D f 03 � �5f 12 � Ef � E�3: (13.78)

is a Lorentz transformation, i.e., L QL D QLL D 1. Moreover, L is a particular solution
of Eq. (13.70). Indeed,

�21 C fp
2.1� �5I/

�21
�12 � fp
2.1 � �5I/

D f Œ2.1 � �5I/�
2.1� �5I/ D f : (13.79)

Of course, since f 2 D �1, Ee2 D Eb2 � 1and Ee � Eb D 0; there are only four real
degrees of freedom in the Lorentz transformation L. From this result in [16] it is
concluded that the solution of the Eq. (13.67) is the Dirac-Hestenes spinor field

� D p	e�5ˇL; (13.80)

which has only six degrees of freedom and thus is not equivalent to a general
Dirac-Hestenes spinor field (the spinor field that must appears in the Dirac-Hestenes
equation), which has eight degrees of freedom. In this way it is stated in [16] that a
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the MDE of first kind proposed in [31, 36, 47, 48] cannot hold. Well, although it is
true that Eq. (13.80) is a solution of Eq. (13.67) it is not a general solution, but only
a particular solution.

13.4.3 The General Solution

The general solution R of Eq. (13.67) is trivially found. It is

R D LS; (13.81)

where L is the particular solution just found and S is any member of the stability
group of �21, i.e.,

S�21 QS D �21; S QS D QSS D 1: (13.82)

It is trivial to find that we can parametrize the elements of the stability group as

S D exp.�03�/ exp.�21'/; (13.83)

with 0 � � <1 and 0 � ' <1. This shows that the most general Dirac-Hestenes
spinor field that solves Eq. (13.67) has indeed eight degrees of freedom (as it must
be the case, if the claims of [31, 36, 47, 48] are to make sense), although two degrees
of freedom are arbitrary, i.e., they are like hidden variables!

Now, the reason for the indetermination of two degrees of freedom has to do with
a fundamental mathematical result: the fact that a spinor can only be reconstruct
through the knowledge of its bilinear invariants and the Fierz identities as discussed
in Chaps. 3 and 7.

13.4.4 The Generalized Maxwell Equation

To comment on the basic error in [16] concerning the Clifford bundle formulation
of the generalized Maxwell equation we recall the following.

The generalized Maxwell equation [24] which describes the electromagnetic
field generated by charges and monopoles, can be written in the Cartan bundle (of
the oriented manifold M) as

dF D Km; dG D Ke (13.84)

where F;G 2V2 T�M and Km;Ke 2V3 T�M, i.e., all these objects are taken to be
pair forms (see Sect. 4.9.5)
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These equations are independent of any metric structure defined on the world
manifold. When a metric is given and the Hodge dual operator ? is introduced it is
supposed that in vacuum we have G D ?F. In this case putting Ke D � ? Je and
Km D ?Jm, with Je; Jm 2 sec

V1 T�M, we can write the following equivalent set of
equations

dF D � ? Jm, d ? F D � ? Je; (13.85)

ı ? F D Jm, ıF D �Je (13.86)

dF D � ? Jm, ıF D �Je: (13.87)

Now, supposing that any sec
Vj T�M ,! sec C`.M; �/ ( j D 0; 1; 2; 3; 4) we get

from the above equations

.d � ı/F D Je C Km or .d � ı/ ? F D �Jm C Ke; (13.88)

or equivalently

@F D Je C �5Jm or @.��5F/ D �Jm C �5Je: (13.89)

Now, writing

F D 1

2
F������ , ? F D 1

2
.?F��/����; (13.90)

then generalized Maxwell equations in the form given by Eq. (13.86) can be written
in components ( in a Lorentz coordinate chart) as

@�F�� D J�e , @�.?F��/ D �J�m: (13.91)

Now, assuming as in Eq. (13.67) that F D  �21 Q and taking into account the
relation between  and the representation of the standard Dirac spinor field ‰D

we can write Eq. (13.91) as

@� N‰D
� O��; O��‰D D 2J�e , @� N‰D O�5

� O��; O��‰D D �2J�m;

F�� D 1

2
N‰D
� O��; O��‰, .?F��/ D 1

2
N‰D O�5

� O��; O��‰D: (13.92)

The reverse of the first formula in Eq. (13.89) reads

@F D Je � Km: (13.93)
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First summing, and then subtracting Eq. (13.68) with Eq. (13.84) we get the
following equations for F D  �21 Q :

@ �21 Q C
�

.@ �21 Q / D 2Je; @ �21 Q �
�

.@ �21 Q / D 2Km; (13.94)

which is equivalent to Eq. (3.76) in [16] (where G is used for the three form of
monopolar current). There, it is observed that Je is even under reversion and Km is
odd. Then, it is claimed that “since reversion is a purely algebraic operation without
any particular physical meaning, the monopolar current Km is necessarily zero if the
Clifford formalism is assumed to provide a representation of Maxwell’s equation
where the source currents Je and Km correspond to fundamental physical fields.”
It is also stated that Eqs. (13.92) and (13.94) imposes different constrains on the
monopolar currents Je and Km.

It now is clear that those arguments of [16] are fallacious. Indeed, it is obvious
that if any comparison is to be made, it must be done between Je and Jm or
between Ke and Km. In this case, it is obvious that both pairs of currents have
the same behavior under reversion. This kind of confusion is widespread in the
literature, mainly by people that works with the generalized Maxwell equation(s) in
component form (Eq. (13.91)).

It seems that experimentally Jm D 0 and the following question suggests itself:
is there any real physical field governed by a equation of the type of the generalized
Maxwell equation (Eq. (13.68))? The answer is yes.

13.4.5 The Generalized Hertz Potential Equation

In what follows we accept that Jm D 0 and take Maxwell equations for the
electromagnetic field F 2 sec

V2 T�M ,! sec C̀ .M; �/ and a current Je 2
sec

V1 T�M ,! sec C̀ .M; �/ as

@F D Je: (13.95)

Let … D 1
2
…������ D E…e C i E…m 2 sec

V2 T�M ,! sec C`.M; �/ be the so
called Hertz potential [6, 35]. We write

Œ…��� D

2664
0 �…1

e �…2
e �…3

e

…1
e 0 �…3

m …2
m

…2
e …3

m 0 �…1
m

…3
e �…2

m …1
m 0

3775 (13.96)

and define the electromagnetic potential by

A D �ı… 2 secƒ1T?M ,! sec C`.M; �/; (13.97)
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Since ı2 D 0 it is clear that A satisfies the Lorenz gauge condition, i.e.,

ıA D 0: (13.98)

Also, let

�5S D d… 2 sec
^

3T�M ,! sec C̀ .M; �/; (13.99)

and call S, the Stratton potential.15 It follows also that

d
�
�5S

� D d2… D 0: (13.100)

But d.�5S/ D �5ıS from which we get, taking into account Eq. (13.100),

ıS D 0: (13.101)

We can put Eqs. (13.97) and (13.99) in the form of a single generalized Maxwell
like equation, i.e.,

@… D .d � ı/… D AC �5S D A: (13.102)

Equation (13.102) is the equation we were looking for. It is a legitimate physical
equation. We also have,

Þ… D .d � ı/2… D dAC �5dS: (13.103)

Next, we define the electromagnetic field by

F D @A D Þ… D dAC �5dS D Fe C �5Fm: (13.104)

We observe that,

Þ… D 0) Fe D ��5Fm: (13.105)

Now, let us calculate @F. We have,

@F D .d � ı/F
D d2AC d.�5dS/� ı.dA/� ı.�5dS/:

(13.106)

15This object first appears for the best of our knowledge in [45].
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The first and last terms in the second line of Eq. (13.106) are obviously null. Writing,

Je D �ıdA; and �5Jm D �d.�5dS/; (13.107)

we get Maxwell equation

@F D .d � ı/F D Je; (13.108)

if and only if the magnetic current �5Jm D 0, i.e.,

ıdS D 0: (13.109)

a condition that we suppose to be satisfied in what follows. Then,

ÞA D Je D �ıdA;

ÞS D 0: (13.110)

Now, we define,

Fe D dA D EEe C iEBe; (13.111)

Fm D dS D EBm C iEEm: (13.112)

and also

F D Fe C �5Fm D EEC iEB D .EEe � EEm/C i.EBe C EBm/: (13.113)

Then, we get

Þ E…e D EE; Þ E…m D EB: (13.114)

It is important to keep in mind that:

Þ… D 0) EE D 0, and EB D 0: (13.115)

Nevertheless, despite this result we have,

Proposition 13.2 (Hertz Theorem)

Þ… D 0 H) @Fe D 0: (13.116)

Proof We have immediately from the above equations that

@Fe D �d.�5dS/C ı.�5dS/ D �5d2S � �5ıdS D 0;

which proves the proposition. �
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We remark that Eq. (13.116) has been called the Hertz theorem in [6, 35]. Hertz
theorem has been used to find nontrivial subluminal and superluminal solutions of
the free Maxwell equation in [32, 33]. See also our forthcoming book [8].

13.4.6 Maxwell Dirac Equivalence of First Kind

Let us consider a generalized Maxwell equation

@F D J ; (13.117)

where J is the generalized electromagnetic current (an electric current Je plus a
magnetic monopole current ��5Jm, where Je, Jm 2 sec

V1 T�M ,! C`.M; �/). We
proved in a previous section that if F2 ¤ 0, then we can write

F D  �21 Q ; (13.118)

where  2 sec C`0.M; �/ is a representative of a Dirac-Hestenes field. If we use
Eq. (13.118) in Eq. (13.117) we get

@. �21 Q / D ��@�. �21 Q / D ��.@� �21 Q C  �21@� Q / D J : (13.119)

from where it follows that

2��h@� �21 Q i2 D J ; (13.120)

Consider the identity

��h@� �21 Q i2 D @ �21 Q � ��h@� �21 Q i0 � ��h@� �21 Q i4; (13.121)

and define moreover the covector fields

j D ��h@� �21 Q i0; (13.122)

g D ��h@� �5�21 Q i0: (13.123)

Taking into account Eqs. (13.120)–(13.123), we can rewrite Eq. (13.119) as

@ �21 Q D
�
1

2
J C .jC �5g/

	
: (13.124)

Equation (13.124) yields in the case where is non-singular (which corresponds
to non-null electromagnetic fields) a representation of Maxwell equation satisfied



474 13 Maxwell, Dirac and Seiberg-Witten Equations

by a representative of a DHSF. Indeed, we have

@ �21 D e�5ˇ

	

�
1

2
J C .jC �5g/

	
 : (13.125)

The Eq. (13.125) representing Maxwell equation, written in that form, does
not appear to have any relationship with the Dirac-Hestenes equation (Eq. (7.97)).
However, we shall make some algebraic modifications on it in such a way as to
put it in a form that suggests a very interesting and intriguing relationship between
them, and eventually a possible hidden connection between electromagnetism and
quantum mechanics.

Since  is supposed to be non-singular (F2 ¤ 0) we can use the canonical
decomposition of  and write  D 	1=2eˇ�5=2R, with 	, ˇ 2 sec

V0 T�M ,!
sec C`.M; �/ and R 2 secSpin e

1;3.M/. Then

@� D 1

2
.@� ln 	C �5@�ˇ C��/ ; (13.126)

where we define the 2-form

�� D 2.@�R/ QR: (13.127)

Using this expression for @� into the definitions of the covectors j and g
(Eqs. (13.122) and (13.123)) we obtain that

j D ��.�� � S/	 cosˇ C ��Œ�� � .�5S/�	 sinˇ; (13.128)

g D Œ�� � .�5S/�	 cosˇ � ��.�� � S/	 sinˇ; (13.129)

where we define the spin 2-form S by

S D 1

2
 �21 

�1 D 1

2
R�21 QR: (13.130)

We define moreover

J D  �0 Q D 	v D 	R�0R�1; (13.131)

where v is a ‘velocity’ field for the system. To continue, we define also the 2-form
� D v��� and the scalarsƒ and K by

ƒ D � � S; (13.132)

K D � � .�5S/: (13.133)
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Using these definitions we have that

�� � S D ƒv�; (13.134)

�� � .�5S/ D Kv�; (13.135)

and the vectors j and g can be written as

j D ƒv	 cosˇ C Kv	 sinˇ D �	v; (13.136)

g D Kv	 cosˇ �ƒv	 sinˇ D �	v; (13.137)

where we putted

� D ƒ cosˇ C K sinˇ; (13.138)

� D K cosˇ �ƒ sinˇ: (13.139)

The spinorial representation of Maxwell equation is written now as

@ �21 D e�5ˇ

2	
J C � �0 C �5� �0: (13.140)

As we already mentioned [32, 33, 35] there are infinite families of non trivial
solutions of Maxwell equations such that F2 ¤ 0 (which correspond to subluminal
and superluminal free boundary solutions of Maxwell equation). Then, it is
opportune to consider the case J D 0. We have,

@ �21 D � �0 C �5� �0; (13.141)

which is very similar to the Dirac-Hestenes equation.

Constraining the Degrees of Freedom of  

In order to go a step further into the relationship between those equations, we
remember that the electromagnetic field has six degrees of freedom, while a Dirac-
Hestenes spinor field has eight degrees of freedom and as proved above two of
those degrees of freedom are hidden variables. We are free therefore to impose
two constraints on  if it is to represent an electromagnetic field. We choose as
constraints the following equations saying that the “currents” j and g are conserved

@ � j D 0 and @ � g D 0: (13.142)

Using Eqs. (13.136) and (13.137) these two constraints become

@ � j D 	 P�C �@ � J D 0; (13.143)
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@ � g D 	 P� C k@ � J D 0; (13.144)

where J D 	v and P� D .v � @/�; Pk D .v � @/k. These conditions imply that

�� D �� (13.145)

which gives (� ¤ 0):

�

�
D constant D � tanˇ0; (13.146)

or from Eqs. (13.138) and (13.139):

K

ƒ
D tan.ˇ � ˇ0/: (13.147)

Now we observe that ˇ is the angle of the duality rotation from F to F0 D e�5ˇF:
If we perform another duality rotation by ˇ0 we have F 7! e�5.ˇCˇ0/F; and for the
Takabayashi angle ˇ 7! ˇC ˇ0: If we work therefore with an electromagnetic field
duality rotated by an additional angle ˇ0, the above relationship becomes

K

ƒ
D tanˇ: (13.148)

This is, of course, just a way to say that we can choose the constant ˇ0 in
Eq. (13.146) to be zero. Now, this expression gives

� D ƒ cosˇ Cƒ tanˇ sinˇ D ƒ

cosˇ
; (13.149)

� D ƒ tanˇ cosˇ �ƒ sinˇ D 0; (13.150)

and the spinorial representation of the Maxwell equation (Eq. (13.141)) becomes

@ �21 � � �0 D 0 (13.151)

Note that � is such that

	 P� D ��@ � J: (13.152)

The current J D  �0 Q is not conserved unless � is constant. So, if we suppose
also that

@ � J D 0 (13.153)

we must have
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� D constant.

Now, throughout these calculations we have assumed „ D c D 1. We observe
that in Eq. (13.151) � has the units of (length)�1, and if we introduce the constants
„ and c we have to introduce another constant with unit of mass. If we denote this
constant by m such that

� D mc

„ ; (13.154)

then Eq. (13.151) assumes a form which is identical to Dirac-Hestenes equation:

@ �21 � mc

„  �0 D 0: (13.155)

Remark 13.3 It is true that we did not prove that Eq. (13.155) is really the Dirac-
Hestenes equation since the constant m has to be identified in this case with the
electron’s mass, and we do not have any good physical argument to make that
identification, until now. In resume, Eq. (13.155) has been obtained from Maxwell
equation by imposing some gauge conditions allowed by the hidden parameters in
the solution of Eq. (13.67) for  in terms of F. In view of that, it is certainly more
appropriate instead of using the term mathematical Maxwell-Dirac equivalence
of first kind to talk about a correspondence between that equations under which
two degrees of freedom of the Dirac-Hestenes spinor field are treated as hidden
variables.

We end this section with the observation that it is to earlier to know if the above
results are of some physical value or only a mathematical curiosity. Let us wait. . .

13.4.7 Maxwell-Dirac Equivalence of Second Kind

We now look for a Hertz potential field … 2 sec
V2 T�M satisfying the following

equation

@… D .@GCmP�3Cmh…�012i1/C�5.@PCmG�3��5hm…�012i3/ (13.156)

where G;P 2 sec
V0 T�M, and m is a constant. According to previous results the

electromagnetic and Stratton potentials are

A D @GC mP�3 C mh…�012i1; (13.157)

�5S D �5.@PC mG�3 � �5hm…�012i3/; (13.158)

and must satisfy the following subsidiary conditions,

Þ.@GC mP�3 C mh…�012i1/ D Je; (13.159)
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Þ.�5.@PC mG�3 � �5hm…�012i3// D 0; (13.160)

ÞGCm@ � h…�012i1 D 0; (13.161)

ÞP � m@ � .�5h…�012i3/ D 0: (13.162)

Now, in the Clifford bundle formalism, as we already explained above, the
following sum is a legitimate operation

 D �GC…C �5P (13.163)

and according to previous results Eq. (13.163) defines  as a(representative of some
Dirac-Hestenes spinor field. Now, we can verify that  satisfies the equation

@ �21 � m �0 D 0 (13.164)

which is as we already know a representative of the standard Dirac equation (for a
free electron) in the Clifford bundle.

The above developments suggest (consistently with the spirit of the general-
ized Hertz potential theory developed above) the following interpretation. The
Hertz potential field … generates the real electromagnetic field of the electron.16

Moreover, the above developments suggest that the electron is “composed” of
two “fundamental” currents, one of electric type and the other of magnetic type
circulating at the ultra microscopic level, which generate the observed electric
charge and magnetic moment of the electron. Then, it may be the case, as speculated
by Maris [34], that the electromagnetic field of the electron can be spliced into two
parts, each corresponding to a new kind of subelectron type particle, the electrino.
Of course, the above developments leaves open the possibility to generate electrinos
of fractional charges. Well, it is time to stop speculations on this issue.

13.5 Seiberg-Witten Equations

As it is well known, the original Seiberg-Witten (monopole) equations have been
written in Euclidean “spacetime” and for the self dual part of the field F. However,
on Minkowski spacetime, of course, there are no self dual electromagnetic fields.
Indeed, the equation ?F D F implies that the unique solution (on Minkowski
spacetime) is F D 0. This is the main reason for the difficulties in interpreting
that equations in this case, and indeed in [46] it was attempted an interpretation
of that equations only for the case of Euclidean manifolds. Here we derive and

16The question of the physical dimensions of the Dirac-Hestenes and Maxwell fields is discussed
in [36].
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give a possible interpretation to that equations on Minkowski spacetime based on a
reasonable assumption.

To start we recall that the analogous of Seiberg-Witten monopole equations read
in the Clifford bundle formalism and on Minkowski spacetime as8<:

@ �21 � A D 0;
F D 1

2
 �21 Q ;

F D dA;
(13.165)

where  2 sec C`0.M; �/ is a representative of a Dirac-Hestenes spinor field in a
given spin coframe, A 2 sec

V1 T�M ,! sec C`.M; �/ is an electromagnetic vector
potential and F 2 sec

V2 T�M ,! sec C`.M; �/ is an electromagnetic field.
Our intention in this section is:

(a) To use the Maxwell Dirac-Equivalence of the first kind (proved above) and
an additional hypothesis to be discussed below to derive the Seiberg-Witten
equations on Minkowski spacetime.

(b) to give a (possible) physical interpretation for that equations.

13.5.1 Derivation of Seiberg-Witten Equations

• Step 1. Assume that the electromagnetic field F appearing in the second of the
Seiberg-Witten equations satisfy the free Maxwell equation, i.e., @F D 0:

• Step 2. Use the Maxwell-Dirac equivalence of the first kind proved above to
obtain Eq. (13.151),

@ �21 � � �0 D 0: (13.166)

• Step 3. Introduce the ansatz

A D � �0 �1: (13.167)

This means that the electromagnetic potential (in our geometrical units) is
identified with a multiply of the velocity field defined through Eq. (13.131). Under
this condition Eq. (13.166) becomes

@ �21 � A D 0; (13.168)

which is the first Seiberg-Witten equation!
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13.5.2 A Possible Interpretation of the Seiberg-Witten
Equations

Well, it is time to find an interpretation for Eq. (13.168). In order to do that we recall
that (as it is well known) if  ˙ are Weyl spinor fields (recall Eq. (3.103)), then  ˙
satisfy a Weyl equation, i.e.,

@ ˙ D 0: (13.169)

Consider now, the equation for  C coupled with an electromagnetic field A D
gB 2 sec

V1 T�M ,! sec C`.M; �/, i.e.,

@ C�21 C gB C D 0: (13.170)

This equation is invariant under the gauge transformations

 C 7!  Ceg�5� IB 7! BC @�: (13.171)

Also, the equation for  � coupled with an electromagnetic field gB is

@ ��21 C gB � D 0: (13.172)

which is invariant under the gauge transformations

 � 7!  �eg�5� IB 7! B � @�: (13.173)

showing clearly that the fields  C and  � carry opposite ‘charges’. Consider now
the Dirac-Hestenes spinor fields  ";  # (recall Eq. (3.107)) which are eigenvectors
of the parity operator (recall Eq. (3.106)) and look for solutions of Eq. (13.168) such
that  D  ": We have,

@ "�21 C gB " D 0 (13.174)

which separates in two equations,

@ 
"
C C g�5B 

"
C D 0; @ "� � g�5B 

"� D 0: (13.175)

These results show that when a Dirac-Hestenes spinor field associated with the
first of the Seiberg-Witten equations is in an eigenstate of the parity operator, that
spinor field describes a pair of particles with opposite ‘charges’. We interpret these
particles (following Lochak17 [23]) as massless ‘monopoles’ in auto-interaction.

17Lochak suggested that an equation equivalent to Eq. (13.174) describe massless monopoles of
opposite ‘charges’.
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Observe that our proposed interaction is also consistent with the third of Seiberg-
Witten equations, for F D dA implies a null magnetic current.

It is now well known that Seiberg-Witten equations have non trivial solutions on
Minkowski manifolds (see [29]). From the above results, in particular, taking into
account the inversion formula (Eq. (13.79)) it seems to be possible to find whole
family of solutions for the Seiberg-Witten equations, which has been here derived
from a Maxwell-Dirac equivalence of first kind with the additional hypothesis that
electromagnetic potential A is parallel to the velocity field v (Eq. (13.131)) of the
system described by Eq. (13.172). We conclude that a consistent set of Seiberg-
Witten equations on Minkowski spacetime must be8̂̂<̂

:̂
@ �21 � A D 0;
F D 1

2
 �21 Q ;

F D dA;
A D � �0 �1:

(13.176)

We end this long chapter recalling that we exhibit two different kinds of
possible Maxwell-Dirac equivalences. Many will find the ideas presented above
speculative from the physical point of view, but we think that all will agree that
the mathematical coincidences found deserves more careful investigation. We think
it is really provocative that the MDE of the second kind reveal an unsuspected
possible interpretation of the Dirac equation, namely that the electron seems to
be a composed system build up from the self interaction of two currents of the
‘electrical’ and ‘magnetic’ types. Of course, it is to earlier to say if this discovery
has any physical significance. We showed also, that by using the MDE of the first
kind together with a reasonable hypothesis we can shed some light on the meaning
of Seiberg-Witten monopole equations on Minkowski spacetime. We hope that the
results just described may be an indication that Seiberg-Witten equations (which are
a fundamental key in the study of the topology of four manifolds equipped with an
Euclidean metric tensor), may play an important role in Physics, whose arena where
phenomena occur is a Lorentzian manifold.
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Chapter 14
Superparticles and Superfields

Abstract This chapter shows very clearly that the Clifford and spin-Clifford bundle
formalism (introduced in previous chapters) offers a very simple way to write
the equation of motion of a massive spinning particle. Indeed this equation is
immediately derived from Frenet equations for a moving frame. Moreover, with
addition of very a reasonable hypothesis the deduced spinor equation for the
spinning particle leads directly to a classical (nonlinear) Dirac-Hestenes equation.
An additional hypothesis leads to a linear Dirac-Hestenes equation and suggests
automatically a probability interpretation for the Dirac-Hestenes wave function.
We also show how the Clifford and spin-Clifford bundle formalism permit the
introduction of multiform valued Lagrangians and a simple interpretation of the so-
called superparticle theory. Moreover, the Berezin differential and integral calculus
is shown to be no more than the result of contractions in an appropriate Clifford
algebra. Also, the nature of superfields is clearly disclosed.

14.1 Spinor Fields and Classical Spinning Particles

We supposed in what follows that spacetime .M; g;D; �g;"/ is a spin manifold,
which implies, as we learned in Chap. 7 the existence of a global tetrad frame feag
2 sec PSOe

1;3
.M/. Let f�ag; �a 2 sec

V1 T�M ,! C`.M;g/ be the dual frame of
feag. Also, let f�ag be the reciprocal frame of f�ag, i.e., �a � �b D ıa

b. Suppose
moreover that the reference frame (Definition 6.9) defined by e0 is in free fall, i.e.,
De0 e0 D 0 and that the spatial axis along each one of the integral lines of e0 have
been constructed by Fermi transport of spinning gyroscopes. This is translated by
the requirement that De0 ei D 0, i D 1; 2; 3 , and we have, equivalently De0�

a D 0.
We introduce a spin coframe „ 2 PSpine

1;3
.M/ by the method described in Chap. 7

such that s.˙„/ D f�ag. Now, let ‰ be the representative of an invertible Dirac-
Hestenes spinor field over � (the world line of a spinning particle) in the spin
coframe „. Let moreover ffag be a Frenet frame over � such that f0 D �0j� and
g.f0; / D e0j� . Then, as we know from Chap. 6 we can write

fa D ‰�a‰
�1: (14.1)
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Now, the general form of a representative of an invertible Dirac-Hestenes over � is

‰ D 	
1
2 e

ˇ�5

2 R, where 	, ˇ W �.I/ ! R and R W �.I/ ! Spine
1;3 � R01;3. Recalling

Eq. (6.21) we get using Eq. (14.1) that

De0 R D 1

2
�DR; (14.2)

which may be called the spinor equation of motion of a classical spinning particle.

14.1.1 Spinor Equation of Motion for a Classical Particle
on Minkowski Spacetime

Now, let us analyze the spinor equation of motion of a free particle in Minkowski
spacetime. In that case, recalling Eq. (6.24) we have �D D �S. We can trivially
redefine the Frenet frame in such a way as to have �3 D 0 (recall Sect. 6.1.3).
Indeed, this can be done by rotating the original frame with U D e f3f1

˛
2 and choosing

˛ D arctan


� �3
�1

�
. So, in what follows we suppose that this choice has already been

done. We are interested in the case where �2 is a real constant. Then, Eq. (14.2)
becomes

De0 R D 1

2
�2f 2f 1R: (14.3)

The solution of Eq. (14.3) is

R D exp.
�2

2
�2�1t/: (14.4)

Suppose next the existence of a covector field V 2 sec
V1 T�M ,! C`.M;g/

and of an unitary Dirac-Hestenes spinor field with representative � 2 C`.M;g/
.� Q� D 1/ in the spin coframe „ such that Vj� D v and �j� D R. Without any
loss of generality we can choose a global tetrad field such that �a 7! �� D dx�

(where fx�g are coordinates in Einstein-Lorentz-Poincaré gauge for the Minkowski
spacetime). Then, under all these conditions we can rewrite Eq. (14.3) (taking into
account the definition of the spin-Dirac operator and its action on representatives of
Dirac-Hestenes spinor fields) as:

De0 R D �0 � @� D 1

2
�2��

2�1: (14.5)

Defining

p D �2

2
�0; x D x���; (14.6)
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we have that

� D e p�x�2�1 : (14.7)

Now,

�0 � @� D �0@� D .��0��1/@�; (14.8)

and substituting this result in Eq. (14.5) we get

@��2�1 C �2

2
��0 D 0: (14.9)

Put m D � �2
2

and end with

@��2�1 � m��0 D 0: (14.10)

Equation (14.10) is formally identical to the Dirac-Hestenes equation for a
unitary spinor. Note that the signal of �2 merely defines the sense of rotation in
the e2 ^ e1 plane.

Recalling the various spin operators introduced in Chap. 7 we can call the bilinear
invariant�S 2 sec

V2 T�M ,! C`.M;g/

�S D k��2�1 Q� (14.11)

the spin biform. Note that for our example S D ?�Sxv D k��3 Q� 2
sec

V1 T�M ,! C`.M;g/ and may be called the spin covector.

Remark 14.1 The results just obtained shows that a natural interpretation suggests
itself for the plane ‘wave function’ � in the theory just presented. It describes a
‘spinning fluid’ (i.e., determines a velocity field V) such that the particle follows
one of its streamlines. It is not a physical field in any sense.1 This interpretation
is reinforced by the derivation in the next section of a classical non linear Dirac-
Hestenes equation for a charged spinning particle moving under the action of an
electromagnetic field.

14.1.2 Classical (Nonlinear) Dirac-Hestenes Equation

We start from the classical Lorentz force law, which as well known, describes the
motion of a classical particle of mass m and charge e following a worldline � W

1Of course, the question of renormalization of the wave function � is to be deal in the same way
as in standard quantum mechanics.
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R � I ! M under the action of an electromagnetic field. Let �� be the velocity
of the particle and let v D g.��; / be the physically equivalent 1-form. From now
one we suppose, as in the previous section that v 2 sec T�� M ,! sec C`.M;g/. Let
F0 2 sec

V2 T�M ,! sec C`.M;g/ be the total electromagnetic field acting on the
charged particle, i.e., the sum of external electromagnetic field F and the self field
Fs. Let A0 D A C As 2 sec

V1 T�M ,! sec C`.M;g/ be a potential generating F.
Then we have

m Pv D evyF0 D evy.dA0/: (14.12)

To continue, we suppose the existence of a 1-form field V 2 sec
V1 T�M ,!

sec C`.M;g/ such that its restriction over � is v, i.e., Vj� D v. Also we impose that
V2 D 1. Next we observe that

Pv D Vy@V D Vy.@^V/C1
2
@V2 D Vy.@^V/ D Vy.dV/ D �.dV/xV; (14.13)

Using this result in the first member of Eq. (14.12) we get

Œd.mV � eA � eAs�yV D 0: (14.14)

A sufficient condition for Eq. (14.14) to hold is the existence of a 0-form field �
such that

mV � eA � eAs D d� D @�: (14.15)

Equation (14.15) is more conveniently written as

d�C e.AC As/ D mV: (14.16)

Squaring this equation we get putting A0 D AC As

.d�C eA0/2 D m2 (14.17)

which we recognize as the classical relativistic Hamilton-Jacobi equation, if we
ignore the self field As:

As in the previous section, let  D 	
1
2 e

ˇ
2 �

5
R 2 sec C`0.M;g/, be the

representative (in the spin coframe „) of a particular invertible Dirac-Hestenes
spinor field such that

 Q ¤ 0 (14.18)

and since  D 	 1
2 e

ˇ
2 �

5
R we have

V D  �0 �1 D eˇ�
5

R�0R�1: (14.19)
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Remark 14.2 Observe that since V 2 sec
V1 T�M we must necessarily have that

ˇ D 0 or ˇ D � . These values correspond to charges of opposite signs.

Substituting Eq. (14.19) in Eq. (14.16) after multiplying both members by  and
taking ˇ D 0 we get

.@�C eA0/ D m �0: (14.20)

We now write

 D  0e��21�; �21 D �2�1 (14.21)

where  0 is also a representative of some invertible Dirac-Hestenes spinor field that
determines the same current J D  0�0 Q 0 as the one determined by  .

We observe moreover that

@� D @ �21 C @ 0e��21��12: (14.22)

Using this result in Eq. (14.20) and observing that e��21� D  �10  we arrive at
the non linear equation

@ �21 C eA C eAs �m �0 � @.ln 0/ �21 D 0: (14.23)

This result is to be compared with the quantum Dirac-Hestenes equation
(presented in Chap. 76) for an electron interacting with a electromagnetic field A
which is

@‰�21 C eA‰ �m‰�0 D 0; (14.24)

where ‰ 2 sec C`0.M;g/, but with ‰ Q‰ D 	eˇ�
5

with ˇ D 0 or ˇ D � .
Comparison of (14.23) and (14.24) shows that besides the difference in normal-

ization there is a nonlinear term in Eq. (14.23) namely @.ln 0/ �21 and that the
quantum Dirac-Hestenes equation does not include the self interaction term eAs .
The term @.ln 0/ �21 is identical to Bohm’s quantum potential (see, e.g., [5]).

Our exercise, may eventually serve as a prelude for a interpretation of quantum
theory, since it is clear that  must be thought as a kind of probability amplitude
defining a probability current distribution through the bilinear invariant J D e �0 Q 
(and a probability spin distribution biform S D „

2
 �21 Q ). In this way, as it was the

case with the discussion on the previous section, the ‘wave function’  is not to be
interpreted as a real field in any sense, at least in the theory here presented.
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14.1.3 Digression

Despite this fact, a ‘fanatic’ field theorist may argue that ‘the field ate the particle’,
i.e., the electron is indeed a field, not a particle and that  satisfying Eq. (14.23) is
a real field living in Minkowski spacetime. If that is the case, it seems tempting to
that field theorist to present the following

Conjecture 14.3

eAs D „
2
@.ln 0/ �21 �1: (14.25)

Indeed, if Eq. (14.25) holds, then Eq. (14.23) becomes

@ �21 C eA �m �0 D 0: (14.26)

If we left V D e�ˇ�5 �0 �1 and do not use Remark 14.2 then under the same
hypothesis as above we would arrive at

@ �21 C eA � m �0eˇ�
5 D 0: (14.27)

Well, we stop just here to conjecture and end this section observing that
Eq. (14.27), which will be called hereafter the non linear Dirac-Hestenes equation
(NLDHE), has been extensively studied by Daviau [2, 3]. He showed that it gives
very good results for the hydrogen spectrum. Also, Eq. (14.27) equation possess
very nice properties not possessed by the DHE and it is surprisingly connected in
an intriguing way with the free Maxwell equation as discussed in [6]. Moreover,
the nonlinear term eˇ�

5
causes no difficulty concerning the superposition principle,

since it has been shown in [7] that we can superpose only ‘wave functions’ having
the same fixed value of the Takabaysi angle ˇ.

Remark 14.4 It is worth to observe that Eq. (14.24) can be derived heuristically by a
very simple argument. Indeed, in Hamiltonian mechanics the canonical momentum
… of particle in interaction with an electromagnetic A potential and following a
world line � such that v D �� satisfies

… D p � eA (14.28)

Then if ‰ is a Dirac-Hestenes spinor field such that ‰�0‰�1
ˇ̌
�
D v we can write

Eq. (14.28) as

…‰ C eA‰ D m‰�0 (14.29)
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and thus heuristically postulating that in relativistic quantum mechanics …‰ 7!
@‰�2�1 we get Eq. (14.24).2

14.2 The Superparticle

The results of the previous sections showed that the Frenet equations and a
Dirac-Hestenes like equation are (when properly interpreted) appropriate equations
describing important aspects of the motion of classical spinning particle. In what
follows we propose to develop a Lagrangian and Hamiltonian formalism for Frenet
equations using the multiform calculus developed in Chap. 2. For reasons that will
become clear in a while we call the classical spinning particle the superparticle.
For great generality we consider in what follows a n-dimensional flat Minkowski
spacetime .M;�;D; ��;"/, where (TxM;�x/ D R1;n�1. The Clifford bundle of
multiforms is C`.M; �/ and we choose as before a basis generated by the f��g,
�� 2 sec

V
T�M ,! sec C`.M; �/; such that

���� C ���� D 2��� D diag.1;�1; : : : ;�1/;
�; � D 0; 1; 2; : : : ; n: (14.30)

We have

Definition 14.5 A superparticle is a pair .�;X/, where � W R � I ! M is a time
like curve and X W R � I ! sec C`.M; �/ is a Clifford-field over � (or a set of
Clifford fields over �).

Definition 14.6 A multiform Lagrangian is a mapping

L W .X.s/; PX.s// 7! L.X.s/; PX.s// 2 sec C`.M; �/ (14.31)

where X 2 sec C`.M; �/ and s is an invariant time parameter on � .

Recalling Chap. 7, we see that L is a multiform functional, i.e., given a trivializa-
tion of C`.M; �/ it has values in the Clifford algebra R1;n�1 for each � .

The most general L can then be written as

L D
X

k

hLik �
X

k

Lk: (14.32)

2This simple heuristic argument has been generalized in order to obtain the wave equation for a
spin 1=2 particle in [9].
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To gain confidence in the sophisticated multiform derivative calculations that we
shall need to do, we start by studying a simple case, namely, we choose X D Xr 2
sec

VrT�M ,! sec C`.M; �/ and L D hLi0, a scalar multiform functional.
We postulate next that the action for the superparticle is

A.Xr/ D
Z �2

�1

ds L.Xr.s/; PXr.s// (14.33)

and that the equations of motion can be derived from the principle of stationary
action (recall Chap. 7), that reads

d

dt
A.Xr C tAr/jtD0 D Ar � @XrA.Xr/ D 0; (14.34)

where Ar 2 sec
VrT�M ,! sec C`.M; �/ is a Clifford field over � such that

Ar.s1/ D Ar.s2/ D 0: (14.35)

From Eq. (14.34) we getZ s2

s1

ds Œ.Ar � @Xr/LC PAr � @ PXr
L� D 0; (14.36)

Since L D hLi0 and Xr, Ar 2 sec
VrT�M ,! sec C`.M; �/ we have

Ar � @XrhLi0 D hAr.@Xr L/i0 D QAr � .@Xr L/r;

PAr � @ PXr
hLi0 D hAr.@ PXr

L/i0 D QPAr � .@ PXr
L/r:

(14.37)

Using Eq. (14.37) into Eq. (14.36) resultsZ s2

s1

ds Œ. QAr � .@Xr L/r � QAr � d

ds
.@ PXr

L/r� D 0; (14.38)

i.e.,

QAr � h@Xr L �
d

ds
.@ PXr

L/ir D 0: (14.39)

Since for L D hLi0, we have @Xr L D h@Xr Lir and @ PXr
L D h@ PXr

Li and since Ar is
arbitrary then Eq. (14.39) implies

h@Xr L �
d

ds
.@ PXr

L/ir D 0; (14.40)
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or

@Xr L �
d

ds
.@ PXr

L/ D 0; (14.41)

that is the Euler-Lagrange equation. It is quite clear that the Eq. (14.41) holds for L
being a functional of a general Clifford field X over � .

Next we study the general case where L is given by Eq. (14.32). However,
we restrict ourselves without loss of generality to the case where X D Xr 2
sec

VrT�M ,! sec C`.M; �/
We define

� D
X
h�ik D

X
�k; (14.42)

where the �k 2 sec
VrT�M ,! sec C`.M; �/ are constant multiforms.

Then,

hL Q�i0 D L � � D
X

k

Lk � �k D
X

k

Lk � �k: (14.43)

In this way hL Q�i0 has the role of a scalar valued Lagrangian and we define the
action by

A.X/ D
Z s2

s1

dshL.X; PX/ Q�i0: (14.44)

The principle of stationary action then givesZ s2

s1

dsŒ.Ar � @X/hL Q�i0 C . PAr � @ PX/hL Q�i0�

D
X

k

Z s2

s1

dsŒ.Ar � @X/.Lk � �k/C . PAr � @ PX/.Lk � �k/� D 0: (14.45)

Since .Ar � @X/�k D 0, we have (recalling Eq. (2.177))

.Ar � @X/ .Lk � �k/ D hAr � @X Lki � �k

D hAr � @XLkik � �k D hAr.@XLk/ik � �k: (14.46)

But, since X D Xr 2 sec
VrT�M ,! sec C`.M; �/, then

@XLk D h@XLkijr�kj C h@XLkijr�kjC2 C � � � h@XLkirCk; (14.47)
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and we can write,

.Ar � @X/ .Lk � �k/ D hAr.@XLk/jr�kik � �k C hAr.@XL/jr�kjC2ik � �k

C � � � C hAr.@XLk/rCkik � �k

D
1
2 .rCk�jr�kj/X

`D0
hAr.@XLk/jr�kjC2`i � �k: (14.48)

Also,

. PAr � @ PX/ .Lk � �k/ D h PAr.@ PXLk/ik � �k

D
1
2 ŒrCk�jr�kj�X

`D0
h PAr.@ PXLk/jr�kjC2`ik � �k

D
1
2 ŒrCk�jr�kj�X

`D0

�
d

ds
hAr.@ PXLk/jr�kjC2`ik

�hAr
d

ds
.@ PXLk/jr�kjC2`ik

	
� �k: (14.49)

Using Eqs. (14.48) and (14.49) into Eq. (14.45) and taking into account that
Ar.s1/ D Ar.s2/ D 0 we get

X
k

Z s2

s1

ds

1
2 ŒrCk�jr�kj�X

`D0
hArŒ.@XLk/jr�kjC2`

d

ds
.@ PXLk/jr�kjC2`ik � �k D 0: (14.50)

Now, the �k are constant sections of sec
VrT�M ,! sec C`.M; �/. Then if

p D �n
k

�
, it follows that �k is of the form .�k/

�1:::�p ��1 : : : ��p where .�k/
�1:::�p are

arbitrary real constants. Also the term in the brackets in Eq. (14.50) is of the form
h ik D .h ik/�1:::�p��1 : : : ��p and Eq. (14.50) results in a sum of terms of the form
.�/�1:::�p.h ik/��1 : : : ��p . Since the .�k/

�1:::�p are arbitrary constants, Eq. (14.50)
implies that for each k we must have

hArŒ@XLk� d

ds
.@ PXLk/�jr�kjC : : : Œ@XLk� d

ds
.@XLk� d

ds
.@ PXLk/�rCkik D 0; (14.51)

or

hArŒ@XLk � d

ds
.@ PXLk/ik D 0: (14.52)
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Next we show that Eq. (14.52) implies the multiform Euler-Lagrange equation

@XLk � d

ds
.@ PXLk/ D 0; (14.53)

which means

Œ@XLk � d

ds
.@ PXLk/�jr�kj D 0;

Œ@XLk � d

ds
.@ PXLk/�jr�kjC2 D 0;

::: (14.54)

Œ@XLk � d

ds
.@ PXLk/�rCk D 0:

Observe that if k D 0, Eq. (14.53) implies
�n

k

� D �n
0

� D 1 equation, whereas
the variation of Ar implies

�n
r

�
arbitrary variations. Then

�n
r

� � 1 D �n
r

�
and we

conclude the existence of
�n

r

�
Euler-Lagrange equations, namely, one for each of the�n

r

�
components of Œ@Xr L0 � d

ds .@ PXr
L0/� 2 sec

VrT�M ,! sec C`.M; �/. The same
happens with k ¤ 0 and r D 0 since in this case we have

�n
k

� � 1 D �n
k

�
Euler-

Lagrange equations for Œ@Xr Lk � d
ds .@ PXr

Lk/� 2 sec
VrT�M ,! sec C`.M; �/ which

has
�n

k

�
components.

We now must extend the above reasoning for k ¤ 0; r ¤ 0. Observe that in this
general case we need

1
2 ŒrCk�jr�kj�X

`D0

 
n

jr � kj C 2`

!
D
 

n

jr � kj

!
C
 

n

jr � kj C 2

!
C : : :C

 
n

rC k

!

�
 

n

r

!  
n

k

!
I n; k � n ; rC k < n; (14.55)

in order to deduce from Eq. (14.52) the validity of Eq. (14.53). This happens because

Eq. (14.53) is equivalent to Eq. (14.54) which is a set of
P 1

2 ŒrCk�jr�kj�
`D0 Euler-

Lagrange like equations, and from Eq. (14.52) we can deduce only
�n

r

� �n
k

�
equations

of the Euler-Lagrange type.
Now, Eq. (14.55) has been tested in a computer program to be true, and we

conclude for the validity of Eq. (14.53), the multiform Euler-Lagrange equation.
Indeed, Eq. (14.53) is valid also if X is a general multivector field over � , and
we conclude that the principle of stationary action with L D P

k Lk produces the
general multivector Euler-Lagrange equation

@XL � d

ds
.@ PXL/ D 0: (14.56)
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14.3 Superparticle in Minkowski Spacetime

We now postulate the following biform valued Lagrangian for a superparticle whose
world line in 4-dimensional Minkowski spacetime is �

LS D 1

2
Pe� ^ e� � 1

2
!��e� ^ e�; (14.57)

where fe�g; � D 0; 1; 2; 3 a comoving coframe for � in Minkowski spacetime and
where the!�� are functions over � . From Eq. (14.57) we have four multiform Euler-
Lagrange equations

@e�LS � d

ds
.@Pe�LS/ D 0: (14.58)

We have taking into account the results of Exercise 2.108 (Chap. 2):

@e�

�
1

2
Pe� ^ e�

�
D �3

2
Pe�; @e�

�
1

2
!��e� ^ e�

�
D 3!��e�; @Pe�

�
1

2
Pe� ^ e�

�
D 3

2
Pe�:

Defining�D D 1
2
!��e� ^ e� we arrive at

Pe� D �Dxe� (14.59)

which is similar to the equations of motion of a Frenet tetrad (see Eq. (6.21)).
And, indeed, for particular values of !�� Eq. (14.59) may be identified with Frenet
equations.

14.4 Superfields

Here we show the connection of the Clifford bundle formalism and the concept of
multivector derivatives with the Berezin supercalculus.

In 1977 Berezin [1] introduced the following calculus now known today as
supercalculus [4, 11].

Let �i; i D 1; : : : ; n be the generations of the Grassmann algebra Gn. Then,

f�i; �jg D 0 (14.60)

where f g is the anticommutator.
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Obviously, we have the following isomorphism

�i $ ei I �i�j $ ei ^ ej (14.61)

where ei are orthonormal covectors generating the Clifford algebra Rp;q, pC q D n.
(We leave p; q unspecified at this moment).

With that identification any combination of Grassmann variables is isomorphic
to a certain multiform.

Berezin introduced the differentiation of functions of Grassmann variables by the
rules :

@�j

@�i
D ıij I �j

 
@

@�i
D ıij: (14.62)

Introducing the reciprocal basis feig of Rp;q; ei � ej D ıi
j we have

@

@�i
. 7! eiy , (14.63)

/

 
@

@�j
7! xe j . (14.64)

We immediately verify with the above identifications that differentiation in the
Berezin calculus satisfies the so called graded Leibniz’s rule [4, 11].

Then if f .�/ D f .�1; : : : �n/ is a general Grassmann function a Taylor expansion
yields

f .�/ D f0 C fi�
i C 1

2
fij�

i�1C : : : 1
nŠ

fin:::in�
in : : : � in : (14.65)

Berezin defined integration by the rulesZ
1d�i D 0 ;

Z
�id�i D 1;8i;

Z
f .�1 : : : �n/d�n d�n�1 : : : d�1 D f .�/

(

@

@�n

(

@

@�n�1
: : :

(

@

@�1
:

(14.66)

It is obvious that f .�/ is clearly isomorphic to a multiform F 2 Rpq with the same
coefficients as in Eqs. (14.65) and (14.65) is equivalent to

.: : : ..Fxen/xen�1/ : : :/ D hFEn/0; (14.67)

En D en ^ en�1 : : : ^ e1: (14.68)
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With this identification almost all supercalculus as presented, e.g., in deWitt [4]
reduces to elementary algebraic identities for multiform functions. This also shows
that superfields, first introduced by Salam and Strathdee [10] are isomorphic to
sections of the Clifford bundle. Indeed to the superfield A W M � Gn ! Gn, which
has the obvious Taylor expansion,

A.x; �/ D A0.x/C .A1.x//i� i C
�
1

2
A2.x/

�
ij

� i� j (14.69)

C : : :
�
1

nŠ
An.x/

�
�1:::�n

��1:::�
�n

(14.70)

it corresponds C.x/ 2 sec C`.M; �/ given by

C.x/ D A.x/C .A1.x//iei C
�
1

2
A2.x/

�
ij

eie jC

: : :C
�
1

nŠ
A.x/n .x/

�
�1:::�n

e�1 : : : e�n : (14.71)

Remark 14.7 The amazing fact that we would like to emphasize here is that,
as we learned in Chap. 7, any representative of a Dirac-Hestenes spinor field
is an even section of the Clifford bundle and thus has the same structure of
superfield. Moreover the generalized potential A D AC �5S, where A is the usual
electromagnetic potential and S is the Stratton potential introduced in Sect. 13.4.5
is also a superfield.

To end this section we write a Berezin-Marinov’s like Lagrangian [1] for a
spinning particle in Minkowski spacetime as

LBM D 1

2
P���� � 1

2
!���

��� (14.72)

where �� W t 7! G4; � D 0; 1; 2; 3 are elementary Grassmann fields over � , and !��
are functions over � , which in the original Berezin-Marinov model are constant
functions.

With the isomorphism defined by Eq. (14.61), namely �� 7! e� where fe�g is an
orthonormal coframe over � (introduce above) we get the isomorphism

LBM ' LS (14.73)

where LS is the biform Lagrangian defined by Eq. (14.57).
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From the identification LBM ' LS it becomes clear that in Berezin-Marinov
Lagrangian in a 4-dimensional Minkowski spacetime can produce a (classical)
Dirac-Hestenes equation as discussed in Sect. 14.1.3

In conclusion, we showed that Frenet equations are naturally appropriate equa-
tions of motion a classical spinning particle, and from the spinor form of Frenet
equations we even obtain a ‘classical’ Dirac-Hestenes equation for a unitary
representative of a Dirac-Hestenes spinor field and also a nonlinear Dirac-like
equation for a general representative of a Dirac-Hestenes spinor field.

We succeeded also in giving a multiform Lagrangian formalism for Frenet
equations and showed that it is isomorphic to a generalization in a 4-dimensional
Minkowski spacetime of the Lagrangian of the famous Berezin-Marinov [1] model,
thus eventually providing a satisfactory geometrical interpretation of that model a
physical system living in usual Minkowski spacetime. Moreover, our developments
also indicates strongly that eventually superfields may also have geometrical
interpretation as Clifford fields.4 This statement is based on the observation that
any representative of a Dirac-Hestenes spinor field in a spin frame may be identified
with a superfield!
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Chapter 15
Maxwell, Einstein, Dirac and Navier-Stokes
Equations

Abstract In the previous chapters we exhibit several different faces of Maxwell,
Einstein and Dirac equations. In this chapter we show that given certain conditions
we can encode the contents of Einstein equation in Maxwell like equations for a
field F D dA 2 sec

V2T�M (see below), whose contents can be also encoded in a
Navier-Stokes equation. For the particular cases when it happens that F2 ¤ 0we can
also using the Maxwell-Dirac equivalence of the first kind discussed in Chap. 13 to
encode the contents of the previous quoted equations in a Dirac-Hestenes equation
for  2 sec.

V0T�M CV2T�M CV4T�M/ such that F D  �21 Q :
Specifically, we first show in Sect. 15.1 how each LSTS .M; g;D; �g;"/ which,

as we already know, is a model of a gravitational field generated by T 2 sec T02M
(the matter plus non gravitational fields energy-momentum tensor) in Einstein GRT
is such that for any K 2 sec TM which is a vector field generating a one parameter
group of diffeomorphisms of M we can encode Einstein equation in Maxwell like
equations satisfied by F D dK where K D g.K; / with a well determined current
term named the Komar current JK , whose explicit form is given. Next we show in
Sect. 15.2 that when K D A is a Killing vector field, due to some noticeable results
[Eqs. (15.28) and (15.29)] the Komar current acquires a very simple form and is then
denoted JA. Next, interpreting, as in Chap. 11 the Lorentzian spacetime structure
.M; g;D; �g;"/ as no more than an useful representation for the gravitational field
represented by the gravitational potentials fgag which live in Minkowski spacetime
(here denoted by .M D R4; Vg; VD; �Vg;"/) we show in Sect. 15.3 that we can find a
Navier-Stokes equation which encodes the contents of the Maxwell like equations
(already encoding Einstein equations) once a proper identification is made between
the variables entering the Navier-Stokes equations and the ones defining VA D Vg.A; /
and VF D d VA, objects clearly related [see Eq. (15.49)] to A and F D dA. We also
explicitly determine also the constraints imposed by the nonhomogeneous Maxwell
like equation ı

g
F D �JA on the variables entering the Navier-Stokes equations and

the ones defining A (or VA).

© Springer International Publishing Switzerland 2016
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15.1 The Conserved Komar Current

Let K 2 sec TM be the generator of a one parameter group of diffeomorphisms
of M in the spacetime structure .M; g;D; �g;"/ which is a model of a gravitational
field generated by T 2 sec T02M (the matter plus non gravitational fields energy-
momentum tensor) in Einstein GRT. It is quite obvious that if we put F WD dK,
where K D g.K; / 2 sec

V1T�M then we can define a current JK 2 sec
V

T�M by

JK D �ı
g
F (15.1)

which, of course, is conserved, i.e.,

ı
g
JK D 0: (15.2)

Surprisingly such a trivial mathematical result seems to be very important by people
working in GRT who call JK the Komar current1 [10]. Komar called2

E WD � 1

8�

R
V ?g

JK D 1

8�

R
@V ?g

F (15.3)

the generalized energy.
To understand why JK is considered important write the action for the gravita-

tional plus matter and non gravitational fields as

A D RLEH C
R
Lm D �1

2

R
R�g C

R
Lm: (15.4)

Now, under the (infinitesimal) diffeomorphism h W M ! M generated by K we
have that g 7! g0 D h�g D g C ıg where the variation ıg D �£Kg and taking into
account Cartan’s magical formula (£KP D Ky

g
dPCd.Ky

g
P/, for any P 2 sec

V
T�M)

we have

ıA D R ıLEH C
R
ıLm

D �R £KLEH �
R

£KLm

D �R d.KyLEH/ �
R

d.KyLm/

WD R d.?
g
C/ (15.5)

1Komar called a related quantity the generalized flux.
2V denotes a spacelike hypersurface and S D @V its boundary. Usually the integral E is calculated
at a constant x0 time hypersurface and the limit is taken for S being the boundary at infinity.
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Of course, if ?
g
C is null on the boundary of the integration region we have ıA D

0. On the other hand, recall that [11]

A D �1
2

R
R
p� det gdx0dx1dx2dx3 C R Lm

p� det gdx0dx1dx2dx3: (15.6)

Variation of A with respect to g gives as we know Einstein equation G�
� D

R�� � 1
2
ı
�
� R D �T�� with R�� and T�� the components of the Ricci and the energy-

momentum tensor and R the scalar curvature. Now, recall that G� WD R� � 1
2
Rg�

are the Einstein 1-form field and that D�G�� D 0 D D�T�� . Put T� WD T�� g� and

E� WD G� C T�; E� WD E��g� D .G�� C T��/g� (15.7)

to get

ıA D �1
2

R
E��.LKg/��

p� det gdx0dx1dx2dx3

D �R E��D�K�
p� det gdx0dx1dx2dx3

D �RD�.E
��K�/

p� det gdx0dx1dx2dx3

D �R .@y
g
E�K�/�g

D R ?
g
ı
g
.E�K�/

D �R d ?
g
.E�K�/: (15.8)

From Eqs. (15.5) and (15.6) we have immediately thatR
d.?

g
E�K�/C d.?

g
C/ D 0; (15.9)

and thus

ı
g
.E�K�/C ı

g
C D 0: (15.10)

It follows that the current C 2 sec
V1T�M is conserved if the field equations E� D 0

are satisfied. An equation (in component form) equivalent to Eq. (15.10) already
appears in [10] (and also previously in [1]) who took C D E�K�CN where ı

g
N D 0.

Here, to continue we prefer to write an identity involving only ıAg D
R
ıLg.

Proceeding exactly as before we get putting G.K/ D G�K� that there exists P 2
sec

V1T�M such that

@yG.K/C @yP D 0: (15.11)
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and we see that we can identify

P WD �G�K� C L (15.12)

where ı
g
L D 0. Now, we claim that we can find L 2 sec

V1T�M such that

P D �G�K� C L D ı
g
dK: (15.13)

Let us find such a L and investigate if we can give some nontrivial physical meaning
to such P 2 sec

V1T�M.
In order to prove our claim we observe that we can write (taking into account the

identities of Chap. 4 involving the Ricci, covariant D’Alembertian operators and the
square of the Dirac operator)

G�K� D R�K� � 1
2

RK

D @ ^ @K � 1
2

RK

D @ ^ @K C @ � @K � 1
2

RK � @ � @K

D @2K � 1
2

RK � @ � @K

D �ı
g
dK � dı

g
K � 1

2
RK � @ � @K (15.14)

Then we take

P WD �G�K� � dı
g
K � 1

2
RK � @ � @K D ı

g
dK (15.15)

and thus3

L D �dı
g
K � 1

2
RK � @ � @K: (15.16)

Next, we recall the action of the extensor field T WD T�� dx� ˝ @� on K is

T.K/ D T�K�: (15.17)

3Note that since ı
g
.G�K�/D 0 it follows from Eq. (15.16) that indeed ı

g
L D 0.
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Then, we can write Eq. (15.15) as

ı
g
dK D T.K/ � dı

g
K � 1

2
RK � @ � @K: (15.18)

We can write Eq. (15.18) taking into account that R D T WD T�� and putting F WD dK
as

ı
g
F D �JK; (15.19)

with

JK D �T.K/C 1

2
TK C dı

g
K C @ � @K: (15.20)

Equation (15.20) gives the explicit form for the Komar current.4 Moreover, since
ı
g
F D ?

g
d ?

g
F, we have:

d ?
g

F D ?
g

�1
�

T.K/� 1
2

TK � dı
g
K � @ � @K

�
D ?

g

�
T.K/� 1

2
TK � dı

g
K � @ � @K

�
(15.21)

and thus taking into account Stokes theoremR
Vd ?

g
F D R

@V ?g
F (15.22)

we arrive at the conclusion that the quantity

E WD 1

8�

Z
SD@V

?
g
F

D 1

8�

R
V ?

�
.T.K/� 1

2
TK � dı

g
K � @ � @K

�
(15.23)

is a conserved one.

Remark 15.1 As already remarked an equation equivalent to Eq. (11.36) has already
been obtained in [10] who called that quantity the conserved generalized energy.
But according to our best knowledge Eq. (15.23) first appeared in [17] and it shows
explicitly that all terms in the integrand are legitimate 3-form fields and thus the

4Something that is not given in [10].
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value of the integral is, of course, independent of the coordinate system used to
calculate it.

However, considering that for each K 2 sec TM that generates a one parameter
group of diffeomorphisms of M we have a conserved quantity it is not in our opinion
appropriate to think in this quantity as a generalized energy. Indeed, why should the
energy depends on terms like dı

g
K and @ � @K if K is not a dynamical field?

We show in the next section that when K D A is a Killing vector field, i.e., £Ag D
0, we can write Eq. (15.23) as

E D 1

4�

R
V ?g

.T.A/� 1
2

TA/ (15.24)

which is a conserved quantity5 which relativistic physicists [18] think when A
is a timelike Killing vector field to be more directly associated with the energy-
momentum tensor of the matter plus non gravitational fields.6 For a Schwarzschild
spacetime, as well known, A D @=@t is a timelike Killing vector field and in his
case since the components of T are T�� D 8�p� det g

	.r/v�v� and vivj D 0 [since

v� D 1p
g00
.1; 0; 0; 0/] we get E D m.

Remark 15.2 Originally Komar obtained the same result directly from Eq. (15.23)
supposing that the generator of the one parameter group of diffeomorphism was
A D @=@t, so he got E D m by pure chance. Had he picked another vector field
generator of a one parameter group of diffeomorphisms A ¤ @=@ t, he of course,
would not obtained that result.

Remark 15.3 The previous remark shows clearly that the above approach does not
to solve the energy-momentum conservation problem for a system consisting of
the matter and non gravitational fields plus the gravitational field. It only gives
a conserved energy for the matter plus non gravitational fields if the spacetime
structure possess a timelike Killing vector field. To claim that a solution for total
energy-momentum of the total system7 problem exist it is necessary to find a way
to define a total energy-momentum 1-form for the total system. This can only be
done if the spacetime structure modeling a gravitational field (generated by the
matter plus non gravitational fields energy-momentum tensor T) possess additional
structure, or if we interpret the gravitational field as a field in the Faraday sense
living in Minkowski spacetime as did in Chap. 11. See also [7, 16].

5Observe that when A is a Killing vector field the quantities
R

V ?T.A/ and
R

V
1
2
?TA are separately

conserved as it is easily verified.
6An equivalent formula appears, e.g., as Eq. (11.2.10) in [23]. However, it is to be emphasized here
the simplicity and transparency of our approach concerning traditional ones based on classical
tensor calculus.
7The total system is the system consisting of the gravitational plus matter and non gravitational
fields.
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15.2 A Maxwell Like Equation Encoding Einstein Equation

We have seen above that if .M; g;D; �g;"/ is a model of a gravitational field
generated by T 2 sec T02M (the matter plus non gravitational fields energy-
momentum momentum tensor) in Einstein GRT and K 2 sec TM is a vector field
generating a one parameter group of diffeomorphisms of M the we can encode
Einstein equations in Maxwell like equations for F D dK where K D g.K; /.
Indeed, the encoding is given by

dF D 0; ı
g
F D �JK; (15.25)

JK D �T.K/C 1

2
TK C dı

g
K C @ � @K (15.26)

Moreover, taking into account that the Dirac operator acting on sections of the
Clifford bundle is @ D d � ı

g
we have the remarkable result that we can write a

single Maxwell like equation encoding Einstein equations, namely

@F D JK: (15.27)

15.3 The Case When K D A Is a Killing Vector Field

To proceed we suppose that A D g.A; / 2 sec
V1T�M, where A is a nontrivial

Killing vector field in a LSTS .M; g;D; �g;"/ which represents a gravitational field
generated by a given energy-momentum distribution T 2 sec T02M according to
GRT. We will need two results that are presented in the form of exercises whose
solutions are left to the reader.8

Exercise 15.4 Show that if A2 sec TM is a Killing vector field in the LSTS
.M; g;D; �g;"/, then

ı
g
A D 0; (15.28)

where A D g.A; / D Aag
a D Aaga.

Remark 15.5 We recall now Exercise 11.5 (Chap. 11) that says that if A2 sec TM is
a Killing vector field in the LSTS .M; g;D; �g;"/, then

@ ^ @A D �A D RaAa; (15.29)

8If you need help for the solution of the exercises, see, [15, 17].
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where @ D gaDea is the Dirac operator acting on the sections of the Clifford bundle
C`.M;g/ and @ ^ @ is the Ricci operator acting on sec

V1T�M ,! sec C`.M;g/.
Finally Ra 2 sec

V1T�M ,! sec C`.M;g/ are the Ricci 1-form fields, with Ra D
Ra

bg
b, where Ra

b are the components of the Ricci tensor. Also @ � @A D �A is the
covariant D’Alembertian.

Using Eq. (14.4) we can immediately show taking into account the extensorial
property of the Ricci operator @ ^ @ that Einstein equations Ra � 1

2
Rga D T a after

multiplying both members by Aa can be written as

@ ^ @A � 1
2

RA D @ � @A � 1
2

RA D �T.A/; (15.30)

from where the current in Eq. (15.26) now denoted JA is given by

JA D RA � 2T.A/ (15.31)

thus justifying Eq. (15.24) as a “generalized energy” in the case in which A is a
Killing vector field.

In this case the Maxwell like equation written in terms of the Dirac operator or
the field F associated to the Killing form A is simply

@F D RA � 2T.A/. (15.32)

Remark 15.6 In the theory presented in [15] the field A is supposed to be (up to
a dimensional constant) the electromagnetic potential of a genuine electromagnetic
field created by a given superconducting current and interacting with the gravita-
tional field. Then, clearly, the field F D dA in [15] is supposed to automatically
satisfy Maxwell equations. In what follows we only suppose that A D g.A; /, where
A is a Killing vector field in the structure .M; g;D; �g;"/. In this chapter, of course,
it is not supposed that A is the electromagnetic potential of any electromagnetic
field.

15.4 From Maxwell Equation to a Navier-Stokes Equation

In this section we obtain a Navier-Stokes equation following from the Maxwell like
equation [Eq. (15.32))] that encodes Einstein equation once we identify appropri-
ately the magnetic and electric like components of F D dA with variables appearing
in theory of the Navier-Stokes equation.

To appreciate what follows we recall that the original Navier-Stokes equation
describes the non relativistic motion of a general fluid in Newtonian spacetime. It is
not thus adequate to use—at least in principle—a general LSTS .M; g;D; �g;"/ to
describe a fluid motion. In fact we want to describe a fluid motion in a background
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spacetime such that the fluid medium, together with its dynamics, is equivalent to a
LSTS governed by Einstein equation in the sense described below.

Next we recall that the theory of the gravitational field in Minkowski spacetime
presented in Chap. 11 interprets gravitation as a plastic distortion of the Lorentz
vacuum.9 In that theory the gravitational field is represented by a .1; 1/-extensor
field h W sec

V1T�M ! sec
V1T�M living in Minkowski spacetime structure.

The field h—generated by a given energy-momentum distribution in some region
U of Minkowski spacetime—distorts the Lorentz vacuum described by the global
cobasis10 f� D dx�g, dual with respect to the basis he� D @=@x�i of TM, thus
generating the gravitational potentials ga D h.ıa

�
�/.

Now, in the inertial reference frame e0 (according to the Minkowski spacetime
structure .M D R4; Vg; VD; �Vg;"/), we write using the global coordinate functions
fx�g for M ' R4,11

A D VA�e� WD
�

1p
1 � v2 C V0 C q

�
e0 � viei D VA�e� D �e0 � vie

i; (15.33)

where the vector function v D .v1;v2; v3/ is to be identified with the 3-velocity of a
Navier-Stokes fluid—in the inertial frame e0 according to the conditions disclosed
below. Also, V0 denotes a scalar function representing an external potential acting
on the fluid, and

q D
Z .t;x/

0

dp

	
; (15.34)

where the functions p and 	 are identified respectively with the pressure and density
of the fluid and supposed functionally related, i.e., dp^ dq D 0. Furthermore v2 WDP3

iD1.vi/
2.

Observe that � looks like the relativistic energy per unit mass of the fluid. Then
we will write A as

A D
�
1

2
v2 C V C q

�
e0 � viei D �e0 � vie

i; (15.35)

where the new potential function V is the sum of V0 with the sum of the Taylor
expansion terms of Œ.1 � v2/�1=2 � 1

2
v2�: Hence we have

VA D Vg.A; / D VA�� D ��� VA�� D VA��; VF D d VA D 1

2
VF���^�; (15.36)

9More details may be found in [7].
10The fx�g are global coordinate functions in Einstein-Lorentz Poincaré gauge for the Minkowski

spacetime that are naturally adapted to an inertial reference frame e0 D @=@x0; VDe0 D 0.
11The basis fe�g is the reciprocal basis of the basis fe�g, i.e., Vg.e�; e�/ D ı

�
� :
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and

A D g.A; / D A�
� D g�� VA�� D A��; F D dA D 1

2
F��

�^�: (15.37)

15.4.1 Identification Postulate

We proceed by identifying the magnetic like and the electric like components of
the field VF. It seems natural to identify the magnetic like components of VF with the
vorticity field, but we cannot identify electric like components of VF with the Lamb
vector field. The correct identification is given as follows. Write VF�� D .d VA/�� as

VF�� D

0BB@
0 l1 � d1 l2 � d2 l3 � d3

�l1 C d1 0 �w3 w2
�l2 C d2 w3 0 �w1
�l3 C d3 �w2 w1 0

1CCA (15.38)

were w is the vorticity of the velocity field

w WD r � v; (15.39)

and

l WD w � v; (15.40)

is the so called Lamb vector and moreover

d D �r�; (15.41)

where � is a smooth function.

Remark 15.7 We emphasize that the identification of the components of VF has been
done in an arbitrary but fixed inertial frame e0 D @=@x0 as introduced above.

Next we recall that the non relativistic Navier-Stokes equation for an inviscid
fluid is given by Chorin and Marsden [5] and Flanders [8]

@v

@t
C .v � r/v D �r.V C q/; (15.42)

or using a well known vector identity,

@v

@t
D �w � v � r

�
V C p

	
C 1

2
v2
�
: (15.43)
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By these identifications,12 we get a Navier-Stokes like equation from the straight-
forward identification of l � d D . VF01; VF02; VF03/ and w D . VF32; VF13; VF21/. Indeed,
we have

VF0i D .w � v/i � di D �@vi

@t
� @�

@xi
; (15.44)

VFjk D �P3
iD1
ijkwi; (15.45)

where 
ijk is the 3-dimensional Kronecker symbol. Equation (15.44) becomes

@v

@t
C w � vCr

�
1

2
v2
�
D �r

�
V C p

	

�
C di; (15.46)

and since d D �r� for some smooth function � then Eq. (15.46) can be written as

@v

@t
C w � vCr

�
1

2
v2
�
D �r

�
V C �C p

	

�
(15.47)

which is now a Navier-Stokes like equation for a fluid moving in an external
potential V 0 D V C �: Moreover, the homogeneous Maxwell equation d VF D 0

is equivalent to

r � lC @w
@t
D 0;

r � w D 0; (15.48)

which express Helmholtz equation for conservation of vorticity.

Remark 15.8 Note that since A D g.A; / D A�� D VA�g��� , we can write13

A D g. VA/; (15.49)

where the extensor field g is defined by g.�/ D g��� . Thus, in general, we

can write since d.F � VF/ D 0 , F D VF C G where G is a closed 2-form field.
So, dF D d VF D 0 express the same content, namely Eq. (15.48), the Helmholtz
equation for conservation of vorticity. Even more, taking into account that the
Minkowski manifold is star shape we have that G is exact. Thus F D VF C dP,
for some smooth 1-form field P.

12Other identifications of Navier-Stokes equation with Maxwell equations may be found in [21,
22].
13We have (details in [7]) g D hh and Vg.g.�/;� / D g�� D Vg.h.�/; h.�// D Vg.g�; g�/ .
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15.4.2 A Realization of Eqs. (15.40) and (15.41)

The attentive reader will realize that what has been done until now will be not
an empty exercise only in case there exist nontrivial solutions of Eqs. (15.40)
and (15.41), i.e., VF0i D .w � v/i C di for at least a model of GRT given by the
LSTS .M; g;D; �g;"/ modelling a gravitational field. That this is the case, is easily
seem if we take, e.g., the Schwarzschild spacetime structure. As well known [12]
the vector field

A D @' D �x2@x1 C x1@x2 (15.50)

is a Killing vector field for the Schwarzschild metric.14 The 1-form field correspond-
ing to it and living in Minkowski spacetime is VA D x2dx1�x1dx2. Thus � D 0 and
v D .x2;�x1; 0/. This gives 0 D VF0i D �di C .w � v/i; i.e.,

d D �v � .r� v/ D rŒ.x1/2 C .x2/2�; (15.51)

and Eq. (15.47) holds. The reader is invited to find other examples for other solutions
of Einstein equations.

Remark 15.9 For the example just given above we have simply A D f VA where
f D r2 cos2 � . Thus in this case, we have the simple expression

F D df ^ VAC f VF: (15.52)

There are many examples of Killing vector fields for which A D f VA and for such
fields that developments given below in terms of A are easily translated in terms of VA.

In particular, when A D f VA we have the following identification of the components
of the Lamb and vorticity vector fields with the components of F,

li D .w � v/i D 1

f
F0i � .d ln f ^ VA/0i;

wi D �1
2

P3
iD1
ijk

�
1

f
Fjk � .d ln f ^ VA/jk

	
: (15.53)

14The spherical coordinate functions are .r,�; '/.
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15.4.3 Constraints Imposed by the Nonhomogeneous Maxwell
Like Equation

To continue, we recall that in order for the Navier-Stokes equation just obtained
to be compatible with Einstein equation it is necessary yet to take into account the
equation ı

g
F D �JA written in the LSTS .M; g;D; �g;"/ since that equation produce

as we are going to see constraints among the several fields involved. We want now
to express the constraints implicit in ı

g
F D �JA in terms of the objects defining the

Minkowski spacetime structure .M D R4; Vg; VD; �Vg;"/.
Now, taking into account that VD Vg D 0, we have

D Vg D A 2 sec T20M ˝V1T�M; (15.54)

where A 2 sec T20M ˝V1T�M is the nonmetricity tensor of D with respect to Vg. In
the coordinates fx�g introduced above it follows that

A D Q˛ˇ�
˛ ˝ ˇ ˝ � : (15.55)

Then, as we recall from Chap. 4 the relation between the coefficients ������˛ and V������˛
associated to the connections D and VD (De�g

� D �������˛g˛ , VDe�g
� D � V������˛g˛) in

an arbitrary coordinate vector f @
@x� g and covector h#� D dx�i bases—associated to

arbitrary coordinate functions fx�g covering U � M—are given by15

������˛ D V������˛ C
1

2
S�����˛; (15.56)

where

S	���˛ˇ D Vg	� .Q˛ˇ� CQˇ�˛ �Q�˛ˇ/ (15.57)

are the components of the so called strain tensor of the connection.
In the coordinate bases f@=@x�g and f� D dx�g, associated to the coordinate

functions fx�g, it follows that V������˛ D 0 and in addition the following relation for
the Ricci tensor of D holds:

R�� D J.��/:

15We use that Vg D Vg��#� ˝ #� D Vg��#� ˝ #� , where f#�g is the reciprocal basis of f#�g,
namely #� D Vg˛�#˛ and Vg�� Vg�� D ı�� . In the bases associated to fx�g it is Vg D ���

� ˝ � D
���� ˝ � .
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Denoting K	��
�˛ˇ D � 12S	���˛ˇ, the J.��/ is the symmetric part of

J�˛ D VD˛K	���	� � VD	K
	���˛� C K	���˛�K� ���	� � K	���	�K� ���˛�:

Now, we introduce the Dirac operator associated to the Levi-Civita connection VD of
Vg in our game,

@j WD #� VD@=@x� D �� VD@=@x� (15.58)

and recall Eq. (4.248) of Chap. 4, i.e.,

@ ^ @A D .@j ^ @j/ LAC L˛ �
Vg
�˛ LA; (15.59)

where A D A��, LA� WD �ˇ�gˇ�A� , and L˛ D �˛ˇJˇ�� and the symbol �
Vg

denotes

the scalar product accomplished with Vg. Since @j ^ @j LA D VR� LA� D VR�˛ LA�˛ D 0,
Eq. (15.59) reads

@ ^ @A D �˛ˇJˇ˛ LA D �˛ˇJˇ˛���g��A�
� : (15.60)

Recalling now Eqs. (15.29) and (15.30), Eq. (15.60) can be written as an alge-
braic constraint,16 relating the components A� to the components of the energy-
momentum tensor of matter and the components of the g field that is part of the
original LSTS. We have,

�˛ˇJˇ˛���g
��A� D 1

2
g�˛J.�˛/A� � T�� A� : (15.61)

Equation (15.61) are the constraints need to be satisfied by the variables of our
theory in order for the Navier-Stokes equation to be compatible with the contents of
Einstein equation.

15.5 Conclusions

Besides having determined the precise form of the so called Komar current we
showed that for each LSTS .M; g;D; �g;"/ representing a gravitational field in
GRT which contains an arbitrary Killing vector field A, the field F D dA [where

16Of course, it is a partial differential equation that needs to be satisfied by the components of the
stress tensor of the connection.
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A D g.A; /] satisfies Maxwell like equations dF D 0; ı
g
F D �JA with JA given by

Eq. (15.31). Moreover we showed that for Killing 1-form field VA D Vg.A; /, when
some identifications of the components of VA and the variables entering the Navier-
Stokes equation are accomplished and in particular when the postulated nontrivial

conditions [Eq. (15.38)]— VF0i D .d VA/0i D li � di—is satisfied, the Maxwell like
equations for VF and thus the ones for F can be written as a Navier-Stokes equation
representing an inviscid fluid. Thus, the Maxwell and Navier-Stokes like equations
presented above17 are almost directly obtained from Einstein equation through
thoughtful identification of fields. All fields in our approach live in a 4-dimensional
background spacetime, namely Minkowski spacetime and a LSTS .M; g;D; �g;"
/ is considered only a (sometimes useful) description of a gravitational field,
as discussed in detail in Chap. 11. We observe moreover that the results just
presented are in contrast with the very interesting and important studies in, e.g.,
[4, 9, 14] where it is shown through some identifications that every solution for
an incompressible Navier-Stokes equation in a .pC1/-dimensional spacetime gives
rise to a solution of Einstein equation in .pC2/-dimensional spacetime.18 It is worth
also to quote [13] where it is also suggested an interesting relation between Einstein
equations and the Navier-Stokes equation. Finally we remark that it is clear that
we can find examples [19] of Lorentzian spacetimes that do not have any nontrivial
Killing vector field19 and of course, for such cases, it is not possible to find a Navier-
Stokes equation encoding Einstein equation.

As a last remark, we observe that the Killing vector field of the Schwarzschild
spacetime given by Eq. (15.50) is such that VF D d VA is given by VF D 221

and thus VF2 ¤ 0. Thus, for this case taking into account the MDE of first kind
discussed in Chap. 13 we can also encode the contents of Einstein equation in
Maxwell like, Navier-Stokes like and Dirac-Hestenes like equations. All the fields
entering the original named equations are, of course, of very different nature, but
it seems to the authors a noteworthy fact that for the case just studied the very
different equations may have their contents encoded by equations resembling the
most important equations of twentieth century Physics.

17In [20] a fluid satisfying a particular Navier-Stokes equation is also shown to be approximately
equivalent to Einstein equation. The approach here which follows the one in [17] is completely
different from the one in [20].
18For other papers relating Einstein equations and Navier-Stokes equations we quote also here
that the authors in [2] show that cosmic censorship might be associated to global existence for
Navier-Stokes or the scale separation characterizing turbulent flows, and in the context of black
branes in AdS5, Einstein equations are shown to be led to the nonlinear equations of boundary fluid
dynamics [3]. In addition, gravity variables can provide a geometrical framework for investigating
fluid dynamics, in a sense of a geometrization of turbulence [6].
19Although, as asserted in Weinberg [24], all Lorentzian spacetimes that represent gravitational
fields of physical interest possess some Killing vector fields.
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Chapter 16
Magnetic Like Particles and Elko Spinor Fields

Abstract This chapter scrutinizes the theory of the so-called Elko spinor fields
(in Minkowski spacetime) which always appears in pairs and which from the
algebraic point of view are in class five in Lounesto classification of spinor fields.
We show how these fields differs from Majorana fields (which also are in class five
in Lounesto classification of spinor fields) and that Elko spinor fields (as it is the
case for Majorana fields) do not satisfy the Dirac equation. We discuss the class of
generalized Majorana spinor fields (objects that are spinor with “components” with
take values in a Grassmann algebra) that satisfy Dirac equations, clarifying some
obscure presentations of that theory appearing in the literature. More important, we
show that the original presentation of the theory of Elko spinor fields as having
mass dimension 1 leads to breakdown of Lorentz and rotational invariance by a
simple choice of the spatial axes in an inertial reference frame. We then present a
Lagrangian field theory for Elko spinor fields where these fields (as it is the case of
Dirac spinor fields) have mass dimension 3=2. We explicitly demonstrate that Elko
spinor fields cannot couple to the electromagnetic field, that they describe pairs of
“magnetic” like particles which are coupled to a short range su.2/ gauge potential.
Thus they eventually can serve to model dark matter. The causal propagator for the
3=2 mass dimension Elko spinor is explicitly calculated with the Clifford bundle
of (multivector) fields. Taking the opportunity given by the formalism developed in
our theory we present a very nice representation of the parity operator acting on
Dirac-Hestenes spinor fields.

16.1 Introduction

Modern Cosmology based on GRT implies that our universe is permeated by
dark matter and dark energy. Elko spinor fields have been introduced in [2, 3]
to supposedly describe dark matter. These objects are dual helicity eigenspinors
of the charge conjugation operator satisfying Klein-Gordon equation and carrying
according to the authors of [2, 3] mass dimension 1 instead of mass dimension 3=2
carried by Dirac spinor fields. A considerable number of interesting papers have
been published in the literature on these intriguing objects in the past few years. In
particular, according to the theory in [2, 3] the anticommutator of a second quantized
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elko spinor field with its conjugate momentum is nonlocal and thus it is claimed
that the theory possess an axis of locality which implies also that the theory of
elko spinor fields break Lorentz invariance. We discuss this issue below (Sect. 16.7)
which according our view is an odd and acceptable feature of the theory in [2, 3].
We recall in Sect. 16.2 that differently from the theory described in [2, 3] where
a second quantized elko spinor field satisfies a Klein-Gordon equation (instead of
a Dirac equation) the classical elko spinor fields of � and � types satisfy by their
construction a csfopde that is Lorentz invariant. The csfopde once interacted leads
to Klein-Gordon equations for the � and � type fields. However, since the csfopde
is the basic one and since the Klein-Gordon equations for � and � possess solutions
that are not solutions of the csfopde for � and � we think that it is not necessary to
get the field equations for � and � from a Lagrangian where those fields have mass
dimension 1 as in [2, 3]. Indeed, we claim that we can attribute mass dimension of
3=2 for these fields as it is the case for Dirac spinor fields. A proof of this fact is
offered by deriving in Sect. 16.3 the csfopde for � and � from a Lagrangian where
these fields have mass dimension 3=2. This, fact is to be contrasted with the quantum
theory of these fields as presented in [2, 3, 5, 6, 11, 12, 14] (and references therein),
namely that elko fields have mass dimension 1.

Taking seriously the view that elko spinor fields due to the special properties
given by their bilinear invariants may be the description of some kind of particles in
the real world a question then arises: what is the physical meaning of these fields?

In what follows we propose on Sect. 16.4 that the fields � and 	 (the representa-
tives in the Clifford bundle C`.M; �/ of the covariant spinor fields � and �) serve the
purpose of building Clifford valued multiform fields, i.e., K 2 C`0.M; �/˝R01;3 and
M 2 sec C`0.M; �/˝R01;3 [see Eq. (16.40)]. These fields are electrically neutral but
carry magnetic like charges which permit that they couple to a su.2/ ' spin3;0 �
R01;3 valued potential A 2 sec

V1T�M ˝ spin3;0. If the field A is of short range the
particles described by the K and M may be interacting and forming a system of
spin zero particles with zero magnetic like charge and eventually form condensates
something analogous to dark matter, in the sense that they do not couple with the
electromagnetic field and are thus invisible.

In Sect. 16.5 we investigate the similarities and main difference between Majo-
rana and elko spinor fields. We observe that elko and Majorana fields are in class 5
of Lounesto classification [22] and although an elko spinor field does not satisfy the
Dirac equation as correctly claimed in [2, 3], a Majorana spinor field M W M ! C4

which is a dual helicity object according to some authors (see e.g., [23]) does satisfy
the Dirac equation. However this statement is not correct. An operator (quantum)
Majorana field  M can satisfy Dirac equation if it is not a dual helicity object
(see Sect. 16.5.3). Also, even at a “classical level” a Majorana spinor field satisfies
Dirac equation if for any x 2 M their components take values in a Grassmann
algebra. Also, differently from the case of elko spinor fields some authors claim that
Majorana fields are not dual helicities objects [2], a statement that is correct only
for Majorana quantum fields as constructed in Sect. 16.5.3. For a Majorana field
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(even at “classical level”) whose components take values in a Grassmann algebra
the statement is not correct.

Finally, since according to our findings the elko spinor fields as well as the fields
K and M are of mass dimension 3=2 we show in Sect. 16.6 how to calculate the
correct propagators for K and M. We also show that the causal propagator for the
covariant � and � fields (of mass dimension 3=2) is simply the standard Feynman
propagator of Dirac theory.

In presenting the above results we use the representation of spinor fields in the
Clifford bundle formalism (CBF) as developed in Chap. 8. For the convenience
of the reader the necessary results are summarized in Sect. 16.2 where a useful
translation for the standard matrix formalism to the CBF is given. The CBF makes
all calculations easy and transparent and in particular permits to infer [13] in a while
that elko spinor fields are class 5 spinor fields in Lounesto classification [13, 22]. In
Sect. 16.7 we present a note on the calculation of the anticommutator of elko spinor
fields of mass dimension 1 as introduced originally in [2] which implies nonlocality
and worse,we show that it leads to an odd (and unacceptable) inference, namely
breakdown of rotation invariance and Lorentz by a simple choice by an observer of
the .x; y; z/ of his laboratory! For completeness of our study on Dirac, Majorana and
elko spinor fields we present also in Sect. 16.8 a new representation for the parity
operator acting on Dirac-Hestenes spinor fields which although not well known is
really noteworthy. In Sect. 16.9 we present our conclusions.

Remark 16.1 The contents of this chapter has been first published in [26].

16.2 Dictionary Between Covariant and Dirac-Hestenes
Spinor Fields Formalisms

Let .M ' R4;�;D; ��/ be the Minkowski spacetime structure where � 2 sec T02M is
Minkowski metric and D is the Levi-Civita connection of �. Also, �� 2 sec

V4T�M
defines an orientation. We denote by � 2 sec T20M the metric of the cotangent
bundle. It is defined as follows. Let fx�g be coordinates for M in the Einstein-
Lorentz-Poincaré gauge. Let fe� D @=@x�g a basis for TM and f�� D dx�g the
corresponding dual basis for T�M, i.e., ��.e˛/ D ı�˛ . Then, if � D �����˝�� then
� D ���e� ˝ e� , where the matrix with entries ��� and the one with entries ��� are
the equal to the diagonal matrix diag.1;�1;�1;�1/. If a; b 2 sec

V1T�M we write
a � b D �.a; b/. We also denote by f��g the reciprocal basis of f�� D dx�g, which
satisfies �� � �� D ı�� .

We denote the Clifford bundle of differential forms on Minkowski spacetime by
C`.M; �/ and recall once more the fundamental relation

���� C ���� D 2���: (16.1)
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As we know from Chap. 3 (covariant) spinor fields carrying a .1=2; 0/˚ .0; 1=2/
representation of Spin01;3 ' Sl.2;C/ belongs to one of the six Lounesto classes
[22]. Moreover, we recall that a .1=2; 0/ ˚ .0; 1=2/ spinor field in Minkowski
spacetime is an equivalence class of triplets . ; †;„/ where for each x 2 M;
 .x/ 2 C4, † is an orthonormal coframe and „ D u 2 Spin01;3.M; �/ � C`.M; �/
is a spinorial frame. If we fix a fiducial global coframe †0 D f V��g and take, e.g.,
„0 D u0 D 1 2 Spin01;3.M; �/ � C`.M; �/ the triplet . 0; †0;„0/ is equivalent
to . ;†;„/ if �� D ƒ

�
� V�� D .˙u/��.˙u�1/ and  .x/ D S.u/ 0.x/ where S.u/

is the standard .1=2; 0/˚ .0; 1=2/ matrix representation of Sl.2;C/. Dirac gamma
matrices in standard and Weyl representations will be denoted in this chapter by
� and �

0
and are not to be confused with the �� 2 sec

V1T�M ,! C`.M; �/.
As well known the gamma matrices also satisfy �� C �� D 2��� and
�

0
 0� C  0� 0� D 2��� . The relation between the � and the  0� is given by

 0� D S�S�1 (16.2)

where1

S D 1p
2

�
1 1
1 �1

�
: (16.3)

We recall also that a representation of a .1=2; 0/ ˚ .0; 1=2/ spinor field in
the Clifford bundle is an equivalence class of triplets . ;†;„/ where  2
sec C`0.M; �/ (the even subbundle of sec C`.M; �/), † is an orthonormal coframe
and „u D u 2 Spin01;3.M; �/ � C`.M; �/ is a spinorial frame. If we fix a fiducial
global coframe †0 D f��g and take „u0 D u0 D 1 2 sec Spin01;3.M; �/ �
sec C`.M; �/ the triplet . 0;†0;„0/ is equivalent to2 . ;†;„u/ if �� D ƒ�

� �
� D

.u/�.u�1/ and  D  0u�1. Field  is called an operator spinor field and the
operator spinor fields belonging to Lounesto classes 1; 2; 3 are also known as Dirac-
Hestenes spinor fields.

If �, � D 0; 1; 2; 3 are the Dirac gamma matrices in the standard representation
and f��g are as introduced above, we define

�k WD �k�0 2 sec
V2T�M ,! sec C`0.M; �/, k D 1; 2; 3; (16.4)

i D �5 WD �0�1�2�3 2 sec
V4T�M ,! sec C`.M; �/; (16.5)

5 WD 0123 2 Mat.4;C/: (16.6)

1We will suppress the writing of the 4� 4 and the 2� 2 unity matrices when no confusion arises.
2Take notice that . ;†;„u/ is not equivalent to . ;†;„�u/ even if .u/�.u�1/ D
.�u/�.�u�1/.
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Then, to the covariant spinor  W M ! C4 (in standard representation of the
gamma matrices) where (i D p�1, �;& W M! C2)

 D
�
�

&

�
D

0BB@
�

m0 C im3

�m2 C im1

�
�

n0 C in3

�n2 C in1

�
1CCA ; (16.7)

there corresponds the operator spinor field  2 sec C`0.M; �/ given by

 D � C &�3 D .m0 C mki�k/C .n0 C nki�k/�3: (16.8)

We then have the useful formulas in Eq. (16.9) below that one can use to imme-
diately translate results of the standard matrix formalism in the language of the
Clifford bundle formalism and vice-versa

� $ �� �0;

i $  �21 D  i�3;

i5 $  �3 D  �3�0;
N D  0 $ Q ;
  $ �0 Q �0;
 � $ ��2 �2: (16.9)

Remark 16.2 Note that �; i14 and the operations and  are for each x 2 M
mappings C4 ! C4. Then they are represented in the Clifford bundles formalism
by extensor fields which maps C`0.M; �/ ! C`0.M; �/. Thus, to the operator �
there corresponds an extensor field, call it � W C`0.M; �/ ! C`0.M; �/ such that
� D �� �0.

Using the above dictionary the standard Dirac equation for a Dirac spinor field
 W M! C4

i�@� � m D 0 (16.10)

translates immediately in the so-called Dirac-Hestenes equation, i.e.,

@ �21 �m �0 D 0; (16.11)
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where @ is the Dirac operator acting on C 2 sec C`.M; �/, which using the basis
introduced above is simply

@C WD ��y.@�C/C �� ^ .@�C/ (16.12)

Remark 16.3 It is sometimes useful, in particular when studying in Sect. 16.6
solutions for the Dirac-Hestenes equation to consider besides the Clifford bundle of
differential forms C`.M; �/ also the Clifford bundle of multivector fields C`.M;�/.
We will write L 2 sec C`.M;�/ for the sections of the C`.M;�/ bundle. The Dirac-
Hestenes equation in C`.M;�/ is.

L@ L e21 �m L e0 D 0: (16.13)

where e�e� C e�e� D 2��� and L@ WD e
�
@� with e� WD ��� and (when using the

basis introduced above)

L@ LC WD e�y.@� LC/C e� ^ .@� LC/; (16.14)

for LC 2 sec C`.M;�/. Keep in mind that in definition of L@ the e� are not supposed
to act as a derivatives operators, i.e., e�y.@� LC/ (respectively e� ^ .@� LC/) is the left
contraction of e� with @� LC (respectively, the exterior product of e� with @� LC).

The basic positive and negative energy solutions of Eq. (16.10) which are
eigenspinors of the helicity operator are [31]

u.1/.p/e�ip�x� ; u.2/.p/e�ip�x� ; v.1/.p/eip�x� ; v.2/.p/eip�x�: (16.15)

The u.˛/.p/ and v.˛/.p/ (˛ D 1; 2) are eigenspinors of the parity operator3 P, i.e.,

Pu.˛/.p/ D u.˛/.p/; Pv.˛/.p/ D v.˛/.p/; (16.16)

which makes Dirac equation invariant under a parity transformation. This will be
discussed below. These fields are represented in the Clifford bundle formalism by
the following operator spinor fields,

u.r/.p/ D L.p/~.r/; v.r/.p/ D L.p/~.r/�3; (16.17)

3The parity operator acting on covariant spinor fields is defined as in [2], i.e., PD i�0R, where R
changes p 7! �p and changes the eingenvalues of the helicity operator. For other possibilities for
the parity operator, see e.g., page 50 of [7].
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where ~.r/ D f1;�i�2g and L.p/ is the following boost operator4

L.p/ D p�0 C mp
2m.EC m/

; (16.18)

satisfying L.p/ QL.p/ D 1:

Remark 16.4 Recall that Dirac-Hestenes spinor fields couple to the electromagnetic
potential A 2 sec

V1T�M ,! sec C`.M; �/ as

@ �21 � m �0 C eA D 0: (16.19)

As it is well known this equation is invariant under a parity transformation of the
fields A and  .

In [2] the following (covariant) self and anti-self dual elko spinor fields
�
0s;a
fC�g;�

0s;a
f�Cg �

0s;a
fC�g;�

0s;a
f�Cg W M ! C4 which are eigenspinors of the charge

conjugation operator (C)5 are defined using the Weyl (chiral) representation of the
gamma matrices by

�0sf ˙g.p/ D
�
� 2Œ�L̇ .p/�

�
�L˙.p/

�
; �0af ˙g.p/ D

��� 2Œ�L̇ .p/�
�

�L˙.p/
�
; (16.20)

�0sf˙ g.p/ D
�

�R˙.p/
�� 2Œ�Ṙ .p/�

�
�
; �0af˙ g.p/ D

�
�R˙.p/
� 2Œ�Ṙ .p/�

�
�
; (16.21)

where the C�0s D C�0s, C�0a D ��0a and the indices fC�g; f�Cg refers to the
helicities of the upper and down components of the elko spinor fields, and where as
in [2] we introduce the following helicity eigenstates,6 �CL .0/ and ��L .0/ and �CR .0/
and ��R .0/ such that with Op p

jpj we have

� � p
jpj�L̇ .0/ WD ˙�L̇ .0/; � � p

jpj Œ� 2.�L̇ .0//
�� D �Œ� 2.�L̇ .0//

��;

� � p
jpj�Ṙ .0/ WD ˙�Ṙ .0/; � � p

jpj Œ�� 2.�Ṙ .0//
�� D �Œ�� 2.�Ṙ .0//

��:

(16.22)

4Recall that p�0 D p����0 D EC p.
5The conjugation operator used in [2] is C D ��2 �. Using the dictionary given by Eq. (3.68)
we find that in the Clifford bundle formalism we have C D � �20.
6The indices L and R in �˙

L .p/ and �˙
L .p/ refer to the fact that these spinors fields transforms

according to the basic non equivalent two dimensional representation of Sl.2;C/.
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Also recall that being a general boost operator in the D1=2;0˚ D0;1=2 representation
of Sl.2;C/

K D K1=2;0 ˚ K0;1=2 D e
�
2 �˛ ˚ e� �2 �˛ (16.23)

we have, e.g., taking ˛ D p

�0sf�Cg.p/ D
r

EC m

m

�
1 � jpj

EC m

�
�0sf�Cg.0/; (16.24)

More details, if necessary, may be found in [2].

Remark 16.5 By dual helicity field we simply mean here that the formulas in
Eq. (16.22) are satisfied. Note that the helicity operator (in both Weyl and standard
representation of the gamma matrices) is

† � p
jpj D

 
� � p
jpj 0

0 � � p
jpj

!
: (16.25)

C4-valued spinor fields depends for its definition of a choice of an inertial frame
where the momentum of the particle is . p0;p/. The operator .K1=2;0 ˚ K0;1=2/

commutes with � � p
jpj only if � � ˛ is proportional to � � p

jpj . So, the statement
in [2] that the helicity operator commutes with the boost operator must be qualified.
However, it remains true that � 2Œ�

C
l .p/�

� and �Cl .p/ have opposite helicities for
any p.

Remark 16.6 Recall that a C4-valued spinor field �0sf� Cg.p/ given in the Weyl
representation of the gamma matrices is represented by �s

f� Cg.p/ in the standard
representation of the gamma matrices. We have

�s
f� Cg.p/ D S�0sf� Cg.p/ D

1p
2

�
1 1
1 �1

��
� 2Œ�

C
L .p/�

�
�CL .p/

�

D 1p
2

�
� 2Œ�

C
L .p/�

� C �CL .p/
� 2Œ�

C
L .p/�

� � �CL .p/
�

(16.26)

and then

†0 � p
jpj

1p
2

�
� 2Œ�

C
L .p/�

� C �CL .p/
� 2Œ�

C
L .p/�

� � �CL .p/
�
D 1p

2

��� 2Œ�CL .p/�� C �CL .p/
�� 2Œ�CL .p/�� � �CL .p/

�
:

(16.27)

Equations (16.26) and (16.27) show that the labels f� Cg (and also fC �g) as
defining the helicities of the upper and down C2-valued components of a � type
spinor field in the standard representation of the gamma matrices have no meaning
at all.
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Also, in [2] the following identifications are made:

�s
fC�g.p/ D Ci�a

fC�g.p/; �s
f�Cg.p/ D �i�a

f�Cg.p/; (16.28)

�a
fC�g.p/ D �i�s

fC�g.p/; �a
f�Cg.p/ D Ci�s

f�Cg.p/:

Moreover, we recall that the elko spinor fields are not eigenspinors of the parity
operator and indeed (see Eqs. (4.14) and (4.15) in [2]),

P�s
f�Cg.p/ D Ci�a

fC�g.p/ D �s
fC�g.p/;

P�s
fC�g.p/ D �i�a

f�Cg.p/ D �s
f�Cg.p/;

P�a
f�Cg.p/ D �i�s

fC�g.p/ D �a
fC�g.p/;

P�a
fC�g.p/ D Ci�s

f�Cg.p/ D �a
f�Cg.p/: (16.29)

Then if �s;a.x/ WD �s;a.p/ exp.
s;aip�x�/, with 
s D �1 and 
a D C1 we
have due to their construction that the elko spinor fields must satisfy the following
csfopde:

i�@��
s
f�Cg C m�a

fC�g D 0; i�@��
a
f�Cg C m�s

fC�g D 0;
i�@��

a
f�Cg � m�s

fC�g D 0; i�@��
s
f�Cg �m�a

fC�g D 0;
i�@��

s
fC�g � m�a

f�Cg D 0; i�@��
a
fC�g �m�s

f�Cg D 0;
i�@��

a
fC�g C m�s

f�Cg D 0; i�@��
s
fC�g C m�a

f�Cg D 0: (16.30)

If �s;a
fC�g; �

s;a
f�Cg; 	

s;a
fC�g; 	

s;a
f�Cg 2 sec C`0.M; �/ are the representatives of the

covariant spinors �s;a
fC�g, �

s;a
f�Cg, �

s;a
fC�g, �

s;a
f�Cg W M ! C4 then they satisfy the

csfopde:

@�s
f�Cg�21 Cm	a

fC�g�0 D 0; @	a
f�Cg�21 C m�s

fC�g�0 D 0;
@�a
f�Cg�21 �m	s

fC�g�0 D 0; @	s
f�Cg�21 �m�a

fC�g�0 D 0;
@�s
fC�g�21 �m	a

f�Cg�0 D 0; @	a
fC�g�21 �m�s

f�Cg�0 D 0;
@�a
fC�g�21 Cm	s

f�Cg�0 D 0; @	s
fC�g�21 C m�a

f�Cg�0 D 0: (16.31)

Remark 16.7 From Eq. (16.31) it follows trivially that the operator spinor fields
�s;a
fC�g; �

s;a
f�Cg; 	

s;a
fC�g; 	

s;a
f�Cg 2 sec C`0.M; �/ satisfy Klein-Gordon equations. How-

ever, e.g., the Klein-Gordon equations

��s
f�Cg C m2�s

f�Cg D 0; �	a
fC�g C m2	a

fC�g D 0; (16.32)
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possess (as it is trivial to verify) solutions that are not solutions of the csfopde
satisfied �s

f�Cgand 	a
fC�g. An immediate consequence of this observation is that

attribution of mass dimension 1 to elko spinor fields seems equivocated. Elko spinor
fields as Dirac spinor fields have mass dimension 3=2, and the equation of motion
for the elkos can be obtained from a Lagrangian (where the mass dimension of the
fields are obvious) as we recall next.

16.3 The CSFOPDE Lagrangian for Elko Spinor Fields

A (multiform) Lagrangian that gives Eq. (16.31) for the operator elko spinor fields
�s
f�Cg; �

a
f�Cg; 	

a
fC�g; 	

s
f�Cg 2 sec C`0.M; �/ having mass dimension 3=2 is:

L D 1

2

(
.@�s
fC�gi�3/ � �s

fC�g C .@�a
f�Cgi�3/ � �a

f�Cg C .@	a
fC�gi�3/ � 	a

fC�g
C.@	s

f�Cg� i�3/ � 	s
f�Cg � 2m�s

fC�g � 	a
f�Cg C 2m�a

f�Cg � 	s
fC�g

)
(16.33)

We know from Chap. 8 that the Euler-Lagrange equation obtained, from the
variation, e.g., of the field �S

fC�g is:

@�S
fC�g

L � @


@@�s

fC�g
L
�
D 0: (16.34)

We have immediately7

@�s
fC�g

L D 1

2
@�s
fC�gi�3 �m	a

f�Cg;

@@�s
f�Cg

L D �1
2
@@�s

fC�g



@�s
f�Cg/ � �s

fC�gi�3
�
D �1

2
�s
fC�gi�3;

�@


@@�s

fC�g
L
�
D C1

2
@�s
fC�gi�3: (16.35)

Recalling that i�3 D ��0�1�2 the resulting Euler-Lagrange equation is

@�s
fC�g�21 �m	a

f�Cg�0 D 0:

Remark 16.8 With this result we must say that the main claim concerning the
attributes of elko spinor fields appearing in recent literature, i.e., that these objects
are of mass dimension 1, seems to us not necessary if not equivocated and the

7In the second line of Eq. (16.35) we used the identity .KL/ � M D K � .MQL/ for all K; L;M 2
sec C`.M; �/:
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question arises: which kind of particles are described by these fields and to which
gauge field do they couple? This question is answered in the next section.

16.4 Coupling of the Elko Spinor Fields a su.2/ ' spin3;0
Valued Potential A

We start by introducing Clifford valued differential multiforms fields, i.e., the
objects

K D �s
f�Cg ˝ 1 � 	a

fC�g ˝ i�2 2 sec C`0.M; �/˝ R01;3

M D �s
f�Cg ˝ 1 � 	a

fC�g ˝ i�2 2 sec C`0
.M; �/˝ R01;3 (16.36)

where �1; �2;; �3 are the generators of the Pauli algebra R3;0 ' R01;3 and i WD �1�2�3.
So, we have �i WD �i�0 where the �� are the generators ofR1;3, i.e., ����C���� D
2���. Also, i WD �1�2�3 D �0�1�2�3 DW �5.

We define the reverse a general Clifford valued differential multiforms field

N D N 0 ˝ 1CN k ˝ �k; C 1

2
N k ˝ �i�j C 1

3Š
N ikj�i�k�j 2 sec C`.M; �/˝ R01;3;

(16.37)

where N 0;N k;N k;N ikj 2 sec C`.M; �/ by

QN D QN 0 ˝ 1C QN k ˝ �k; C 1

2
QN ij ˝ �j�i C 1

3Š
QN ijk�k�j�i (16.38)

Since, as well known the �1; �2;; �3 have a matrix representation in C.2/, namely
�1; �2;;�3, a set of Pauli matrices, we have the correspondences

K$
 
�s
f�Cg �	a

fC�g
	a
fC�g �

s
f�Cg

!
; M$

 
�s
fC�g �	a

f�Cg
	a
f�Cg �

s
fC�g

!
(16.39)

We observe moreover that

K D K1
2
.1C�3/$

 
�s
f�Cg 0
	a
fC�g 0

!
; M D 1

2
K1
2
.1C�3/$

 
�s
fC�g 0
	a
f�Cg 0

!
(16.40)

Then, from Eqs. (16.31) we can show that the K and M fields satisfy the
following linear partial differential equations

@K�21 � mKi�2�0 D 0; (16.41)

@M�21 C mMi�2�0 D 0: (16.42)
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Indeed, Ki�2 D i�2K D �s
f�Cg ˝ i�2 � 	a

fC�g ˝ 1, Mi�2 D iM�2 D �s
f�Cg ˝

i�2 � 	a
f�Cg ˝ 1 and we have the correspondences:

K$
 
�s
f�Cg �	a

fC�g
	a
fC�g �

s
f�Cg

!
; M$

 
�s
fC�g �	a

f�Cg
	a
f�Cg �

s
fC�g

!
;

Ki�2 $
 
	a
fC�g �

s
f�Cg

��s
f�Cg 	

a
fC�g

!
; Mi�2 $

 
	a
f�Cg �

s
fC�g

��s
fC�g 	

a
f�Cg

!
: (16.43)

Then, from Eqs. (16.41) and (16.42) we see that K and M satisfy the following
linear partial differential equations

@K�21 C im�2K�0 D 0; (16.44)

@M�21 � im�2M�0 D 0; (16.45)

which, on taking the corresponding matrix representation gives the coupled equa-
tions for the pairs .�s

f�Cg; 	
a
fC�g/ and .�s

fC�g; 	
a
�Cg/ appearing in Eq. (16.31).

Before proceeding we observe that the currents

JK D K�1�0 QK 2 sec
V1T�M ˝ spin3;0 ,! sec C`.M; �/˝R01;3; (16.46)

JM DM�1�0 QM 2 sec
V1T�M ˝ spin3;0 ,! sec C`.M; �/˝ R01;3; (16.47)

are conserved, i.e.,

@yJK D 0, @yJM D 0: (16.48)

Indeed, let us show that @yJK D 0. We have

@yJK D 1

2



@K�1�0 QKCK�1�0 QK �@

�
(16.49)

From Eq. (16.41) we have

@K D imK�2�012; QK �@ D @� QK�� D im�012�2 QK: (16.50)

Then,

@yJK D 1

2
.imK�2�012�1�0 QKC imK�12�1�2 QK/

D im

2
.K.�2�1 C �1�2/�12 QK D 0:
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The fields K and M are electrically neutral, but they can couple with an su.2/ '
spin3;0 � R3;0 valued potential

A D Ai ˝ �i 2 sec
V1T�M ˝ spin3;0 ,! sec C`.M; �/˝ R1;3: (16.51)

Indeed, we have taking into account that i D �5; �i D �i0 that the coupling is

@K�21 � mK�5�20�0 C q�5AK D 0; (16.52)

@M�21 C mM�5�20�0 C q�5AM D 0: (16.53)

Equations (16.52) and (16.53) are invariant under the following transformation
of the fields and change of the basis of the spin3;0 � R001;3 algebra:

K 7! K0 D e�5q� i�i0K; M 7!M0 D e�5q� i�i0M;

A 7! A0 D e�5q� i�i0A e��5q� i�i0 ; �i 7! � 0i D e�5q� i�i0�ie
��5q� i�i0 : (16.54)

With the above result we propose that elko spinor fields of the � and 	 types,are
the crucial ingredients permitting the existence of the K and M fields which do not
carry electric charges but possess magnetic8 like charges that couple to an spin3;0 �
R001;3 valued potential A.

16.5 Difference Between Elko and Majorana Spinor Fields

Here we recall that a Majorana field (also in class five in Lounesto classification9

and supposedly describing a Majorana neutrino) differently from an elko spinor field
is supposed in some textbooks to satisfy the Dirac equation (see, e.g., [23]), even
if that equation cannot be derived from a Lagrangian (unless, as it is well known
the components of Majorana fields for each x 2 M are Grassmann ‘numbers’). The
“proof” in [23] for the statement that a Majorana field  0M W M ! C4 satisfies the
Dirac equation is as follows. That author writes that �r W M! C2 and �l W M ! C2

belonging respectively to the carrier spaces of the representations D0;1=2 and D1=2;0

8The use of the term magnetic like charge here comes from the analogy to the possible coupling
of Weyl fields describing massless magnetic monopoles with the electromagnetic potential A 2
sec

V1T�M. See Chap. 13.
9We mention Dirac spinor fields are the real type fermion fields and that Majorana and Elko spinor
fields are the imaginary type fermion fields according to Yang and Tiomno [34] classification of
spinor fields according to their transformation laws under parity.
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of Sl.2;C/ satisfy

��i@��r D m�l; (16.55)

M��i@��l D m�r; (16.56)

with �� D .1;� i/ and M�� D .1;�� i/ where � i.D � i/ are the Pauli matrices. From
this we can see that we can write:

i

�
0 M��
�� 0

�
@�

�
�r

�l

�
D m

�
�r

�l

�
: (16.57)

The set of matrices  0� WD
�

0 M��
�� 0

�
is (as well known) a representation of Dirac

matrices in Weyl representation,. It follows that  0 satisfy the Dirac equation, i.e.,

i 0�@� 0 �m 0 D 0: (16.58)

Have saying that, Maggiore [23] defines a Majorana field (in Weyl representation)
by

 0M D
�
�l

�r

�
D
�

�l

i� 2��l

�
; (16.59)

and write

i 0�@� 0M � m 0M D 0; (16.60)

concluding his “proof”.
Now, let us investigate more deeply that “proof”. First recall that writing

�r.x/ D �r.p/e
ip�x� ; �l.x/ D �l.p/e

ip�x� ; (16.61)

we have from Eqs. (16.55) and (16.56) that

. p0 � � � p/�r.p/ D ˙m�l.p/; (16.62)

. p0 C � � p/�l.p/ D ˙m�r.p/: (16.63)

However, if �l.0/ and �r.0/ are the zero momentum fields we have (with ~ being
the boost parameter, i.e., sinh ~=2 D p

.� � 1/=2/ with � D 1=
p
1 � v2 and n the

direction of motion) by definition:

�r.p/ WD e
1
2 ~���r.0/ D .cosh~=2C � � n sinh~=2/�l.0/

D p0 C mC � � p
Œ2m. p0 C m/�1=2

�r.0/; (16.64)
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�l.p/ WD e� 12 ~���l.0/ D .cosh~=2 � � � n sinh~=2/�l.0/

D p0 C m � � � p
Œ2m. p0 C m/�1=2

�l.0/: (16.65)

We can now verify that Eqs. (16.64) and (16.65) only imply Eqs. (16.62)
and (16.63) if10

�l.0/ D ˙�r.0/: (16.66)

But this condition cannot be satisfied by a Majorana field  0M W M ! C4 as
defined by Maggiore [23] where �r.0/ D i� 2��l .0/. Indeed, writing �t

l.0/ D .�;w/
with v;w 2 C we see that to have �l.0/ D ˙�r.0/ we need � D !� and ! D ���,
i.e., � D ! D 0. We conclude that a Majorana field  0M W M ! C4 cannot satisfy
the Dirac equation.

16.5.1 Some Majorana Fields Are Dual Helicities Objects

Before continuing we recall also that it is a well known fact (see, e.g.,[18]) that the
Dirac Hamiltonian commutes with the operator † � Op given by Eq. (16.25). Thus
any ‰ W M ! C4 satisfying Dirac equation which is an eigenspinor of the Dirac
Hamiltonian may be constructed such that �l and �r have the same helicity. Since
a Majorana spinor field  0M W M ! C4 as defined by Maggiore [23] does not
satisfy Dirac equation we may suspect that it is not an eigenspinor of the of the
operator † � Op. And indeed this is the case, for we now show �l.0/ and �r.0/ in a
Majorana field  0M W M ! C4 are not equal. Taking the momentum (without loss
of generality) in the direction of the z-axis (of an inertial frame) and �t

l.0/ D .1; 0/
we have

� � Op�l.0/ D ��l.0/, � � Op.i� 2�l.0// D �i� 2�l.0/, (16.67)

and as the elko spinor fields they are also dual helicities objects.

Remark 16.9 Keep also in mind that as well known even if a Majorana field is
described by a field [24] ' W M ! C2 carrying the D1=2;0 (or D0;1=2) representation
of Sl.2;C/ the value of the helicity obviously depends on the inertial reference frame
where the measurement is done [7, 27] because the helicity is invariant only under

10That �l.0/ D ˙�r.0/ is a necessary condition for a spinor field  W M ! C4 to satisfy Dirac
equation can bee seem, e.g., from Eqs. (2.85) and (2.86) in Ryder’s book [30]. However, Ryder
misses the possible solution �l.0/ D ��r.0/. This has been pointed by Ahluwalia [1] in his
review of Ryder’s book.
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those Lorentz transformations which did not alter the direction of p along which the
angular momentum component is taken.

16.5.2 The Majorana Currents JM and J5M

We observe moreover that if a Majorana field  0M W M ! C4 should satisfy the
Dirac equation then Eq. (16.60) should translate in the Clifford bundle formalism as

@ M�21 �m M�0 D 0; (16.68)

where  M 2 sec C`0.M; �/. Then, current JM D  M�0 Q M 2 sec
V1T�M ,!

sec C`.M; �/ is conserved as it is trivial to verify. Moreover, it is lightlike (since for
a class five spinor field Q M M D 0 and thus JM � JM D  M�0. Q M M/�0 Q M D 0)
but it is a non null covector field if the components of the spinor field 0M W M ! C4

have values in C2. Indeed writing JM D  M�0 Q M D J�M�� we see immediately that

J0M D N 0M 00 0M ¤ 0: (16.69)

Also, the current

J5M WD  M�3 Q M D . N 0M  05 0� 0M/�� (16.70)

is non null as it is easy to verify, and is also lightlike. If the Majorana spinor field
was to satisfy the Dirac equation the current J5M would be also conserved, i.e., @y
J5M D 0. In that case we would have a subtle question to answer: how can a massive
particle have associated to it currents JM and J5M that are lightlike? What is the
meaning of these currents?

Remark 16.10 Of course, the answer to the above question from the point of view of
a first quantized theory is that a Majorana field cannot carry any electric or magnetic
charge, i.e., the physical currents eMJM and qMJ5M are null because eM D qM D 0.

16.5.3 Making of Majorana Fields That Satisfy the Dirac
Equation

Is it possible to construct a Majorana spinor field that satisfies the Dirac equation?
There are two possibilities of answering yes for the above question.
First Possibility: As, e.g., in [20] and [9] we consider ab initio a Majorana

field as a quantum field and which is not a dual helicity object. Indeed, define
a Majorana quantum field as  0M as an operator valued field satisfying Majorana
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condition 0cM WD � 02 N 0?M D  0M . This condition can be satisfied if we define11

 0M.x/ WD
Z

d3p
.2�/3=2

X
s

.u.p; s/a.p; s/eip�x�Cv.p; s/a.p; s/e�ip�x�/; (16.71)

with

fa.p; s/; a.p0; s0/g D ıss0ı.p� p0/; fa.p; s/; a.p0; s0/g D 0 (16.72)

and where the zero momentum spinors u.0; s/ and v.0; s/ are

u.0; 1=2/D 1p
2

0BB@
1

0

1

0

1CCA ; u.0;�1=2/ D 1p
2

0BB@
0

1

0

1

1CCA ;

v.0; 1=2/ D 1p
2

0BB@
0

1

0

�1

1CCA ; v.0;�1=2/ D 1p
2

0BB@
�1
0

1

0

1CCA ; (16.73)

satisfying

 00u.0; s/ D u.0; s/;  00v.0; s/ D �v.0; s/ (16.74)

Indeed, we can verify by explicit calculation that

u.p; s/ D mC p� 0� 00p
2p0. p0 C m/

u.0; s/; u.p; s/ D m � p� 0� 00p
2p0. p0 Cm/

v.0; s/ (16.75)

and taking into account Eq. (16.74) we see that

. p�
0� � m/u.p; s/ D 0; . p�

0� C m/v.p; s/ D 0: (16.76)

With this results we can immediately verify that the quantum Majorana field  0M.x/
satisfy the Dirac equation,

.i 0�@� � m/ 0M.x/ D 0: (16.77)

11Here  0?
M WD

R d3p
.2�/3=2

P
s.u

�.p; s/a.p; s/e�ip�x� C v�.p; s/a.p; s/eip�x� /.
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For that Majorana field that is not a dual helicity object we can construct in the
canonical way the causal propagator that is nothing more than the standard Feynman
propagator for the Dirac equation (see, e.g.,[20]).

Remark 16.11 In a second quantized theory the currents JM and J5M are given by
the normal product of the field operators and in this case the currentW N 0M 00 0M W as
well known is null, but W N 0M  05 0� 0M W is non null. For a proof of these statements,
see, e.g., [20] where in particular a consistent quantum field theory for Majorana
fields satisfying the Dirac equation is presented, showing in particular that the causal
propagator for that field is the standard Feynman propagator of Dirac theory.

Second Possibility: In several treatises, e.g., [28, 33] even at the “classical level”
it is supposed that any Fermi field must be a Grassmann valued spinor field, i.e., an
object where � t

L D .� !/ and v; ! W M ! G, with G a Grassmann algebra [8, 15],
i.e., v.x/ and w.x/ are Grassmann elements of a Grassmann algebra for all x 2 M.

In this case it is possible to show that the Majorana field defined, e.g., in [28] by

‰ 0M D
�

�L

�� 2��L

�
(16.78)

does satisfy the Dirac equation.
To prove that statement write � t

L D .� !/ where for any x 2 M, v.x/ and !.x/
take values in a Grassmann algebra. If ‰ 0M does satisfy Dirac equation we must
have for ‰ 0M.p/ at p D 0 that

m

��� 2��L
�L

�
�m

�
�L

�� 2��L

�
D 0: (16.79)

Then we need simultaneously to satisfy the equations

�L D �� 2��L and �L D � 2��L ; (16.80)

which at first sight seems to be incompatible, but are not. Indeed, from �L D �� 2��L
we obtain

� D i!� and ! D �i�� (16.81)

and from �L D � 2��L we obtain

� D �i!� and ! D i��: (16.82)
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So, if we understand the symbol� as denoting the involution defined by Berizin12

Eq. (16.81) is consistent if we take

� D �� and ! D !�: (16.83)

But since for any c 2 C and ' 2 G it is .c'/� D c�'� the equation � D i!� implies

v� D .i!�/� D �i!�� D �i! (16.84)

and since � D �� and ! D !� Eq. (16.80) implies � D �i!�. Thus, surprisingly as
it may be at first sight Eq. (16.81) is compatible with Eq. (16.82).

Claim 16.12 We may then claim that a Majorana field whose components take
values in a Grassmann algebra satisfies the Dirac equation. This is consistent
with the fact that Dirac equation under these conditions may be derived from a
Lagrangian [28, 33]. We can also verify that for such a Majorana field the current
JM D 0.

Remark 16.13 In resume, from the algebraic point of view there is no difference
between elko spinor fields �;� W M ! C4and Majorana spinor fields  0M W M !
C4. However have in mind that the Majorana field defined in [28] (Eq. (16.78)
above) looks like an elko spinor field, but, of course, is not the same object, since
the components of an elko spinor fields are for any x 2 M complex numbers but the
components of ‰ 0M in [28] take values in a Grassmann algebra.

Of course, if we recall that in building a quantum field theory for elkos make
automatically the components of elko spinor fields objects taking values in a
Grassmann algebra we cannot see any good reason for the building of a theory like
in [2]. Instead we think that elko spinor fields are worth objects of study because
they permit the construction of the K and M fields introduced above which may
describe possible of “magnetic like” particles.

16.6 The Causal Propagator for the K and M Fields

We now calculate the causal propagatorSF.x�x0/ for, e.g., the LK 2 sec C`0.M;�/˝
R01;3 field. Recall from Remark 16.3 that the LK field must satisfy

L@ LKe21 � m LK�5�20e0 C �5q LA LK D 0: (16.85)

If LKi.x/ is a solution of the homogeneous equation

L@ LKie21 �m LKi�5�20e0 D 0;

12See pages 66 and of [8].



536 16 Magnetic Like Particles and Elko Spinor Fields

we can rewrite Eq. (16.85) as an integral equation

LK.x/ D LKi.x/C q
Z

d4ySF.x; y/ LA.y/ LK.y/�5�20�5: (16.86)

Putting Eq. (16.86) in Eq. (16.85) we see that SF.x; y/ must satisfy for an arbitrary
LP 2 sec C`.M;�/˝ R01;3

L@SF.x � y/ LP.y/e21 � mSF.x � y/ LP.y/e0 D ı4.x � y/ LP.y/ (16.87)

whose solution as it is easy to verify is [19]

SF.x � y/ LP.y/ D 1

.2�/4

R
d4p
Lp LP.y/C m LP.y/e0
Lp2 �m2

e�ip�.x��y�/: (16.88)

For the causal Feynman propagator we get with E D p0 D
p

p2 C m2

SF.x � y/ LK.x/ D �1
2.2�/3

�.t � t0/
R

d3p
.Lp LK.y/Cm LK.y/e0/e21

E
e�ip�.x��y�/

C 1

2.2�/3
�.t � t0/

R
d3p

.Lp LK.y/� m LK.y/e0/e21
E

e�ip�.x��y�/:

(16.89)

For a scattering problem defining LKs D LK � LKi with LKi an asymptotic in-state
we get when t!1

LKs.x/ D q
Z

d4y
R

d3p
.Lp LA.y/ LK.y/C m LA.y/ LK.y/e0/e21

2E
e�ip�.x��y�/: (16.90)

This permits to define a set of final states LKf given by

LKf .x/ D q
Z

d4y
.Lpf LA.y/ LK.y/C m LA.y/ LK.y/e0/e21

2Ef
e�ip�.x��y�/ (16.91)

which are plane waves solutions to the free field Dirac-Hestenes equation with
momentum Lpf . Equipped with the LKi.x/ and LKf .x/ we can proceed to calculate the
scattering matrix elements, Feynman rules and all that (see details if necessary in
[19]).

For the covariant � and � fields the causal propagator is the standard Dirac
propagator SF.x � x0/. Indeed, it can be used to solve, e.g., the csfopde

i��@��
s
f�Cg�21 C m�a

fC�g D 0; i��@��
a
fC�g � m�s

f�Cg D 0 (16.92)
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once appropriate initial conditions are given. To see this it is only necessary to
rewrite the formulas in Eq. (16.92) as

i��@��
s
f�Cg � m�s

f�Cg D �m.�s
f�Cg C �a

fC�g/ D �; (16.93)

i��@��
a
fC�g � m�a

fC�g D m.�s
f�Cg C �a

fC�g/ D ~: (16.94)

Equations (16.93) and (16.94) have solutions

�s
f�Cg.x/ D

Z
d4ySF.x � y/�; (16.95)

�a
fC�g.x/ D

Z
d4ySF.x � y/~ (16.96)

once we recall that

.i��@� �m/SF.x � y/ D ı4.x � y/: (16.97)

16.7 A Note on the Anticommutator of Mass Dimension 1
Elkos According to [2]

According to the theory of elko spinor fields as originally developed in [2] (see
also [1, 3–6] the evaluation of the anticommutator of an elko spinor field with its
canonical momentum gives

fƒ.x; t/;….x; tg D iı.x � x0/I C i
Z

d3p

.2�/3
eip�.x�x0/G.p/; (16.98)

with

G.p/ WD �5��n�.p/; (16.99)

where the spacelike p-dependent field n D n�.p/e� is

.n0.p/; n1.p/; n2.p/; n3.p// WD .0;n.p//;
p D . p cos�; p sin � cos'; p sin � sin'/ (16.100)

n.p/ WD 1

sin �

@

@'

�
p
jpj
�
D .� sin '; cos'; 0/

D ���.1C �2/�1=2; �.1C �2/�1=2; 0� ; � D py=px: (16.101)
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Putting� D x � x0 it is13

OG.�/ D
Z

d3p

.2�/3
eip�.x�x0/G.p/

D ��5�1P.�/C �5�2Q.�/ (16.102)

with

P.�/ D � i

2�
ı.�z/

�y

.�2
x C�2

y/
3
2

; Q.�/ D i

2�
ı.�z/

�x

.�2
x C�2

y/
3
2

: (16.103)

Remark 16.14 In [25] the integral in Eq. (16.102) has been evaluated for the
case when � lies in the direction of one of the spatial axes ei D @=@xi of an
arbitrary inertial reference frame e0 D @=@x0 (where x�; � D 0; 1; 2; 3/ are
coordinates in Einstein-Lorentz-Poincaré gauge naturally adapted to e0).We note
that the evaluation of each one of the integrals in [25] is correct, but they do not
express the values of the Fourier transform OG.x � x0/ for the particular values of �
used in the calculations of those integrals. It is not licit to fix a priori two of the
components of � as being null to calculate the integral .2�/�3

R
d3peip�.x�x0/G.p/

for this procedure excludes the singular behavior in the sense of distributions of the
Fourier integral. So, it is wrong the statement in [25] that elko theory as constructed
originally in [2] is local. However, let us show now that this nonlocality is really
odd.

16.7.1 Plane of Nonlocality and Breakdown of Lorentz
Invariance

When �z ¤ 0, OG.x � x0/ is null the anticommutator is local and thus there exists in
the elko theory as constructed in [2, 5] an infinity number of “locality directions”.
On the other hand OG.x � x0/ is a distribution with support in �z D 0. So;the
directions � D .�x; �y; 0/ are nonlocal in each arbitrary inertial reference frame
e0 chosen to evaluate OG.x � x0/. Recall that given an inertial (coordinate) reference
frame e0 D @=@x0 in Minkowski spacetime there exists [10] and infinity of triples of
vector fields fe.k/1 D @=@x1.k/; e

.k/
1 D @=@x2.k/; e

.k/
1 D @=@x3.k/g (with x0; x1.k/; x

2
.k/; x

3
.k/),

coordinates in Einstein-Lorentz-Poincaré gauge naturally adapted to e0 differing by
a spatial rotation) which constitutes a global section of the frame bundle. So, the
labels x, y and z directions in inertial reference frame e0 are no more than a mere
convention and thus without any physical significance. This means that the theory as

13This result has been also found by Ahluwalia and Grumiller. We find the above result without
knowing their calculations. See erratum to [25] at Phys. Rev. D 88, 129901 (2013).
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constructed in [2] breaks in each inertial reference frame rotational invariance by a
subjective choice of an observer and since in different inertial references frames
there are different .x; y/ planes the theory breaks also Lorentz invariance. This
physically unacceptable feature of the theory of elko spinor fields as constructed
originally in [2] was eventually the main reason that lead us to present investigation.

16.8 A New Representation of the Parity Operator Acting
on Dirac Spinor Fields

Let as before fVe� D @
@x� g and fe� D @

@x� g be two arbitrary orthonormal frames for
TM and let †0 D f�� D dx�g and † D f�� D dx�g be the respective dual frames.
Of course, Ve0 and e0 are inertial reference frames and we suppose now that e0 is
moving relative to Ve0 with 3-velocity v D .v1; v2; v3/, i.e.,

e0 D 1p
1 � v2 Ve0 �

3P
iD1

vi

p
1 � v2 Vei (16.104)

Let „u0 and „u be the spinorial frames associated with †0 and †. Consider a
Dirac particle at rest in the inertial frame Ve0 (take as a fiducial frame). The triplet
. 0;†0;„0/ is the representative of the wave function of our particle in .†0;„0/

and of course, its representative in .†;„/ is . ;†;„/. Now,

 D u 0 (16.105)

where u describes in the spinor space the boost sending �� to ��, i.e.,�� D u
��u�1 D ƒ

�
� �

� . Now, the representative of the parity operator in .†0;„0/ is Pu0
and in .†;„/ is PuIWe have according to our dictionary [Eq. (3.68)] that

Pu D �0 �0; Pu0 0 D �0 0�0; (16.106)

or

Pu‰ D �0R‰ ; Pu0‰0 D �0R‰0; (16.107)

where  and  0 are Dirac ideal real spinor fields. From Chap. 3 we have

‰ D  1
2
.1C �0/; ‰0 D  0 1

2
.1C �0/; (16.108)
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and if the momentum of our particle is the covector field p D Vp��� D p���

with .Vp0; Vp1; Vp2; Vp3/ WD .m; 0/ and . p0; p1; pVp2; p3/ WD .E;p/ (and of course p� D
ƒ�
� Vp� D ƒ0

� Vp0) R an the operator such that if  D �.p/eipx then

R D �.p/e�ip�x� D �.p/e�i.p0x0�pixi/: (16.109)

Also uR D Ru and clearly R 0 D  0. Now,

uPu0u
�1u‰0 D u�0R‰0 D u�0u�1Ru‰0 D �0R‰ ; (16.110)

from where it follows that

Pu D uPu0u
�1: (16.111)

Now we rewrite Pu‰ D �0R‰ as

Pu‰ D Vp0
m

u�0R‰0 D Vp0
m

u�0u�1u‰0;

D Vp0
m
ƒ0
��

�‰ D 1

m
p��

�‰ : (16.112)

We conclude that the parity operator in an arbitrary orthonormal and spin frames
.†;„/ acting on a Dirac ideal spinor field  is

P D Pu D 1

m
p��

�: (16.113)

Of course, when applied to covariant spinor fields  W M ! C4 the operator P
is represented by

P D 1

m
p�

�: (16.114)

A derivation of this result using covariant spinor fields (and which can be easy
generalized for arbitrary higher spin fields) has been obtained in [32].

16.9 Conclusions

In Chap. 13 (see also [29]) it was shown that the massless Dirac-Hestenes equation
decouples in a pair of operator Weyl spinor fields, each one carrying opposite
magnetic like charges that couple to the electromagnetic potential A 2 sec

V1T�M
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in a non standard way.14 Here we proposed that the fields� and � serves the purpose
of building the fields K;M 2 sec C`.M; �/ ˝ R01;3. These fields are electrically
neutral but carry magnetic like charges which permit them to couple to a spin3;0
valued potential A 2 sec

V1T�M ˝ spin3;0. If the field A is of short range the
particles described by the K and M may interact forming something analogous to
dark matter, in the sense that they may form a condensate of spin zero particles with
zero total magnetic like charges that do not couple with the electromagnetic field
and are thus invisible.

We obtained also the causal propagators for the K and M fields, which can be
used to calculate scattering matrix elements, Feynman rules, etc.15

Before closing this last chapter of our book we observe yet that elko spinor fields
already appeared in the literature before the publication of [2]. A history about
these objects may be found in [16, 17]. In those papers a Lagrangian equivalent
to Eq. (3.79) written for the covariant spinor fields � and � is given. However,
the author of those papers did not comment that since the basic csfopde satisfied
by the elko spinor fields is by construction the ones given in Eq. (3.74) and as a
consequence these fields, contrary to the claim of[2], must have mass dimension
3=2 and not 1:

We recalled also that as claimed in [2] an elko spinor field (of class five in
Lounesto classification) does not satisfy the Dirac equation. According to some
claims in the literature (see, e.g., [23]) a Majorana spinor field  0M W M ! C4

and which is a dual helicity object (that also belongs to class five in Lounesto
classification) does satisfy the Dirac equation. However we showed that this claim is
equivocated. At “classical level” a Majorana spinor field can satisfy Dirac equation
only if its components for any x 2 M take values in a Grassmann algebra.

It is important to emphasize in order to avoid misunderstandings that the theory
presented in this paper is an alternative theory to the one originally built in [2] and
developed in a series of interesting and challenging papers (see references). It differs
drastically from that theory. The main differences are that the equations satisfied by
our elko spinor fields of mass dimension 3=2 [see Eq. (16.31)] and their solutions
are trivially Lorentz invariant. In the theory in [2] the elko spinor fields are of
mass dimension 1 and that theory breaks Lorentz invariance as shown in Sect. 16.7.
Also our theory gives a prediction of a new type of particle that is electrically and
magnetically neutral but has a magnetic like charge which can couple with an spin3;0
valued gauge field. The other theory (for the best of our understanding) does not fix
the nature of the field that intermediates the interaction of the particles described by
their elko spinor fields of mass dimension 1.

14In [21] it is proposed that the massless Dirac equation describe (massless) neutrinos which carry
pair of opposite magnetic charges.
15At least, we can say that now we have all the ingredients to formulate a quantum field theory for
the K and M objects if one wish to do so.
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Appendix A
Principal Bundles, Vector Bundles
and Connections

Abstract The appendix defines fiber bundles, principal bundles and their associate
vector bundles, recall the definitions of frame bundles, the orthonormal frame bun-
dle, jet bundles, product bundles and the Whitney sums of bundles. Next, equivalent
definitions of connections in principal bundles and in their associate vector bundles
are presented and it is shown how these concepts are related to the concept of
a covariant derivative in the base manifold of the bundle. Also, the concept of
exterior covariant derivatives (crucial for the formulation of gauge theories) and the
meaning of a curvature and torsion of a linear connection in a manifold is recalled.
The concept of covariant derivative in vector bundles is also analyzed in details
in a way which, in particular, is necessary for the presentation of the theory in
Chap. 12. Propositions are in general presented without proofs, which can be found,
e.g., in Choquet-Bruhat et al. (Analysis, Manifolds and Physics. North-Holland,
Amsterdam, 1982), Frankel (The Geometry of Physics. Cambridge University Press,
Cambridge, 1997), Kobayashi and Nomizu (Foundations of Differential Geometry.
Interscience Publishers, New York, 1963), Naber (Topology, Geometry and Gauge
Fields. Interactions. Applied Mathematical Sciences. Springer, New York, 2000),
Nash and Sen (Topology and Geometry for Physicists. Academic, London, 1983),
Nicolescu (Notes on Seiberg-Witten Theory. Graduate Studies in Mathematics.
American Mathematical Society, Providence, RI, 2000), Osborn (Vector Bundles.
Academic, New York, 1982), and Palais (The Geometrization of Physics. Lecture
Notes from a Course at the National Tsing Hua University, Hsinchu, 1981).

A.1 Fiber Bundles

Definition A.1 A fiber bundle over M with Lie group G will be denoted by E D
.E;M; �;G;F/. E is a topological space called the total space of the bundle, � W
E ! M is a continuous surjective map, called the canonical projection and F is the
typical fiber. The following conditions must be satisfied:

(a) ��1.x/, the fiber over x, is homeomorphic to F.

© Springer International Publishing Switzerland 2016
W.A. Rodrigues, E. Capelas de Oliveira, The Many Faces of Maxwell,
Dirac and Einstein Equations, Lecture Notes in Physics 922,
DOI 10.1007/978-3-319-27637-3
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(b) Let fUi; i 2 Ig, where I is an index set, be a covering of M, such that:

• Locally a fiber bundle E is trivial, i.e., it is diffeomorphic to a product bundle,
i.e., ��1.Ui/ ' Ui � F for all i 2 I.

• The diffeomorphismsˆi W ��1.Ui/! Ui � F have the form

ˆi. p/ D .�. p/; �i;x. p//; (A.1)

�ij��1.x/ � �i;x W ��1.x/! F is onto. (A.2)

The collection f.Ui; ˆi/g, i 2 I, are said to be a family of local trivializations
for E.

• The group G acts on the typical fiber. Let x 2 Ui \ Uj. Then,

�j;x ı ��1i;x W F ! F (A.3)

must coincide with the action of an element of G for all x 2 Ui \ Uj and
i; j 2 I.

• We call transition functions of the bundle the continuous induced mappings

gij W Ui \ Uj ! G, where gij.x/ D �i;x ı ��1j;x : (A.4)

For consistence of the theory the transition functions must satisfy the cocycle
condition (Fig. A.1)

gij.x/gjk.x/ D gik.x/: (A.5)

Fig. A.1 Transition functions on a fiber bundle
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Transition functions on a fiber bundle

Definition A.2 .P;M;�;G;F � G/ � .P;M;�;G/ is called a principal fiber
bundle (PFB) if all conditions in Definition A.1 are fulfilled and moreover, if there
is a right action of G on elements p 2 P, such that:

(a) the mapping (defining the right action) P�G 3 . p; g/ 7! pg 2 P is continuous.
(b) given g; g0 2 G and 8p 2 P, .pg/g0 D p.gg0/:
(c) 8x 2 M;��1.x/ is invariant under the action of G, i.e., each element of p 2

��1.x/ is mapped into pg 2 ��1.x/, i.e., it is mapped into an element of the
same fiber.

(d) G acts free and transitively on each fiber ��1.x/, which means that all elements
within ��1.x/ are obtained by the action of all the elements of G on any given
element of the fiber ��1.x/. This condition is, of course necessary for the
identification of the typical fiber with G.

Definition A.3 A bundle .E;M;�1;G D Gl.m;F/;F D V/, where F D R or C
(respectively the real and complex fields), Gl.m;F/ is the linear group, and V is an
m-dimensional vector space over F is called a vector bundle.

Definition A.4 A vector bundle .E;M;�;G;F/ denoted E D P �	 F is said to be
associated to a PFB bundle .P;M;�;G/ by the linear representation 	 of G in F D
V (a linear space of finite dimension over an appropriate field, which is called the
carrier space of the representation) if its transition functions are the images under
	 of the corresponding transition functions of the PFB .P;M;�;G/. This means the
following: consider the following local trivializations of P and E respectively

ˆi W ��1.Ui/! Ui �G; (A.6)

„i W ��11 .Ui/! Ui � F; (A.7)

„i.q/ D .�1.q/; �i.q// D .x; �i.q//; (A.8)

�ij��1
1 .x/ � �i;x W ��11 .x/! F; (A.9)

where �1 W P �	 F ! M is the projection of the bundle associated to .P;M;�;G/.
Then, for all x 2 Ui \ Uj, i; j 2 I, we have

�j;x ı ��1i;x D 	.�j;x ı ��1i;x /: (A.10)

In addition, the fibers ��1.x/ are vector spaces isomorphic to the representation
space V .

Definition A.5 Let E D .E;M;�;G;F/ be a fiber bundle and U � M an open set.
A local (cross) section of the fiber bundle .E;M;�;G;F/ on U is a mapping

s W U ! E such that � ı s D IdU: (A.11)
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A global section s is one for which U D M. Not all bundles admit global sections
(see below).

Notation A.6 Let U � M. We will say that 	 2 sec E jU (or 	 2 sec EjU) if there
exists a local section sj	 W U ! E, x 7! .x; 	.x//, with 	 W U ! F.

Remark A.7 There is a relation between sections and local trivializations for
principal bundles. Indeed, each local section s; (on Ui � M) for a principal bundle
.P;M;�;G/ determines a local trivializationˆi W ��1.U/! U�G; of P by setting

ˆ�1i .x; g/ D s.x/g D pg D Rgp: (A.12)

Conversely,ˆi determines s since

s.x/ D ˆ�1i .x; e/. (A.13)

Proposition A.8 A principal bundle is trivial, if and only if, it has a global cross
section.

Proposition A.9 A vector bundle is trivial, if and only if, its associated principal
bundle is trivial.

Proposition A.10 Any fiber bundle .E;M;�;G;F/ such that M is contractible to a
point is trivial.

Proposition A.11 Any fiber bundle .E;M;�;G;F/ such that M is paracompact
and the fiber F is a vector space admits a local section.

Remark A.12 Take notice that any vector bundle admits a global section, namely
the zero section. However, it admits a global nonvanishing global section if its Euler
class is zero.

Definition A.13 The structure group G of a fiber bundle .E;M;�;G;F/ is said
to be reducible to G0 if the bundle admits an equivalent structure defined with a
subgroup G0 of the structure group G. More precisely, this means that the fiber
bundle admits a family of local trivializations such that the transition functions takes
values in G0, i.e., gij W Ui \ Uj ! G0.

A.1.1 Frame Bundle

The tangent bundle TM to a differentiable n-dimensional manifold M is an
associated bundle to a principal bundle called the frame bundle F.M/ D Sx2M FxM,
where FxM is the set of frames at x 2 M. Let fxig be coordinates associated to a local
chart .Ui; 'i/ of the maximal atlas of M. Then, TxM has a natural basis f @

@xi

ˇ̌
x
g on

Ui � M.
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Definition A.14 A frame at TxM is a set †x D fe1jx ; : : : ; enjxg of linearly
independent vectors such that

eijx D Fj
i

@

@xj

ˇ̌̌̌
x

; (A.14)

and where the matrix .Fj
i/ with entries Aj

i 2 R, belongs to the real general linear
group in n dimensions Gl.n;R/. We write .Fj

i/ 2 Gl.n;R/.

A local trivialization �i W ��1.Ui/!Ui �Gl.n;R/ is defined by

�i. f / D .x;†x/, �. f / D x: (A.15)

The action of a D .aj
i/ 2 Gl.n;R/ on a frame f 2 F.U/ is given by . f ; a/! fa,

where the new frame fa 2 F.U/ is defined by �i.fa/ D .x;†0x/, �. f / D x, and

†0x D fe01
ˇ̌
x
; : : : ; e0n

ˇ̌
x
g;

e0i
ˇ̌
x
D ej

ˇ̌
x

aj
i: (A.16)

Conversely, given frames †x and †0x there exists a D .aj
i/ 2 Gl.n;R/ such that

Eq. (A.16) is satisfied, which means that Gl.n;R/ acts on F.M/ actively.
Let fxig and fNxigbe the coordinates associated to the local chart .Ui; 'i/ .U0i ; ' 0i /

and of the maximal atlas of M. If x 2 Ui \ Uj we have

eijx D Fj
i

@

@xj

ˇ̌̌̌
x

D NFj
i

@

@Nxj

ˇ̌̌̌
x

;

.Fj
i/; .
NFj

i/ 2 Gl.n;R/: (A.17)

Since Fj
i D NFj

k



@xk

@Nxi

�ˇ̌̌
x

we have that the transition functions are

gk
i .x/ D

�
@xk

@Nxi

�ˇ̌̌̌
x

2 Gl.n;R/: (A.18)

Remark A.15 Given U � M we shall denote by† 2 sec F.U/ a section of F.U/ �
F.M/. This means that given a local trivialization � W ��1.U/!U � Gl.n;R/,
�.†/ D .x;†x/, �. f / D x. Sometimes, we also use the sloppy notation feig 2
sec F.U/ or even feig 2 sec F.M/ when the context is clear.
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A.1.2 Orthonormal Frame Bundle

Suppose that the manifold M is equipped with a metric field g 2 sec T02M of
signature . p; q/, p C q D n. Then, we can introduce orthonormal frames in each
TxU. In this case we denote an orthonormal frame by†x D fe1jx ; : : : ; enjxg and

eijx D h j
i

@

@x j

ˇ̌̌̌
x

; (A.19)

g.eijx ; ej

ˇ̌
x
/
ˇ̌
x
D diag.1; 1; : : : 1;�1; : : : ;�1/ (A.20)

with .h j
i / 2 Op;q, the real orthogonal group in n dimensions. In this case we say that

the frame bundle has been reduced to the orthonormal frame bundle, which will be
denoted by POn.M/. A section † 2 secP On.U/ is called a vierbein.

Remark A.16 The principal bundle of orthonormal frames PSOe
1;3
.M/ over a

Lorentzian manifold modelling spacetime and its covering bundle called spin
bundle PSpine

1;3
.M/ discussed in Chap. 6 play an important role in this book. Also,

vector bundles associated these bundles are very important. Associated to PSOe
1;3
.M)

we have the tensor bundle, the exterior bundle and the Clifford bundle. Associated
to PSpine

1;3
.M/ we have several spinor bundles, in particular the spin-Clifford bundle,

whose sections are the Dirac-Hestenes spinor fields. All those bundles and their
relationship are studied in Chap. 7.

Remark A.17 In complete analogy to the construction of orthonormal frame bundle
we may define an orthonormal coframe bundle that may be denoted by POn.M/.
Since to each given frame † 2 sec POn.M/ there is a natural coframe field † 2
sec POn.M/, the one where the covectors are the duals of the vectors of the frame. It
follows that POn.M/ ' POn.M/. In particular PSOe

1;3
.M/ ' PSOe

1;3
.M/.

A.1.3 Jet Bundles

Let E D .E;M;�;G;F/ be a fiber bundle. Let x 2 M and let Ux � M be a
neighborhood of x. Let secE jUX

be the set of all local sections of E defined in Ux.
Let r 2 ZC, r � 1. Next define in secE jUX

and equivalence relation ~r
x such that if

sj� ; sj� W Ux ! E we say that

sj� ~r
x sj� (A.21)

if for any smooth function f W E ! R and any smooth curve � W R!M, t 7! �.t/,
with �.0/ D x we have that the mappings f ı � ı � and f ı � ı � have the same
r-order Taylor expansion at t D 0.
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If we introduce local coordinates for E jUX
we immediately see that the equiva-

lence relation ~r
x reduces to the requirement that the local expressions of � and �

have the same r-order Taylor expansion at x. We denote by jrx� the equivalence class
identified by the representative � 2 sec E jUX

:

Definition A.18 Let jrx.E/ be the quotient space secE jUX
=~r

x. We call the the r-jet
bundle of E the disjoint union of all jrx.E/, i.e., the bundle Jr.E/ D S

x2Mjr
x.E/. We

moreover define the maps �r and �r
0 such that

�r W Jr.E/! M; �r. jrx�/ D x;

�r
0 W .Jr.E//! E; �r

0.. jrx�// D sj� :

More details on jet bundles, a natural setup for rigorous formulation of field
theories may be found, e.g., in [2].

A.2 Product Bundles and Whitney Sum

Given two vector bundles .E;M;�;G;V/ and .E0;M0;� 0;G0;V0/ we have

Definition A.19 The product bundle E � E0 is a fiber bundle whose basis space is
M �M0, the typical fiber is V˚ V0, the structural group of E � E0acts separately as
G and G0 in each one of the components of V˚ V0 and the projection � �� 0is such

that E � E0 ���
0

! M �M0.

Definition A.20 Let .E;M;�;G;V/ and .E0;M;� 0;G0;V0/ be vector bundles over
the same basis space. The Whitney sum bundle E˚ E0 is the pullback of E � E0 by
h W M! M �M, h. p/ D . p; p/:

Definition A.21 Let .E;M;�;G;V/ and .E0;M;� 0;G0;V0/ be vector bundles over
the same basis space. The tensor product bundle E˝E0 is the bundle obtained from
E and E0 by assigning the tensor product of fibers ��1x ˝ � 0�1x for all x 2 M:

Remark A.22 With the above definitions we can easily show that given three vector
bundles, say, E;E0;E00 we have

E˚ .E0 ˝ E00/ D .E˝ E0/˚ .E˝ E00/: (A.22)
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A.3 Connections

A.3.1 Equivalent Definitions of a Connection in Principal
Bundles

To define the concept of a connection on a PFB .P;M;�;G/, we recall that since
dim.M/ D m, if dim.G/ D n, then dim.P/ D n C m. Obviously, for all x 2 M,
��1.x/ is an n-dimensional submanifold of P diffeomorphic to the structure group
G and � is a submersion, ��1.x/ is a closed submanifold of P for all x 2 M.

The tangent space TpP, p 2 ��1.x/, is an .nCm/ -dimensional vector space and
the tangent space VpP � Tp.�

�1.x// to the fiber over x at the same point p 2 ��1.x/
is an n-dimensional linear subspace of TpP called the vertical subspace of TpP.1

Now, roughly speaking a connection on P is a rule that makes possible a
correspondence between any two fibers along a curve � W R � I ! M; t 7! �.t/. If
p0 belongs to the fiber over the point �.t0/ 2 � , we say that p0 is parallel translated
along � by means of this correspondence.

Definition A.23 A horizontal lift of � is a curve O� W R � I ! P (described by the
parallel transport of p).

It is intuitive that such a transport takes place in P along directions specified by
vectors in TpP, which do not lie within the vertical space VpP. Since the tangent
vectors to the paths of the basic manifold passing through a given x 2 M span
the entire tangent space TxM, the corresponding vectors Yp 2 TpP (in whose
direction parallel transport can generally take place in P) span a n-dimensional linear
subspace of TpP called the horizontal space of TpP and denoted by HpP. Now, the
mathematical concept of a connection can be presented. This is done through three
equivalent definitions given below which encode rigorously the intuitive discussion
given above. We have,

Definition A.24 A connection on a PFB .P;M;�;G/ is an assignment to each p 2
P of a subspace HpP � TpP, called the horizontal subspace for that connection, such
that HpP depends smoothly on p and the following conditions hold:

(i) �� W HpP! TxM , x D �. p/; is an isomorphism.
(ii) HpP depends smoothly on p.

(iii) .Rg/�HpP D HpgP;8g 2 G; 8p 2 P.

Here we denote by �� the differential of the mapping � and by .Rg/� the
differential of the mapping Rg W P! P (the right action) defined by Rg. p/ D pg.

1Here we may be tempted to realize that as it is possible to construct the vertical space for all
p 2 P then we can define a horizontal space as the complement of this space in respect to TpP.
Unfortunately this is not so, because we need a smoothly association of a horizontal space in every
point. This is possible only by means of a connection.
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Since x D �. O�.t// for any curve in P such that O�.t/ 2 ��1.x/ and O�.0/ D p0, we
conclude that�� maps all vertical vectors in the zero vector in TxM, i.e., ��.VpP/ D
0 and we have,2

TpP D HpP˚ VpP: (A.23)

Then every Yp 2 TpP can be written as

Yp D Yh
p C Yv

p; Yh
p 2 HpP; Yv

p 2 VpP: (A.24)

Therefore, given a vector field Y over M it is possible to lift it to a horizontal vector
field over P, i.e., ��.Yp/ D ��.Yh

p/ D Yx 2 TxM for all p 2 P with �. p/ D x. In
this case, we call Yh

p the horizontal lift of Yx. We say moreover that Y is a horizontal
vector field over P if Yh DY.

Definition A.25 A connection on a PFB .P;M;�;G/ is a mapping �p W TxM !
TpP, such that 8p 2 P and x D �. p/ the following conditions hold:

(i) �p is linear.
(ii) �� ı �p D IdTxM:

(iii) the mapping p 7! �p is differentiable.
(iv) �Rgp D .Rg/��p, for all g 2 G.

We need also the concept of parallel transport. It is given by,

Definition A.26 Let � W R �I ! M; t 7! �.t/ with x0 D �.0/ 2 M, be a curve
in M and let p0 2 P such that �. p0/ D x0. The parallel transport of p0 along � is
given by the curve O� W R �I ! P; t 7! O�.t/ defined by

d

dt
O�.t/ D �p.

d

dt
�.t//; (A.25)

with p0 D O�.0/ and O�.t/ D pkt, �. pkt/ D x.

In order to present yet a third definition of a connection we need to know more
about the nature of the vertical space VpP. For this, let Y 2 TeG D G be an element
of the Lie algebra G of G. The vector Y is the tangent to the curve produced by the
exponential map

Y D d

dt
.exp.tY//

ˇ̌̌̌
tD0

: (A.26)

Then, for every p 2 P we can attach to each Y 2 TeG D G a unique element
Yvp 2 VpP as follows: let f W .�"; "/ ! P, t 7! p exp tY be a curve on P. Observe

2We also write TP D HP˚ VP:
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that it is obtained by right translation and then �. p/ D �. p exp tY/ D x and so the
curve lies in ��1.x/, the fiber over x 2 M. Next let F W P! R be a smooth function.
Then we define

Yv
pF. p/ D d

dt
F ı f .t/

ˇ̌̌̌
tD0
D d

dt
F .p exp.tY//

ˇ̌̌̌
tD0

: (A.27)

By this construction we attach to each Y 2 TeG D G a unique vector field
over P, called the fundamental field corresponding to this element. We then have
the canonical isomorphism

Yv
p $ Y; Yv

p 2 VpP; Y 2 TeG D G (A.28)

from which we get

VpP ' G: (A.29)

Definition A.27 A connection on a PFB .P;M;�;G/ is a 1-form field ! on P with
values in the Lie algebra G D TeG such that 8p 2 P we have,

(i) !p.Yvp/ D Y and Yvp $ Y, where Yvp 2 VpP and Y 2 TeG D G.
(ii) !p depends smoothly on p.

(iii) !pŒ.Rg/�Yp� D .Adg�1!p/.Yp/, where Ad!p D g�1!pg.

It follows that if fGag is a basis of G and f� ig is a basis for T�P then

!p D !a
p ˝ Ga D !a��i . p/� i

p ˝ Ga; (A.30)

where !a are 1-forms on P.
Then the horizontal spaces can be defined by

HpP D ker.!p/; (A.31)

which shows the equivalence between the definitions.

A.3.2 The Connection on the Base Manifold

Definition A.28 Let U � M and

s W U ! ��1.U/ � P; � ı s D IdU; (A.32)

be a local section of the PFB .P;M;�;G/.
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Definition A.29 Let ! be a connection on P. The 1-form s�! (the pullback of !
under s) given by

.s�!/x.Yx/ D !s.x/.s�Yx/; Yx 2 TxU; s�Yx 2 TpP; p D s.x/; (A.33)

is called the local gauge potential.

It is quite clear that s�! 2 sec T�U ˝ G. This object differs from the gauge
field used by physicists by numerical constants (with units). Conversely we have the
following

Proposition A.30 Given ! 2 sec T�U ˝ G and a differentiable section of
��1.U/ � P, U � M, there exists one and only one connection ! on ��1.U/
such that s�! D !.

Consider now

! 2 T�U ˝G; ! D .ˆ�1.x; e//�! D s�!; s.x/ D ˆ�1.x; e/;
!0 2 T�U0 ˝G; !0 D .ˆ0�1.x; e//�! D s0�!; s0.x/ D ˆ0�1.x; e/:

(A.34)

Then we can write, for each p 2 P (�. p/ D x), parameterized by the local
trivializationsˆ and ˆ0 respectively as .x; g/ and .x; g0/ with x 2 U \ U0, that

!p D g�1dgC g�1!xg D g0�1dg0C g0�1!0xg0: (A.35)

Now, if

g0 D hg; (A.36)

we immediately get from Eq. (A.35) that

N!0x D hdh�1 C h N!xh�1; (A.37)

which can be called the transformation law for the gauge fields.

A.4 Exterior Covariant Derivatives

Let
Vk
.P;G/ DVkT�P˝G; 0 � k � n, be the set of all k-form fields over P with

values in the Lie algebra G of the gauge group G (and, of course, the connection
! 2 sec

V1
.P;G/):
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Definition A.31 For each ' 2 sec
Vk
.P;G/ we define the so called horizontal

form 'h 2 sec
Vk
.P;G/ by

'h
p.X1;X2; : : : ;Xk/ D '.Xh

1;X
h
2; : : : ;X

h
k/; (A.38)

where Xi 2 TpP, i D 1; 2; ::; k.

Notice that 'h
p.X1;X2; : : : ;Xk/ D 0 if one (or more) of the Xi 2 TpP are vertical.

Definition A.32 ' 2 sec
VkT�P ˝ V (where V is a vector space) is said to be

horizontal if 'p.X1;X2; : : : ;Xk/ D 0, implies that at least one of the Xi 2 TpP,
i D 1; 2; : : : ; n is vertical.

Definition A.33 ' 2 sec
VkT�P ˝ V is said to be of type .	;V/ if 8g 2 G we

have

R�g' D 	.g�1/': (A.39)

Definition A.34 Let ' 2 sec
VkT�P ˝ V be horizontal. Then, ' is said to be

tensorial of type .	;V/.

Definition A.35 The exterior covariant derivative of ' 2 sec
Vk
.P;G/ in relation

to the connection! is

D!' D .d'/h 2 sec
Vk
.P;G/; (A.40)

where D!'p.X1;X2; : : : ;Xk;XkC1/ D d'p.X
h
1;X

h
2; : : : ;X

h
k ;X

h
kC1/. Notice that

d' D d'a ˝ Ga where 'a 2 sec
VkT�P, a D 1; 2; : : : ; n.

Definition A.36 The commutator of ' 2 sec
Vi
.P;G/ and  2 sec

Vj
.P;G/,

0 � i; j � n, denoted by Œ'; � 2 sec
ViCj

.P;G/ such that if X1; : : : ;XiCj 2 sec TP,
then

Œ'; �.X1; : : : ;XiCj/ (A.41)

D 1

iŠjŠ

X
�2Sn

.�1/� Œ'.X�.1/; : : : ;X�.i//; .X�.iC1/; : : : ;X�.iCj//�;

where Sn is the permutation group of n elements and .�1/� D ˙1 is the sign of
the permutation. The brackets Œ ; � in the second member of Eq. (A.41) are the Lie
brackets in G.

Writing

' D 'a ˝ Ga;  D  a ˝ Ga; 'a 2 sec
^i

.T�P/;  a 2 sec
^j

.T�P/;
(A.42)
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we have

Œ'; � D 'a ^  b ˝ ŒGa;Gb�

D f c���ab.'
a ^ b/˝ Gc

(A.43)

where f c���ab are the structure constants of the Lie algebra.

Remark A.37 In this section we are using (in order to get formulas as the ones
printed in main textbooks) the exterior product as given in Remark 2.24 of Chap. 2
(there denoted P̂ ). We hope this will cause no misunderstanding.

With Eq. (A.43) we can prove easily the following important properties involving
commutators:

Œ'; � D .�1/1CijŒ ;'�; (A.44)

.�1/ikŒŒ'; �;��C .�1/jiŒŒ ;��;'�C .�1/kjŒŒ�;'�; � D 0; (A.45)

dŒ'; � D Œd'; �C .�1/iŒ'; d �; (A.46)

for ' 2 sec
Vi
.P;G/,  2 sec

Vj
.P;G/, � 2 sec

Vk
.P;G/.

We shall also need the following identity

Œ!;!�.X1;X2/ D2Œ!.X1/;!.X2/�: (A.47)

The proof of Eq. (A.47) is as follows:

(i) Recall that

Œ!;!� D .!a ^!b/˝ ŒGa;Gb�: (A.48)

(ii) Let X1;X2 2 sec TP (i.e., X1 and X2 are vector fields on P). Then,

Œ!;!�.X1;X2/ D .!a.X1/!
b.X2/ �!b.X2/!

a.X1//ŒGa;Gb�

D 2Œ!.X1/;!.X2/�:
(A.49)

Definition A.38 The curvature of the connection ! 2 sec
V1
.P;G/ is �! 2

sec
V2
.P;G/ defined by

�! D D!!: (A.50)

Definition A.39 The connection! is said to be flat if �! D 0.
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Proposition A.40

D!!.X1;X2/ D d!.X1;X2/C Œ!.X1/;!.X2/�: (A.51)

Eq. (A.51) can be written using Eq. (A.49) (and recalling that !.X/ D !a.X/Ga)
as

�! D D!! D d!C 1

2
Œ!;!�: (A.52)

Proof See, e.g., [1]. �

Proposition A.41 (Bianchi Identity)

D�! D 0: (A.53)

Proof

(i) Let us calculate d�!. We have,

d�! D d

�
d!C 1

2
Œ!;!�

�
: (A.54)

We now take into account that d2! D 0 and that from the properties of the
commutators given by Eqs. (A.44)–(A.46) above, we have

dŒ!;!/� D Œd!;!� � Œ!; d!�;
Œd!;!� D �Œ!; d!�;

ŒŒ!;!�;!� D 0: (A.55)

By using Eq. (A.55) in Eq. (A.54) gives

d�! D Œd!;!�: (A.56)

(ii) In Eq. (A.56) use Eq. (A.52) and the last equation in Eq. (A.55) to obtain

d�! D Œ�!;!�: (A.57)

(iii) Use now the definition of the exterior covariant derivative [Eq. (A.40)] together
with the fact that !.Xh/ D 0, for all X 2 TpP to obtain

D!�! D 0;

which is the result we wanted to prove. �
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We can then write the very important formula (known as the Bianchi identity),

D!�! D d�! C Œ!;�!� D 0: (A.58)

A.4.1 Local Curvature in the Base Manifold M

Let .U; ˆ/ be a local trivialization of ��1.U/ and s the associated cross section
as defined above. Then, s��! WD �! (the pull back of �!/ is a well defined
2-form field on U which takes values in the Lie algebra G: Let ! D s�! (see
Eq. (A.34)). If we recall that the differential operator d commutes with the pullback,
we immediately get

�! D s�D!! D d! C 1

2
Œ!; !� : (A.59)

It is convenient to define the symbols

D! WD s�D!!; (A.60)

D�! WD s�D!�! (A.61)

and to write

D�! D 0;
D�! D d�! C Œ!;�!� D 0:

(A.62)

Eq. (A.62) is also known as Bianchi identity.

Remark A.42 In gauge theories (Yang-Mills theories) �! is (except for numerical
factors with physical units) called a field strength in the gaugeˆ.

Remark A.43 When G is a matrix group, as is the case in the presentation of gauge
theories by physicists, Definition A.36 of the commutator Œ'; � 2 sec

ViCj
.P;G/

(' 2 sec
Vi
.P;G/,  2 sec

Vj
.P;G/) gives

Œ'; � D ' ^ � .�1/ij ^ '; (A.63)

where ' and  are considered as matrices of forms with values in G and ' ^  
stands for the usual matrix multiplication where the entries are combined via the
exterior product. Then, when G is a matrix group, we can write Eqs. (A.52) and
(A.59) as

�! D D!! D d!C! ^ !; (A.64)

�! WD D! D d! C ! ^ !: (A.65)
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A.4.2 Transformation of the Field Strengths Under a Change
of Gauge

Consider two local trivializations .U; ˆ/ and .U0; ˆ0/ of P such that p 2 ��1.U \
U0/ has .x; g/ and .x; g0/ as images in .U \ U0/ � G, where x 2 U \ U0. Let s; s0 be
the associated cross sections toˆ andˆ0 respectively. By writing s0��! D �!0, we
have the following relation for the local curvature in the two different gauges such
that g0 D hg

�!0 D h�!h�1; 8x 2 U \ U0: (A.66)

We now give the coordinate expressions for the potential and field strengths in
the trivialization ˆ. Let fx�g be coordinates for a local chart for U � M and let˚
@� D @

@x�

�
and fdx�g, � D 0; 1; 2; 3, be (dual) bases of TU and T�U respectively.

Then,

! D !a ˝ Ga D !a���dx� ˝ Ga; (A.67)

�! D .�!/a ˝ Ga D 1

2
�a�����dx� ^ dx� ˝ Ga: (A.68)

where !a���, �a����� W M � U ! R (or C) and we get

�a����� D @�!a��� � @�!a��� C f a���bc!
b
�!

c
� ; (A.69)

with f c���ab the structure constants of G, i.e., ŒGa;Gb� D f c���abGc.
The following objects appear frequently in the presentation of gauge theories by

physicists.

.�!/a D 1

2
�a�����dx� ^ dx� D d!a C 1

2
f a���bc!

b ^ !c; (A.70)

�!
�� D �a�����Ga D @�!� � @�!� C Œ!�; !��; (A.71)

!� D !a���Ga: (A.72)

Next we give the local expression of Bianchi identity. Using Eqs. (A.62) and
(A.70) we have

D�
! WD 1

2
.D�

!

/	��dx	 ^ dx� ^ dx� D 0: (A.73)

Putting

.D�
!

/	�� WD D	�
!

�� (A.74)
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we have

D	�
!

�� D @	�
!

�� C Œ!	;�
!

���; (A.75)

and

D	�
!

�� C D��
!
�	 C D��

!

	� D 0: (A.76)

Physicists call the operator

D	 WD @	 C Œ!	; �: (A.77)

the covariant derivative. The reason for this name will be given below.

A.4.3 Induced Connections

Let .P1;M1;�1;G1/ and .P2;M2;�2;G2/ be two principal bundles and let F W
P1 ! P2 be a bundle homomorphism, i.e., F is fiber preserving, it induces a
diffeomorphism f W M1 ! M2 and there exists a homomorphism � W G1 ! G2

such that for g1 2 G1, p1 2 P1 we have

F. p1g1/ D R�.g1/F. p1/: (A.78)

Proposition A.44 F W P1 ! P2 be a bundle homomorphism. Then a connection
!1 on P1determines a unique connection om P2:

Remark A.45 Let .P;M;� 0;Op;q/ D POp;q.M/ be the orthonormal frame bundle,
which is as explained above reduction of the frame bundle F.M/. Then, a connection
on POp;q.M/ determines a unique connection on F.M/. This is a very important
result that has been used implicitly in Sect. 4.9.9 and the solution of Exercise 4.150.

Proposition A.46 Let F.M/ be the frame bundle of a paracompact manifold M.
Then, F.M/ can be reduced to a principal bundle with structure group Op;q, and to
each reduction there corresponds a Riemannian metric field on M:

Remark A.47 If M has dimension 4, and we substitute Op;q 7! SOe
1;3 then to each

reduction of F.M/ there corresponds a Lorentzian metric field on M:

A.4.4 Linear Connections on a Manifold M

Definition A.48 A linear connection on a smooth manifold M is a connection! 2
sec T�F.M/˝ gl.n;R/:
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Remark A.49 Given a Riemannian (Lorentzian) manifold .M; g/ a connection on
F.M/ which is determined by a connection on the orthonormal frame bundle
POp;q.M/ (PSOe

1;3
.M/) is called a metric connection. After introducing the concept

of covariant derivatives on vector bundles, we can show that the covariant derivative
of the metric tensor with respect to a metric connection is null.

Consider the mapping f jp W Tx.M/ ! Rn (with p D .x; †x/ in a given
trivialization) which sends v 2 TxM into its components relative to the frame
†x D fe1jx ; : : : ; enjxg. Let f� j

ˇ̌
x
g be the dual basis of feijxg. We write

f jp .v/ D .� j
ˇ̌
x .v//: (A.79)

Definition A.50 The canonical soldering form of M is the 1-form 	 2
sec T�F.M/ ˝ Rn such that for any v 2 sec TpF.M/ such that v D ��v we
have

.	.v// WD 	ajp .v/ea

D �ajx .v/ea; (A.80)

where feag is the canonical basis of Rn and f	ag is a basis of T�F.M/, with 	a D
���a , 	ajp .v/ D �ajx .v/.
Definition A.51 The torsion of a linear connection ! 2 sec T�F.M/˝ gl.n;R/ is
the 2-form D	 D ‚ 2 sec

V2 T�F.M/˝ Rn .

As it is easy to verify, the soldering form 	 and the torsion 2-form‚ are tensorial
of type .	;Rn/, where 	.u/ D u, u 2 Gl.n;R/.

Using the same techniques employed in the calculation of D!!.X1;X2/

[Eq. (A.51)] it can be shown that

‚ D d	 C Œ!;	�; (A.81)

where Œ , � is the commutator product in the Lie algebra of the affine group A.n;R/ D
Gl.n;R/� Rn, where � means the semi-direct product. Suppose that .eb

a; ec/ is the
canonical basis of a.n;R/, the Lie algebra of A.n;R/. Recalling that

!.v/ D !a
b.v/e

b
a; (A.82)

	.v/ D 	a.v/ea; (A.83)

we can show without difficulties that

D!‚ D Œ�;	�: (A.84)
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A.4.5 Torsion and Curvature on M

Let fxig be the coordinates associated to a local chart .U; '/ of the maximal atlas of
M. Let† 2 sec F.U/ with ei D Fj

i
@
@xj and 	 D 	aea. Take ��v D v. Then

.	p.v// D f jp .v/ D f jp .dxj.v/@j/ D f jp .dxj.v/.Fk
j /
�1ek/

D ..Fk
j /
�1dxj.��v//: (A.85)

With this result it is quite obvious that given any w 2 Rn, 	 determines a
horizontal field vw 2 secTF.M/ by

.	.vw. p/// D w: (A.86)

With these preliminaries we have the

Proposition A.52 There is a bijective correspondence between sections of T�M ˝
Tr

s M and sections of T�F.M/˝Rnq , the space of tensorial forms of the type .	;Rnq/

in F.M/, with 	 and q being determined by Tr
s M .

Using the above proposition and recalling that the soldering form is tensorial of
type .	.u/;Rn/, 	.u/ D u;we see that it determines on M a vector valued differential
1-form3 � D ea ˝ �a 2 sec TM ˝V1 T�M. Also, the torsion‚ is tensorial of type
.	.u/;Rn/, 	.u/ D u and thus define a vector valued 2-form on M, ‚ D ea ˝‚a 2
sec TM ˝V2 T�M. We can show from Eq. (A.81) that given u;w 2 TpF.M/;

‚a.��u;��w/ D d�a.��u; ��w/C !a
b.��u/�b.��w/ � !a

b .��w/�b.��u/:
(A.87)

On the basis manifold this equation is often written:

‚ D D� D ea ˝ .D�a/

D ea ˝ .d�a C !a��b ^ �b/; (A.88)

where we recognize D�a as the exterior covariant derivative of index forms
introduced in Sect. 3.3.4.4

3� is clearly the identity operator in the space of vector fields.
4Rigorously speaking, if Eq. (A.88) is to agree with Eq. (A.87) we must have N!a

b ^ N	b D

N!a

b ˝ N	b � N	b ˝ N!a
b

�
, i.e., as already observed^must be understood as P̂ given in Remark 2.24.

However, this cause no troubles in the calculations we done using the Clifford bundle formalism.
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Remark A.53 Also, the curvature�! is tensorial of type .Ad;Rn2 /. It then defines
� D ea ˝ �b ˝Ra��b 2 sec T11M ˝V2 T�M which we easily find to be given by

� D ea ˝ �b ˝Ra
b

D ea ˝ �b ˝ .d!a��b C !a��c ^ !c��b/; (A.89)

where the Ra
b 2 sec

V2 T�M are the curvature 2-forms introduced in Chap. 4,
explicitly given by

Ra��b D d!a��b C !a��c ^ !c��b : (A.90)

Note that sometimes the symbol D!a��b such that Ra��b WD D!a
b is introduced in some

texts. Of course, the symbol D cannot be interpreted in this case as the exterior
covariant derivative of index forms.5 This is expected since ! 2 sec

V1 T�P ˝
gl.n;R/ is not tensorial.

A.5 Covariant Derivatives on Vector Bundles

Consider a vector bundle .E;M;�1;G;V/6 associated to a PFB bundle .P;M;�;G/
by the linear representation 	 of G in the vector space V over the field F D R or
C. Also, let dimF V D m. Consider again the trivializations of P and E given by
Eqs. (A.7)–(A.9). Then, we have the

Definition A.54 The parallel transport of ‰0 2 E, �1.‰0/ D x0, along the curve
� W R 3 I ! M, t 7! �.t/ from x0 D �.0/ 2 M to x D �.t/ is the element ‰kt 2 E
such that:

(i) �1.‰kt/ D x,
(ii) �i.‰kt/ D 	.'i. pkt/ ı '�1i . p0//�i.‰0/.

(iii) pkt 2 P is the parallel transport of p0 2 P along � from x0 to x as defined in
Eq. (A.25) above.

Definition A.55 Let Y be a vector at x0 tangent to the curve � (as defined above).
The covariant derivative of ‰ 2 sec E in the direction of Y is denoted .DE

Y‰/x0 2
sec E and

.DE
Y‰/.x0/ � .DE

Y‰/x0 D lim
t!0

1

t
.‰0

kt �‰0/; (A.91)

5See Sect. A.3.
6Also denoted E D P�	 V:
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where‰0
kt is the “vector”‰ t � ‰.�.t// of a section ‰ 2 sec E parallel transported

along � from �.t/ to x0, the only requirement on � being

d

dt
�.t/

ˇ̌̌̌
tD0
D Y: (A.92)

In the local trivialization .Ui; „i/ of E (see Eqs. (A.7)–(A.9)) if ‰t is the element
in V representing‰ t, we have

�i.‰
0
kt/ D 	.g0g�1t /�ij�.t/.‰t/: (A.93)

By choosing p0 such that g0 D e we can compute Eq. (A.91):

.DE
Y‰/x0 D

d

dt
	.g�1.t/‰t/

ˇ̌̌̌
tD0

D d‰t

dt

ˇ̌̌̌
tD0
�
�
	0.e/

dg.t/

dt

ˇ̌̌̌
tD0

�
.‰0/: (A.94)

This formula is trivially generalized for the covariant derivative in the direction
of an arbitrary vector field Y 2 sec TM:

With the aid of Eq. (A.94) we can calculate, e.g., the covariant derivative of ‰ 2
sec E in the direction of the vector field Y D @

@x� � @�. This covariant derivative is
denoted DE

@�
‰ .

We need now to calculate dg.t/
dt

ˇ̌̌
tD0. In order to do that, recall that if d

dt is a tangent

to the curve � in M, then s�
�

d
dt

�
is a tangent to O� , the horizontal lift of � , i.e.,

s�
�

d
dt

� 2 HP � TP: As defined before s D ˆ�1i .x; e/ is the cross section associated
to the trivialization ˆi of P [see Eq. (A.6)]. Then, as g is a mapping U ! G we can
write �

s�.
d

dt
/

	
.g/ D d

dt
.g ı �/: (A.95)

To simplify the notation, introduce local coordinates fx�; gg in ��1.U/ and write
�.t/ D .x�.t// and O�.t/ D .x�.t/; g.t//. Then,

s�
�

d

dt

�
D Px�.t/ @

@x�
C Pg.t/ @

@g
; (A.96)

in the local coordinate basis of T.��1.U//. An expression like the second member
of Eq. (A.96) defines in general a vector tangent to P but, according to its definition,
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s�
�

d
dt

�
is in fact horizontal. We must then impose that

s�
�

d

dt

�
D Px�.t/ @

@x�
C Pg.t/ @

@g
D ˛�

�
@

@x�
C !a���Gag

@

@g

�
; (A.97)

for some ˛�.
We used the fact that @

@x� C !a���Gag @
@g is a basis for HP, as can easily be verified

from the condition that !.Yh/ D 0, for all Y2 HP. We immediately get that

˛� D Px�.t/; (A.98)

and

dg.t/

dt
D Pg.t/ D �Px�.t/!a���Gag; (A.99)

dg.t/

dt

ˇ̌̌̌
tD0
D �Px�.0/!a

�Ga: (A.100)

With this result we can rewrite Eq. (A.94) as

.DE
Y‰/x0 D

d‰t

dt

ˇ̌̌̌
tD0
� 	0.e/!.Y/.‰0/; Y D d�

dt

ˇ̌̌̌
tD0

: (A.101)

which generalizes trivially for the covariant derivative along a vector field Y 2
sec TM.

Remark A.56 Many texts introduce the covariant derivative operator DE
Y acting on

sections of the vector bundle E as follows.

Definition A.57 A connection DE on M is a mapping

DE W sec TM � sec E! sec E;

.X;‰/ 7! DE
X‰ : (A.102)

such that DE
X W sec E! sec E satisfies the following properties:

(i) DE
X.a‰/ D aDE

X‰ ;

(ii) DE
X.‰ Cˆ/ D DE

X‰ C DE
Xˆ;

(iii) DE
X. f‰/ D X. f /C fDE

X‰ ;

(iv) DE
XCY‰ D DE

X‰ C DE
Y‰ ;

(v) DE
f X‰ D fDE

X‰ ;

(A.103)
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for all X;Y 2 sec TM, ‰;ˆ 2 sec E, 8a 2 F D R or C (the field of scalars entering
the definition of the vector space V of the bundle) 8f 2 C1.M/, where C1.M/ is
the set of smooth functions with values in F.

Of course, all properties in Eq. (A.103) follows directly from Eq. (A.101).
However, the point of view encoded in Definition A.57 may be appealing to
physicists. To see, recall that in general in physical theories E D P �	 V where
% stands for the representation of G in the vector space V.

Definition A.58 The dual bundle of E is the bundle E� D P �	� V�, where V� is
the dual space of V and %� is the representation of G in the vector space V�.

Example A.59 As examples of bundles of the kind E D P�	V we have the tangent
bundle which is TM D F.M/ �	 Rn where 	 W Gl.n;R/!Gl.n;R/ denotes the
standard representation and T�M D F.M/ �	� .Rn/� where the dual representation
	� satisfies 	� .g/ D 	.g�1/t. Other important examples are the tensor bundle
of tensors of type .r; s/, the bundle of homogenous k-vectors and the bundle of
homogeneous k-forms, respectively:

Tr
s M D

Or

s
TM D F.M/ �Nr

s
.
Or

s
Rn/;^k

TM D F.M/ �Vk
	

^k
Rn;^k

T�M D F.M/ �Vk
	�

^k
Rn; (A.104)

where
Nr

s,
Vk
	 and

Vk
	� are the induced tensor product and exterior powers

representations.

Definition A.60 The bundle E ˝ E� is called the bundle of endomorphisms of E
and will be denoted by End.E/.

Definition A.61 A connection DE�
acting on E� is defined by

.DE�

X „
�/.‰/ D X

�
„�.‰/

� �„�.DE
X‰/; (A.105)

for 8„� 2 sec E�, 8‰ 2 sec E and 8X 2 sec TM.

Definition A.62 A connection DE˝E�
acting on sections of E ˝ E� is defined for

8„� 2 sec E�, 8‰ 2 sec E and 8X 2 sec TM by

DE˝E�

X „� ˝‰ D DE�

X „
� ˝‰ C„� ˝ DE

X‰ : (A.106)

We shall abbreviate DE˝E�
by DEndE. Equation (A.106) may be generalized in an

obvious way in order to define a connection on arbitrary tensor products of bundles
E ˝ E0 ˝ : : :E0:::0. Finally, we recall for completeness that given two bundles, say
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E and E0 and given connections DE and DE0
there is an obvious connection DE˚E0

defined in the Whitney bundle E˚ E0 (recall Definition A.20). It is given by

DE˚E0

X .‰ ˚‰ 0/ D DE
X‰ ˚ DE0

X ‰
0; (A.107)

for 8‰ 2 sec E, 8‰ 0 2 sec E0 and 8X 2 sec TM.

A.5.1 Connections on E over a Lorentzian Manifold

In what follows we suppose that .M; g/ is a Lorentzian manifold (Definition 4.73).
We recall that the manifold M in a Lorentzian structure is supposed paracompact.
Then, according to Proposition A.10 the bundles E;E�, Tr

s M and EndE admit cross
sections.

We then write for the covariant derivative of ‰2 sec E and X 2 sec TM;

DE
X‰ D D0E

X ‰ C W.X/‰ ; (A.108)

where W 2 sec EndE˝T�M will be called connection 1-form (or potential) for DE
X

and D0E
X is a well defined connection on E, that we are going to determine.

Consider then a open set U � M and a trivialization of E in U. Such a
trivialization is said to be a choice of a gauge.

Let feig be the canonical basis of V. Let ‰jU be a section of the bundle E.
Consider the trivialization „ W ��1.U/ ! U � V, „.‰/ D .�.‰/; �.‰// D
.x; �.‰//. In this trivialization we write

‰ jU WD .x; ‰.x//; (A.109)

‰.x/ 2 V, 8x 2 U, with ‰ W U ! V a smooth function. Let fsig 2 sec EjU ,
si D ��1.ei/ i D 1; 2; : : : ;m be a basis of sections of EjU and fe�g 2 sec F.U/; � D
0; 1; 2; 3 a basis for TU. Let also f"�g, "� 2 sec T�U, be the dual basis of fe�g and
fs�ig 2 sec E�jU , be a basis of sections of E�jU dual to the basis fsig.

We define the connection coefficients in the chosen gauge by

DE
e�si DW j��

��isj: (A.110)

Then, if ‰ D ‰isi and X D X�e�

DE
X‰ D X�DE

e�.‰
isi/

D X�
h
e�.‰

i/CW i����j‰
j
i

si: (A.111)
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Now, let us concentrate on the term X�W i����j‰
jsi. It is, of course a new section

± WD .x;X�W i����j‰
jsi/ of EjU and X�W i����j‰

jsi is linear in both X and ‰:
This observation shows that WU 2 sec.End EjU ˝ T�U/, such that in the

trivialization introduced above is given by

WU DW i����jsi ˝ s�j ˝ "� (A.112)

is the representative of W in the chosen gauge.
Note that if X 2 sec TU and ‰ WD .x; ‰.x// a section of EjU we have

!U.X/ WD !U
X D X�W i����jsi ˝ s�j;

!U
X .‰/ D X�W i����j‰

jsi: (A.113)

We can then write

DE
X‰ D X.‰/C !U

X .‰/; (A.114)

thereby identifying D0E
X ‰ D X.‰/. In this case D0E

X is called the standard flat
connection.

Now, we can state a very important result which has been used in Chap. 2 to write
the different decompositions of Riemann-Cartan connections.

Proposition A.63 Let D0E and DE be arbitrary connections on E then there exists
NW 2 sec EndE˝ T�M such that for any ‰2 sec E and X 2 sec TM;

DE
X‰ D D0E

X ‰ C NW.X/‰ : (A.115)

A.5.2 Gauge Covariant Connections

Definition A.64 A connection DE on E is said to be a G-connection if for any u 2 G
and any ‰2 sec E there exists a connection D0E on E such that for any X 2 sec TM

D0EX .	.u/‰/ D 	.u/DE
X‰ : (d11)

Proposition A.65 If DE
X‰ D D0E

X ‰C NW.X/‰ for‰2 sec E and X 2 sec TM, then
D0EX ‰ D D0E

X ‰ C NW 0.X/‰ with

NW 0.X/ D u NW.X/u�1 C udu�1: (A.116)



570 A Principal Bundles, Vector Bundles and Connections

Suppose that the vector bundle E has the same structural group as the orthonor-
mal frame bundle PSOe

1;3
.M/, which as we know is a reduction of the frame bundle

F.M/. In this case we give the

Definition A.66 A connection DE on E is said to be a generalized G-connection if
for any u 2 G and any‰2 sec E there exists a connection D0E on E such that for any
X 2 sec TM, TM D PSOe

1;3
.M/ �	TM R4

D0EX0 .	.u/‰/ D 	.u/DE
X‰; (A.117)

where X0 D 	TMX 2 sec TM:

A.5.3 Curvature Again

Definition A.67 Let DE be a G-connection on E. The curvature operator
RE2 sec

V2 T�M ˝ EndE of DE is the mapping

RE W sec TM ˝ TM ˝ E! E; (A.118)

RE.X;Y/‰ D DE
XDE

Y‰ � DE
YDE

X‰ �DE
ŒX;Y�‰

RE.X;Y/ D DE
XDE

Y � DE
YDE

X � DE
ŒX;Y�; (d14)

for any ‰2 sec E and X;Y 2 sec TM.

If X D @�;Y D @� 2 sec TU are coordinate basis vectors associated to the
coordinate functions fx�g we have

RE.@�; @�/ WD RE
�� D

h
DE
@�
;DE

@�

i
: (A.119)

In a local basis {si ˝ s�jg of EndE we have under the local trivialization used
above

RE
�� D Ra�����b�sa ˝ s�b;

Ra������b D @�Wa����b � @�Wa����b CWa����cWc����b �Wa����cWc����b: (A.120)

Equation (A.120) can also be written

RE
�� D @�W� � @�W� C

�
W�;W�


: (A.121)
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A.5.4 Exterior Covariant Derivative Again

Definition A.68 Consider ‰ ˝ Ar 2 sec E ˝Vr T�M and Bs 2 Vs T�M . We
define .‰ ˝ Ar/˝^ Bs by

.‰ ˝ Ar/˝^ Bs D ‰ ˝ .Ar ^ Bs/: (A.122)

Definition A.69 Let‰˝Ar 2 sec E˝Vr T�M and…˝Bs 2 sec EndE˝Vs T�M:
We define .…˝ Bs/˝^ .‰ ˝ Ar/ by

.…˝ Bs/˝^ .‰ ˝ Ar/ D ….‰/˝ .Bs ^ Ar/: (A.123)

Definition A.70 Given a connection DE acting on E; the exterior covariant
derivative dDE

acting on sections of E˝Vr T�M and the exterior covariant derivative
dDEndE

acting on sections of EndE˝Vs T�M .r; s D 0; 1; 2; 3; 4/ is given by

(i) if ‰2 sec E then for any X 2 sec TM

dDE
‰.X/ D DE‰; (A.124)

(ii) For any ‰˝Ar 2 sec E˝Vr T�M

dDE
.‰˝Ar/ D dDE

‰ ˝^Ar C‰˝dAr; (A.125)

(iii) For any…˝Bs 2 sec EndE˝Vs T�M

dDEndE
.…˝Bs/ D dDEndE

…˝^Bs C…˝dBs; (A.126)

Proposition A.71 Consider the bundle product E D .EndE ˝Vs T�M/˝^ .E ˝Vr T�M/. Let … D …˝Bs 2 sec EndE ˝ Vs T�M and ‰ D ‰˝Ar 2
sec E ˝ Vr T�M . Then the exterior covariant derivative dDE

acting on sections
of E satisfies

dDE
.…˝^ ‰/ D .dDEndE

…/˝^ ‰ C .�1/s…˝^dDE
‰ : (A.127)

Exercise A.72 The reader can now show several interesting results, which make
contact with results obtained earlier when we analyzed the connections and
curvatures on principal bundles and which allowed us sometimes the use of sloppy



572 A Principal Bundles, Vector Bundles and Connections

notations in the main text:

(i) Suppose that the bundle admits a flat connection D0E: We put dD0E D d. Then,
if � 2 sec E˝Vr T�M we have

dD0E
� D d�CW˝^�:

(ii) If � 2 sec E˝Vr T�M we have

.dDE
/2� D RE˝^�: (A.128)

(iii) If � 2 sec E˝Vr T�M we have

.dDE
/3� D RE˝^dDE

�: (A.129)

(iii) Suppose that the bundle admits a flat connection D0E. We put dD0E D d.
Then, if

(iv) … 2 sec EndE ˝Vs T�M

dDEndE
… D d…C ŒW ;…�: (A.130)

(v)

dDEndE
RE D 0: (A.131)

(vi)

RE D dW CW˝^W : (A.132)

Remark A.73 Note that RE ¤ dDEndEW :

We end here this long appendix, hopping that the material presented be enough
to permit our reader to follow the more difficult parts of the text and in particular to
see the reason for our use of many eventual sloppy notations.
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