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Preface

Now, computer technology is rapidly developed. It appears that the computer world
is completely established. Certainly, the fact may be true according to current think-
ing but there seems to be a room for further developments. This is because we have
some possibilities to realize a computer from a different point of view.

One of such possibilities is the so-called quantum computer. It is a computer
based on quantum mechanics, and it can do super speed computation. It is well
known that theoretical possibilities of quantum computer have been argued since
the beginning of the 1980’s.

There has been a growing interest in the 1990’s, and some quantum computers
at the experimental level were recently implemented. However, most people do not
appear to be familiar with the field of quantum computer.

It is also true for experts working on computer science. The reason is that we can-
not understand quantum computers without the background of quantum mechanics.
It can be also pointed out that the foundations for quantum computer are not always
obvious.

We believe that one must study the basics of quantum computing systematically.
Unfortunately, it is difficult to read most papers, including survey papers, on quan-
tum computing. If there is a readable text book on the subject, many people will be
able to understand (or study) quantum computing.

The purpose of this book is to provide a quick introduction to quantum comput-
ing for the readers who have no backgrounds of both theory of computation and
quantum mechanics.

But to understand quantum computing, we need the knowledge of both computer
science and quantum mechanics. One cannot easily learn relevant materials in both
fields. Thus, we give an intuitive explanation of the material, and then add theoretical
justification.

The structure of the book is as follows.

Chapter 1 gives a quick review of quantum computing and quantum mechanics.
First, we outline a quantum computer to understand quantum computing. Second,
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we briefly explain the ideas of quantum mechanics. We also describe the history of
both quantum computing and quantum mechanics.

Chapter 2 surveys current computer models including Neumann-type computer,
Turing Machine and Boolean algebra. Before looking at quantum computers, we
have to understand these models properly.

Chapter 3 introduces quantum mechanics. After looking at the basic ideas of
quantum mechanics, wave mechanics, matrix mechanics, and the uncertainty prin-
ciple are explained. Since the materials in this chapter are mathematically advanced,
the readers who are not interested in them can skip and proceed to Chapter 4.

Chapter 4 explains quantum computer in some details. After the historical survey
of the origins of quantum computers, we introduce the quantum Turing Machine.
Qubit, quantum gates and Shor’s algorithm are also discussed.

Chapter 5 outlines the representative applications of quantum computing. We
take up quantum codes, quantum communications, quantum teleportation and quan-
tum programming.

Chapter 6 concludes the book with discussing the future of quantum computing.
In particular, implementations and important problems of quantum computing are
discussed.

We do not assume that the reader has any special knowledge about theory of com-
putation and quantum mechanics. We hope that the book is of help for the readers
who want to understand quantum computing quickly.

Seiki Akama
May 2014
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Chapter 1
Introduction

Abstract. Chapter 1 gives a quick review of quantum computing and quantum me-
chanics. First, we outline a quantum computer to understand quantum computing.
Second, we briefly explain the ideas of quantum mechanics. We also describe the
history of both quantum computing and quantum mechanics.

1.1 What Is Quantum Computing?

Quantum computer is a computer based on a computational model which uses quan-
tum mechanics. As you know, quantum mechanics is a subfield of physics which
studies phenomena at the micro level. The area related to quantum computers is
generally called the quantum computing, which is regarded as a promising field in
computer science.

1.1.1 Intuitive Definition of Quantum Computers

Quantum computers do computation based on the theory of quantum mechan-
ics, whose computation is performed very different from traditional ones, e.g.,
Neumann-type computer. Perhaps, the reader may not be able to understand the
description. But, in fact, we now have such computers, although they are experi-
mentally built.

It is here necessary for the reader to have mathematical background in order to
grasp the basics of quantum computers. We believe that it is valid to define quantum
computers in this way, and we will defer giving formal exposition. However, it does
not seem to be a good idea for beginners.

Because we cannot easily learn an abstract theory in general, it is helpful to obtain
intuitive image of it. This can be applied to the study of quantum computers. Here,
one would like to imagine the following picture.

Namely, quantum computers represent information by making use of phenomena
in atoms at the micro level and employ quantum mechanical systems with some
properties to do computations.

S. Akama, Elements of Quantum Computing, 1
DOI: 10.1007/978-3-319-08284-4_1, c© Springer International Publishing Switzerland 2015



2 1 Introduction

Consequently, quantum computers have a hardware and a computational mecha-
nism which are radically different from those in previous computers. This is one of
the most important points in understanding quantum computers.

There are some possible descriptions of the intuitive picture of quantum com-
puters. We could here give one of the images of actual computation in quantum
computers as follows:

When certain computation is performed in quantum computers, similar com-
putation is simultaneously performed in other world which is connected with
the actual world. The result is obtained by a probability if we try to see the
result of computation, and we can obtain the probability that the result holds.

The principle of quantum computers is summarized as above, where the italicized
parts express the important keywords. The reader will realize why these terms are
written in italics, if the reader reads over the book.

In the sequel, we give the exposition by using technical terms. The image pre-
sented here is useful for the reader to understand the materials of the book. Of
course, it is better to mathematically understand the materials.

Quantum computer is a computer whose computation is performed quantum me-
chanically. It has a new type of hardware with the computational mechanism based
on quantum mechanics. In other words, both the hardware and software should be
constructed based on the principles of quantum mechanics.

The basic unit of information in quantum computers is called a qubit. It is based
on superposition states in which both the states 0 and 1 are overlapped. Current
computers represent information by means of a bit which can have only one value
of 0 and 1. On the other hand, quantum computers use qubits which can represent
more information than in bits.

Thus, if a number of qubits are given and parallelly processed, then quantum
computers enable super speed computation. As a result, quantum computers can per-
form the computation of some important problems whose solutions were regarded
impossible or intractable in traditional computers.

It is generally thought that the advent of quantum computers can change the
world of computers and our life. Some people showed that quantum computers can
be used to compute the answers to certain difficult problems much faster than any
classical computers. It is in fact a very interesting fact. Now, work for implementing
quantum computers, though at the experimental level, is in progress all over the
world.

1.1.2 History of Quantum Computers

Here, we briefly look at the history of quantum computers. So far, many people have
suggested the ideas of quantum computers and formalized their models. To survey
the history is of interest.
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Benioff
In 1980, Benioff pointed out a possibility of constructing a computer based on quan-
tum mechanics; see Benioff [6] for details. He proposed a quantum mechanical
model of computers within the framework of Turing Machine, which is a standard
model of computation.

Benioff’s starting point was to make smaller logic circuits. Benioff showed that
an atomic-scale circuit could be built. Benioff’s model can be interpreted as a com-
puter model which satisfies the laws of quantum mechanics.

Benioff suggested to use the different spins of elementary particles to repre-
sent two binary digits. Practically, in his model, the computation is quantum-
mechanically performed without energy consumption.

However, his model is essentially equivalent to Turing Machine which is one
of the traditional computational models. As a consequence, it cannot exceed the
computational power of a classical computer. Thus, his model cannot be interpreted
as a new model for quantum computers.

Feynman
In 1982, Feynman, who received the Nobel Prize in Physics in 1965, discussed a
quantum computer which can simulate physics in Feynman [36]. Although Feyn-
man’s contributions to quantum computers are less known, his paper is undoubtedly
one of the origins of quantum computers.

Feynman pointed out that some kind of quantum mechanical phenomena cannot
be effectively simulated by traditional classical computers and claimed that “compu-
tation” for simulating physics can be performed more effectively by using quantum
mechanical phenomena.

According to Feynman, quantum computers should have a computational
mechanism which obeys the laws of quantum mechanics. Additionally, Feynman
introduced some examples of physical phenomena which can be interpreted as a
computational model for quantum computers. We will give a detailed account on
Feynman’s ideas in Chapter 4.

Deutsch
In 1985, English physicist Deutsch proposed a computational model called the
quantum computer which reformulates a Turing Machine and has the computational
power equivalent to quantum Turing Machine; see Deutsch [24].

Deutsch’s “quantum computer”, as reviewed in Chapter 4, is the first compu-
tational model for quantum computing. Because his theory is more concrete than
Feynman’s and compatible to the tradition of computer science, it should be consid-
ered as another origin of the research on quantum computers.

Deutsch also showed a theory of quantum gate, which is another model of quan-
tum computers, in 1988; see Deutsch [25]. A quantum gate is a logical gate for
quantum computers. Deutsch gave universal quantum gate, and this increased a pos-
sibility of realizing quantum computers.
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Bernstein and Vazirani
In 1993, Bernstein and Vazirani proposed a universal quantum Turing Machine
which generalizes Deutsch’s quantum Turing Machine; see Bernstein and Vazi-
rani [11]. They seemed to give a theory of universal quantum Turing Machine in
the traditional form.

They also proved that both (classical) Turing Machine and quantum Turing Ma-
chine have the equivalent computational power. Their research became a first step to
clarifying the computational aspects of quantum computers like computability and
complexity. In this regard, they first provided contributions to quantum complexity
theory.

Shor
In 1994, Shor demonstrated a polynomial-time quantum algorithm for prime factor-
ization and discrete logarithm; see Shor [72],[73]. Shor’s result was astonishing and
later attracted our interest of quantum computers.

A quantum algorithm for prime factorization is called Shor’s algorithm. It is
observed the algorithm justifies a strong possibility of quantum computers. This
is because prime factorization is known as one of the intractable problems which is
the underlying base of RSA code. It is worth noting that Shor’s algorithm showed a
quantum algorithm for the concrete problem.

Shor’s result reveals that there is a possibility of breaking the safety of RSA
coding if a quantum computer is implemented and prime factorization is fastly per-
formed by it. The result was surprising for computer science. Consequently, the
importance of quantum computers was recognized.

Grover
In 1996, Grover proposed quantum search algorithm in Grover [44]. Grover showed
the quantum algorithm which can search data in unstructured database in the order
of

√
n. The algorithm is called the Grover’s algorithm.

Om̈er
In 1998, Om̈er implemented a programming language for quantum computers called
QCL at Technical University of Vienna; see Om̈er [64]. QCL is a procedural lan-
guage like the C language and can be used for implementation and simulation for
various quantum algorithms. By the language, it became possible to study quantum
commuting in the software level.

By the late 1990’s, most foundational research on quantum computers has been
done, and some research on implementation has also started. But many people
thought the problem of how the hardware of quantum computers should be con-
structed is extremely difficult.

Gershenfeld and Chuang
There are several types of hardware of quantum computers which are different from
the one of traditional computers.
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In 1998, Gershenfeld and Chuang at MIT developed a 2-qubits quantum
computer based on NMR (Nuclear Magnetic Resonance); see Gershenfeld and
Chuang [41]. This is the first actual implementation of a quantum computer.

In 2001, IBM succeeded in the development of 7-qubits NMR quantum computer
and implemented Shor’s Algorithm, thus showing the effectiveness of NMR for the
implementation for quantum computers; see Vandersypen et al. [80].

There are also other approaches to the hardware of quantum computers. They in-
clude trapped ion, quantum dots, and Josephson junction. Currently, it is possible to
develop quantum computers with more than 10-qubits and further investigations are
expected. We note that fundamental theories for applications of quantum computing
are being established.

1.2 What Is Quantum Mechanics?

Quantum mechanics (QM) is the theoretical basis of quantum computing. Here, we
only introduce its basic ideas and history. The details of mathematical aspects of
quantum mechanics will be given in Chapter 3.

1.2.1 Classical Physics

There are various matters in our world. Matter is regarded as anything that has both
mass and volume. Physics studies the nature of matter mathematically. As you know,
the atom is a basic unit of matter.

An elementary particle is a particle that has substructures. An atom consists of
several elementary particles. There are many elementary particles such as photon,
electron, proton and neutron.

The proton and neutron are composed of elementary particles which are called
quarks. A quark is also an elementary particle which is regarded elementary and
indivisible.

Matters are the existence of the macro world, and we can see them. But atoms
and elementary particles are the existence of the micro world . By the 19th century,
physics dealt with matters. But it also considered atoms and elementary particles
since the 20th century.

Physics of matters in the macro level is considerably different from that of matters
in the micro level, i.e., atoms and elementary particles. In this regard, the physics
of the former is generally referred to as classical physics, and the latter as quantum
theory (physics).

Classical physics was systematized by Newtonian mechanics and electromag-
netism. Newton mathematically expressed the properties of motion of objects as the
so-called Newton’s laws. Maxwell provided foundations for electromagnetism by
means of the so-called Maxwell’s equations. It is common knowledge that classical
physics was established by the end of the 19th century.
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1.2.2 Quantum Theory

Quantum theory, also called the modern physics, includes quantum mechanics. And
the theory before quantum mechanics is often called the old quantum theory. Usu-
ally, quantum theory is synonymous to quantum physics. Note also that the Theory
of Relativity belongs to modern physics.

Newton
In the 17th century, Newton established the (classical) mechanics, which can for-
malize the movements of objects. In 1687, Newton stated three laws of motion:

(1) Every body continues in a state of rest, or of uniform motion in a straight
line, unless it is compelled to change that state by forces impressed upon
it.

(2) Any change of motion is proportional to the force that acts, and it is made
in the direction of the straight line in which that force is acting.

(3) To every action there is always an equal and opposite reaction; or, the mu-
tual actions of two bodies upon each other are always equal and act in
opposite directions.

Newton’s first law corresponds to Galileo’s law of inertia. The second law can be
formalized as the equation F = ma, where F is a force, m is a mass and a is an
acceleration. The third law concerns the relation of an action and its reaction.

Newton’s work can be regarded as the first mathematical formulation of me-
chanics which consists of the above simple principles. Classical mechanics is the
theoretical basis for describing the motion of macroscopic objects.

Isaac Newton (England: 1642-1727)

Isaac Newton was born in Woolsthorpe, England on 1642. He entered Cambridge Uni-
versity in 1661. He contributed to several fields in natural science, in particular, physics
and mathematics. He formally described the classical mechanics including the law of
universal gravitation and the three laws of motion, in Philosophiae Naturalis Prin-
cipia Mathematica published in 1687. He also founded the theory of calculus, which
was disputed with Leibniz. Newton died in Kensington, England on 1727.
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Einstein
In 1905, Einstein proposed the special theory of relativity, and in 1915, the general
theory of relativity, which supplement the classical mechanics.

The first showed that Newton’s three laws of motion can be only approximately
correct, breaking down when velocities approached that of light. The second showed
that Newton’s law of gravitation can be also only approximately correct, breaking
down in the presence of very strong gravitational fields. By the work of Newton and
Einstein, the classical mechanics is considered to be completed.

Albert Einstein (Germany: 1879-1955)

Albert Einstein was born in Ulm, Germany on 1879. In 1896, he entered the Swiss
Federal Polytechnic School in Zurich. In 1905, he received doctor’s degree. In 1911,
he became Professor of Theoretical Physics at Prague. He contributed to the modern
physics. In particular, the special theory of relativity and the general theory of relativ-
ity. He received the Nobel Prize in Physics in 1921 for his study of photoelectric effect
rather than the theory of relativity. Einstein died in Princeton on 1955.

Entering in the 20th century, the first task of the quantum theory was to clarify
the true character of a light. Namely, it is the dispute whether a light is a wave or
a particle. By the time, a light has been considered as a wave, because it leads to
the phenomena called interference, which is the interaction of two or more waves
passing the same point, producing one combined wave.

In the early 19th century, English scientist Young performed the well known
double-slit experiment which demonstrated that a beam of light, when split into two
beans and then recombined, will show interference that can only be explained by
assuming that light is a wave.

Planck
In 1900, Planck discovered the so-called Planck’s law which says that the energy of
electromagnetic radiation is confined to indivisible packets (quanta), each of which
has an energy equal to the product of the Planck constant and the frequency of the
radiation, and claimed that a light is a particle. His claim is called the quantum
hypothesis. Plank’s work initiated the study of quantum theory.
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Max Planck (Germany: 1858-1947)

Max Planck was born in Kiel, Germany in 1858. Planck entered the University of
Münich in 1874, and received the doctoral degree in 1879. In 1900, Planck introduced
the notion of a quantum to motivate the view that energy is transmitted in particle-like
unit. He received the Nobel Prize in Physics in 1918 for his quantum theory after it
had been successfully applied to the photoelectric effect by Einstein. Planck died in
Göttingen, Germany in 1947.

Planck showed the following equation concerning the energy of a light to justify
his quantum hypothesis.

E = hν

Here, h denotes Planck’s constant and ν the frequency of the radiation, respectively.
The value of h is as follows:

h = 2π h̄ = 6.626× 10−34 J ·S
In 1905, Einstein published the light quantum hypothesis, which supports that

a light is both wave and particle. The particle of a light is called the photon. It is
well known that the reason Einstein received the Nobel prize is not the theory of
relativity but the light quantum hypothesis.

Planck’s and Einstein’s hypotheses produced the dispute of a light’s wave-particle
duality, because the duality cannot be interpreted by classical physics. Consequently,
Planck’s and Einstein’s hypotheses are paradoxical, and the fact led to the birth of
quantum mechanics.

Later, the research of physics moved to the explanation of the internal structure
of an atom. The question is: What are atoms made of?

Rutherford
In 1911, Rutherford discovered the atomic nucleus. He performed the famous gold
foil experiment which hit the gold foil with fast α-particles. The experiment in-
volved the firing of radioactive particles through minutely thin metal foils (notably
gold) and detecting them using screens coated with zinc sulfide (a scintillator).
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Rutherford found that although the vast majority of particles passed straight
through the foil approximately 1 in 8000 were deflected, meaning that most of the
atom was made up of empty space.

The result of the experiment led him to consider that atom consists of positive
charged part and negative charged electrons around the positive charged part, and
he named the positive charged part a nucleus.

Ernest Rutherford (New Zealand: 1871-1937)

Ernest Rutherford was born in Nelson, New Zealand on 1871. After studying at New
Zealand, he moved to the University of Cambridge for his postgraduate study in 1895-
1898. In 1898, he became the professor of McGill University in Canada. In 1911, he
discovered the atomic nucleus and developed a model of the atom that was similar to
the solar system. He received the Nobel Prize in Chemistry in 1908. Rutherford died
in Cambridge, England on 1937.

In 1919, Rutherford also discovered a proton which is the element of a nucleus.
He noticed that when alpha particles were shot into nitrogen gas, his scintillation
detectors showed the signatures of hydrogen nuclei. The only place this hydrogen
could have come from was the nitrogen, and therefore nitrogen must contain hydro-
gen nuclei.

He thus suggested that the hydrogen nucleus, which was known to have an atomic
number of 1, was an elementary particle. He named it the proton. From his results,
it was shown that an atom has a structure.

De Broglie
In 1924, De Broglie published a theory of matter wave, which showed that mat-
ters can be interpreted as waves. He extended Planck’s and Einstein’s theories by
introducing the notion of a matter wave. He claimed that just as electromagnetic
radiation can have both wave and particle properties, the components of matter may
have wave-like as well as particle-like characters.
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Namely, all matters have a specific wave associated with them. De Broglie estab-
lished a connection between matter waves and the motion of intra-atomic particles
like electrons. He then related the waves associated with all matters and applied
them to photons. He summarized all of his findings and was able to use his new
theories to prove Planck’s law for blackbody radiation.

Pauli
In the same year, Pauli discovered that an electron has an inherent value called the
spin, which is intrinsic angular momentum associated with elementary particles. It
is a purely quantum mechanical concept without any analogue in classical physics.
And it is one of the bases of quantum computing.

In 1925, Pauli proposed Pauli’s exclusion principle, which says that no two elec-
trons may occupy the same quantum state simultaneously. It means that two identi-
cal electrons cannot be in the same energy level in the same atom.

Heisenberg
In 1925, Heisenberg proposed the matrix mechanics as a foundation for quantum
mechanics; see Heisenberg [47]. He described the Heisenberg equation, formal-
izing the relationship between the observable, which can be seen as a measurable
physical value and the energy. As his theory is based on a matrix, it is now called the
matrix mechanics. Note that Born, who was a teacher of Heisenberg, showed that
Heisenberg’s theory can be simplified by means of a matrix and that Heisenberg’s
theory became the present form, i.e., matrix mechanics.

Matrix mechanics assumes that all observables are expressed by matrices whose
elements have indexes with two different energy levels. The set of eigenvalues of
the matrix can be interpreted as the set of all possible values that observables can
have. The eigenvalues are real since Heisenberg’s matrices are hermitian. If an ob-
servable is measured and the result is a certain eigenvalue, then the corresponding
eigenvector is the state of the quantum system immediately after the measurement.

Max Born (Germany: 1882-1970)
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Max Born was born in Breslau, Poland on 1882. He entered the University of Göttingen
in 1904. He, jointed with Heisenberg and Jordan, formulated quantum mechanics in
the matrix version in 1927. He was awarded the Nobel Prize in Physics in 1954 for
his fundamental research in quantum mechanics. Born died in Göttingen, Germany on
1970.

Schrödinger
In 1926, Schrödinger developed wave mechanics, which is an alternative foundation
for quantum mechanics. He described the properties of an electron by using the
Schrödinger equation. Later, he proved that wave mechanics and matrix mechanics
are mathematically equivalent.

In 1927, Heisenberg published the uncertainty principle, which can be seen as
one of the fundamental concepts in quantum physics; see Heisenberg [48]. It states
that we cannot simultaneously assign values of the pairs of the position and momen-
tum, with full precision.

Consequently, attempting to measure a particle’s position to the highest degree
of accuracy, leads to an increasing uncertainty in the measurement of particle’s mo-
mentum to an equally high degree of accuracy.

The uncertainty principle can be interpreted in matrix mechanics as follows. If
two observables are measured simultaneously, then the state of the system should
collapse to a common eigenvector of the two observables. However, eigenvectors in
most matrices are not generally equal. Thus, most observables cannot be measured
precisely at the same time.

In the same year, Pauli succeeded in formalizing the notion of spin in an electron
by the Schrödinger equation and Heisenberg equation; see Pauli [65]. The spin can
be interpreted as a fixed build-in angular momentum. Note also that the concept of
spin plays an important role in quantum computers.

Dirac
In 1928, Dirac proposed the relativistic quantum mechanics by unifying quantum
mechanics and special theory of relativity. Dirac described the properties of an elec-
tron by the Dirac equation.

Dirac wanted an equation for the electron that would be consistent with special
theory of relativity and quantum mechanics, and modeled the frequency spectrum
of hydrogen. The required equation which Dirac discovered is the Dirac equitation.
Dirac also predicted the existence of antiparticles like the positron based on his
equation. In 1932, Anderson discovered the positorn from cosmic rays in a cloud
chamber.

Yukawa
In 1935, Yukawa, who is the first Japanese person to win the Nobel Prize, proposed
a theory of meson. He predicted the existence of an elementary particle whose mass
is between that of an electron and proton. The elementary particle is now called
pion.
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Hideki Yukawa (Japan: 1907-1981)

Hideki Yukawa was born in Tokyo, Japan on 1907. After studying physics at Kyoto
Imperial University, he became Lecturer there in 1929. He received Ph.D. degree in
1938 from Osaka Imperial University, Japan. He published a theory of meson in 1935.
Later, the elementary particle whose existence was predicted by Yukawa was discov-
ered by Powell in 1947. He received the Nobel Prize in Physics in 1949. Yukawa died
in Kyoto, Japan on 1981.

Anderson and Neddermeyer
In 1936, Anderson and Neddermeyer discovered a meson, but it was different from
the one Yukawa predicted its existence. The meson they discovered is now called
the muon.

Left: Seth Neddermeyer (USA: 1907-1988)
Right: Carl David Anderson (USA: 1905-1991)

Seth Neddermeyer was born in Richmond, Michigan, USA on 1907. He received B.A.
from Stanford University in 1929. He received Ph.D. degree at Caltech in 1935. He
discovered the muon, with Anderson in 1936. He joined the Manhattan Project which
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developed atomic bombs in 1943-1946. Neddermeyer died in Seattle, Washington,
USA on 1988.

Carl David Anderson was born in New York, USA on 1905. He received B.S. in 1927
and Ph.D. in 1930 from Caltech. He discovered the positorn in 1932, and received the
Nobel Prize in Physics in 1936 for the discovery, with Hess. He also discovered the
muon, with his student Neddermeyer in 1936. Anderson died in San Marino, Califor-
nia, USA on 1991.

Powell
In 1947, Powell discovered the pion which is the meson whose existence was pointed
out by Yukawa in 1935. In 1950, Powell was awarded the Nobel Prize in Physics. In
the previous year, Yukawa had received the award for his work on the meson theory.

Cecil Frank Powell (England: 1903-1969)

Cecil Frank Powell was born in Tonbridge, England on 1903. He received Ph.D. in
Physics in 1927 from Cambridge University. He received the Nobel Prize in Physics
in 1950 for his development of the photographic method of nuclear processes and his
discoveries regarding mesons made with this method. Powell died in Valsassina, Italy
on 1969.

Hahn
In 1938, Hahn discovered the nuclear fission, which led to the ending of the World
War II. From the fact that a slow neutron can be captured by uranium-235 (U-235)
nucleus and radium whose mass is smaller than that of uranium is produced, he
thought that the nucleus of an atom splits into parts.

Further experiments revealed that the U-235 fission yielded a very amount of en-
ergy, and that it yielded at least two neutrons per neutron absorbed in the interaction.
Hahn realized that this made possible a chain reaction with an unprecedented energy
yield. Then, nuclear fission can be seen as one of the bases of atomic energy.
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Otto Hahn (Germany: 1879-1968)

Otto Hahn was born in Frankfurt am Main, Germany on 1879. From 1897, he studied
chemistry at the University of Marburg, Germany, and received his doctorate in 1901.
He discovered the nuclear fission, with Meitner and Fritz Strassmann in 1938, and
won the Nobel Prize in Chemistry in 1944. During the World War II, he served in the
army for chemical warfare. Due to his work, he is often called ‘the father of nuclear
chemistry’. Hahn died in Göttingen, West Germany on 1968.

Later, the nuclear fission of uranium was applied to the atomic bombs in USA,
and led to the atomic bombings to Hiroshima and Nagasaki in 1945. Note that,
in connection with their development in which vast amounts of computation were
needed, von Neumann proposed a theory of computer. However, the implementa-
tions of computers based on his idea have been done after the World War II.

In this way, theoretical foundations for quantum mechanics have been established
by the 1930’s. In addition, the structure of an atom was clarified theoretically as well
as experimentally by the mid of the 1940’s.

That is, atoms are basically composed of three elementary particles, i.e., pro-
tons, neutrons and electron. The nucleus consists of the protons and neutrons. Pro-
tons have a positive charge, neutrons have no charge and electrons have a negative
charge, respectively.

Electrons reside in orbitals around the nucleus. The electron was discovered by
Thomson in 1897 and the proton was discovered by Rutherford in 1919, as noted
above.
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Joseph John Thomson (U.K.: 1856-1940)

Joseph John Thomson was born in Manchester, U.K. on 1856. He received B.A. in
mathematics in 1880 and M.A. in 1883 from Trinity College, Cambridge. He was
Cavendish Professor of Experimental Physics at Cambridge in 1884. He discovered
the electron in a series of experiments to investigate the nature of electric discharge in a
high-vacuum cathode-ray tube in 1897, and was awarded the Nobel Prize in Physics in
1906 for the discovery of the electron and or his work on the conduction of electricity
in gasses. He also found the stable isotopes by the experiments with cathode rays in
1911. Thomson died in Cambridge, U.K. on 1940.

Chadwick
The neutron was discovered by Chadwick in 1932. The existence of neutron was
predicted by his teacher Rutherford in 1920.

James Chadwick (U.K.: 1891-1974)

James Chadwick was born in Bollington, U.K. on 1891. He entered in Manchester Uni-
versity on 1908 and received M.Sc. degree in 1913. He became professor of Physics of
the University of Liverpool, U.K. in 1935. He discovered the neutron in 1932, and this
was useful for the understanding of the nuclear fission of uranium 235. He received
the Nobel Prize in Physics in 1935 for his discovery of the neutron. During the World
War II, he joined the Manhattan Project. Chadwick died in Cambridge, U.K. on 1974.
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In 1932, Chadwick studied the beryllium radiation with an ionization and a cloud
chamber. By kinematics, he was able to determine the velocity of the protons.
Through conservation of momentum techniques, he could determine that the mass
of the neutral radiation was almost exactly the same as that of a proton.

Then, he had conclusive proof of the existence of the neutron. Without Chad-
wick’s discovery of neutron, Hahn would not explain nuclear fission. Also note that
his discovery was quickly accepted. For example, Heisenberg showed that the neu-
tron could not be a proton-electron pair, but had to be its unique particle. This im-
plied that the third piece of the atom was found.

In the 1930’s, the research of mathematical foundations for quantum mechanics
has also been conducted. In 1930, Dirac presented an alternative formulation of
quantum mechanics by means of the bra-ket notation; see Dirac [29].

The bra-ket notation is concise and convenient way to describe quantum states. It
became the standard notation in quantum mechanics. We will explain the details of
the bra-ket notation in Chapter 3, since it is often used in the literature on quantum
computing.

von Neumann
In 1932, von Neumann advanced a mathematical foundation for quantum mechanics
based on the Hilbert space in von Neumann [82]. His theory of quantum mechanics
is useful to the understanding of quantum computers.

He also proposed quantum logic, which is a logic for quantum mechanics, in
1936; see Birkhoff and von Neumann [14]. Quantum logic is regarded as a logic
which deals with the propositions determined by measurements. It can be used to
give a logical (also philosophical) foundation for quantum mechanics. We will dis-
cuss quantum logic in connection with quantum computing in Chapter 6.

Obviously, von Neumann contributed to both quantum mechanics and comput-
ers. He provided a first theoretical foundation for quantum mechanics using Hilbert
space. He also played an important role for the design of current computers. How-
ever, it seems that he did not work out the possibility of realizing a quantum com-
puter.

After the World War II, quantum mechanics has been further developed. How-
ever, the recent trends of quantum mechanics are not always directly connected with
current quantum computers. Thus, we omit the survey of recent developments.



Chapter 2
Models of a Computer

Abstract. Chapter 2 surveys current computer models including Neumann-type
computer, Turing Machine and Boolean algebra. Before looking at quantum com-
puters, we have to understand these models properly.

2.1 Neumann-Type Computer

The first electronic computer called ENIAC (Electronic Numerical Integrator And
Computer) was developed at University of Pennsylvania, USA in 1946 by Eckert
and Mauchly; see Grier [43].

Left: J. William Mauchly (USA: 1907-1980)
Right: J. Presper Eckert (USA: 1919-1995)

John William Mauchly was born in Cincinnati, USA on 1907. He entered John Hop-
kins University in 1925. He received Ph.D. degree from the university in 1932. He
became a professor of Physics at Ursinus College, USA, in1933. He is a physicist,
and he designed the first computer, i.e., ENIAC in 1942, with Eckert. Mauchly died in
Ambler, USA on 1980.

S. Akama, Elements of Quantum Computing, 17
DOI: 10.1007/978-3-319-08284-4_2, c© Springer International Publishing Switzerland 2015
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John Persper Eckert was born in Philadelphia, USA on 1919. He studied at the Univer-
sity of Pennsylvania’s Moore School of Electrical Engineering. He was an electrical
engineer. He died in Bryn Mawr on 1995.

They also played an important role in the development of several computers. After
the development of ENIAC, they designed EDVAC in 1951 and UNIVAC I in 1951.
The latter was the first commercial computer.

2.1.1 ENIAC and EDVAC

We briefly describe the history of ENIAC. In 1943, the military commission on the
new computer began. Mauchly was the chief consultant and Eckert was the chief
engineer. Eckert was a graduate student studying at the Moore School when he met
John Mauchly in 1943. It took the team about one year to design the ENIAC and 18
months and 500,000 tax dollars to build it. By that time, the war was finished.

ENIAC was completed by February, 1946. Its first task was to do computations
for the development of a hydrogen bomb. ENIAC required 18,800 vacuum tubes,
and used plug boards for communicating to the machine. It covered 1800 square
feet of floor space, weighed 30 ton, and consumed 160 kilowatts of electrical power.
There was a rumor that ENIAC caused brownouts in the city of Philadelphia.

ENIAC was designed for the specific purpose of computing. Therefore, ENIAC,
which is different from modern computers for the general purpose, is called wired
program computer. According to Grier [43], ENIAC is better described as a collec-
tion of electronic adding machines and other arithmetic units, which were originally
controlled by a web of large electrical cables.

In 1948, von Neumann made several modifications to the ENIAC. The reason
lies in the fact that it had performed arithmetic and transfer operations concurrently,
making programming difficult. Von Neumann suggested that switches control code
selection so pluggable cable connections could remain fixed. He also added a con-
verter code to enable serial operation.

The architecture of modern computers is based on stored program type, which
was proposed by von Neumann in 1945; see von Neumann [83]. Now, the computer
based on the architecture is therefore called the Neumann-type computer. Most com-
puters we are now using are Neumann-type.

Von Neumann proposed a model for the Neumann-type computer for the new
computer EDVAC (Electronic Discrete Variable Automatic Computer), but the de-
velopment was delayed due to several problems including the patent. The first
Neumann-type computer was completed at Cambridge University in 1949, and ED-
VAC was completed at University of Pennsylvania in 1951.

EDVAC was also designed by Eckert and Mauchly. They started the work two
years before the operation of ENIAC. In EDVAC, the program is stored inside it.
EDVAC used binary rather than decimal numbers, and the arithmetic units were
simplified. In this sense, we should say that EDVAC is a first computer.

Von Neumann called a computer an automatic computing system and defined it
as follows:
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An automatic computing system is a (usually highly composite) device, which
can carry out instructions to perform calculations of a considerable order of
complexity−e.g. to solve a non-linear partial differential equation in 2 or 3
independent variables numerically.

Modern computers in fact realize the definition. But, by using modern computers
we can also perform other computations such as image processing, speech process-
ing, knowledge processing as well as numerical computation. The Neumann-type
computer has the following features.

(1) Programs and data are stored in a computer.

(2) Computation is performed sequentially by the instructions of a program.

Here, the program is a set of machine instructions indicating the procedure of a com-
putation. Data are objects, e.g., numbers, characters and strings, needed for compu-
tation.

The feature (1) is the reason the Neumann-type is also called stored program
type. The feature (2) denotes that a computer requires program and data for its com-
putations.

2.1.2 Architecture of Neumann-Type Computers

Computers which we are usually using in the present day are classified as the
Neumann-type. Computers which are not he Neumann type are called the non-
Neumann-type. Thus, quantum computer is understood as one of the non-Neumann-
type computers.

As you know, a computer consists of the hardware and the software. A hardware
is itself the device of a computer, and a software is a set of programs which makes
it work. In this regard, a computer cannot work without software.

Hardware consists of the following units.

• control unit

• arithmetic unit

• main storage unit

• secondary storage unit

• input unit

• output unit

The structure of hardware can be described as Figure 2.1.
Input unit takes the input and converts it into the binary form. It is formed by

input devices like keyboard and mouse attached to the computer.
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arithmetic unit

secondary storage unit

control unit

main storage unitinput unit output unit

CPU

Fig. 2.1 Hardware

Output unit gives the result of computation. The Visual Display Unit (VDU) and
the printer are common output unit.

Input unit and output unit are gathered, and is called the input-output unit. To-
gether with main storage unit and secondary unit is called the storage unit.

Control Processing Unit (CPU) generally consists of the control unit and arith-
metic unit. The control unit controls a computer including other units. The arith-
metic unit computes by using data stored in the storage unit.

Main storage unit, also called the memory, is the unit which stores both programs
and data.

Secondary storage unit stores both programs and data, which need not perform
immediately.

In the Neumann-type computers, programs and data for particular computation
are stored in the main storage unit. Since computers can understand only the ma-
chine language whose instructions are described as a sequence of binary digits, we
have to write a program in some programming language like the C-language and
transform it into the one in the machine language to execute the program in a com-
puter.

Programs and data are taken from the main storage unit when executing. For this
purpose, however, it is necessary to recognize where they are located in the main
storage unit. The location where programs or data are stored is specified by the
address. Thus, the address enables us to access the main storage unit. The CPU per-
forms actual computation. In other words, CPU decodes and executes instructions
sequentially.

The above is the outline of the Neumann-type computer. We can perform com-
plicated computation by the combination of simpler operations in binary digits in
the Neumann-type computer.

2.2 Turing Machine

Many people seem to think that when a computer was invented its computational
model was also invented. But it is not true. In fact, there have been many
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computational models before a computer was developed. It is observed that such
computational models have been established by the 1930’s.

Historically, the implementation of a computer has been done after the World
War II. Notice that, however, several projects for computers have been progressed
in the period. And important figures like von Neumann and Turing have joined such
projects. The fact seemed to be very important.

Alan Turing (U.K.: 1912-1954)

Alan Turing was born in London, U.K. on 1912. He studied Mathematics at King’s
College, Cambridge. In 1935, he was elected as a Fellow of the college. He proposed
one of the most important theories of computation called the Turing Machine in 1936-
1937. During World War II, he worked on decoding German’s code. In 1946, he wrote
a paper on the design of ACE (Automatic Computing Engine), which is a stored pro-
gram computer. In 1950, the Pilot Ace, which is a small version of ACE, ran for the
first time. He became a Reader of Manchester University in 1948. In 1950, he pro-
posed a test, now called the Turing test, which is a test of a computer’s ability to think.
Turing died in Wilmslow, U.K. on 1954.

As mentioned above, EDVAC is regarded as the first stored program computer,
which was designed by von Neumann. For this reason, the modern computer is
called the Neumann-type. However, Turing provided a complete description of the
stored program computer for ACE. Therefore, there may be a sense in which Turing
is one of the founders of a computer.

Now, we review researches of computation in theoretical settings in some detail.
In the 1930’s, the problem of formalizing computability became important. Namely,
this is the problem of clarifying the concept of a function which can be concretely
computed.

A theory which formalizes the notion of computability is generally called the
theory of computation; see Boolos and Jeffrey [16]. It studies the nature of com-
putation. By the 1930’s, the major theories of computation have emerged in the
literature. They include Turing’s Turing machine (TM), Church’s λ -calculus [20],
and Kleene’s recursive function [56]. And it is well known that they were proved to
be equivalent; see Kleene [56] for details.
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Turing Machine is one of the popular theories of computation, and it was also
extended for the first model for quantum computers. Other theories of computation
are not always popular for us. It is thus necessary to give an exposition of Turing
Machine here. Turing Machine was proposed by Turing in 1936; see Turing [79].
Turing is also famous that he decoded German’s code during the World War II.
Turing Machine was used to prove the undecidability of first-order logic.

Turing Machine was originally developed not for a computer but for computation
in a desk. Namely, this is a “machine” that only needs a pencil and a paper. In
this sense, Turing Machine is an abstract machine rather than a concrete machine
like modern computer. Although Turing Machine has a computational mechanism
different from the one of modern computers, i.e., Neumann-type computer, it gave
a great influence in the birth of the computer. It is no doubt that von Neumann’s
model for a computer was influenced by Turing Machine.

2.2.1 Structure of Turing Machine

We turn to the structure of Turing Machine. It has the structure depicted in Figure
2.2. Namely, it consists of three components, i.e., tape, head and control unit.

tape
� head

control unit

Fig. 2.2 Turing Machine

Here, the tape has infinite length in both left and right direction and distinguished
by cells. We can write (only) a symbol including the blank in each square.

The head scans the square which can be read and written. Therefore, the tape and
head correspond to the input-output unit. The head can move left and right. The tape
has an infinite states, and has a mechanism of the storage unit.

The control unit stores a current state of Turing Machine. It has a finite memory
and does the operation which corresponds to the symbol written in the cell reading
from the tape.

Turing Machine can perform computation autonomously. In other words, it can
do the computation by changing the state of the control unit and the symbols in the
tape. In this regard, Turing Machine can be viewed as a computer. In fact, the control
unit of Turing Machine corresponds to CPU in a modern computer.

Here are the procedures for the computation in Turing Machine.

(P1) Rewrite the symbol scanned by the head
(P2) Move the head left one cell
(P3) Move the head right one cell
(P4) Finish a computation
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In (P1)-(P3), the control unit can change the internal state. In this sense, these
operations are crucial to the computation in Turing Machine.

2.2.2 Formal Definition of Turing Machine

There are several definitions of Turing Machine in the literature. We give a standard
one here. A Turing Machine can be defined by M = 〈Σ ,Q,δ 〉, where:

• Q is a set of internal states. The initial state q0 ∈ Q and the final state
q f ∈ Q, and q0 �= q f .

• Σ is the finite alphabet, i.e., the finite set of tape symbols (Blank symbol
B ∈ Σ ).

• δ : Σ ×Q→ Σ ×Q×{L,R} is the state transition function, where L denotes
the left and R the right, respectively.

Here, δ is a function describing the transition of the state before a computation and
the state after the computation.

A computation in Turing Machine M is formally described as a configuration.
A configuration completely represents tape symbols, the position of the head, and
states in the Turing Machine M. And it is supposed that in a cell a finite symbol
other than the blank is always written.

The initial configuration is the configuration in which the head is at the cell 0 and
the state is the initial state q0. The initial configuration an input x ∈ (Σ −B)∗, when
x is written in the position of the tape 0,1,2, ... and other cells are empty. Here, A∗
denotes the set of any sequence of elements.

Turing Machine M stops in the input x, when its state becomes the final state q f .
If Turing Machine M stops, then its output the left to right string of symbols which is
not a blank. If Turing Machine M stoops for any input, the function (Σ −B)∗ → Σ∗
is computed.

For example, the Turing Machine which computes the function succ(x) = x+ 1
is defined as follows:

M = 〈{1},{q0,q1,q2},{q01Lq1,q1B1q2}〉
The configuration of the function succ(1) is as follows:

(1) q01

(2) q1B1

(3) q211

(1) is the configuration in which the computation is started. Firstly, the argument 1
of succ(1) is written to the cell which the head scans. The initial state is q0.

From (1), the state transition function q01Lq1 can be applied. Namely, we can
change the internal state as q1 and move the head left one. As a result, the configu-
ration (2), i.e., q1B1 can be obtained. Here, the position of the head is B (blank).
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From (2), the state transition function q1B1q2 can be applied. Namely, we can
change the internal state as and rewrite B as 1. As a result, the configuration (3), i.e.,
q211 can be obtained. Since q2 is the final state, the computation finishes.

The contents of the tape when the computation finishes, i.e., 11 is the result of
computation. It follows that we compute 0+ 1 in decimal system because Turing
Machine is based on the unary numeral system, and the result is 111 = 110.

The Turing Machine described above computes a particular function. As its com-
putation is performed deterministically, it is called the deterministic Turing Ma-
chine. The Turing Machine which can simulates all Turing Machines called the
universal Turing Machine.

If there exists a Turing Machine which can compute partial function f , we call f
Turing computable. Church considered a computable function as the function which
is Turing computable, and this idea called the Church’s thesis (CT) or Church-
Turing thesis.

It says that a computable function is the function which can be computed by a
Turing Machine, that is, the Turing computable function. But Church’s thesis cannot
be proved since it is not a theorem but an empirical conjecture.

Observe also that the computable functions can be defined by λ -calculus or re-
cursive function. Therefore, the functions which can be computed by these theories
are also regarded as computable functions.

There are several variants of Turing Machines. Here, we mention some of them
briefly. A non-deterministic Turing Machine is the Turing Machine whose computa-
tion is performed non-deterministically. Observe that the value of the state transition
function of non-deterministic Turing Machine is not unique, and its configuration
can be described as a tree.

A probabilistic Turing Machine is the Turing Machine) whose state transition
function obeys a probabilistic distribution and the computation is probabilistically
described. Thus, probabilistic Turing Machine can be classified as non-deterministic
Turing Machine. There is a possibility of having different results in a probabilistic
Turing Machine, since its internal states are probabilistically transited.

A quantum Turing Machine is, as will be described later, can be interpreted as a
special form of probabilistic Turing Machine.

2.3 Boolean Algebra

For constructing the hardware of a computer, it is very useful to use the Boolean
algebra, which is also called the logical algebra or Boolean lattice. Thus, Boolean
algebra is more important than Turing Machine in the practice of the hardware of a
computer; see Mendelson [62].

An algebra can be defined as a structure and the operations with respect to it.
There are in fact many algebras studied in the literature. For instance, group, ring
and field are algebras. And these algebras are the subjects of research in
mathematics.
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Boolean algebra was proposed by George Boole in the 19th century, indepen-
dently to propositional logic. Boole proposed it to formalize the method for com-
puting human’s thoughts; see Boole [15].

There are several ways to formalize Boolean algebra. For example, Boolean alge-
bra can be formalized lattice-theoretically; see Birkhoff [13] and Davey and Pries-
ley [23]. However, we here show a standard formulation generally used in computer
science. The symbols in Boolean algebra are as follows:

Ā (NOT)
A ·B (AND)
A+B (OR)
A = B (EQUAL)

Here, A and B denote a formula called a proposition, whose truth is determined, i.e.
true (1) or false (0). 0 and 1 are special propositions which express truth and falsity,
respectively.

A denotes the negation, A ·B denotes the conjunction, A+B denotes the disjunc-
tion, A = B denotes equivalence, respectively.

Note that “·” may be omitted. In the literature, we may find different notations.
For instance, A is written as −A and A ·B as A×B.

In Boolean algebra, 1 and 0 are also used as truth-values, representing truth and
falsity. Formulas in Boolean algebra are described as the form of equations. For
example, the formula of the form A = 1 expresses that the proposition A is true and
the formula of the form A = 0 expresses that the proposition A is false. We write
A = B to mean that the truth-values of A and B are equal and A �= B to mean that the
truth-values of A and B are not equal.

2.3.1 Axiomatization of Boolean Algebras

One way to formalize Boolean algebra is the axiomatic system, which may not be
standard for computer science. An axiomatic system can be defined by means of a
set of axioms and rules of inference.

An axiom is a formula which is assumed to be true. A rule of inference stipulates
the method how inferences should be done. A formula which is obtainable from the
axioms using the rules of inference is called the theorem. In fact, axioms are also
theorems.

The following is one of the axiomatic systems for Boolean algebra.

Axiomatic System for Boolean Algebra

(B1) A+B = B+A
(B2) A ·B = B ·A
(B3) A+(B ·C) = (A+B) · (A+C)
(B4) A · (B+C) = (A ·B)+ (A ·C)
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(B5) A+ 0 = A
(B6) A ·1 = A
(B7) A+A = 1
(B8) A ·A = 0
(B9) 0 �= 1

A rule of inference in Boolean algebra is only the rule of substitution.
Each axiom of Boolean algebra describes the property which should be satisfied.

(B1) and (B2) are the commutative law for disjunction and conjunction, respectively.

(B3) and (B4) are the distributive law about conjunction and disjunction.
(B5) and (B6) are the absorption law for disjunction and conjunction, respec-

tively.
(B7) is called the law of excluded middle, which states that the truth-value of a

proposition is either 1 or 0.
(B8) is called the law of non-contradiction, which states that the truth-value of a

proposition is not both 1 and 0. Since (B8) is obvious, it may be not included as an
axiom.

(B9) shows that truth and falsity are different propositions.
The following formulas are representative theorems of Boolean algebra.

(1) A = A
(2) A+B = A ·B
(3) A ·B = A+B
(4) A+(B+C) = (A+B)+C
(5) A · (B ·C) = (A ·B) ·C

(1) is called the double negation law. (2) and (3) are called de Morgan’s law. (4)
and (5) are called the associativity law.

In Boolean algebra, not all logical symbols are needed. From theorems (1), (2)
and (3), we can perform a computation in Boolean algebra only by negation and
conjunction or by negation and disjunction.

As is well-known, there is an intimate connection of Boolean algebra, propo-
sitional logic and set. Logical symbols in propositional logic have the counterpart
in Boolean algebra. However, implication →, which is a basic logical symbol in
propositional logic, is not generally used in Boolean algebra1.

It is also possible to interpret the algebra based on power set, which is a set of all
subsets in a set. It can be viewed as Boolean algebra. In fact, union ∪ corresponds
to +, intersection ∩ to ·, complement c to −, respectively. /0 is 0 and E is 1, where
emptyset denotes the empty set and E denotes the universal set, respectively.

In Boolean algebra, as in propositional logic, some other logical symbols are
also used. A | B is called Sheffer’s stroke, also known as NAND, which is defined as
follows:

1 Implication A → B is defined by ¬A∨ B, where ¬ denotes negation and ∨ disjunction,
respectively.
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A | B = A ·B
A ↓ B is called Peirce’s down arrow, also known as NOR, which is defined as

follows:

A ↓ B = A+B

A⊕B is called the exclusive or (XOR), whose definition is as follows:

A⊕B = A · B̄+ Ā ·B
As will be clear, the above three logical symbols play an important role in de-

signing the hardware of a computer.

2.3.2 Truth-Value Table

Logical symbols in Boolean algebra can be interpreted by the so-called truth-value
table. In other words, we can understand the meanings of logical symbols by means
of the truth-value table which gives the truth-value of the whole formula from the
truth-values of its subformulas.

We here describe how to give the truth-value table for a formula.
First, from the left most row, simpler subformulas are written in turn, and in the

right most row the formula evaluated is written.
Next, assign possible truth-values to subformulas as columns for computing the

truth-value of the formula evaluated.
In computing the truth-value of a formula, the truth-value tables for basic logical

symbols are utilized.
The truth-value table for ‘NOT’ is presented as Table 2.1.

Table 2.1 Truth-Value Table of NOT

A A
1 0
0 1

Consequently, the interpretation of ‘NOT’ reads2:

A = 1 iff A = 0.
A = 0 iff A = 1.

Thus, A is true iff A is false. Actually, we can give the interpretation by one of
them due to the law of excluded middle.

The truth-value table of ‘AND’ and ‘OR’ is given as Table 2.2.
Thus, the interpretation of ‘AND’ reads:

2 Here, ‘iff’ is shorthand for ‘if and only if’.
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Table 2.2 Truth-Value Table of AND and OR

A B A ·B A+B
1 1 1 1
1 0 0 1
0 1 0 1
0 0 0 0

A ·B = 1 iff A = B = 1.
A ·B = 0 iff A = 0 or B = 0.

In other words, A ·B is true iff both A and B are true.
The interpretation of ‘OR’ is as follows:

A+B = 1 iff A = 1 or B = 1.
A+B = 0 iff A = B = 0.

We can intuitively interpret that A+B is true iff either A or B is true
The truth-value tables of ‘NAND’, ‘NOR’ and ‘XOR’ is given as Table 2.3.

Table 2.3 Truth-Value Table of NAND, NOR and XOR

A B A | B A ↓ B A⊕B
1 1 0 0 0
1 0 1 0 1
0 1 1 0 1
0 0 1 1 0

‘NAND’ is interpreted in the following way:

A | B = 0 iff A = B = 1.
A | B = 1 iff it is not the case that A = B = 1.

Intuitively, A | B is false iff both A and B are true.
The interpretation of ‘NOR’ is as follows:

A ↓ B = 1 iff A = B = 0.
A ↓ B = 0 iff it is not the case that A = B = 0.

The intuitive interpretation shows that A ↓ B is true iff both A and B are false.
We can give the interpretation of ‘XOR’ as follows:

A⊕B = 1 iff A �= B.
A⊕B = 0 iff A = B.
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The interpretation has the intuition that A⊕B is false iff the truth-values of A and
B are equal.

Observe that other logical symbols can be defined by ‘NAND’ (or ‘NOR’). This
is the point in the hardware design in that these two logical symbols can simplify
the representation of logical circuits. In fact, they are the universal gate.

We say that a formula is a tautology if it receives the truth-value 1 when any
truth-values are assigned to its subformulas. Due to the completeness, the notions
of tautology and theorem are equivalent in Boolean algebra.

We say that a formula is satisfiable if there is an assignment to the subformulas
of a formula giving the truth-value 1 to the formula.

For instance, Table 2.4 is the truth-value table of the formula A+A, called the
law of excluded middle.

Table 2.4 Truth-Value Table of A+A

A A A+A
1 0 1
0 1 1

Here, from the rows of A and A, we can compute the truth-value of A+A. Looking
at the row of A+ A, they are all 1. It can be shown that the formula A+ A is a
tautology.

Boolean algebra can also be formalized as the form of Boolean function. Boolean
algebra can serve as the basis of the hardware of a computer, as discussed in the next
subsection.

2.3.3 Boolean Algebra and Hardware

One of the important areas in which Boolean algebra is successfully applied is un-
doubtedly the hardware of a computer. The use of Boolean algebra led to the simple
hardware design of a computer. It is thus necessary for those working on computer
to computer science understand Boolean algebra.

In the design of the hardware, we employ a logic circuit. It is an electric circuit
whose output depends on the input and constructed by the combination of logic
gates. It is considered as a simple circuit with one or two inputs and one output, and
does a basic logical operation.

It is useful to visualize logic gates in design. A notation for the logic gates
representing the basic logic circuit are stipulated as the standards called MIL as
Figure 2.3.
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Fig. 2.3 Logic Gates

Here, the lines from left to symbols denotes an input and the line from symbols
to right an output, respectively. There are other notations for logic gates.

In designing a logic gate, it is important to reduce logical equations in Boolean
algebra to a circuit with fewest number of gates.

For example, we consider the following logical equation.

X = A ·B ·C+A ·B ·C+B ·C+A ·B
It can be reduced by means of Boolean algebra by means of several laws. The

reduction can be done mechanically.
First, we reduce it by expanding all terms by multiplying by 1. The result is as

follows:

X = A ·B ·C+A ·B ·C+A ·B ·C+A ·B ·C+A ·B ·C+A ·B ·C
By taking out the common factor, we have:

X = A ·B ·C+B · (A ·C+A ·C+A ·C+A ·C+A ·C)
Next, it can be reduced by grouping terms and taking out the common factor.

X = A ·B ·C+B · (A · (C+C)+A · (C+C+C))

Next, we can simplify by it as follows:

X = A ·B ·C+B · (A+A)
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Finally, we can obtain the simplest form:

X = A ·B ·C+B

The reduction of logical equations can be done by using the so-called Karnaugh
map. We omit the details of it here, however.



Chapter 3
Quantum Mechanics

Abstract. Chapter 3 introduces quantum mechanics. After looking at the basic ideas
of quantum mechanics, wave mechanics, matrix mechanics, and the uncertainty prin-
ciple are explained. Since the materials in this chapter are mathematically advanced,
the readers who are not interested in them can skip and proceed to Chapter 4.

3.1 Basics of Quantum Mechanics

Before studying quantum computers, we must learn its underlying basis, i.e., quan-
tum mechanics. For comprehensive exposition, the reader is referred to von Neu-
mann [82], Dirac [29] and Green [42].

3.1.1 History

As described in Chapter 1, in 1900, Planck proposed the quantum hypothesis which
claims a light is a particle. Since a light was considered as a wave, the quantum hy-
pothesis led to the wave-particle duality. This is a surprising fact in view of classical
physics.

In 1924, De Broglie showed a theory of matter wave. According to his hypothe-
sis, every particle, like photon, can be also interpreted as wave in that it has a specific
wave associated with it. The hypothesis that all particles have both wave-like and
particle-like properties is called the wave-particle duality.

Louis de Broglie (France: 1892-1987)

S. Akama, Elements of Quantum Computing, 33
DOI: 10.1007/978-3-319-08284-4_3, c© Springer International Publishing Switzerland 2015
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Louis de Broglie was born in Dieppe, France on 1892. After studying at the Lycee
Janson of Sailly, he passed his school-leaving certificate in 1909. He applied himself
first to literary studies and took his degree in history in 1910. Then, he studied for a
science degree, and gained in 1913. He proposed several important theories related to
quantum mechanics. The theory of wave-particle duality was published in 1924. He
also proposed Neutrino theory of light in 1934. He received the Nobel Prize in Physics
in 1929. De Broglie died in Louveciennes, France on 1987.

Let E be the energy, ω be the frequency of vibration, p be the movement vector,
and k be the wave vector. Then, de Broglie’s hypothesis can be described as follows.

E = h̄ω
p = h̄k

De Broglie did not justify his hypothesis by actual experiment. In 1927, de
Broglie’s hypothesis was justified by Davisson and Germer’s experiment of diffrac-
tion. Diffraction is the slight bending of wave (light) as it passes around the edge of
an object. They shot electrons onto a nickel crystal, and found that the diffraction of
the electron similar to waves diffraction against crystal (X-rays). This implies that
the electron can be interpreted as a wave.

Left: Clinton Davisson (USA: 1881-1958)
Right: Lester Germer (USA: 1896-1971)

Clinton Davisson was born in Bloomington, USA on 1881. He entered the University
of Chicago. He received B.S. degree in 1908 from the University of Chicago and Ph.D.
in 1911 from Princeton University. He received the Nobel Prize in Physics in 1937,
with Thomson. Davisson died in Charlottesville, USA on 1958.

Lester Germer was born in Chicago, USA on 1896. He served in World War I as a
flight pilot. He worked as an assistant of Davisson at Bell Laboratory. Germer died in
Gardiner, USA on 1971.

In 1927, Davisson and Germer performed the experiment which justifies de Broglie’s
hypothesis that the electron should show the properties of a wave as well as those of a
particle.

However, in 1933, Compton discovered the phenomena convincing that light is
made up of particles, i.e., photons, which is known as the Compton effect. It is the
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result of a high-energy photon colliding with a target, releasing loosely bound elec-
trons from the outer shell of the atom or molecule. The scattered radiation showed a
wavelength shift. However, it cannot be explained by wave theory. Namely, a light
is shown to be a particle. There is evidence supporting Einstein’s photon theory.

The wave-particle duality challenged physicists, because it cannot receive classi-
cal physical interpretation. On the one hand, the particulate is the property in which
particles can be counted and their movement has a locus. On the other hand, both
interference and diffraction support the fluctuation.

3.1.2 From Classical Mechanics to Quantum Mechanics

The solution to interpret the wave-particle duality is to work out quantum mechanics
which can model the behavior of matters in the micro world. In contrast, classical
mechanics is a theory capable of formalizing the behavior of matters in the macro
world.

As is well known, in classical mechanics, the movement of matters can be de-
scribed by Newton’s equation of movement, i.e.,

F = ma

where a is the acceleration vector, Fis the force vector, and m is the scalar, respec-
tively.

By the equation of movement, the position and momentum can be determined si-
multaneously. This means that the position and velocity of a particle in past, present
and future can be determined. Thus, causality holds in classical mechanics. But,
in quantum mechanics, causality does not hold. Instead the Uncertainty Principle
holds.

The purpose of quantum mechanics is to describe mathematically the movement
of a particle in the micro world. In 1926, Schrödinger proposed the Schrödinger
equation for an electron, and this is the origin of wave mechanics.

In 1925, Heisenberg formalized a similar theory in terms of matrix, known as
matrix mechanics. Later, Schrödinger and Dirac proved that matrix mechanics and
wave mechanics are mathematically equivalent.

3.2 Wave Mechanics

Generally, the exposition of quantum mechanics uses wave mechanics due to the
fact that wave mechanics is easy to understand. However, we must also understand
the basics of matrix mechanics, although the exposition based on it may be novel in
general. The latter is of interest because theoretical foundations for quantum com-
puters have the viewpoint similar to matrix mechanics.

In physics, various phenomena are described as a physical system. We can
explain physical phenomena by showing the corresponding physical systems
mathematically. In this sense, the behavior of a particle is formulated by the
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particle system. Here, the properties of a particle are given by factors like mass,
momentum, coordinate and time. In general, a physical system can be expressed by
using differential equations.

Classical mechanics can be simply formalized as the form known as the Hamil-
tonian. Such formalization is also possible by means of the Lagrangian. Now, we
represent a particle system as the coordinate q1,q2, ..., momentum p1, p2, ..., and
time t. If the particle’s energy H is expressed as the function of q, p, t, i.e.,

H = H(q1,q2, · · · , p1, p2, · · · , t)
Then the function H(q1,q2, · · · , p1, p2, · · · , t) is called the Hamilton function of the
particle system.

In the Hamiltonian, the velocity q̇r of a particle r can be obtained by differentiat-
ing the Hamilton function H for pr. Namely, the following holds.

q̇r =
∂H
∂ pr

Here, the dot ˙ stands for the differential function. The equation of movement of
the particle system is then described as follows:

ṗr =− ∂H
∂qr

In classical mechanics, the following holds.

ṗr = mrq̇r

Observe that the law of conservation of mechanical energy, the sum E of kinetic
energy T and potential energy V is always constant. Here, V is usually a function of
the coordinate V (q1,q1, ...). The kinetic energy T is defined as follows:

T = ∑
r

1
2

mrq̇
2
r

We can write the equation of movement in the following way:

mr =
dq̇r

dt
=− ∂V

∂qr

Here, mr represents the mass of an object at the r-th coordinate. Therefore, the
Hamiltonian H in classical mechanics can be expressed as follows:

H = ∑
r
(

1
2

mrq̇
2
r )+V = ∑

r

1
2mr

p2
r +V
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3.2.1 Wave Function

In quantum mechanics, it is necessary to give an equation of movement to model
the behavior of a particle which has the particle-wave duality. In 1926, Schrödinger
proposed such an equation now called the Schrödinger equation, which is also called
the wave equation.

Erwin Schrödinger (Austria: 1887-1961)

Erwin Schrödinger was born in Vienna on 1887. He studied at the University of Vienna
from 1906 to 1910. In 1914, he achieved Habilitation. During the World War I he
served as an artillery officer. He is a founder of wave mechanics and presented a basic
equation, i.e., the Schrödinger equation proposed in 1926. He received the Noble Prize
in Physics in 1933, with Dirac. He also showed a paradox known as Schr̈odinger’s cat
which is regarded as a paradox in quantum mechanics in 1935. Schrödinger died in
Vienna on 1961.

A wave function is of the form Ψ (q, t), which represents a possible state of a
particle in time t and position q = (x,y,z). The Hamiltonian H for the wave function
can be defined as follows:

H =
1

2m
p2 +V(q)

p =
h̄
i

∇

∇ =

(
∂
∂x

,
∂
∂y

,
∂
∂ z

)

Here, V expresses the potential energy and i the imaginary unit, respectively.

3.2.2 Schrödinger Equation

The Schorödigner equation is of the form:

ih̄
∂
∂ t

Ψ (q, t) = HΨ(q, t)
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It is an equation of time evolution of the wave function (or state vector). In this
sense, the equation is also called the time-dependent Schrödinger equation, which
can calculate the wave functions of the particles, given the potential in which they
move.

In the stationary state, in which the energy E is invariant over time, the following
holds.

Ψ (q, t) = exp(−iEt/h̄)Φ(q)

Substituting it for the above Schrödinger equation yields:

HΦ(q) = EΦ(q)

which is called the time-independent Schrödinger equation. It is nothing but the
eigenvalue problem which is the basis for matrix mechanics as will be discussed in
the next section. Notice that the solutions to the time-independent Schrödinger equa-
tion are simply the amplitudes of the solutions to the time-dependent Schrödinger
equation.

Schrödinger equation is a differential equation which represents a wave function.
It can explain all behaviors of light and matter. Namely, it can justify the wave-
particle duality. Consequently, Schrödinger equation is a starting point of quantum
mechanics.

3.3 Matrix Mechanics

Heisenberg established an alternative foundation for quantum mechanics as matrix
mechanics. As noted above, it is known that matrix mechanics and wave mechanics
are mathematically equivalent. Matrix mechanics is a theory founded on the Hilbert
space.

Werner Heisenberg (Germany: 1901-1976)
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Werner Heisenberg was born in Würzburg, Germany on 1901. From 1920 to 1923,
he studied physics and mathematics at the University of Munich and University of
Göttingen. In 1923, he took Ph.D. at the University of Munich. In 1927, he became
a Professor at the University of Leipzig. In 1925, he proposed matrix mechanics as a
foundation for quantum mechanics which was later shown to be equivalent to wave
mechanics. He also published the Uncertainty Principle in 1927. He was awarded the
Nobel Prize in Physics in 1932 for the creation of quantum mechanics. Heisenberg
died in Munich, West Germany on 1976.

3.3.1 Linear Algebra

Now, we explain the basic notions in linear algebra in order to understand matrix
mechanics; see Strang [77]. However, our exposition is rather abstract in that we
start with a Hilbert space.

A Hilbert space is a linear vector space over a scalar field C , designated by
H ; see Young [87]. Let a,b,c be vectors in the Hilbert space. Then, the following
properties hold:

Properties of Hilbert Space

(1) For vectors a and b, either a = b or a �= b.

(2) If a = b then b = a.

(3) If a = b and b = c, then a = c.

(4) a and b has the addition a+ b. The addition + satisfies the commutative
law a+ b = b+ a and the associative law a+(b+ c) = (a+ b)+ c.

(5) If α is arbitrary scalar (real or complex), scalar multiplication αa is also a
vector.

(6) The distributive law α(a + b) = αa +αb and (α + β )a = αa+ β a for
scalar product α and β .

(7) 1a = a and 0a = 0 hold. Here, 0 denotes the zero vector.

(8) For vectors a and b, the scalar product (a,b) is defined.

The space satisfying (1)-(7) is called the vector space, and the one satisfying (1)-(8)
is called the Hilbert space.

The scalar product is also called the inner product. For a complex number a+
bi, the complex conjugate is a− ib. We denote the complex conjugate of (a,b) by
(a,b)∗.

Scalar product is either real number or complex number, and satisfies the follow-
ing properties.
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(1) (a,a)≥ 0 holds. If a = 0, then (a,a) = 0.

(2) (a,b+ c) = (a,b)+ (a,c) and (a,αb) = α(a,b) hold.

(3) (a,b) = (b,a)∗.

A tuple of finite or denumerably infinite vectors a(1),a(2), ... is called complete, if
arbitrary vector in the same space can be written as the form:

a = ∑
j

c ja
( j)

where c j denotes a number.
A tuple of vectors a(1),a(2), ... is independent, if the formula for arbitrary vector

in the same space,

∑
j

c ja
( j) = 0

holds for every c j = 0. Zero vector is not an element of independent tuples.
For a vector a, the norm is defined as follows:

||a ||=√
(a,a)

The norm is also called the length. If ||a ||= 1, then a is called the normal vector. A
normalization of any vector a except the zero vector 0 can be obtained by dividing
it by ||a ||.

We say that two vectors a and b are orthogonal if (a,b) = a∗b= 0. A tuple of vec-
tors forms the normal orthogonal system if all elements in the tuple are normalized
and they are orthogonal each other.

If any vector a is transformed into another vector Aa, then A is called the linear
operator. Let a and b be vectors and c be a scalar. Then, the linear operator A satisfies
the following properties.

(1) If a = b, then Aa = Ab.

(2) A(ca) = c(Aa).

(3) A(a+ b) = Aa+Ab.

A is also called the linear transformation.
Let A and B be linear operators, a be a vector, and c be a scalar. Then, we can

define the following operators.

• cA is the operator defined by (cA)a = c(Aa).

• A+B is the operator defined by (A+B)a = Aa+Ba.

• AB is the operator defined by (AB)a = A(Ba).

• 1 is the operator defined by 1a = a.
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It is noticed that every linear operator can be described in terms of the corresponding
matrix.

When i× j element in the matrix A is ai j, we write A = [ai j]. If a linear operator
is written as a matrix, the matrix multiplication evaluates a linear transformation.

Assume that independent vectors are no more than denumerably infinite in cer-
tain space, and that δ (1),δ (2), ... be the tuple of normal orthogonal systems. Then,
arbitrary vector a can be written by the following form:

a = ∑
k

akδ (k)

Here, δ (k) is written as:

∑
k

δ ( j)
k δ (k)

Note that the following holds.

δ ( j) = δ jk =

{
1 ( j = k)
0 ( j �= k)

Let A be an arbitrary linear operator, and Akl be the element of a vector Aδ (l). Then,
the element of Aa is as follows:

(Aa)k = ∑
l

(alAδ (l))k = ∑
l

Aklal

Since the tuple of whole elements [Akl ] forms a matrix, the linear operator A can
be expressed as the matrix. The linear operator 1 is the unit matrix, and it can be
written as the diagonal matrix [δkl ].

For matrix A, vector a, and scalar λ , if

Aa = λ a

is satisfied, λ is called the eigenvalue of A. The vector which is not the zero vector
and corresponds to certain eigenvalue is called the eigenvector.

A characterization equation of the matrix A is defined as:

φ(λ ) = |λ E −A |= 0

where E denotes the unit matrix and |A | the determinant of A. An eigenvalue is the
solution of a characterization equation, and may be a complex number.

If matrices A and B have common eigenvector a, then we have (AB−BA) = 0.
From this, AB = BA holds. In this case, we say that A and B are commutable. Note
that two matrices are not always commutable, giving the uncertainty principle.

There are several operators which are often used in matrix mechanics.
The operator P satisfying P2 = P is called the projection operator. The eigenvalue
of a projection operator is either 0 or 1.

For any vectors a and b, if (Aa)∗b= a∗(A∗b), then the linear operator A∗ is called
the hermitian conjugate of A. We say that the operator A is an hermitian operator if
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A∗ = A. The eigenvalues of a hermitian operator are also real numbers. It should be
noted that different eigenvalues of the hermitian operator are orthogonal each other.
Because orthogonal vectors are independent each other, the eigenvector system of a
hermitian matrix is a complete system.

We say that the operator U is a unitary operator if U∗U =U∗U = 1, where U∗ is
a hermitian conjugate of U . All the absolute values of the eigenvalues of a unitary
operator are 1. If Ua = λ a, then we have that λ ∗λ = 1 from

(Ua)∗(Ua) = a∗(U∗Ua) = a∗a = λ ∗λ a∗a

Thus, the unitary transformation is the transformation which is invariant over the
length of a vector.

3.3.2 Measurement

Now, we are ready to present a formalization of matrix mechanics. In quantum me-
chanics, the physical values like mass and position cannot be determined as a func-
tion. Instead, it can be determined probabilistically by means of the notion called
the observable. It is obvious that the observable is closely related to the notion of
measurement.

In general, the following two assumptions about measurement are accepted in
quantum mechanics.

(1) We cannot infer the result of measurement a, but can infer whether it be-
longs to {a(i j)}.

(2) We can infer the probability p j of the result of measurement a j.

Here, the numbers a( j) represent the properties of measured physical system. The
probabilities p( j) describe the properties of a state of the physical system.

The result of a measurement can be identified with real eigenvalues a(1),a(2), ...
of the hermitian operator A. Here, the operator A denotes the measured physical
value.

If the hermitian operator denotes measurable physical value, then it is called the
observable. In other words, observables are hermitian operators. And the value of
the observable is equal to an eigenvalue of its hermitian operator.

For example, in classical mechanics, the energy E of a single particle system can
be written as follows:

E =
p2

2m
+V

But, in quantum mechanics, it can be described as the operator, i.e., observable,
of the form:

H =− h̄2

2m
∇+V
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Next, we turn to the details of Heisenberg equation. As described above, in 1925,
Planck and Einstein showed that the energy of radiation E can be written as follows:

E = h̄ω

where ω is an angular frequency and h̄ is the Planck constant. As a consequence,
the following relation holds:

E(i)−E( f ) = h̄ω

where E(i) is the energy of the initial state of an atom that radiates with the frequency
of vibration ω and E( f ) is the energy of the final state.

Let a(i) and a( f ) be the eigenvector of λ (i) and λ ( f ) of the atom’s energy H. Then,
we can write in the following way:

Ha(i) = λ (i)a(i)

Ha( f ) = λ ( f )a( f )

From the above equation of the difference of energy of the initial and final states,
and the operator of A representing the physical value,

a( f )∗(AH −HA)a(i) = (E(i)−E( f ))a( f )∗Aa(i)

= h̄ωa( f )∗Aa(i)

is derivable. Here, the left side describes the mean of commutable relation and the
right side the mean of measurements of A, respectively.

Heisenberg assumed that the elements a( f )∗Aa(i) of any operator A change, like
harmonic oscillators, with the frequency equal to the one of radiation as time passes.
In other words, he assumed the following:

i
d
dt
(a( f )∗Aa(i)) = ωa( f )∗Aa(i)

From this assumption, we have:

a( f )∗(AH −HA)a(i) = ih̄
d
dt

(a( f )∗Aa(i))

If we assume that the vectors a(i) and a( f ) are independent of time, we have the
following equation which is called the Heisenberg equation:

AH −HA = ih̄
dA
dt

It is noticed that in the Heisenberg equation the operator A is assumed to be variant
over times. If we assume that the vectors a(i) and a( f ) change over times, we obtain
the equation of the form:

ih̄
da(i)

dt
= Ha(i)
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which is the Schrödinger equation. From the discussion, we can see that Heisen-
berg equation and Schrödinger equation, though they have different mathematical
descriptions, are essentially equivalent. It follows that wave mechanics and matrix
mechanics are equivalent theories.

The theory of matrix mechanics can give a precise physical interpretation of the
physical system for the micro world. Note here that the interpretation is closely
related to the principle of quantum computers. We can summarize the interpretation
as follows.

First, the observable (hermitian operator) represents measurable physical value
and its eigenvalues, and the results of measurement. If two different physical values
can be simultaneously measured, then the observables representing these values are
commutable. Otherwise the observables are not commutable.

Second, the normalized vectors describe the states of a physical system (e.g. sys-
tem of an atom and system of particles). The projection of a on the normalized
eigenvectors a( j) of the observable A represents the possibility of the eigenvalue a( j)

obtainable for the measurement of physical values for A. In the state a, the proba-
bility that the eigenvalue a( j) of A is measured is c∗j c j. Here, c ja( j) is the projection

of a on the normalized eigenvector a( j).
Third, the mean (i.e., expected value) of measurements can be described as a∗Aa,

which is a real number. It can be always computed, and it is the basis for a quantum
mechanical interpretation of measurement.

We can concisely state the interpretation. It is possible to describe all observables
by matrices whose elements have indexes with two different energy levels. The set
of eigenvalues of the matrix corresponds to the set of all possible values that ob-
servables can have. As described above, the eigenvalues are real due to the fact that
matrices Heisenberg used are hermitian. After the measurement of an observable,
the result is a certain eigenvalue whose corresponding eigenvector represents the
state.

In quantum mechanics, we use the notion of quantum number which can charac-
terize various quantum states in matrix (and wave) mechanics. There are four quan-
tum numbers, i.e., the principal quantum number n, the orbital quantum number l,
the magnetic quantum number m, and the spin s.

The principal quantum number determines the energy level, designating the prin-
cipal electron shell. Its values include one and beyond, i.e., n = 1,2,3, ... .

The orbital quantum number determines the shape of the orbital of a quantum. Its
value is either zero or a positive number, but is less than n, i.e., l = 0,1,2,3, ...,n−1.

The magnetic quantum number determines the number of orbital’s orientation
within a subshell. Its value is between −l and l, given a certain l, i.e.,m =−l,(−l+
1), ...,−2,−1,0,1,2, ...,(l− 1),+l.

The spin is a quantum number which designates the angular momentum intrinsic
to quanta. Its value is a discrete value. The spin does not depend on other quantum
numbers.

Here, we go into details of spin. Mathematically, a spin is a non-negative number
s satisfying s(s+ 1) = h̄2 = λ , if the eigenvalue of S2 is λ .
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Particles which have half-integer spin are called the Fermion. They include elec-
tron, proton and neutron. Particles which have integer spin are called the Boson.
They include photon and meson.

The spin of electron is either + 1
2 or − 1

2 . It shows the direction of the electron
spin. If s is positive, then the electron has an upward spin, i.e., spin up, and if s is
negative, then the electron has an downward spin, i.e., spin down.

The spin of a particle is described by a space vector S which satisfies the follow-
ing:

S× S = ih̄S

where × stands for exterior product. If we set c = a× b, then the elements of c are
as follows:

c1 = a2b3 − a3b2

c2 = a3b1 − a1b3

c3 = a1b2 − a2b1

Here, we prove that the above relation hold for an electron whose spin is 1
2 . For

so doing, we need the Pauli matrix. There are three Pauli matrices, i.e., σ1,σ2,σ3,
which are defined as follows:

σ1 =

(
0 1
1 0

)

σ2 =

(
0 −i
i 0

)

σ3 =

(
1 0
0 −1

)

Pauli matrix is the hermitian matrix as well the unitary matrix. We may be able
to define σ0 = 1. Note also that the following hold.

σ1σ2 = iσ3

σ2σ3 = iσ1

σ3σ1 = iσ2

σiσ j =−σ jσi

Here, i, j = 1,2,3, i �= j.
If we set:

S =
1
2

h̄σ

Then the following holds.
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S1S2 − S2S1 =
1
2

h̄2(σ1σ2 −σ2σ1)

=
1
4

h̄2(iσ3 + iσ3)

=
1
2

h̄2σ3

= ih̄S3

Similarly, S2S3 − S3S2 = ih̄S1 and S3S1 − S1S3 = ih̄S2 follow. Consequently, the
above relation S× S = ih̄S is justified.

Since Pauli matrices σ1,σ2 and σ3 have the relationship σ2 = σ2
1 +σ2

2 +σ2
3 = 3,

we can describe as follows:

S2 =
3
4

h̄2 =
1
2

(
1
2
+ 1

)
h̄2

which means that the spin of electron is 1
2 .

In 1927, Pauli introduced Pauli matrices to give a mathematical treatment of the
spin of electron; see Pauli [65]. Observe that the work influenced Dirac to discover
the Dirac equation. Nowadays, Pauli matrix is also applied to quantum gates which
are the basis for quantum computers.

3.3.3 Bra-Ket Notation

Dirac devised a notation to serve as a mathematical foundation for quantum me-
chanics. It is called the bra-ket notation or Dirac notation; see Dirac [29]. By using
the bra-ket notation, we can simplify the formalization of quantum mechanics.

The bra-ket notation is widespread in quantum mechanics. Notice that most phe-
nomena in quantum mechanics can be described by means of it. Because it also
becomes a standard notation for quantum computing, we review it below.

A bra-ket is composed of angle brackets and vertical bars, denoting the inner
product, designated as (a,b). We write it as follows:

(a,b) = 〈a |b〉
Here, 〈a| is called the bra and |b〉 the ket, respectively. Although they are vectors,

they are not written in bold.
Bra and ket can be used separately. If a = (a0,a1, · · ·), then we have:

〈a |= (a0
∗,a1

∗, · · ·)
|a〉= (a0,a1, · · ·)t

Here, t denotes the transposition and ∗ the complex conjugate. Thus, we can see that
the bra is a row vector and the ket is a column vector.

The probability of the state |a〉 jumping to the eigenstate |b〉 can be expressed in
the bra-ket notation as follows:

| 〈a | b〉 |2
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It is possible to rewrite several concepts concerning the Hilbert space in terms
of the bra-ket notation. The Hilbert space is the complete vector space with inner
product and norm. If we deal only with the Hilbert space with a finite dimension,
we have that H =Cn, where C denotes the set of complex numbers.

A vector a〉 ∈H is a normalized vector when |||a〉 ||= 1. A denumerably infinite
set of normalized vectors B = {| b0〉, | b1〉 · · ·} forms a normal orthogonal system if
〈bi | b j〉= δi j.

If the normal orthogonal system B is written as

|a〉= ∑
i

λi |ai〉

then it is called the basis.
Now, we introduce tensor product, denoted ⊗, into the Hilbert space. a⊗ b can

be expressed in the bra-ket notation as follows:

| b〉〈a |
Let H∞ and H∈ be the Hilbert systems with the basis B1 and B2. Then, we have:

H =H∞ ⊗H∈ =
{

∑
|i〉∈B1

∑
| j〉∈B2

ci j | i, j : ci j ∈C
}

where H is the Hilbert space satisfying that B= B1×B2 and 〈i, j | i′, j′〉= 〈i | i′〉〈 j |
j′〉= δii′δ j j′ (| i〉, | i′〉 ∈ B1 | j〉, | j′〉 ∈ B2).

If A,B,C,D,U are matrices, a,b,c are vectors, and α,β are scalars, then the fol-
lowing relations hold.

(A⊗B)(C⊗D) = (AC⊗BD)
(A⊗B)(a⊗ b) = (Aa⊗Bb)
(a+ b)⊗ c = a⊗ c+ b⊗ c

αa⊗β b = αβ (a⊗ b)(
A B
C D

)
⊗U =

(
A⊗U B⊗U
C⊗U D⊗U

)

(A⊗B)∗ = A∗ ⊗B∗

where A∗ is the conjugate transposition of A.
A linear operator in Cn can be defined as a n×n matrix in which ai j = 〈i | A | j〉,

i.e.,

A = (ai j) = ∑
i, j

ai j | i〉〈 j |

Now, we describe an eigenvalue in the bra-ket notation. First, the normal equation
is written as follows:

A |a〉= λ |a〉
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A eigenvalue is its solution λ and the eigenvector for the eigenvalue λ is |a〉.
Bra-ket notation enables us to simplify the description of basic equations in quan-

tum mechanics. For instance, we can write the Schrödinger equation in the following
way:

ih̄
∂
∂ t

|a〉= H |a〉

3.4 Uncertainty Principle

Although quantum mechanics can deal with phenomena in the micro world,
Heisenberg’s uncertainty principle holds for the measurement of phenomena; see
Heisenberg [48]. As explained later, the uncertainty principle can be also applied to
quantum computing.

According to the uncertainty principle, the position and momentum of a parti-
cle cannot be simultaneously measured with arbitrarily high precision. There is a
minimum for the product of the uncertainties of these two measurements.

3.4.1 Starting Point

Let measurement errors of physical value p and x be ∇p and ∇x, respectively. Then,
the uncertainty principle can be expressed as follows:

∇p∇x ≈ h̄

which means that two physical values cannot be simultaneously determined pre-
cisely. In other words, the uncertainty principle says that the combination of the
error in position times the error in momentum must always be greater than Planck’s
constant.

So, you can measure the position of an electron to some accuracy, but then its mo-
mentum will be inside a very large range of values. Note also that you can measure
the momentum precisely, but that its position is unknown.

For instance, we cannot simultaneously determine the position x of a particle and
its momentum p. In other words, as we attempt to measure either the position and
the momentum precisely, the measurement of the other becomes imprecisely. But
this is odd in classical mechanics.

3.4.2 Mathematical Formulation

Now, we look at the uncertainty principle mathematically. Let A and B be observ-
ables, a and b be the corresponding eigenvalues, | ψ〉 be a state before the measure-
ment was performed.

Then, if the state | ψ〉 after the measurement is defined by the eigenvectors of A
and B, we have:
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A |ψ ′〉= a |ψ ′〉
B |ψ ′〉= b |ψ ′〉

This is equivalent to the case that it is commutable, i.e., [A,B] = AB−BA = 0.
Let the measurement of an observable A be | ψ〉. Then, its expected value (i.e.,

mean) is expressed as follows:

〈A〉= 〈ψ |M |ψ〉
Here, if δA = A−〈A〉, then we have:

(∇A)2(∇B)2 = 〈(δA)2〉〈(δB)2〉
= 〈ψ | (δA)(δA) | ψ〉〈ψ | (δB)(δB) | ψ〉

Since δA and δB are hermitian,

(∇A)2(∇B)2 = || δA | ψ〉 ||2|| δB | ψ〉 ||2

follows. From Schwarz’s inequality

| 〈ψ | φ〉 |≤||ψ ||||φ ||
and [A,B] = [δA,δB],

(∇A)(∇B)≥ 1
2
| 〈[A,B]〉 |

can be obtained, and the left side of the formula is equivalent to 1
2 h̄.

The intuition of the above can be stated as follows. Suppose that two observables
A and B are measured simultaneously. Then, the state of the system should collapse
to a common eigenvector of the two observables.

Eigenvectors in most matrices are not equal in general. Thus, the eigenvectors
of A and B can be assumed to be not equal. This means that observables A and B
cannot be simultaneously determined precisely.

The uncertainty principle claims that the measurement of physical values cannot
be determined and that it can be only probabilistically described. It is well known
that there are several interpretations of the uncertainty principle, none of which can
be regarded conclusive.

The interpretation of the uncertainty principle is philosophically interesting, and
is closely related to the called the measurement problem, which has been defined in
various ways. However, we can simply define it as the problem of the connection
between a quantum system and reality.

Thus, the measurement problem involves various measurements. The problem
has been originally discussed as the problem of how wave function collapse occurs
in the context of the Copenhagen interpretation. We will discuss the Copenhagen
interpretation later.

The problem has been also discussed as the problems of the uncertainty principle,
superposition states, etc. Thus, the measurement problem is now regarded as one
of the open problems in the philosophical interpretation of quantum mechanics.
We believe that the solution of the problem is also helpful to the development of
quantum computing.



50 3 Quantum Mechanics

3.5 Quantum Systems

Von Neumann proposed a mathematical foundation for quantum mechanics based
on the Hilbert space; see von Neumann [82].

John von Neumann (Hungary: 1903-1957)

John von Neumann was born in Budapest, Hungary on 1903. He entered the Univer-
sity of Berlin to study chemistry in 1921. He received his doctorate in mathematics
from the University of Budapest with a thesis on set theory in 1926. He contributed to
many areas from mathematics to quantum mechanics, computer science, game theory,
and so on. In 1932, he published a theoretical foundation for quantum mechanics. In
1936, he proposed quantum logic, with Birkhoff. In 1944, he provided a mathematical
foundation for game theory, with Morgenstern. In 1945, he proposed the architecture
of computers, now known as the Neumann-type computer. In the early 1950’s, he de-
signed a cellular automaton implementing a universal self-replicating structure. Von
Neumann died in Washington, USA on 1957.

3.5.1 Postulates of Quantum Systems

Von Neumann formulated a quantum system axiomatically by specifying several
postulates. In this sense, quantum computers can be seen as one of the quantum
systems. It is thus interesting to see his postulates in connection with quantum com-
puters. We check these postulates in some detail.

Postulate 1 is concerned with a quantum system and a state.

Postulate 1
A quantum system S is described by the Hilbert space H .

A state is expressed as a state vector which is a normalized vector | ψ〉. A state
vector represents physical states of a physical system. One of the simplest quantum
systems is a qubit (quantum bit) whose state space B is C2. A state of qubit | ψ〉 is
represented as the linear combination of basis states |0〉 and |1〉, i.e.,
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|ψ〉= α |0〉+β |1〉
where α,β ∈C and |α |2 + |β |2= 1.

This representation is called the superposition, whose state is specified both by
|0〉 and |1〉. A qubit is a basic unit of information in quantum computing. Namely,
the role played by a qubit in quantum computers is the same as the one by a bit in
classical computers. However, we will explain details of qubit in Chapter 4.

Postulate 2 is the assumption about the evolution of a state.

Postulate 2
The time evolution of states in a quantum system is described by means of the
Schrödinger equation.

As described above, the Schrödinger equation, which is one of the basic equations
in quantum mechanics, can be written as follows:

ih̄
∂
∂ t

|ψ〉= H |ψ〉

In general, we assume that h̄ = 1for the measurement in a quantum system. The
Hamiltonian operator H can completely formulate the mechanics of a quantum sys-
tem in question.

Postulate 3 is the assumption about the measurement.

Postulate 3
An observable is described by the Hamiltonian operator. If the measurement
of the observable A is performed and the eigenvaules of A can be computed,
then the result of the measurement can be probabilistically described by means
of the eigenvalues.

Although an observed value is described by the observable M, we can write it by
spectrum decomposition in the following way.

M = ∑
m

mPm

Here, Pm denotes the projection operator to the eigenspace which corresponds to
the eigenvalue m.

The eigenvalue m of M denotes possible results of the measurement. Namely, the
result m is obtainable from the measurement |ψ〉. Let the state before the measure-
ment be | ψ〉. Then, the probability p(m) of result of the measurement is given by
the value 〈ψ |Pm | ψ〉.

Consequently, the state |ψ ′〉 after the measurement is expressed as follows:

|ψ ′〉= 1√
p(m)

Pm |ψ〉



52 3 Quantum Mechanics

It is noticed that the uncertainty holds for measurements in a quantum system.
Postulate 4 is the assumption which concerns the composition of quantum

systems.

Postulate 4
The state space H of the composite quantum system of n quantum systems
with the state spaces H1, ...,Hn, state vectors |ψ1〉, ..., |ψn〉 becomes tensor
product H = H1 ⊗ ·· · ⊗Hn of state spaces of subsystems and tensor product
|ψ〉=|ψ1〉⊗ · · ·⊗ |ψn〉 of state vectors of subsystems.

Not all state vectors H can be defined by the tensor product of the state vectors
of H1, ...,Hn. The state which cannot be described by tensor product is called the
entangled state and it applied to quantum teleportation.

3.5.2 Some Foundational Problems

Finally, we discuss several problms on the foundations for quantum mechanics.
They are all related to the measurement problem. One of the well known inter-
pretations of measurement is the Copenhagen interpretation due to Bohr.

Niels Bohr (Denmark: 1885-1962)

Niels Bohr was born in Copenhagen, Denmark on 1885. In 1903, he entered Copen-
hagen University to study mathematics and philosophy. In 1911, he received his doc-
torate from the university. In 1916, he became Professor of Theoretical Physics at
Copenhagen University. He proposed a model of the structure of atoms in 1933, in-
spired by Rutherford’s discovery of the atomic nucleus. He received the Nobel Prize
in Physics in 1922 for his work on the structure of atoms. He also worked on the
Manhattan Project during the World War II. Bohr died in Copenhagen, Denmark on
1962.
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Copenhagen Interpretation
The Copenhagen interpretation is the principle to explain the wave-particle duality
in terms of a collapse of the wave function defended by Bohr. It is based on three
basic ideas.

First, a wave/particle can be completely described by the wave function. This
means that any information that cannot be derived from the wave function does not
exist.

Second, when a measurement of the wave/particle is performed, its wave func-
tion collapses. Even if we precisely measure the momentum of a particle, its wave
function suddenly changes from a wave made up of many momenta, to a wave with
only one momentum. This is called the collapse.

Third, if two properties are related by an uncertainty relation, then we cannot
make a measurement which can simultaneously determine both properties to a pre-
cision greater than the uncertainty relation allows. Consequently, when we measure
the position of a particle, we affect its momentum, and vice versa.

For example, according to the Copenhagen interpretation, when the measurement
of an electron is done, the electron (known as electron cloud) which is the wave of
superposition state collapses a particle.

In the Copenhagen interpretation, it can be understood that there exists an ob-
servable when a physical system is in the eigenstate of the corresponding operator.
This implies that the result of physical experiments can be expressed in classical
physics.

In practice, it is possible to determine the state of an electron cloud by the
Schrödinger equation. If a measurement is done, the electron can be measured as
the particle. In the interpretation, an electron exists somewhere in an electron cloud.
When measuring, the electron cloud instantaneously collapses in a particle and it
can be measured as an electron.

In this regard, we cannot measure an electron cloud itself. The Copenhagen in-
terpretation is one of the promising interpretations of quantum mechanics. But,
it is odd. In fact, it was refuted by Schrödinger who gave a paradox known as
Schrödinger’s cat in 1935.

Schrödinger’s Cat
Schrödinger’s cat is a thought experiment, demonstrating the conflict between the
behavior described by quantum mechanics in the microscopic level and the behavior
described by classical mechanics in the macroscopic level.

The story is as follows. A cat is placed in a close box, together with radium, the
Geiger counter and a close flask of poison gas (Fig. 3.1).

If radium emits an alpha-ray by α-decay, then the Geiger counter detects α-ray
and wire cuts. Then, the hammer falls and hits the flask. From the flask, poison gas
rises, killing the cat. There are several versions of Schrödinger’s cat, the essential
idea is equivalent.

Let the probability that α-decay will happen within a hour be 50%. Then, in
quantum mechanics, the state is interpreted as the superposition state in which both
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Fig. 3.1 Schördinger’s cat

the probability α-decay will happen and will not are 50%. The life and death of the
cat is finally determined by a measurement.

In the superposition state, whether α-decay happens or not and the life and death
of the cat are both uncertain. In other words, there simultaneously exist both alive
and dead cats until a measurement is done. Schrödinger considered the situation as
a paradox because there are no such cats in the real world.

The paradox led Schrödinger to question the concept of uncertainty itself in quan-
tum mechanics. This is to say that the situation created by Schrödinger’s cat is odd
if we follow quantum mechanics. This is because the state of a cat which is simulta-
neously in the dead and alive states will be determined by instantly collapsing one
of the states after by a measurement.

Thus, we can say that Schrödinger’s raised the defects of the Copenhagen inter-
pretation. Actually, the paradox is regarded as one of the important problems in the
measurement problem. However, currently we have no reasonable interpretations of
Schrödinger’s cat.

It is a well known fact that Einstein was also critical for foundations for quantum
mechanics as he showed the EPR paradox. The fact is very interesting. In fact, he
thought that quantum mechanics cannot provide a complete description of physical
systems.

EPR Paradox
In 1935, Einstein, Podolsky and Rosen presented the so-called EPR paradox. It was
given as the paradox to demonstrate the shortcoming of the formulation of quantum
mechanics; see Einstein, Podolsky and Rosen [33].
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Now, we explain the details of the EPR paradox. Consider two particles which
move in opposite direction after a collision. Here, we know the total momentum
p = p1 + p2. But the momentum p1 and p2 are individually uncertain. Notice also
that the position q1 and q2 are individually uncertain although the position r = q1 −
q2 is known.

In this situation, the following facts hold. If the momentum p1 of one particle
is measured, then the momentum p2 of the other particle is determined. But, if the
position q1 of one particle is measured, then the position q2 of the other particle is
determined. The situation in the EPR paradox in fact illustrates an entangled state,
which plays a role in quantum computing.

According to Einstein, Podolsky and Rosen, these facts involve the following two
paradoxical issues.

(1) Although the second particle is far apart from the position of a measure-
ment, the measurement of physical values concerning the first particle af-
fects that concerning the second particle.

(2) Although the position or the momentum of the second particle can be de-
termined, quantum mechanics claims that they cannot be determined.

(1) is called the non-local correlation, but it is inconsistent with the principle of
constancy of light velocity in Einstein’s Theory of Relativity. For this implies that
the affect of the collapse of a wave transmits in the velocity faster than the light
velocity. But, from the principle of light velocity, no velocity of particles cannot
exceed that of light.

(2) says that the measurement of a quantum system is essentially uncertain but
that the physical values in question are determined. Namely, physically correct the-
ories follow determinism, but quantum mechanics only gives probabilistic descrip-
tion.

They claimed that these points are odd, and later their claims were called the
EPR paradox. (1) suggests the so-called hidden variable theory. The influence like
(1), called the EPR correlation, was formalized as Bell’s inequality by Bell in 1964;
see [5].

Bell proved that there exists no hidden variable theory by means of Bell’s in-
equality. In other words, we have phenomena which cannot be formalized by the
hidden variable theory.

The EPR correlation is experimentally verified, and it is believed that there is a
non-locality which Einstein disliked. Non-locality can be interpreted as the entan-
gled state in quantum mechanics. The concept can be applied to quantum code and
quantum teleportation as will be discussed later.

(2) can be resolved by considering the fact that the devices needed for the mea-
surement of momentum are different from those needed for the measurement of
position and that these measurements are not compatible.

After all, it can be interpreted that the EPR paradox is based on the misunder-
standing in classical physics that physical values have determined values even if
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they are not measured. However, we can say that the proposal of the EPR paradox
addresses some important ideas in the present quantum computing like the entan-
gled state.

Schrödinger’s cat and the EPR paradox challenge the current foundations for
quantum mechanics. Unfortunately, we can know no viable solutions to these para-
doxes. We believed that the solutions will be able to address some aspects of quan-
tum computing as well as the philosophy of quantum mechanics.



Chapter 4
Quantum Computers

Abstract. Chapter 4 explains quantum computer in some details. After the histori-
cal survey of the origins of quantum computers, we introduce the quantum Turing
Machine. Qubit, quantum gates and Shor’s algorithm are also discussed.

4.1 Origins of Quantum Computers

Here, we survey the origins of quantum computers. First, we introduce Feynman’s
ideas of the starting point of quantum computers. As described in Chapter 1, the
ideas of quantum computers have been presented by Feynman in his lecture held in
MIT on 1981; see Feynman [36].

Feynman took up several phenomena in quantum mechanics by means of clas-
sical computers, and discussed some problems in their efficient simulations. Based
on the discussions, he convinced that quantum systems can be efficiently simulated
by the computers by making use of quantum-mechanical effects. In fact, Feynman’s
paper is a pioneer work on quantum computing.

Richard Feynman (USA: 1918-1988)

S. Akama, Elements of Quantum Computing, 57
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Richard Feynman was born in Far Rockway, USA on 1918. He received B.Sc. from
MIT in 1939 and Ph.D. from Princeton University in 1942. He became Professor of
Theoretical Physics at Cornell University in 1945. He contributed to several fields in
physics, in particular, quantum mechanics and quantum electrodynamics. He received
the Nobel Prize in Physics in 1965, with Schwinger and Tomonaga for his funda-
mental work in quantum electrodynamics, with deep consequences for the physics of
elementary particles. He also opened the door of quantum computing. He wrote sev-
eral textbooks including the Feynman Lectures on Physics. In Feynman died in Los
Angeles, USA on 1988.

4.1.1 Feynman’s Ideas

Here, we summarize the point of Feynman’s ideas. He started with the problem.
I.e., What kind of computer are we going to use to simulate physics? The question
can be restated as follows. Can physics be simulated by a universal computer, i.e.,
Turing Machine or Neumann-type computer?

Feynman pointed out that although natural laws are reversible, the rule for com-
puters are not. Based on the fact, he said that we need a new computer, which is
different from Turing Machine and obeys the principles of quantum mechanics, i.e.,
quantum computer1.

Reversible computation is the computation which satisfies the laws of thermo-
dynamics. Thus, its computational process is reversible. There are two types of re-
versibility, i.e., physical reversibility and logical reversibility. Physically reversible
process is the process which does not increase entropy. Logically reversible process
is the process which can construct the inputs from the outputs.

In computer science, reversible computation has been already investigated. Lan-
dauer discussed the relationship between physically and logically reversible pro-
cesses, showing that while all logically reversible processes may be accomplished
as a thermodynamically reversible process, some logically irreversible processes
cannot. Namely, it means that if the process is physically reversible then it must be
also logically reversible. Later, Bennett extensively studied the notion of reversible
computation; see Landauer [57], Bennett [7] and Fredkin and Toffoli [39].

As an important requirement of his discussion, Feynman mentioned the following
rule of simulation, i.e., the number of computer elements required to simulate a large
physical system is only to be proportional to the space-time volume of the physical
system. This means that he referred to simulations with exponential complexity as
being against his rule of simulation. Feynman introduced some examples and argued
that classical computers are not adequate to simulate physical phenomena.

The first example is a simulation of time. Feynman assumed that the time is dis-
crete. As the computer goes from state to state like in cellular automata, he claimed
that the time is not simulated at all, it is imitated by means of the notion of tran-
sition of states in the computer. But he noted that classical physics is local, causal,
and reversible and therefore adaptable to computer simulation.

1 Feynman seemed to prefer to use the term ‘quantum-mechanical computer’ rather than the
term ’quantum computer’.
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He mentioned the following example in space time domain. The state si at the
space-time point i is a given function Fi(s j ,sk, ...) of the state at the points j,k in the
some neighborhood of i:

Si = Fi(s j ,sk, ...) (1)

If Fi only contains the points previous in time, it is possible to do the computation
in a classical way. However, if Fi is a function of both future and past, it is not clear
whether there is an algorithm for computing a solution. It should be also stressed
that the computation may not be possible, even if the function Fi is known.

The second example is concerned with simulating probability. Since in quan-
tum mechanics, we can only infer the probability of phenomena, the simulation of
probability is of special importance. According to Feynman, there are two differ-
ent methods of simulating probability in a computer. One method is to compute a
probability first and then to interpret it to describe the nature. The other method is
to simulate a probability by using probabilistic computers.

However, the first method faces a problem with discreting probability. If there are
only k digits to represent the probability of an event, the computer is useless when
the probability of something happening is less that 2−k. If we have R particles, then
we must describe the probability of a situation by the probability to these particles at
points x1,x2, ...,xR at the time t. This implies that k-digit number would be needed
to describe the state of the system for every arrangement of R values of x. Thus,
we need around NR configurations if there are N points in space. This means that
if the number of physical values increases, the computation of the size increases
exponentially. Therefore, the method is inadequate for simulation.

The difficulty with the second method is that the transition of states is probabilis-
tically, implying the nature is not predictable. This means that we cannot simulate
the nature. In other words, it will not be exactly the same as nature, even if the
probabilistic computer will imitate the nature. To overcome the problem, Feynman
proposed a Monte Carlo method. If a particular type of experiment is repeated suf-
ficient number of times, the corresponding probability could be found statistically.
Feynman described the nature of probabilistic computer as local probabilistic com-
puter, in which the behavior of one region can be determined by disregarding the
other regions.

Feynman showed the equations of the following form. At each point i=1,2, , ...,N
in space, there is a state si chosen from a small state set. Then, the probability to find
some configuration {si} is P({si}). The state transition from a state at the time t to
the next state at the time t + 1 can be given as follows:

Pt+1({si}) = ∑
s′

(
∏m(si | s′ j,s

′
k, ...)

)
Pt({s′}) (2)

where m(si | s′ j,s′k, ...) denotes the probability that we move to state si at point i
when neighbors have values s′ j,s′k, ... in the neighborhood of i.

Since j moves far from i, m is ever less sensitive to s′ j. At each change, the state
at a particular point i will move from what it was to a state s with a probability m
that depends only on the state of the neighborhood. Then, a probability of transition
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can be obtained. The state transition is probabilistic rather than definite. This is also
true for cellular automata. From the discussions on simulating time and probability
reviewed above, even if we can simulate imitate the nature, we can see that the
nature is not predictable.

4.1.2 Simulating Quantum Mechanics

Based on some arguments, Feynman concluded that for simulating quantum me-
chanics, we need a probabilistic computer or a new type computer. The latter cor-
responds to what we now call a quantum computer. It is to be noted that Feynman
used the term quantum simulator as a model of quantum computers. But, his paper
showed only a sketch of quantum computers.

Feynman’s prospect was that if the machine based on the elements of quantum
mechanics is construed then it will be able to simulate arbitrary quantum system
probabilistically. His insight is regarded as the origin of current research on quantum
computers. And he discussed some phenomena to address the usefulness of quantum
simulators.

First, he insisted that quantum systems cannot be described by means of classi-
cal computers. The claim reveals that we cannot represent the results of quantum
machines with a classical universal device due to the so-called the hidden vari-
able problem which addresses that a physical system cannot completely describe
the nature. If we try to put the quantum equations in a form as close as possible to
classical equations, we cannot simulate the quantum equations in the normal way
because there are too many variables. There are thus no Turing Machines which im-
itate with the same probability what nature does and output the same probabilities
that we observe in quantum mechanical experiments.

Second, he said that the concept of negative probability is needed to simulate
quantum mechanics. To justify the point, Feynman give the following example. For
many interacting spins on a lattice, we can give a probability for correlated “proba-
bilities” as follows.

F(s1,s2, ...,sN) (3)

where si ∈ {++,+−,−+,−−}. Then, the quantum mechanical equation which
tells us what the changes of F are with time is of the form (4).

Ft+1({si}) = ∑
s′

(
∏M(si | s′ j,s

′
k, ...)

)
Ft({s′}) (4)

Compare (2) with (4). We have F instead of P.
M(si | s′ j,s′k), ...) could be interpreted as the “probability”. The “probability”

M is a probability in the usual sense, since it may be negative. It is impossible to
simulative negative probability in classical computers2.

2 The idea of negative probability in quantum mechanics has been already proposed by Dirac
in 1942; see Dirac [30].
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Third, he exemplified the polarization of photons discussed in the EPR paradox
as two-states systems. The polarization of photons is the phenomenon that the di-
rection of radiation of photon is biased. The polarization of the two photon system
can be formalized as the entangled state in quantum mechanics. Here, the probabil-
ity of the states of each photon cannot be computed locally. For two photons in the
entangled state, the measurement of one photon can determine the measurement of
the other photon. This is the same as the case in the EPR paradox discussed in the
last chapter.

Finally, Feynman discussed the two photon correlation experiment, dealing with
the correlation of two photons. In this connection, he argued that there is a possi-
bility of resulting negative probability in formalizing a composite system based on
local probabilities.

This is the outline of Feynman’s discussion, the need of quantum computers was
best expressed in the last of the paper:

And I’m not happy with all the analyses that go with just the classical theory, because
nature isn’t classical, dammit, and if you want to make a simulation of nature, and if
you want to make a simulation of nature, you’d better make it quantum mechanical,
and by golly it’s a wonderful problem, because it doesn’t look so easy. Thank you.

Additionally, the description appears to foresee that the work on quantum com-
puters is very difficult. Indeed Feynman’s paper gave basic ideas of quantum com-
puters, but it did not present a concrete computational model. We believe that in the
period Feynman was not be able to work out the formalization of a quantum Turing
Machine although he have the background on Turing Machine. However, the book
(i.e., Feynman, Hey and Allen [37]), which was published after his death, includes
more concrete theory of quantum computers; see Feynman [37].

In fact, if we read the book carefully, we can see that Feynman’s theory of quan-
tum computers is essentially equivalent to that of quantum gates presented below.
Feynman used the term quantum mechanical computer instead of the terms like
quantum computers or quantum simulator. We can also find the detailed treatment
of quantum gates. Since Feynman is a physicist, his theory was naturally based
on physical thinking. In fact, his interest seemed to concentrate on the problem of
energy consumption rather than the method of constructing quantum computers.
Therefore, it is doubtful whether Feynman’s theory of quantum computers could be
fully understood by many computer scientists in the period. Now, only the fact that
Feynman’s ideas led to quantum computers appears to be evaluated. It may be un-
fortunate that Feynman died before the research on quantum commuters was active.
Feynman died in 1988.

4.2 Quantum Turing Machine

The notion of quantum computers has been suggested by Feynman as described in
the previous section, but the details have been remained open. The discussion, which
is more close to computer science, on quantum computers was done by English
physicist Deutsch in 1985; see Deutsch [24].
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David Deutsch (UK: 1953-)

David Deutsch was born in Haifa, Israel on 1953. He is one of the major figures in
quantum computing. In 1985, he proposed a theory of quantum computer as the first
computational model of quantum computers. He also published a theory of quantum
gates in 1989.

Deutsch physically reformulated the Church-Turing principle (CTP), usually
called the Church’s Thesis, and proposed the universal quantum computer, which
is quantum mechanical generalization of the universal Turing Machine. Deutsch’s
universal computer called QC is computationally equivalent to quantum Turing Ma-
chine. But, he did not provide a formal definition of quantum Turing Machine. This
may be funny as a computational model for quantum computers. We do not know
why Deutsch formalized a computational model of quantum computers as in the
form of QC. However, we could say that Deutsch proposed quantum Turing Ma-
chine in the broad sense.

4.2.1 Church-Turing Hypothesis and Beyond

Now, we discuss Deutsch’s approach in details. Although it is obvious that Deutsch
was influenced by Feynman, he started with more abstract level, namely the analy-
sis of Church’s Thesis. Deutsch called it the Church-Turing hypothesis (CTH); see
Church [19] and Turing [79]. CTH can be written as follows:

Church-Turing Hypothesis (CTH)
Every ‘function which would naturally be regarded as computable’ can be
computed by the universal Turing Machine.

It could be simply paraphrased that every computable function can be computed
by the universal Turing Machine. As described in Chapter 2, the function com-
putable by the universal Turing Machine is Turing computable. CTH is not a the-
orem but a hypothesis. Thus, CTH cannot be mathematically proved, but can be
assumed. Actually, in computer science, it has been recognized that it is true.

Supposing CTH, we can understand that all possible formalizations of the in-
tuitive mathematical notion of ‘algorithm’ or ‘computation’ are equivalent to each
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other. Therefore, by CTH, it is considered that Turing Machine, recursive func-
tion and λ -calculus are equivalent theories of computation in view of CTH. Al-
though CTH is the hypothesis in theory of computation, Deutsch thought that the
corresponding hypothesis is also physically correct. He called it the Church-Turing
principle (CTP) to distinguish it from CTH. Recently, CTP is also called the
Church-Turing-Deutsch principle (CTDP). We can write CTP as follows:

Church-Turing Principle (CTP)
Every finitely realizable physical system can be perfectly simulated by a uni-
versal model computing machine operating by a finite means.

We need some words about the description. According to Deutsch, CTP is physi-
cal and unambiguous principle. In CTH, computable function is regarded as a func-
tion which can be concretely computed. But, the term concretely or ‘would naturally
be regarded as’ is mathematically ambiguous. In contrast, in CTP, the term perfect
simulation is used. It is more physical and means that the physical laws involve the
laws of machine (computer). Observe here that the physical idea similar to the per-
fect simulation can be also found in Feynman’s papers. In fact, Feynman consider it
as simulating with physics with computers.

Deutsch presented a definition of perfect simulation. A computing machine M is
capable of perfectly simulating a physical system S, under a given labelling of their
inputs and outputs, if there exists a program π(S) for M that renders M computa-
tionally equivalent to S under the labelling. Here, the labelling denotes the physical
representation of data. Quantum mechanically, the labelling is a set of ordered pairs
consisting of Hamilton operator and its eigenvalues.

Thus, π(S) for M converts M into ‘black box’ functionally indistinguishable
from S. The ‘finitely realizable physical systems’ mentioned above must include
any physical object upon which experimentation is possible. On the other hand, the
‘universal computing machine’ need only be an idealized (but theoretically permit-
ted) finitely specifiable model. The term ‘finite means’ can be defined axiomatically,
without restrictive assumptions about the form of physical laws. Thus, it can be in-
terpreted as finite steps or time. CTP is obviously stronger than CTH in that CTP is
a physical (quantum mechanically) hypothesis. It is so strong that it is not satisfied
by the Turing Machine in classical physics.

But the reader might wonder why the computer based on difficult theory like
quantum mechanics is needed. This is a natural question. The answer is, from Feyn-
man’s and Deutsch’s discussion, that the Turing Machine based on classical physics
is not suitable and that a new machine founded on quantum mechanics, i.e., quantum
computer is needed.

In other words, a computer satisfying CTP is not a classical computer but a
quantum computer. Deutsch says the following to motivate quantum computers in
Deutsch [24].

Every existing general model of computation is effectively classical. That is,
a full specification of its state at any instant is equivalent to the specification
of a set of numbers, all of which are in principle measurable. Yet according to
quantum theory there exist no physical systems with this property.
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From the quotation, we can see that quantum computers have the principle which
is different from classical computers. In this regard, Deutsch’s starting point, i.e.,
CTP is conceptually defensible.

4.2.2 Universal Quantum Computer

After the detailed discussion on CTP, Deutsch presents a general quantum model
of computation called the universal quantum computer denoted Q. It can perfectly
simulate every finite, realizable physical system. It can simulate ideal closed (zero
temperature) systems, including all other instances of quantum computers and quan-
tum simulators, with arbitrarily high but not perfect accuracy. Therefore, upon CTP,
Q is a model equivalent to quantum mechanical version of Turing Machine, i.e.,
quantum Turing Machine. There is a sense in which Deutsch proposed a quantum
Turing Machine, although he did not directly formalized a quantum Turing Machine.

Quantum Computer Q has, like a Turing Machine, two components, i.e., a finite
processor and an infinite memory, of which only a finite portion is every used. The
computation proceeds in steps of fixed duration T, and during each step only the
processor and a finite part of the memory interact, the rest of the memory remaining
static.

The processor consists of M two-state observables, i.e.,

{n̂i} (i ∈ ZM)

where ZM is the set of integers from 0 to M− 1. The memory consists of an infinite
sequence of two-state observables, i.e.,

{m̂i} (i ∈ Z)

which corresponds to the infinitely long memory ‘tape’ in a Turing Machine. Let
{n̂i} be m̂ and {m̂i} be n̂. Then, the observable x̂ denotes the address number of the
currently scanned tape location.

The state of Q is a unit vector in the Hilbert space H spanned by the simultane-
ous eigenvectors.

|x;m̂; n̂〉 ≡ |n0,n1, · · · ,nM−1; · · ·m−1,m0,m1, · · ·〉
Here, the label is an eigenvalue x. The state defined in this way is called the compu-
tational basis state.

We set the spectrum of a two-state observable to be Z2, i.e., the set {0,1} rather
than the set {− 1

2 ,+
1
2} as in physics. The observable with the spectrum {0,1} cor-

responds to a one-bit element.
The dynamics, i.e., computation of Q can be described by means of a constant

unitary operator U onH . Namely, it specifies the evolution of any state |ψ(t)〉 ∈H
at time t in the Schrödinger equation during a single computation step:

|ψ(nT )〉=Un |ψ(0)〉 (n ∈ Z+)
U∗U =UU∗ = 1
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Here, U∗ denotes the unitary conjugate and 1 the unit matrix, respectively.
The computation begins at t = 0. At this time, x̂ and m̂ are 0. The state of finite

number of the n̂ is a program and input, i.e.,

|ψ(0)〉= ∑
n

λm |0;0;n〉

∑
m
|λm |2= 1

Here, λm is the m-th eigenvalue. Note here that only a finite number of the λm are
non-zero and λm vanishes whenever an infinite number of the n are non-zero.

To satisfy the requirement that Q operates ‘by finite means’, the element of the
matrix U is of the form:

〈x′;m′;n′ |U |;m;n〉= [δ x+1
x′ U+(m′,m′

x |m,xx)+ δ x−1
x′ U−(m′,m′

x |
m,xx)]∏

y�=x

δ my
my

Here, δ x±1
x′ denotes the kronecker symbol. And in each step of a computation, the

tape cannot change more than one unit, forwards, backwards, or both.
The functions U±(m′m′ |m,m) represent a dynamical motion depending on the

local observable m̂ and m̂x. And they are arbitrary except that U is unitary. Thus, a
choice of U± yields the definition of a different quantum computer Q[U+,U−].

Two consecutive states of Q can never be identical. In addition, Q cannot be
observed before the computation has ended. A Q-program is valid if the expecta-
tion value of its running time is finite. Because of unitarity, the dynamics of Q, as
of any closed quantum systems, are necessarily reversible. On the other hand, the
computation of classical Turing Machine is non-reversible. Here, we refer to re-
versible computation as the computation in which the input can be determined from
an output. In fact, classical Turing Machine cannot decide the input from the output
mechanically. We will discuss reversible computation in details later.

The universal quantum computer Q has all the properties of the universal Turing
Machine. All programs for Q can be expressed by means of the operations on the
Turing Machine and the eight operations, which are unitary transformations con-
fined to a single two-dimensional Hilbert space K , i.e., the state space of a single
bit.

Let α be any irrational multiple of π . Then, the ten operations Vi (0 ≤ i ≤ 9) are
as follows.

V0 =

(
cosα sinα
−sinα cosα

)
, V1 =

(
cosα isin α
isinα cosα

)
,

V2 =

(
eiα 0
0 1

)
, V3 =

(
1 0
0 eiα

)
,

V4 =V0
−1, V5 =V1

−1,

V6 =V2
−1, V7 =V3

−1,

V8 =
1√
2

(
1 1
−1 1

)
, V9 =

1√
2

(
1 i
i 1

)
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Here, unitary transformation is definable by means of the composition of the opera-
tions described above. V8 and V9 are the transformation for 90◦ spin rotations, which
is useful to the computation of Q.

For each Vi, there correspond computational basis elements representing pro-
grams φ(Vi,a), which perform Vi upon the least significant bit of the a-th slot.

If j is 0 or 1, these basis elements evolve as follows:

|φ(Vi,2), j〉 →
2

∑
k=0

〈k |Vi | j〉 |φ(Vi,2),k〉

Composition of the Vi may be effected by concatenation of φ(Vi,a). Thus, there exist
programs that effect upon the state of anyone bit a unitary transformation arbitrarily
close to any desired one. For each L-bit state | φ , there exists a Q-program ρ(| φ)
which accurately evolves |φ to the basis state |0L in which all L bits are 0.

The universal quantum computer Q can simulate with arbitrary precision any
other quantum computer Q[U+,U−], and can also perfectly simulate any Turing
Machine. In this sense, it follows that the universal quantum computer is computa-
tionally equivalent to the universal Turing Machine. After defining a quantum com-
puter Q, Deutsch showed that it can simulate various physical systems beyond the
scope of the universal Turing Machine. The examples he presented include random
numbers, discrete stochastic systems, quantum correlations, arbitrary physical sys-
tems, parallel processing on a serial computer, and faster computers.

Deutsch also discussed further connections between physics and computer sci-
ence in view of quantum computers. First, he noted that complexity theory for Q is
worth investigating. Second, he addressed the connections between CTP and other
parts of physics like thermodynamics. Third, he suggested a possibility of program-
ming physics.

Deutsch’s proposal of quantum computers seems to give great impact on the area
of quantum computing. One of the notable aspects is that he proposed and defended
quantum computers by reconsidering CTH to generalize to CTP. Another aspect
is that he formally defined a computational model, i.e., Q for quantum computers.
Thus, his proposal can be defended conceptually as well as mathematically. How-
ever, since his theory was worked out in the position of physicists, it took time until
quantum computing is an interesting subject in computer science. We can point out
that Deutsch’s exposition of the theory of Q is heterogeneous as the presentation of
any theory used in computer science and that it appears difficult to understand his
theory easily.

4.2.3 Formalization of Quantum Turing Machine

To discuss quantum computers in theory of computation, it was necessary to work
out a standard theory of quantum computers. By a standard theory, we mean a theory
of quantum Turing Machine compatible to classical theory of Turing Machine. In
1993, Bernstein and Vazirani defined a quantum Turing Machine in Bernstein and
Vazirani [11].
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A quantum Turing Machine is a quantum mechanical generalization of the clas-
sical Turing Machine, and can also be interpreted as a version of non-deterministic
probabilistic Turing Machine. In the quantum Turing Machine, elements like states
and symbols are observables in a quantum system. That is, a state is formalized
by the vector state in a state space and the evolution (computation) by the unitary
operators. And a measurement is performed when the computation stops.

A quantum Turing Machine is, like classical Turing Machine, defined by QTM =
(Σ ,Q,δ ), where C is a set of computable complex numbers.

• Q is a finite set of states including the initial q0 ∈ Q and the final state
q f ∈ Q,q f �= q0 (q0 �= q f ).

• Σ is a finite alphabet (finite set of tape with the blank symbol B ∈ Σ .

• δ : Σ ×Q → CΣ×Q×{L,R} is the deterministic quantum transition function,
where L denotes the left and R the right.

The essential difference of classical Turing Machine and quantum Turing Ma-
chine consists in the definition of a transition function. The quantum transition func-
tion δ (σ ,q,τ,q′,d) = c reads “if QT M reads the symbol σ at the state q then it
writes the symbol τ with the amplitude probability x, moves the head towards the
direction d and changes the state to q′. Here, by the amplitude probability we mean
a complex number whose modulus squared is a probability.

A computation of QTM is defined in terms of the configuration which consists of
the tape symbols, the head position, the state, and the machine position. It can then
be described as a tree. Namely, the root of a tree is the initial configuration, the node
of a tree is the configuration and the arc is the probability of a transition of a config-
uration to other configuration. In QT M, the path of a tree, i.e., the configuration is
simultaneously searched in a computation. The simultaneous search, also called the
quantum parallelism is done exponentially in computational steps, and is one of the
features of quantum computing, yielding ultra high speed computation.

Although several configurations are available in QT M before a measurement, it
is possible to have only one configuration when the measurement is performed. The
configuration which can be obtained simultaneously corresponds to the superposi-
tion state in a machine and it may be an entangled state.

Bernstein and Vazirani proved that the computability of a quantum Turing Ma-
chine does not exceed that of probabilistic Turing Machine in Bernstein and Vazi-
rani [11]. For the result, some explanations are in order. As described in Chapter 2,
a Turing Machine is usually defined as the so-called deterministic Turing Machine.
But, a quantum Turing Machine is essentially defined as a non-deterministic Tur-
ing Machine as presented above. This implies that the notion of non-determinism is
built in the theory in terms of probabilistic concepts. Thus, we must be faced with
the so-called P=NP problem.

Here, we do not give a detailed treatment of the P = NP problem, which is the
problem as to whether polynomial and non-deterministic polynomial computations
are the same computational complexity. Therefore, if P = NP holds, it is shown that
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a quantum Turing Machine is equivalent to a Turing Machine in the computational
power. But, if P �= NP, then it is considered that NP belongs to the more complex
classes.

This implies that a quantum Turing Machine is equivalent to a probabilistic
Turing Machine under certain conditions, and then it can be shown that it is more
powerful than the standard Turing Machine. Neglecting the detailed discussions,
however, we could roughly say that a quantum Turing Machine is equivalent to a
Turing Machine.

A quantum Turing Machine (and Deutsch’s QC) is a mathematical model for
quantum computers, and is used as a tool for quantum complexity theory. Some
concepts of complexity depending on quantum computers have been also proposed.
But, computational models like a quantum Turing Machine should be regarded as
theoreticl models in that they are not always used for the actual algorithm and im-
plementation for quantum computing.

4.3 Qubit

We said that the basic unit of information in quantum computing is a qubit (quantum
bit). It can then be considered as the simplest quantum system. Although Deutsch
wrote the concept equivalent to that of a qubit, he did not use the term ‘qubit’. As
the qubit played an important role in the development of quantum computing, we
say more about the qubit below.

4.3.1 Bit vs. Qubit

A basic unit of information employed in classical computers is a bit. It is either 0 or
1. Namely, if b is a bit, then b ∈ {0,1}. An n-bit string consists of the sequence of n
bits, i.e., the element of {0,1}n.

Here, the addition of bits is denoted by ⊕. Then, x⊕ y is defined as follows.

0⊕ 0 = 1⊕ 1 = 0
0⊕ 1 = 1⊕ 0 = 1

Here, x+ y (mod 2) holds. ⊕ is also used of the addition of bit strings.
A qubit is a quantum system which can be expressed as the superposition state

consisting of two normalized orthogonal states. Two basis states are written as |0〉
and |1〉 in the bra-ket notation.

Let H be the Hilbert space. Then, the general state of qubit, written |ψ〉, is
defined as follows:

|ψ〉= α |0〉+β |1〉
α2 +β 2 = 1

which denotes the superposition state of |0〉 and |1〉. That is, |ψ〉 simultaneously
satisfies |0〉 and |1〉.
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Note that in 1 qubit, we can interpret it in the following way:

|0〉=
(

1
0

)
, |1〉=

(
0
1

)

Consequently, we can see that |0〉 and |1〉 in a qubit corresponds to 0 and 1 in a bit,
respectively.

The value of a qubit is an observable N which has the Hamilton operator N on
the Hilbert space H =C2. Here, N | i〉 = i | i〉 holds. N can be written in the matrix
form as follows:

N =

(
0 0
0 1

)

The expected value of N is:

〈N〉= 〈ψ |N | ψ〉= (α∗ β ∗ )
(

0 0
0 1

)(
α
β

)
= |β |2

where α∗ is the unitary conjugate of α . By a measurement, 〈N〉 gives rise to the
probability finding a qubit in the state |ψ〉.

Several qubits are described as the tensor product ⊗ of individual qubits. Let the
state of a first qubit be |φ〉 and the one of a second qubit be |ψ〉. Then, the state of
the composite system of these two qubits becomes |φ〉⊗ |ψ〉.

The state space of n qubits have 2n states, i.e.,

|00 · · ·00〉, |00 · · ·01〉, · · · , |11 · · ·11〉
each of which is called the computational basis state. Henceforth, we write |00 · · ·0〉
for |0〉⊗ |0〉⊗ · · ·⊗ |0〉.

If a and b are two-dimensional column vectors, then the tensor product a⊗ b is
expressed as follows:

a⊗ b =

(
a1

a2

)
⊗
(

b1

b2

)
=

⎛
⎜⎝

a1b1

a1b2

a2b1

a2b2

⎞
⎟⎠

Thus, if we set:

|0〉=
(

1
0

)
, |1〉=

(
0
1

)

then, the following holds:

|00〉=
(

1
0

)
⊗
(

1
0

)
=

⎛
⎜⎝

1
0
0
0

⎞
⎟⎠
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|01〉=
(

1
0

)
⊗
(

0
1

)
=

⎛
⎜⎝

0
1
0
0

⎞
⎟⎠

|10〉=
(

0
1

)
⊗
(

1
0

)
=

⎛
⎜⎝

0
0
1
0

⎞
⎟⎠

|11〉=
(

0
1

)
⊗
(

0
1

)
=

⎛
⎜⎝

0
0
0
1

⎞
⎟⎠

We can write the state of |ψ〉 of 2 qubits as follows:

|ψ〉= α |00〉+β |10〉+ γ |01〉+ δ |11〉
|α |2 + |β |2 + |γ |2 + |δ |2= 1

Therefore, n qubits can simultaneously express 2n states. This means that a qubit
can express more information than a bit. By this, the fact implies that if we have
many qubits then computation speed increases exponentially.

A measurement of n qubits on the computational state is done on its compu-
tational basis state, and its result becomes n-bit string. If the state is |φ〉, then the
probability that the result of a measurement on the computational basis is a bit string
is given by the square of a scalar product, i.e., | 〈x |φ〉 |2. Note, however, that there
may be cases that measurement of a state is partial. Thus, the state after a measure-
ment is a state which is compatible to the performed measurement.

Now, we give an example of computation for qubits. Consider the following two
qubits state.

1√
3
|00〉+ 1√

3
|01〉+ 1√

3
|11〉= 1√

3
|00〉+

√
2√
3

|0〉+ |1〉√
2

⊗ |1〉

Here, if we measure the second qubit in the computational basis and the probability
that the result of the measurement is 0 is 1

3 , then the state of the first qubit becomes
|0〉 and the probability that the result of the measurement is 1 is 2

3 , then the state of
the first qubit becomes 1√

2
(|0〉+ |1〉).

There are 2n states in n qubits. Therefore, in quantum computing, since quantum
parallelism can perform parallel computation, it would be possible to perform ultra
high speed computation by increasing the number of qubits as thousands.

4.3.2 Polarization of Photons

We can use arbitrary phenomena which have two states for the basis of qubits. Often
used are the polarizations of photons and the spin of an electron. Here, we explain
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the former in some detail. The example of the polarization of photons has been
pointed out by Feynman; see Feynman [36] as described before. The state of po-
larization of one photon can be expressed by means of the unit vector for suitable
direction.

Namely, the state |ψ〉 of arbitrary polarization is given in terms of two base vec-
tors which are orthogonal to each other. For instance, we consider the base vectors
whose direction is upper and right, then the state can be written as follows:

|ψ〉= α |↑〉+β |→〉
Here, |↑〉 corresponds to |0〉 and |→〉 to |1〉, respectively. It is here noted that α and
β are generally complex numbers and that α2 +β 2 = 1 holds since the state vector
is a unit vector.

Of course, we could consider arbitrary two bases which are orthogonal to each
other. Thus, the state of polarization can also be described as follows:

|ψ〉= α |↖〉+β |↗〉
In quantum mechanics, it is assumed that a measurement device for two-dimensional
states has equipped normalized orthogonal base. And a measurement of the state is
to transform the state into one of the base vectors of the measurement device. The
probability that the state is measured as the base vector |u〉 is the square of the norm
of the amplitude of the original state whose direction is the same as the one of the
base vector. Namely, a measurement can be interpreted as the projection on base
vectors.

Now, consider the polarization of photons whose base states are |↑〉 and |→〉.
Then, in the measurement of the polarization, the state |ψ〉= α |↑〉+β |→〉 is mea-
sured in such a way that |↑〉 is measured with the probability |α |2 and that |→〉
with the probability |β |2. If we employ different measurement devices, the result
of a measurement changes because they have naturally different bases. But a mea-
surement is always performed by orthogonal base. It is also to be noticed that if we
measure a state then the state changes.

For example, consider the case in which the measurement of |ψ〉=α |↑〉+β |→〉
yields |↑〉. Then, the second measurement of the same base gives the result |↑〉 with
the probability 1. In other words, we cannot determine the original state from the
result of a measurement.

In this way, two-state systems like the polarization of photons can be used for de-
scribing qubits. There are other interesting two-state systems for qubits. In addition,
the notion of a measurement can be mathematically generalized as the principle of
a measurement device in quantum systems. Namely, it can be modeled as the oper-
ators in quantum mechanics on the Hilbert space.

4.4 Quantum Gates

To construct quantum computers, we need the circuit for doing computation. In
classical computers, as described in Chapter 2, the circuit is designed by means of
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the Boolean algebra. However, we need a new kind of gates for quantum computers,
i.e. quantum gate. The input of a circuit is a bit string {0,1}n. Logic gates like NOT,
OR, AND and NAND transform it to the output. In other words, the output bit can
be written as a Boolean function, i.e., f : {0,1}n →{0,1} of the input bit.

In 1988, Deutsch proposed a theory of quantum gate in Deutsch [25], whose
computation is performed quantum mechanically. It is thus conceptually different
from classical logic gate, but it can simulate it. Feynman also developed a similar
theory of quantum gates in Feynman [37]. As shown above, the state in quantum
computers can be expressed as a qubit. It is labelled by both | 0〉 and | 1〉 as the
computational basis. Therefore, qubit corresponds to a bit in the base state.

Actual computation on qubits can be seen as a temporal evolution, and can be
interpreted by the unitary transformation on states. This means that computation
is specified by the unitary matrix which transforms the state at certain time point
into the one at other later time point. The result of computation can be obtained
by a measurement defined by the projection on base states. Namely, the base state
of the result after the measurement is provided as the probability amplitude which
denotes the square of the probability of the result. Consequently, the result of the
computation performed by a quantum gate (computer) is a real number.

4.4.1 Outline of Quantum Gates

If the above basic procedures of quantum computing are applied to quantum gates,
we obtain the following procedures.

(1) Initialize qubits as the computational base.

(2) Apply the unitary transformation U to qubits.

(3) Measure the base state and compute the probability amplitude.

Thus, the mechanism of quantum gates is displayed as Figure 4.1.

Fig. 4.1 Mechanism of Quantum Gates
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From the figure 4.1, we can understand that quantum gates have to compute the
unitary transformation. This can be mathematically formalized in a matrix form.

Let the input qubits be a, output qubits be b, and the unitary matrix be U . Then,
a quantum gate is defined by the unitary transformation:

b =Ua

Since the unitary transformation is reversible, a quantum gate has the same number
of inputs and outputs.

The unitary operator U for n cubits is defined on the Hilbert space H =C2n
as

follows:

U =
2n−1

∑
i=0

2n−1

∑
i=0

| i〉ui j〈 j |

where

2n−1

∑
k=0

u∗kiuk j = δi j

Thus, quantum gates serve as the device of providing the unitary transformation
which is fundamental to quantum computing. There are the following differences of
the Boolean function and the unitary operator.

• reversibility

• superposition

• parallelism

The computation in quantum gates is specified by the unitary matrix U , and the
computation must be reversible for time since UU∗ = U∗U = E holds. Namely,
reversible computation is the computation which can reconstruct the input from
the output and non-reversible computation cannot. Consequently, in non-reversible
computation, information is lost non-reversively. AND and NOT, which are often
used as classical logic gates, are non-reversible.

By this means that the computation of traditional computers is not reversible. For
example, consider the AND gate which has two inputs and the output 0. Then, we
can see that at least one input should be 0. But, we cannot determine which input is
0. Namely, it is impossible to identify the inputs from the output.

4.4.2 Useful Quantum Gates

Reversible computation can be interpreted as the computation which contains
enough information to determine inputs from outputs. Thus, the computation of
quantum computers must be reversible due to the unitarity. For this reason, we have
to formalize the classical computation like AND and OR as reversible computation
in order to classical logic gates in quantum gates.
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Since the 1970’s, the problem whether classical computation can be performed
reversibly has been independently studied by Bennett and by Fredkin and Toffoli;
see Bennett [7, 8] and Fredkin and Toffoli [39]. In the 1970’s, Bennett studied the re-
versibility of computation in Bennett [7]. He showed that the operations on a Turing
Machine, i.e., computation can be expressed by reversible computation. To para-
phrase the result, it means that computation can be theoretically performed without
consuming energy. In the 1980’s, he investigated computation in view of thermody-
namics; see Bennett [8]. Bennett’s basic idea is that computation follows the laws
of physics. Namely, we can see that he developed the physics of information. Un-
fortunately, his theory was not fully appreciated in computer science.

Fredkin and Toffoli investigated practical quantum gates which can compute re-
versibly, as explained below. Without doubt, Bennett’s ad Fredkin and Toffoli’s
works gave great impact on Feynman’s work on quantum mechanical computers;
see Feynman [37].

Now, we give a detailed exposition of reversible computation. As a start, we need
to address that it is necessary that inputs and outputs are symmetric to describe
reversible computation, namely the number of inputs and outputs is equivalent. Ac-
cording to Bennett’s and others’ work, reversible computation can be defined by the
three logic gates, i.e., NOT, CNot and CCNot. This means that there exists the uni-
versal gate. Note also that the gates called FANOUT and SWAP (EXCHANGE) are
secondarily used.

These gates are depicted by the new notation. As described above, NOT is re-
versible and we use the notation as in Figure 4.2, since the standard notation in
Figure 2.3 is not symmetric.

Fig. 4.2 NOT Gate

CNot (controlled NOT) is described as Figure 4.3, with two inputs and outputs.

Fig. 4.3 CNot Gate
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Here, the line with ◦ above is a controlled line and the line with × below is an
input-output line. If we exchange these lines, the resulting gate is theoretically equal
to the original one.

In CNot, unlike ordinary NOT, computation is controlled by the input to the con-
trol line. That is, if the input to the controlled line is 0, then the input passes without
activating NOT. If the input to the controlled line is 1, then NOT is activated and the
input is reversed. Thus, the truth-value table of CNot is as in Table 4.1.

Table 4.1 Truth-value table of CNot

a b a′ b′

0 0 0 0
0 1 0 1
1 0 1 1
1 1 1 0

From the table, we can see that b′ = a⊕ b. CNot is reversible in that the identity
gate is available if two CNot gates are repeatedly connected.

CCNot is called the controlled-controlled Not), which also called the Toffoli gate.
As in Figure 4.4, CCNot has three inputs and outputs.

Fig. 4.4 CCNot Gate

Here, the above two lines are controlled lines and the line below is an input-
output line. In CCNot, the inputs in the controlled lines a and b outputs exactly as
them and the input-output line c is activated and inputs are reversed if both a and b
are 1. Thus, we have the truth-value table of CCNot as in Table 4.1.

From Figure 4.2, we can see that c′ = (a∧ b)⊕ c. For example, if we set c = 0
then the AND gate can be obtained. Thus, the CCNot gate is the universal reversible
gate.

FANOUT (fan-out) can branch one input to two outputs, as in Figure 4.5.
FANOUT is generally used when we want to increase lines in a circuit.
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Table 4.2 Truth-Value Table of CCNot

a b c a′ b′ c′

0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 0 0
0 1 1 0 1 1
1 0 0 1 0 0
1 0 1 1 0 1
1 1 0 1 1 1
1 1 1 1 1 0

Fig. 4.5 FANOUT Gate

FANOUT can be represented by means of CNot as in Figure 4.6.

Fig. 4.6 Representation of FANOUT by CNot

SWAP, also called EXCHANGE, exchanges two inputs as in Figure 4.7.
SWAP can expressed by three CNot’s as in Figure 4.8. Here, a′ = b and b′ = a

hold.
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Fig. 4.7 SWAP Gate

Fig. 4.8 SWAP by means of CNot

Another universal reversible quantum gate is the Fredkin gate, which is a con-
trolled gate as shown in Figure 4.9. It is reversible and has a feature that the number
of 0 and 1 in inputs and outputs is invariant.

Fig. 4.9 Fredkin Gate

Here, a′ = a holds. In the Fredkin gate, a is a controlled line. If a = 0, then b and
c are invariant. But, if a = 1, then b and c exchange. Thus, the truth-value table of
the Fredkin gate is as in Table 4.3.
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Table 4.3 Truth-Value Table of the Fredkin gate

a b c a′ b′ c′

0 0 0 0 0 0
0 0 1 0 0 1
0 1 0 0 0 0
0 1 1 0 1 1
1 0 0 1 0 0
1 0 1 1 1 0
1 1 0 1 0 1
1 1 1 1 1 1

The Fredkin gate is also the universal reversible quantum gate. For instance, if
b = 1 and c = 0, then b′ = ā, yielding the NOT gate. By setting c = 0, we have
c′ = a∧b and the AND gate can be represented.

In this way, we explain the structure of reversible gates. The CCNot gate and the
Fredkin gate, which are the universal reversible gates, are often utilized in the study
of quantum gates. Deutsch proposed a 3-qubit universal quantum gate, now known
as the Deutsch gate in Deutsch [26]. The Deutsch gate can simulate classical logical
operations.

Now, we explain other quantum gates. Here, we restate the features of quantum
gates arising from superpositions. By the unitary transformation U , the eigenstate
|ψ〉= |k〉 is transformed into the superposition of the eigenstate | ψ ′〉 as follows:

|ψ ′〉=U |k〉= ∑
k′

Uk′k |k〉

If the state |ψ〉 was already a superposition of several eigenstate, the unitary trans-
formation is simultaneously applied to all eigenstates, that is,

U ∑
i

ci | i〉= ∑
i

ciU | i〉

The feature is called the quantum parallelism. It is derivable from the linearity of
the unitary transformation and the factor of ultra super speed of computation in
quantum computing

We now turn to n qubits quantum gates, which can be defined by means of the
unitary operators. 1-qubit gates include the following:

• rotation gate

Rθ =

(
cosθ −sinθ
sinθ cosθ

)

• Pauli gate

X = σx =

(
0 1
1 0

)
,
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Y = σy =

(
0 −i
i 0

)
,

Z = σz =

(
1 0
0 −1

)
,

I = σ0 =

(
1 0
0 1

)
,

• Hadmard gate

H =
1√
2

(
1 1
1 −1

)

• Phase Shift Gate

Rθ =

(
1 0
0 eiθ

)

• π/8-gate

T =
√

S =

(
1 0
0 eiπ/4

)

Rotation gate is based on the rotation, which is one of linear transformations. Rθ
denotes the rotation around the origin. Deutsch’s V0 described before performs the
rotation.

Pauli gate is the gate utilizes the property of the spin of a particle like an electron.
X ,Y and Z denote the rotation around the x,y,z axeses, respectively. I denotes the
identity transformation. The properties of the Pauli matrices are as explained in
Chapter 3. In fact, Feynman discussed the possibility of using the Pauli matrices for
quantum computing in Feynman [36].

Note here that Feynman said that the model based on the Pauli matrices can
be applied to Bosons but cannot be applied to Fermions but the observation is not
correct. In practice, there exist many quantum computers making use of the spin of
an electron.

The Pauli matrix X is the operator representing NOT in the following way.

X |0〉=
(

0 1
1 0

)(
1
0

)
=

(
0
1

)
= |1〉

X |1〉=
(

0 1
1 0

)(
0
1

)
=

(
1
0

)
= |0〉

The Pauli matrix Z is an operator which is regarded as a special case of the phase
shift gate as introduced below.

It is noticed that the Pauli matrix Y can be used by simplifying it in the following
way:
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Y =

(
0 −1
1 0

)

Then, we get the relationships of X ,Y and Z.

X = YZ,
Y = ZX ,
Z = XY

As said above, the unitary transformation can be applied to superpositions. For ex-
ample, applying X to |ψ〉= α |0〉+β |1〉 yields the following:

X(α |0〉+β |1〉) = αX(|0〉)+β X(|1〉) = α |1〉+β |0〉
Here, the same unitary transformation X is applied to the superposition.

The Hadmard gate is the gate which uses the Hadmard matrix. Deutsch’s V8 is
the Hadmard gate. In the Hadmard matrix, each element is either 1 or −1, and each
row is orthogonal to each other.

In H, row elements are normalized. The Hadmard Gate H can generate the su-
perposition states as follows:

H |0〉= 1√
2
(|0〉+ |1〉)

H |1〉= 1√
2
(|0〉− |1〉)

If H is applied to each n bit, then we can generate 2n states, which can be regarded
as the binary representation of the numbers from 0 to 2n − 1.

(H ⊗H ⊗·· ·⊗H) |00...0〉

=
1√
2
((|0〉+ |1〉)⊗ (|0〉+ |1〉)⊗·· ·⊗ (|0〉+ |1〉))

=
1√
2n

2n−1

∑
x=0

|x〉

The quantum gate, which applies H to n bits, is called the Walsh gate, denoted W .
It can be decomposed into the following forms:

W1 = H,
Wn+1 = H ⊗Wn

The phase shift gate uses the difference of the phase of input waveform and
output waveform, namely phase shift. Note that Z is defined as the phase shift gate
with θ = π . The phase shift gate is more understandable if a qubit is defined as the
form of wave. Let |ψ〉 be a general state, | 0〉 and | 1〉 basis states. Then, we can
write as follows:

|ψ〉= cosθ |0〉+ eiφ sin θ |1〉
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where φ denote the phase between |0〉 and |1〉. In the definition, we assume Euler’s
formula concerning the relation of complex numbers and trigonometric functions,
as described below:

eiθ = cosθ + isinθ

If we measure |ψ〉, then the result is that the probability of |1〉 is sin2 θ and the
probability of |0〉 is cos2 θ . The phase-shift gate is assumed to be of use for quantum
communication. π/8-gate is a special case of the phase shift gate, with θ = π

4 .
There are the following 2-qubits gates:

• CNot Gate
CNot : |x,y〉 →|x⊕ y,y〉

• SWAP Gate
SWAP : |x,y〉 →|y,x〉

• Controlled Phase Gate
CPhase : |x,y〉 → ixy |x,y〉

The following are the examples of 3-qubits gates.

• Toffoli gate (CCNot gate)
CCNot : |x,y,z〉 →|x⊕ (y∧ z),y,z〉

• Fredkin gate

CSwap : |x,y,z〉 →
{ |y,x,z〉 (z = 1)
|x,y,z〉 (z = 0)

• Deutsch gate

D(θ ) : |x,y,z〉 →
{

icosθ |x,y,z〉+ sin θ |x,y,1− z〉 (x = y = 1)
|x,y,z〉 (otherwise)

Some of these gates have been already discussed. The Toffoli gate can be inter-
preted as the Deutsch gate D(π

2 ). As a consequence, the universal quantum gate can
simulate the universal gate.

One of the important 2-qubits gates is CNot, which can be defined by means of
the X gate as follows:

CNot =

(
E 0
0 X

)
=

⎛
⎜⎝

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

⎞
⎟⎠

Also noted is that the Toffoli gate can simulate arbitrary classical logical gates.
From the above exposition, quantum gates can perform various computations.

But, from the properties in quantum mechanics, we cannot generate the clone of
qubits. In other words, we have no quantum gates capable of copying qubits.
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4.4.3 No-Cloning Theorem

The property that qubits cannot be copied is proved as the so-called no-cloning
theorem see Wootters and Zurek [86]. At a glance, it seems inconvenient, but it
plays an important role in quantum codes.

The no-cloning theorem can be derived as a consequence of the property of the
unitary transformation. Now, assume that we copy a state |ψ〉A in a quantum system
A. For this purpose, we need another quantum system B which has the state space
same as the one in A and has a basis state |e〉B which is independent to |ψ〉A. Then,
the composite system of A and B, denoted A⊗B, has the following states:

|ψ〉A |e〉B

Here, let the unitary operator generating the clone be U . Then,

U(|ψ〉A |e〉B) =|ψ〉A |ψ〉B

U(|φ〉A |e〉B) =|φ〉A |φ〉B

hold for all |ψ〉 and |φ〉. Since the unitary operator is closed under the scalar product
∗, we can have that:

〈e |B 〈φ |A U∗U |ψ〉A |e〉B = 〈φ |B 〈φ |A|ψ〉A |ψ〉B

〈φ |ψ〉= 〈φ |ψ〉2

which implies that ψ = φ or ψ and φ are orthogonal. But they do not hold in general.
Therefore, it can be shown that there are no unitary operators generating the clone
of qubits.

For example, let two orthogonal states be |a〉 and |b〉 and the unitary operator for
cloning be U . Then, the following hold.

U(|a0〉) =|aa〉
U(|b0〉) =|bb〉

Next, we set:

|c〉= 1√
2
(|a〉+ |b〉)

and apply U to it. Due to the linearity of the unitary transformation, we obtain:

U(|c0〉) = 1√
2
(U(|a0〉)+U(|b0〉))

=
1√
2
(|aa〉+ |bb〉)

But, if we compute U(|c0〉) by definition, then

U(|c0〉) = |cc〉= 1
2
(|aa〉+ |ab〉+ |ba〉+ |bb〉))
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can be obtained. However, it is different from the above U(| c0〉). Therefore, we
can see that qubits cannot be copied. The reason that we cannot copy qubits is that
the states in qubits change by a measurement. Actually, in quantum mechanics, a
measurement is performed probabilistically as well as destructively.

Finally, we discuss the universal quantum gate. As you know, every Boolean
function can be computed by the universal gate based on AND and NOT or on
NAND. Similar results have been obtained for quantum gates. As described above,
in 1989, Deutsch proposed 3-qubits universal quantum gate, i.e., Deutsch gate; see
Deutsch [25]. It has also been shown that there is a universal quantum gate for 2-
qubits in Deutsch, Barenco and Ekert [25]. In fact, any unitary transformation can
be decomposed by the sequence of gates consisting of 1-qubit gates and CNot’s.
However, the universal quantum gate based on {T,H,CNot} can be also utilized for
convenience.

4.5 Shor’s Algorithm

As explained above, the computation in quantum computers is quantum mechani-
cally performed. In practice, quantum computers have some advantages over
classical computers in various respects. However, to solve concrete problems by
a quantum computer, we need quantum algorithms, which can be described as se-
quences of state transformations and a measurement after the transformations.

In 1994, Shor proposed a quantum algorithm for prime factorization in Shor [72,
73]. His algorithm was a breakthrough, and it is now called the Shor’s algorithm.
We can say that to appreciate the importance of quantum computing is due to Shor’s
algorithm.

So far, it can be recognized that there exist no algorithms to solve prime factoriza-
tion in high speed by classical computers. The property constituted the basis of the
safety of the RSA code, as proposed by Rivest, Shamir and Adelman [67] in 1978.
However, the situation changed by Shor’s algorithm. In fact, it will be possible to
perform high speed computation to solve prime factorization by means of Shor’s
algorithm. By a high speed algorithm, it generally means the algorithm which can
be computed in polynomial time.

By Shor’s algorithm, there has been a possibility for decoding the RSA code.
In other words, the safety of the RSA code, which has been considered safe, will
be problematic, if quantum computers are implemented in practice. The news was
shocking, but it stimulated interest in quantum computing and activated its research.
In fact, Shor says in Shor [73]:

it is tempting to speculate that integer multiplication itself might be speeded
up by a quantum algorithm; if possible, this would result in a somewhat faster
asymptotic bound for factoring on a quantum computer, and indeed could
even make breaking RSA on a quantum computer asymptotically faster than
encrypting with RSA on a classical computer.
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4.5.1 RSA Code

Before giving an exposition of Shor’s algorithm, we simply rehearse the RSA code.
The reader is referred to Rivest, Shamir and Adelman [67] for detailed presentation
of the RSA code.

Now, we outline the RSA code. First, we need to select two big integers, say, p
and a, and compute their composite number n, i.e.,

n = pq

where p and q are kept in secret.
Next, compute the Euler function ϕ(n) = (p− 1)(q− 1), and find the pair (e,d)

satisfying:

gcd(d,ϕ(n)) = 1,
ed ≡ 1 mod ϕ(n)

Namely, d is an integer coprime with ϕ(n) and e is the reciprocal of d. d can be com-
puted by the extended Euclid algorithm. Here, the public key is the pair (n,e) and
the secret key is d. n is called the RSA module, e is called the encryption exponent,
d is called the decryption exponent, respectively.

Encryption and decryption are formalized as follows. In encryption, a sender A
describes a plain text m by an integer such that 0 ≤ m < n, and by the receiver B’s
public key (n,e), set the cipher text c as:

c = me (mod n)

where c is the integer such that 0 ≤ c < n. Thus, encryption function Ee is defined
as follows:

Ee = me (mod n)

where e is B’s public key.
In decryption, B uses the secrete key d which only B knows and obtain m from:

m = cd (mod n)

Thus, decryption function Dd is defined as follows:

Dd = cd (mod n)

This completes the description of the RSA algorithm.

4.5.2 Description of Shor’s Algorithm

Next, we describe Shor’s algorithm shortly. Note that to understand Shor’s algo-
rithm, we need some background of number theory and Fourier transform. In a
computer, the multiplication of integers is easy to compute, but its inverse opera-
tion, i.e., factoring is not. It is thus impossible to perform factoring of big integer N
fastly.
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Shor’s idea is to replace the problem of factorization by the problem of period
finding and solve it by means of the quantum Fourier transform. Shor’s study was
influenced by Simon’s algorithm finding the periodicity of a function, which was
proposed around the same time; see Simon [75]. Shor used the method of factoring
making use of the property that remainders have certain periodicity, which has never
been applied to the previous algorithms for factorization.

Let a and b be integers. We denote its greatest common divisor (GCD) by
gcd(a,b). Then, his algorithm for finding the factorization of integer N can be writ-
ten as follows:

Shor’s Algorithm for Factorization

(1) Select a suitable integer x such that x < N.

(2) Compute f = gcd(x,N). If f �= 1, then f is a factor of N. Otherwise go to
(3).

(3) Find the least integer r such that its remainder is 1 when dividing x f by N,
i.e., x f mod N = 1.

(4) If either gcd(x
r
2 − 1,N) or gcd(x

r
2 + 1,N) is not 1, then it is the factor.

Otherwise go to (1).

Here, in (3), r is called the order. gcd(a,b) can be computed by the Euclid algorithm
in polynomial time.

Now, perform factoring of 15 by the above algorithm. In 2001, IBM succeeded in
factoring 15 using 7 qubits quantum computer. First, by (1), select a suitable integer
11 < 15.

By (2), find gcd(11,15). Then, we have f = 1 and go to (3). By (3), find r. Since
we have:

r = 1 : 111/15 = 0...11
r = 2 : 112/15 = 8...1

the solution is r = 2.
By using (4), we have:

x
r
2 − 1 111 − 1 = 10

x
r
2 + 1 111 + 1 = 12

Then, compute gcd(10,15) and gcd(12,15). As we obtain gcd(10,15) = 5 and
gcd(12,15) = 3, the desired factors are 3 and 5. Therefore, the factorization of 15
is: 15 = 3× 5.

4.5.3 Discrete Fourier Transform and Quantum Algorithm

We here focus on an interesting feature of Shor’s algorithm. This is the procedure
(3). In Shor’s algorithm. it is possible to fastly find r by means of the quantum
algorithm for discrete Fourier transform.
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For certain integer q, consider the integer a satisfying 0 ≤ a < q. Then, the dis-
crete Fourier transform Aq can be defined as follows:

Aq : |a〉 → 1√
q

q−1

∑
c=0

|c〉exp(2π iac/q)

Here, Aq denotes the unitary matrix whose (a,c)-element is
1√
q

exp(2πac/q). Shor

set q = 2l as Aq can be computed in polynomial time. By this, we can describe the
integer a as |al−1al−2 · · ·a0〉.

We look at how the order is computed in Shor’s algorithm. First, for integers n
and x, find the order of q (n2 ≤ q < 2n2). Since these values are invariant, they can
be built in quantum gates.

Next, store the integer a (mod q) in register1 as a superposition. Here, the state
is as follows:

1√
q

q−1

∑
a=0

|a,0〉

Next, compute xa (mod n) by register2. Because a is in register1, the computation
is done reversively. Then, the resulting state becomes:

1√
q

q−1

∑
a=0

|a,xa (mod n)〉

Next, apply the Fourier transform Aq to register1, i.e.,

|a〉 → 1√
q

q−1

∑
c=0

exp(2π iac/q) |c〉

Then, the state is:

1√
q

q−1

∑
a=0

q−1

∑
c=0

exp(2π iac/q) |c,xa (mod n)〉

Finally, measure the state of register1. If we assume that 0≤ k< r, the probability
that |c,xk (mod n)〉 is: ∣∣∣∣∣

1
q ∑

a:xa≡xk

exp(2π iac/q)

∣∣∣∣∣
2

Hence, from the probability, we can find r = xk (mod n).
Since (4) in the above algorithm can be computed classically, combining these

computations enables factorization. Note that Shor’s algorithm is not an algorithm
which can be defined as a black box. But the computation of the order, whose fast
computation has been regarded impossible, is done in polynomial time.

In fact, Shor’s algorithm is an efficient (fast) algorithm in which the prime N can
be factored in the order logN. This is in fact a breakthrough. But, Shor evaluated his
work in the end of Shor [73]:
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Finding polynomial-time algorithms for solving these problems on a quantum
computer would be a momentous discovery. There are some weak indications
that quantum computers are not powerful enough to solve NP-complete prob-
lems [Bennett et al. 1994], but I do not believe that this potentiality should be
ruled out as yet.

where “these problems” refers to the NP-complete problems. By now, any quantum
computer did not contribute to the attempts to solving the P = NP problem. But we
could say that the use of a quantum computer is very attractive.

4.6 Other Quantum Algorithms

Indeed Shor’s algorithm was shocking, and various useful quantum algorithms have
been also proposed. Some of such quantum algorithm can be listed as follows:

• Grover’s algorithm

• HS algorithm

• Quantum walk

• Adiabatic quantum algorithm

Below we will briefly deal with these algorithms.

4.6.1 Grover’s Algorithm

Grover’s algorithm is an algorithm for search of data in unstructured database; see
Grover [44]. In unstructured database, data are not sorted structurally. Naturally, the
search for unstructured database needs more computational cost than in structured
database. The algorithm for fast search for data in database is an important problem.

It is known that the complexity of the classical algorithm, i.e., linear search for
data in the unstructured database with n data is O(n). In contrast, if we employ
Grover’s algorithm, the complexity can be reduced to O(

√
n). If n becomes bigger,

the difference to classical algorithms will be clearer.
Because quantum computing supposes the case in which huge number of data

should be processed, Grover’s algorithm is more useful than classical algorithm
for such cases. Thus, Grover’s algorithm is, like Shor’s algorithm, to address the
advantages of quantum algorithms.

The problem which Grover’s algorithm can handle is presented as follow. First
we define a function f : f : A →{0,1}, where A is a set with N = 2n elements. There
is only an element s ∈ A with f (s) = 1. The problem is to look for the element x
such that f (x) = 1.

The quantum operator, also called oracle, is defined as follows:

| x〉 →| x〉 (first register)
| y〉 →| y⊗ f (x)〉 (second register)
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where the second register is initialized with
1√
2
(|0〉− |1〉).

Then, we can write Grover’s algorithm as follows:

Grover’s Algorithm

(1) Initialize the first register in the superposition state:(
1√
N
, 1√

N
, ..., 1√

N

)

(2) Repeat the following operation O(
√

N) times:

(a)Apply the quantum operator.

(b)Apply the matrix Di j =−δi j + 2
1
N

(3) Measure the resulting state of the fist register.

For the details of Grover’s algorithm, the reader is referred to Grover [44].

4.6.2 HS Algorithm

HS algorithm (Hidden Subgroup algorithm) is a generalization of Shor’s algorithm,
which determines the subgroup in a group. The HS problem is one of the most
important problems in mathematics and computer science, and is closely related to
such problems as the prime factorization and the graph isomorphism problem; see
Jozsa [52].

The function f in the period finding problem over ZM is constant on sets {x,x+
a, ...} for each x and distinct on disjoint such sets. If a divides M, then it is constant
on cosets x+ 〈a〉 of the subgroup of ZM generated by a and distinct on different
such cosets. The HS problem is defined as follows. Given a function f : G → R on
a group G, and a subgroup H < G such that f is constant on (left) cosets of H and
distinct for different cosets, and a set of generators for H.

The HSP is an important problem. An efficient algorithm for the group ZM sub-
sumes an efficient factorization algorithm. In HS algorithm, quantum Fourier trans-
form is generally applied. But it is still open whether there exists an efficient HS
algorithm without using quantum Fourier Transform.

4.6.3 Quantum Walks

Quantum walk is a quantum algorithm for random walk, which is the movement
the next position is determined probabilistically. For example, the so-called Brown
movement is a typical example. Random walk is also applied as a method for sim-
ulation. In classical algorithms for random walk, the randomness and probabilistic
algorithms are generally used. Depending on the structure of time, there are two
kinds of random walks, namely discrete random walk and continuous random walk.
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Quantum walks can improve classical algorithms; see Kempe [54]. In quantum
walks, the position of a walker is represented as a superposition. A continuous quan-
tum walk algorithm was proposed by Farhi and Gutman in 1998; see Farhi and Gut-
man [35]. In their algorithm, the unitary transformation is directly applied to the
space in which random walks are performed.

Ambainis’ algorithm also handles discrete quantum walks; see Ambainis [2]. In
discrete quantum algorithm, we need a register for quantum flip-flop. Quantum
walks gives rise to the best algorithm for solving the 3SAT algorithm in Boolean
algebras. Also noted is that by using quantum walks, we can perform search faster
in Grover’s algorithm.

4.6.4 Adiabatic Quantum Algorithm

The adiabatic quantum algorithm was introduced by Farhi and others as a quantum
algorithm for optimization; see Farhi et al. [34]. The algorithm can be interpreted as
another formalization of the Schrödinger equation. In adiabatic quantum algorithm,
the problems of optimization and constraint satisfaction are encoded as local con-
straints, i.e., the sum of Hamilton operators H = ∑

i

Hi. The basis state of H does

not satisfy many constraints, and represents an optimal solution.
To obtain such a state, different Hamilton operator H ′ is chosen to easily describe

a basis state |ψ ′〉. And the Hamilton operator slowly changes from H ′ to H. By the
adiabatic theorem, the state H(t) at time t becomes a basis state, and we can obtain
a solution.

Quantum mechanically, the adiabatic quantum algorithm firstly sets a Hamilto-
nian and makes continuously change the state of a system by means of the Schrödiner
equation. And the state finally obtained, i.e., wave function expresses a solution of
the problem of optimization. Thus, in the adiabatic quantum algorithm, we need to
define a Hamiltonian in which an initial state depends on time so that the final state
represents a solution.

It is known that the adiabatic algorithms have computational efficiency in the
same way as Grover’s algorithm. It is also possible to simulate arbitrary quantum
gates in terms of a suitable adiabatic algorithm; see Aharonov [1]. Consequently, the
adiabatic algorithms and quantum gates can be considered as equivalent quantum
models. In fact, the adiabatic algorithms are founded on the Schrödinger equation
and standard quantum algorithms like quantum gates on the Heisenberg equation.



Chapter 5
Applications of Quantum Computing

Abstract. Chapter 5 outlines the representative applications of quantum computing.
We take up quantum codes, quantum communications, quantum teleportation and
quantum programming.

5.1 Quantum Codes

This chapter is concerned with some applications of quantum computing. Since
these applications are now under way, we explain main approaches. If a quantum
computer is realized and super high speed computation is possible, then the safety
of current coding systems like the RSA code will not be guaranteed. In fact, Shor’s
algorithm showed such a situation would come true. For example, the securty of
internet will be problematic. Consequently, we need a new type of code which can-
not be decoded by any high speed computers. Quantum computing could solve the
difficulty.

Quantum code is seen as a code for the next generations to accommodate to the
situation. Quantum code is not to guarantee the safety by huge computational cost
but to do it by verifying whether the encryption key of a code is tapped on the basis
of Heisenberg’s uncertainty principle. As we explained in Chapter 2, two physical
values cannot be precisely determined simultaneously according to the uncertainty
principle. Thus, if we try to measure one physical value precisely, we cannot pre-
cisely measure the other physical value. This is the starting point of quantum code.

If we make use of the uncertainty principle, wire tapping of other people can be
recognized and the state changes. Therefore, it is impossible to copy the key. Quan-
tum code is one of the typical examples of applications of quantum communications
as described below.

5.1.1 Quantum Key Distribution

A basic idea of quantum code can be found in Wiesner’s conjugate coding, which
was proposed in the late 1960’s; see Wiesner [84]. Later, in 1984, Bennett and others
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proposed a theory of quantum key distribution; see Bennett, Brassard and Ekert [9].
Now, the quantum key distribution is called the BB84 protocol. In the quantum key
distribution, single photon system is adopted and two orthogonal states of polariza-
tion are assigned to bit values. Formal sender and receiver randomly use conjugate
polarization basis. Then, it constructs a protocol in which a third person cannot ac-
cess to information without remaining evidence for the access.

As Shor’s algorithm was proposed in 1994, the safety of the open key public code
systems like the RSA code cannot be guaranteed. As a consequence, the research of
quantum codes became active. Now, it is regarded that the quantum key distribution
is one of the effective methods for quantum codes. It is also noticed that since the
late 1990’s the implementation of system for quantum codes using the devices like
optical fiber was investigated.

5.1.2 Example of Quantum Code

Here, we give an example of quantum codes. Let A be a sender, B be a receiver and C
be a tapper. We assume that information is transmitted in an optical communication
channel. A sends B the common key in encrypted form, and the communication
can be interpreted as safe if the common key cannot be tapped. This feature is the
important point in quantum codes.

A common key is a random bit sequence, and A encrypts a message by it. B
decrypts the message by the same common key. Here, the common key is sent from
A to B by means of a safe method. Even if the message from A to B is tapped,
C cannot decode it unless he knows the common key. For a safe sending of the
common key, quantum codes are utilized.

Previous public key codes are based on the difficulty of prime factorization, but
the point in quantum codes is to make use of the uncertainty principle in quantum
mechanics. A quantum code system generally consists of the classical channel and
the quantum channel.

The classical channel sends encrypted messages and information generating a
common key. There is no problem if C taps the information in the classical channel.
In the quantum channel, quantum code is sent. For instance, if we assume that a
quantum code system based on single photon then the optical communication chan-
nel is used. Here, for the direction of the movement of single photon we can specify
four polarization states, i.e., horizontal direction, vertical direction, 45◦ direction,
and −45◦ direction as quantum states.

Such quantum states based on single photon can be found in Feynman [36].
In BB84, A assigns 1 and 0 to these four quantum states, and sends the message
described by random pulse wave by 0 and 1 as the sequence of single photon in
polarization states. B reads the single photon sequence by randomly using the de-
vice which can recognize horizontal and vertical polarization states and the device
which can recognize ±45◦ polarization states. In addition, A sends B the
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information whether horizontal and vertical polarization states or ±45◦ polarization
states are used, a bit sequence with the signal in which the information agrees is
adopted as a common key. Finally, B decrypted the message by means of the com-
mon key which is generated in this way.

There are several methods which C taps a quantum code. One method is to directly
tap photons. But, quantum states changes in this case, and the tapping can be detected
by the uncertainty principle. In the case in which single photon is used, this is to tap
a photon and its detection is easy. Another method is C detects the polarization state
by the device same as the one B uses and send B the photon in the same polarization
state. But, C cannot know which polarization states are use in the sending a message.
Thus, the probability C can correctly tap the message is 50%.

In addition, we can protect this type of tapping by making use of the technique
of error detection and correction in coding theory. Namely, we add detection bits
for tapping to the message from A to B. If the probability of error detection is high,
we judge that a tapping is done and discard the common key. Further strengthen-
ing of quantum codes is available by using the polarization states of two-photon
system. This makes the communication channel long. It also has the advantage that
entangled states are possible.

For two photons in entangled states, if one photon is in the vertical polarization
state then the other photon is in the horizontal polarization state. But, it is impossible
to determine the polarization state before a measurement. Unless a measurement is
performed, the entangled state continues even if two photons are separated and the
tapping becomes more difficult. Consequently, it is considered that the quantum
code based on the entanglement of two photons is more promising.

5.2 Quantum Communications

Quantum communication is information communication which uses the idea of
quantum computing. It is regarded as one of the important topics in quantum in-
formation theory.

Quantum communications are very attractive in that high speed and capacity of
information communication and error correction are possible. Observe also that
quantum teleportation is classified as the topic in quantum communications in a
broad sense.

In quantum communication, it is important to send classical information as quan-
tum states. From Shannon’s theorem, maximum data transfer speed is determined
for classical communication, but quantum communications have a possibility of
transcending its limitation.
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Claude Shannon (USA: 1916-2001)

Claude Shannon was born in Petoskey, Michigan, USA on 1916. He is referred to as
the father of information theory. In 1932, he entered the University of Michigan. He
received M.Sc. degree in 1937 from MIT for the study of the use of Boolean algebra
for electrical circuit designs. He received Ph.D. degree from MIT in 1940. In the same
year, he became a National Research Fellow at the Institute for Advanced Study at
Princeton. In 1948, he published information theory in which the concept of informa-
tion was first defined. He also contributed to the areas like cryptography and computer
chess. Shannon died in Medford, Massachusetts, USA on 2001.

It is common knowledge that current information communication technology is
based on Shannon’s information communication model; see Shannon [68]. In his
information communication model, information is exchanged as a sequence of sym-
bols, i.e. a bit string. On the other hand, in quantum communications, information
is described as quantum states. Thus, in a quantum communication channel, com-
munication channel is described as a mapping from the quantum state for an input
to the quantum state for the output. Then, coding is regarded as the transformation
of the alphabets to quantum states. And decoding is to find the correspondence of
the result of measuring quantum states to alphabets.

5.2.1 Holevo Bound

The problem whether the limit of channel capacity can be extended was studied in
the 1960’s by workers like Holevo; see [49]. Holevo formalized the notion of the
so-called Holevo bound. In 1998, Holevo proved that the Holevo bound and chan-
nel capacity agree in connection with quantum information communications; see
Holevo [50]. In fact, Holevo showed that at most n bits of classical information can
be carried by a quantum system of n distinguishable qubits, i.e., two-dimensional
quantum systems.

But, the Holevo bound includes arbitrary encoding and decoding strategies. Con-
sequently, for information transmission with infinite dimensional systems through
noiseless channels, the Holevo bound predicts infinite capacities. The Holevo bound
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is an upper bound on the amount of classical information that can be accessed from
a quantum ensemble in which the information is encoded.

Assume that a sender A obtains the classical message i and he knows that this
happens with the probability pi. He wants to send it to a receiver B. To do so, A
must encode the information i in a quantum state ρi and sends the quantum state
to B. B receives the ensemble {pi,ρi} and wants to obtain as much information as
possible about i, giving the result m with the probability qm by a measurement. The
classical information I(i : m) thus obtained is expressed as follows:

I(i : m) = H(pi)−∑
m

qmH(pi|m)

where H(rx) = −∑
r

x log2 rx denotes the Shannon entropy of the probability

distribution rx.
The receiver B wants to obtain the maximal information. It is called the accessible

information, denoted by Iacc.

Iacc = max I(i : m)

where the maximization is over all measurement strategies. However, it is difficult
to compute Iacc.

Holevo introduced the universal bound called the Holevo bound denoted χ(pi,ρi)
and showed the relation:

Iacc(pi,ρi)≤ χ(pi,ρi) = S(ρ)−∑
i

piS(ρi)

where ρ = piρi is the average ensemble state and S(ρ) = −tr(ρ log2 ρ), known as
the von Neumann entropy.

Now, consider a quantum channel R which acts on d-dimensional quantum sys-
tems as inputs. Assume that A wants to send classical information i that happens
with the probability pi by the quantum channel to B. He encodes this classical in-
formation in the quantum state ρi whose Hilbert space is d-dimensional.

The classical capacity of this quantum channel is the maximum classical infor-
mation which can be sent by this channel, and is therefore the accessible information
of the ensemble {ρ ,R(ρi)}.

C = max Iacc({ρi,R(ρi)})
where C is maximized over all specified ensembles on the d-dimensional Hilbert
space H d . By the Holevo bound, we have:

C ≤ max;
(
S(R(ρ)−∑ piS(R(ρi))

)
We can also consider the case of sending qubits through quantum channels. How-
ever, we do not go into details here. By the late 1990’s, foundations for quantum
communication theory have been established by Shor. Recently, a qubit used in
quantum communications is called the flying qubit, and is distinguished from the
stable qubit used in local quantum computers. For example, a photon is a flying
qubit.
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One of the important techniques in information communication is an error cor-
rection. It has been considered over many years that quantum error correction is dif-
ficult. This is because if we try to measure the state of qubits then the state changes.
Therefore, the concept of error correction is meaningless. However, Shor and Steane
showed that quantum error correction is possible; see Shor [74] and Steane [76].

5.2.2 Quantum Teleportation

Quantum teleportation is a method of transmitting qubits from one place to another.
This is done by combining entangled states and classical communication channels.
In 1993, Bennett showed that quantum teleportation is theoretically possible; see
Bennett et al. [10]. Quantum teleportation can be interpreted as an application of
the EPR paradox which was explained in Chapter 3. If two particles are generated,
they reach an entangled state in which these two particles are related each other. The
pair of these particles in such a state is called the EPR pair.

If a measurement of the state of one particle in the EPR pair is performed, then the
state of the other can be immediately determined. However, to determine the state of
two far separated particles is inconsistent the principle of light speed, and Einstein
and others considered such phenomena as a paradox. Bennett and others proposed
a theory of quantum teleportation, but it took more than ten years for its experi-
mental justification. In fact, other people have shown teleportation experimentally
in various systems including photons, coherent light fields and nuclear spins.

We here stress that in quantum teleportation particles are transferred spatially.
By quantum teleportation, a state of certain particle can determine the states of other
separated particles. However, quantum teleportation can be applied to quantum com-
munications. For a receiver at separated place can reproduce the unknown state of a
sender.

For instance, consider that a sender A generates two photons which forms the
EPR pair. Next, he sends a receiver B the photon-1 by the quantum channel. Next,
A measure the photon-1. Then, the state of photon-1 is determined and therefore the
state of photon-2 is also determined. Consequently, B can know the state of photon-
2 by sending B the state of photon-2 through classical channel. Here, although A
sends B the unknown state, this state changes after a measurement.

Thus, the unknown state is not copied. Also, the use of classical channel pre-
serves causality. From the discussion, B can reproduce the state which A sent to B.
At a glance, quantum teleportations appear science fictional. But they are the tech-
nology on the basis of the principle of quantum mechanics described above. For
the future, quantum teleportations will play a crucial role in the study of quantum
communications.

The entanglement of photons and the angular momentum are mainly used as the
bases for theories of quantum teleportation. However, there are other methods for
quantum teleportation. Recently, quantum teleportations of continuous values are
also investigated.
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In 1997, the research group of Innsbruck University first succeeded in the exper-
iment of quantum teleportation; see Bouwmeester et al. [17]. Since then, various
types of quantum teleportation have been experimentally justified. Recently, Furu-
sawa and others at University of Tokyo succeeded in the experimental teleportation
of strongly non-classical wave packets of light; see Lee et al. [58].

5.3 Quantum Programming

Even if quantum computers are actually developed, we need to implement quan-
tum algorithms for practical applications. Implementations are done by means of
hardwares or softwares. For example, quantum gates enable quantum computing in
hardware. But the use of quantum gates requires quite a lot of time and financial
resources. This implies that hardware-based quantum computation is not always
practical. If quantum computing is possible in the software level, the research and
applications of quantum computing will be accelerated.

For this purpose, however, we need a special programming language for quantum
computing. Fortunately, there are in fact several programming languages capable of
quantum programming.

5.3.1 QCL

In 1998, Ömer at Technical University of Vienna implemented a first real quan-
tum programming language called QCL (Quantum Computation Language); see
Ömer [64]. Since then, many quantum programming languages have been devel-
oped. Now, QCL is available as a free software. Below we will briefly comment on
QCL.

There are two advantages of using quantum programming languages. First, we
can deal with quantum algorithms at the abstract level by means of quantum
programming languages. Second, the formalization and simulation of quantum al-
gorithms in quantum programming languages enable us to facilitate the implemen-
tation of different quantum architectures. In fact, these aspects contrast those in
quantum computers like quantum gates.

Although these advantages hold for other (standard) programming languages,
they seem to be essential to quantum computing. Ömer says in the preface of his
Ph.D. thesis [64]:

In contrast to quantum circuits, quantum Turing machines or the algebraic def-
inition of unitary transformations, programming languages allow the complete
and constructive description of quantum algorithms including their classical
control structure for arbitrary input sizes and hardware architectures.

This thesis investigates how the classical formalism of structured program-
ming can be adapted to the field of quantum computing, based on the machine
model of a universal computer with a quantum oracle allowing the application
of unitary gates and the measurement of single qubits.
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We believe that these remarks address the importance of quantum programming
languages in connection with the research on quantum computing.

According to Ömer, any useful quantum programming language must have the
following characteristics:

(1) it is constructive.

(2) it is hardware independent.

(3) it provides arbitrary level of abstraction.

(4) it integrates non-classical features at a semantic level.

(1) implies that a program can be written structurally. It is the fundamental basis
for current programming in structured programming in that all programs are con-
structively presented.

(2) says that a program can be executed independent of the hardware on which it
runs. This is useful to the portability of programs and the applicability of quantum
computing can be enhanced. The feature cannot always be guaranteed in quantum
gates.

By (3), we can consider an algorithm at an abstract level as well as a concrete
level. This is important since quantum system can be described in various ways. Of
course, the levels of abstraction depend on the problems in question.

(4) showed that we can describe a program for quantum mechanical operations,
which are very different from the ones in standard programming languages. This is
obviously the most important point in quantum programming languages.

The features (1)-(3) are applied to all programming languages, but (4) is a pecu-
liarity of quantum programming languages. In other words, we can express quantum
computation in the form similar to our conceptual level by means of quantum pro-
gramming languages. This is surely attractive for quantum computing.

In fact, QCL has the peculiarities of quantum computing in addition to the stan-
dard structured programming. Ömer mentioned the following peculiarities:

• reversibility of unitary operations

• non-locality of qubits

• non-observavility of states

• destructive nature of measurement

• lack of an erase operation

Since unitary operations are reversible, quantum computation is also reversible.
As addressed before, one of the important features of quantum computation is re-
versibility.

Qubits are not locally described, because non-locality is an important feature in
existing quantum systems. And some quantum states may not be observables. Due
to the uncertain principle, a measurement is destructive.
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Erase is classical operations in the (classical) Turing Machine. But, the quantum
Turing Machine does not support it.

Quantum programming corresponds to an abstract level of quantum computing,
and it can be performed by quantum programming languages. To realize it in a
traditional fashion, we need to combine structured programming with quantum pro-
gramming.

Ömer calls such programming structured quantum programming. For this pur-
pose, he implemented a quantum programming language, i.e., QCL. QCL is based
on quantum mechanical counterparts on classical programming languages. The com-
putational model for QCL is a quantum architecture instead of a Turing Machine (or
Boolean algebra).

Quantum registers are the counterpart of variables. Quantum gates play a role of
variable assignments. Classical input of data is performed by a measurement in the
sense of quantum mechanics. The syntax of QCL is based on that of the context-
free language, and it is similar to that of the C language. In addition, QCL has a
simulator for testing. The details of QCL can be found in Ömer [64].

We believe that the study of quantum computing at the software level will be
promoted in future. QCL can be regarded as initial work in this line. We expect
to see quantum programming languages with more powerful programming features
and programming environment.

5.3.2 Other Quantum Programming Languages

QCL is a first (real) quantum programming language, but several quantum program-
ming languages have been also developed. We can list some of them as follows:

• Qgol

• qGCL

• Quantum C Language

• Q Language

• QPL

• Quantum Lambda Calculus

A comprehensive survey on quantum programming languages can be found in
Gay [40].

Qgol
Qgol is perhaps a first system for simulating quantum computation developed by
Baker in 1996; see Baker [4]. Qgol can be seen as a simulator rather than a pro-
gramming language. It is a pure quantum state manipulation language, inspired by
functional programming.

It was designed as a visual language. The fundamental symbols of Qgol are gates
(quantum operators). Qgol also has the graphical editor. Thus, Qgol is initial work
for quantum programming language.
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qGCL
qGCL (quantum Guarded Command Language) was defined by Zuliani in 2001
based on Dijkstra’s semantics for programming language; see Zuliani [88]. It thus
has a formal semantics and an associated refinement calculus.

QGCL cannot only describe quantum algorithms but also provide a way for quan-
tum program development and correctness proof. In this sense, we can say that
qGCL has desirable features compatible to traditional programming theory.

Q Language
Q Language was developed by Bettelli in 2002, which is viewed as an extension of
C++; see Bettelli [12]. It has many classes for basic quantum operations and quan-
tum registers, and the user can define new classes by means of its object-oriented
features.

It is thus possible to interpret Q Language as an object-oriented programming
language for quantum computing. This means that many futures of C++ can be used
for quantum programming. Since it is based on C++, we need no special compliers
for its uses. Q has been implemented with a simulator.

QPL
QPL is designed by Selinger in 2004; see Selinger [71]. His approach adopts the
slogan “quantum data, classical data”. A program in QPL is written as a flowchart.
QPL is functional in the sense of each statement operates by transforming a specific
set of inputs to outputs.

It also provides high-level control features such as loops and recursion and struc-
tured data types such as trees and lists. It admits the o-called denotational semantics,
which is one of the most formal semantics for programming languages.

QPL is thus a language which is classified as a functional programming language.
Later, Mauerer proposed cQPL extending QPL with mechanisms for communica-
tion; see Mauerer [60].

Quantum Lambda Calculus
Quantum Lambda Calculus was proposed by Maymin in 1996; see Maymin [61].
He defined two extensions of λ -calculus, i.e., λ p-calculus (probabilistic λ -calculus)
and λ q-calculus (quantum λ -calculus). The latter can effectively simulate
one-dimensional partitioned quantum cellular automata, which are equivalent to
quantum Turing Machines.

Later, Van Tonder gave quantum λ -calculus with an operational semantics and an
equational theory; see Van Tonder [81]. Quantum Lambda Calculus can be seen as a
meta-language for functional programming language. It incorporates a type system
to restrict the possible operations, and equational reasoning about can be done in it.

There are surely other quantum programming languages in the literature. We
should also explore other types of quantum programming languages. For instance,
a programming language based on quantum logic could be considered.



Chapter 6
Future of Quantum Computing

Abstract. Chapter 6 concludes the book with discussing the future of quantum com-
puting. In particular, implementations and important problems of quantum comput-
ing are discussed.

6.1 Implementations of Quantum Computers

The final chapter prospects the future of quantum computing. First, we discuss im-
plementations of quantum computers capable of running various quantum algo-
rithms. To implement quantum computers is a great step for various applications
of quantum computing. We focus on NMR quantum computers and trapped ion
quantum computers. Other approaches are also briefly surveyed. Additionally, we
discuss DiVincenzo’s five criteria for general approaches to quantum computers.

Second, some problems of quantum computing are shown. These problems con-
sist of theoretical and practical ones, and it is important to solve them to advance
the research on quantum computing. Theoretical problems include: Artificial In-
telligence, computability of quantum computers, and quantum logic and quantum
computation. As practical problems, we discuss: general architecture of quantum
computers, new quantum algorithms, and use of quantum programming languages.
However, more work should be done for solving these problems.

Currently, theoretical foundations for quantum computing are well established
for most aspects in quantum computing. In fact, several computational models, i.e.,
quantum Turing Machines and quantum gates, have been investigated in great detail
by many researchers. In addition, many quantum algorithms, like Shor’s algorithm
and Grover’s algorithm, which are still restricted, have been proposed. They actually
addressed the importance and possibilities of quantum computers. It is thus clear
that a next step is to develop quantum computers.

Unless quantum computers are actually used, various theories for quantum com-
puting cannot be verified. In other words, we cannot benefit from quantum comput-
ers in our life. It is thus expected to see some quantum computers. But there are
many difficulties with the implementation of quantum computers.

S. Akama, Elements of Quantum Computing, 101
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Now, we do not have a general architecture for quantum computers as the
Neumann-type computer. In fact, there are several types of hardware of quantum
computers in the literature. They have both advantages and disadvantages. The im-
portant point is that the hardware of a quantum computer has to implement qubits
physically. However, we are faced with the problem of decoherence. By decoher-
ence, we mean the phenomena in which a quantum state collapses affecting by the
environment.

Particles have to interact with each other in quantum computing, but they influ-
ence each other’s state. As a consequence, the qubits becomes decoherence, i.e., they
hold only one value rather than multiple values. In fact, increasing qubits will cause
more decoherence. But, for quantum computing, we provide initialization, control
and measurement for qubits. Since a quantum computer is a physical device, qubits
interact with the external world. Currently, NMR and trapped ion are considered to
be attractive methods for implementing quantum computers. Thus, we will explain
the basics of these methods in some detail.

6.1.1 NMR Quantum Computer

NMR quantum computer is a first approach to realize a quantum computer. NMR
(Nuclear Magnetic Resonance) is the phenomena which happens when atomic nu-
clei are immersed in a static magnetic field and exposed to a second oscillating
magnetic field.

Recently, NMR is applied to various areas. For instance, in medicine, the so-
called MRI (Magnetic Resonance Imaging) is an imaging technique to produce high
quality images of the inside of the human body, and it is becoming an alternative
to the X-ray diagnosis. It is also applied to chemical analysis, material science, and
others.

As described in Chapter 3, a nucleus and particles like an electron have a spin
which is an inherent physical value. The spin of a nucleus interacts with the spin
of electrons, i.e., the electron spin surrounding it. When a nucleus is in magnetic
a field, some of the protons therein line up in parallel with the field and some line
up against it. This shows that a nucleus spine has only two states, i.e., parallel and
anti-parallel states.

Let the parallel state be |0〉 and the anti-parallel be |1〉. Then, we can construct a
qubit as illustrated in Figure 6.1

parallel ↑↑ ↓↓
anti-parallel ↑↓ ↓↑

Fig. 6.1 Parallel and anti-parallel states

In 1998, Gershenfeld and Chuang at MIT succeeded in developing a 2-qubits
quantum computer; see Gershenfeld and Chuang [41]. It is a first real quantum com-
puter based on bulk spin-resonance. They say:
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One great advantage of this approach is that, because of the massive redun-
dancy provided by having a large ensemble of identical copies of the system,
environmental interactions or intentional measurements only weakly perturb
the computer’s state. Thus, quantum computation becomes experimentally ac-
cessible in many naturally existing materials.

In fact, their work was a first step towards the implementation of quantum com-
puters whose significance is, as the quotation shows, lies in the fact that quan-
tum computers can be implemented by existing stuffs, i.e., NMR and material, i.e.,
molecules.

In their approach, a molecule can then be seen as a single computer, whose state is
determined by the orientation of its spins, i.e., parallel and anti-parallel. Sequences
of radio frequency pulses for manipulating spins constitute quantum logic gates and
perform unitary transformations in the state. This enables to realize some qubits
quantum computer. Generally, in NMR, a signal can be obtained by measuring the
ensemble average of about 1018 molecules. It is thus considered that such a mea-
surement does not affect the state of a nucleus spin.

But, there is a theoretical limitation that we can maximally construct about 7-
qubits computers in this approach since the polarization is small. In 2001, IBM
developed 7-qubits NMR quantum computer and implemented Shor’s algorithm;
see Vandersypen et al. [80]. IBM is now continuing the research on NMR quantum
computer.

NMR quantum computers have the advantage that they can be constructed in
the environment with normal temperature. In contrast, other methods like trapped
ion quantum computer requires a special environment. But, to implement practical
quantum computers in this method, we need a new technique to detect spins and
control decoherence.

6.1.2 Trapped Ion Quantum Computer

Trapped ion quantum computer is an alternative approach to quantum computers.
It is a device capable of locking up charged particles like an electron into a closed
space. Trapping ions with electromagnetic fields in a very low temperature and in
vacuum electromagnetic field, we can stop ions in a chain. The spin of free electors
in ions separated by the trapped ion can be manipulated by laser light. Since the spin
of an electron is ± 1

2 , we can construct qubits by means of trapped ions.
Trapping the ions with electromagnetic forces in vacuum isolates them almost

perfectly from their environment. Thus, it is possible to store quantum information
by trapped ions. Additionally, the internal states can be initialized and measured
with high accuracy.

In 1995, Cirac and Zoller developed a trapped ion quantum computer and realized
the CNot gate; see Cirac and Zoller [21]. Their idea is to use laser pulses to give an
interaction of the electronic states of individual ions. Then, quantum computation
can be performed by coupling the ion with 2-qubits. They also proved that the size
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of the resources necessary to control trapped ions does not increase exponentially
with the number of qubits.

Kielpinski et al. [55] described a general architecture for ion trapped quantum
computer. However, trapped ion quantum computers need a large scaled device, i.e.,
trapped ion giving a very low temperature and vacuum. It is not easy to build such a
device. The approach also faces the difficulty with the construction of many qubits.
One solution is to use quantum communication to link a number of small ion trapped
quantum computers.

6.1.3 Other Approaches

There are other approaches to the implementation of quantum computers. In fact,
the hardwares based on quantum dot, Josephson junction, and photon have been in-
vestigated. As we showed the idea of the third approaches, we below simply discuss
the first two approaches.

Quantum Dots
A quantum dot (QD) is the state of an electron locked up in a three-dimensional
space, which can be seen as tiny particles, or nanoparticles. Since a quantum dot
can be constructed in a box consisting of semiconductors or metals, it is considered
to be easy to make a hardware by means of quantum dots.

It is possible to construct small quantum gates by using quantum dots. Quan-
tum dots are nanoscale structures built in semiconducting materials that hold tiny
puddles of electrons, giving each dot the spin. Since the spins of dots are either
up or down, they can form qubits. Several models for realizing quantum dot based
quantum computers have been proposed in the literature.

Loss and DiVincenzo proposed a new implementation of a quantum computer
based on the spin states of coupled single-electron quantum dots in 1998; see Loss
and DiVincenzo [59]. In their model, the qubit is realized as the spin of the ex-
cess electron on a single-electron quantum dot. Based on the idea, they described a
universal set of one- and two-qubit quantum gates.

Kane also showed a different model for a quantum computer using an array of
nuclear spins located on donors in silicon, the semiconductor used in most conven-
tional computer electronics; see Kane [53]. Logical operations and measurements
can in principle be performed independently and in parallel on each spin in the ar-
ray.

Josephson Junction
Josephson junction is another promising base for quantum computers. It consists of
a cylindrical substrate having a flat end face disposed in a plane perpendicular to the
axis of the cylinder based on the so-called Josephson effect, which is the phenomena
of supercurrent, i.e., flow of electric current between two pieces of superconduct-
ing material separated by a thin layer of insulating material. Josephson effect was
predicted by Josephson in 1962; see Josephson [51].
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Josephson junctions can be viewed as a macroscopic quantum system, in that
they correspond to qubits, and can be applied to quantum computers; see Averin [3].
They are, as quantum dots, a promising basis for scalable quantum computers, but
its cost becomes very high since the environment with a very low temperature is
required.

As reviewed above, there are several approaches to develop quantum computes.
Now, it is possible to realize quantum computers with more than 10-qubits, and the
research will be progressed.

6.1.4 DiVincenzo’s Five Criteria

Today, there have no general architectures for implementing quantum computers,
but DiVincenzo’s five criteria is known; see DiVincenzo [31]. DiVincenzo proposed
the following five criteria, and later expanded to seven criteria, to realize a quantum
computer.

DiVincenzo’s five criteria

(C1) A scalable physical system with well characterized qubits

(C2) The ability to initialize the state of the qubits to a simple fiducial state

(C3) Long relevant decoherence times, much longer than the gate operation
time

(C4) A “universal” set of quantum gates

(C5) A qubit-specific measurement capability

These criteria are interpreted as the necessary conditions saying that certain physical
systems are the base for quantum computers.

(C1) means that the number of qubits is enough and can be increased. More
concretely, we need a physical system containing a collection of qubits. A well
characterized qubit can be interpreted in such a way that its physical parameters
should be accurately known.

There are some ways to give well characterized qubits. For example, a two-state
system is one of the most basic characterizations. The maximum number of current
quantum computers is about 7-qubit, and 1-qubit or 2-qubits are generally used.
Thus, it seems to be important to have a technology for connecting qubits.

(C2) refers to the ability to initialize qubits. For quantum computing, it is nec-
essary to initialize a qubit to the fiducial states like | 00 · · ·0〉. This is nothing but
the initializations of quantum registers. Initializing quantum registers with a known
value is necessary before the start of computation. The requirement is also important
to quantum error correction.

There are two main approaches to such an initialization. One is to naturally cool
the system when the ground state of its Hamiltonian is the state of interest. The
other is that the standard state can be achieved by a measurement which projects
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the system either into the state desired or another state which can be rotated into it.
However, these approaches are not fundamentally different from one another.

(C3) states that decoherence does not happen for certain period, namely the so-
called decoherence time is needed. Decoherence time characterizes the dynamics
of a qubit in contact with its environment. Decoherence is very important to the
implementation of quantum computers, because it is identified with the principal
mechanism for the emergence of classical behavior. At the same time, it implies
that decoherence is dangerous for quantum computing.

If the decoherence time is very long, then the capability of the quantum computer
cannot exceed that of classical one. This means that decoherence time must be long
enough. For quantum computation, we have to decrease decoherence by the inter-
action with the external world by stabilizing the quantum states until a computation
ends. For this purpose, decoherence times are needed to guarantee the stable states
during computation. One solution to the problem of decoherence times appears to
incorporate a technology of quantum error correction.

(C4) means that we need fundamental quantum gates for a quantum computer. It
can be paraphrased that arbitrary quantum gates can be constructed. Of course, it is
the basic requirement of quantum computers. As described in Chapter 4, quantum
gates can be specified as the unitary transformation. And it was proved that there
exist some universal quantum gates.

We can describe a quantum algorithm by a sequence of unitary transformations.
Each unitary transformation is applied to several qubits which are typically no more
than three. It is, however, very difficult to implement quantum gates perfectly. In
fact, there are systematic and random errors in the implementation. They are consid-
ered as another source of decoherence. Thus, effective error corrections are required
for reliable computation.

(C5) refers to the ability to read out the result of a computation after a measure-
ment of specific qubits. In other words, if we can correctly measure qubits after a
computation, the precision of results can be improved. Of course, it is desirable to
have a measurement with 100 % quantum efficiency (i.e., precision), but there is a
trade-off between quantum and computational efficiency.

For the practical level, it seems that we require more than 90% quantum ef-
ficiency. A measurement should be completed efficiently. If so, then its repeated
application in quantum computation is useful for simplifying quantum error correc-
tion. But, if a measurement is not fast, we need to implement a number of quantum
gates for quantum error correction.

Later, DiVincenzo pointed out that we need additional two criteria for quantum
communications in DiVincenzo [32]. They are needed if quantum computers deal
with quantum communication. It is obvious that they are closely related.

(C6) The ability to interconvert stationary and flying qubits

(C7)The ability faithfully to transmit flying qubits between specified locations
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(C6) concerns the ability of interconnecting stationary qubits used in local quan-
tum computer and flying qubits used in quantum communications. This implies that
various transformations of qubits are necessary.

(C7) asserts that the reliability of communication of qubits is high. In other
words, this is to be able to transmit flying qubits correctly. The requirement is in-
dispensable to realize such quantum technologies as quantum code and quantum
teleportation.

We believe that DiVincenzo’s five (or seven) criteria is of special importance
to the promotion and evaluation of various approaches to quantum computers. Al-
though it may be far from complete, it provides general criteria for quantum com-
puters. DiVincenzo says in [32]

No one can see how or whether all the requirements above can be fulfilled,
or whether there are new tradeoffs, not envisioned in our present theoretical
discussions but suggested by further experiments, that might take our investi-
gations in an entirely new path.

where all the requirements refer to his criteria. As he mentioned here, we may be
able to obtain a new possibility of the implementation of quantum computers in the
near future.

In our opinion, in the 2020’s, some special purpose quantum computers will be
realized. They are designed to solve specific problems, e.g., scientific problems.
They will be incorporated into standard computer as a coprocessor. We believe that
in the 2030’s general purpose quantum computers will emerge and quantum com-
puting will become a core of information technology. Of course, we hope that our
expectation comes off and we expect to see the realization of quantum computers
early.

But, the realization of quantum computers will raise new problems which are
undoubtedly independent of technology. The development of a quantum computer
clearly needs extraordinary cost. If we have a quantum computer, this means that
we can use a great technology. We can say that quantum computers can give a
technology compatible to nuclear energy.

For instance, the nations which establish the technology of quantum comput-
ing will dominate politically as well as military. This is because quantum comput-
ing plays an important role. Due to such a possible situation, it may be necessary
to regulate the research on quantum computers at the state level. In fact, the U.S.
government started with the discussion on export control on quantum computers in
2005. If it is materialized, then the research on quantum computing will be naturally
controlled. This means that its development will certainly affect.

It also goes without saying that international research collaboration is needed
to realize quantum computers, since the development of quantum computers need
extraordinary cost and many researcher (or engineers). However, there is an issue
open to question: Do politicians know qubits?
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6.2 Problems of Quantum Computing

Finally, we raise several problems in quantum computing. Of course, there are many
important problems. But, we discuss not all interesting problems here. Below, we
argue some of theoretical problems and practical problems separately.

The theoretical problems in question are as follows:

(1) Artificial Intelligence and quantum computation

(2) Computability of quantum computers

(3) Quantum logic and quantum computation

These problems appear to challenge many theoreticians working on quantum com-
puting as well as other related areas.

Next, we argue the following practical problems:

(1) General architecture of quantum computers

(2) New quantum algorithms

(3) Use of quantum programming languages

To solve these problems is of special importance to applications of quantum com-
puter in the near future.

6.2.1 Theoretical Problems

The first problem is about the connection of Artificial Intelligence and quantum
computers. By the Church-Turing principle in theory of computation, every com-
puter is functionally equivalent. This implies that certain computer can be simulated
by other computers.

It is thus natural to consider that our thought can be simulated by a quantum
computer. So far, our intelligent activities in connection with computing have been
studied in the area called Artificial Intelligence (AI). One of the purposes of Artifi-
cial Intelligence is to realize a computer which can think. But existing approaches
to Artificial Intelligence are generally faced with the problem of vast computational
cost. To solve the problem, parallel computing is used to speed up the computation
needed for Artificial Intelligence.

The development of quantum computers can be regarded as a key to the new
phase of Artificial Intelligence, because one of the striking features of a quantum
computer is to perform ultra high speed computation. It means that a quantum
computer can efficiently compute AI algorithms which are intractable in classical
computers.
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But, on the other hand, there are indications saying that human’s consciousness
is mysterious and another physical principle is necessary, as Penrose pointed out.
It is a point of view that Artificial Intelligence cannot be realized even if quantum
computers are developed.

In 1994, Penrose proposed Quantum Mechanisms of Consciousness, which uni-
fies quantum mechanics and the theory of relativity. He also argued that it is
necessary to realize Artificial Intelligence; see Penrose [66] and Hameroff and
Penrose [45].

Roger Penrose (U.K.: 1931-)

Roger Penrose was born in Colchester, U.K. on 1931. He studied University College
School and University College, London. He received Ph.D. degree from St John’s Col-
lege at Cambridge in 1958. He contributed to mathematics and theoretical physics. For
example, in 1965, he proved that every black hole contains a singularity. Penrose wrote
several books discussing the connection of physics and human consciousness, notably,
The Emperor’s New Mind (1989), Shadows of the Mind (1994), and The Road to Real-
ity (2005). Penrose continues to develop quantum mechanical approaches to human’s
consciousness as opposed to Artificial Intelligence.

Quantum Mechanisms of Consciousness assumes that the principles of quantum
mechanics are also valid for the macro levels like our brain. So far, quantum me-
chanics has been investigated as a theory which deals with the micro levels like atom
and particle, and has not been used for studying the macro levels.

Penrose applied it to formalize the behaviors of the brain which is the origin
of our thought. This is a starting point of Quantum Mechanics of Consciousness.
Hameroff and Penrose [45] say:

If conscious experience is intimately connected with the very physics under-
lying space-time structure, then Orch OR in microtubules indeed provides us
with a completely new and uniquely promising perspective on the hard prob-
lem of consciousness.
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where Orch OR refers to the orchestrated (i.e., self-organized) objective reduction.
Since the details of their theory is beyond the scope of this book, we do not proceed
further here.

It is an important problem whether quantum computing is of help to the study of
Artificial Intelligence. We should also discuss in detail whether theories like Quan-
tum Mechanics of Consciousness are needed to the realization of Artificial Intelli-
gence.

The second problem is concerned with the problem of computability of quantum
computers. We know that a quantum Turing Machine and a probabilistic Turing
Machine are computationally equivalent as discussed before. But this means that
a quantum Turing Machine cannot solve the problems which cannot be solved by
classical Turing Machine. From this, opponents may claim that we do not need
quantum computers. Therefore, it is necessary to justify the computable power of
quantum Turing Machines more precisely. Because classical Turing Machine is also
a (classical) physical system, the computational power of quantum Turing Machines
appears to be higher than that of classical Turing Machine.

To address the problem, we may work out a new formalization of Turing Machine
and provide more strict interpretations of Church-Turing-Deutsch principle. How-
ever, there are no adequate formalizations. If we can prove that quantum computers
are more powerful than classical computers in computational power under certain
interpretations and conditions, then it is theoretically very interesting.

If quantum computer is beyond of standard computer, then the possibility that
quantum computers can contribute to the research on Artificial Intelligence will in-
crease. In other words, quantum computing can serve as a viable framework for
Artificial Intelligence. Even if we obtain the usefulness of quantum computers for
Artificial Intelligence, we must face a difficulty, however. It is the problem of heuris-
tic, which is a technique for solving a problem more efficiently. Undoubtedly, human
seem to use various heuristics for problem solving. For example, common-sense rea-
soning can be done by jumping to conclusions using some heuristics. In fact, most
algorithms used in Artificial Intelligence should be given algorithmically as well as
heuristically.

The third problem is about the status of the so-called quantum logic in quantum
computing. As is well known, quantum logic was proposed by von Neumann and
refers to the family of logical systems based the Hilbert space; see Birkhoff and
von Neumann [14] and Dalla Chiara [22]. In 1936, Birkhoff and von Neumann
formalized quantum logic as a logical system for projection operators on the Hilbert
space. A proposition of quantum logic represents quantum mechanical phenomenon
after a measurement. Because quantum logic is different from classical logic, it is
classified as non-classical logic.
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Garrett Birkhoff (USA: 1911-1996)

Garrett Birkhoff was born in Princeton, USA on 1911. He entered Harvard University
in 1928 and received M.A. in 1932. He was appointed as an instructor at Harvard in
1936. In 1969, he became George Putnum Professor of Pure and Applied Mathematics
at Harvard. He is well known for his contributions to universal algebra and lattice
theory. In 1936, he proposed quantum for quantum mechanics, with von Neumann.
His book Lattice Theory (1940) is standard textbook on lattice theory. Birkhoff died in
Water Mill, USA on 1996.

One of the striking features of quantum logic is the point that the distributive law,
which holds in classical logic:

P∧ (Q∨R)↔ (P∧Q)∨ (P∧R)

does no hold. Consequently, the semantics for quantum logic requires an algebraic
structure different from the Boolean algebra for classical logic. There is a rich liter-
ature on quantum logic; see Dalla Chiara [22].

However, quantum logic has been criticized by many people. For example, Bub
discussed philosophical aspects of the interpretation of quantum mechanics in con-
nection with quantum logic; see Bub [18]. Thus, philosophical and logical investi-
gations of quantum logic should be continued.

If the motivation that quantum logic is a logic for quantum mechanics is correct,
quantum logic should be also applied to quantum computing. This is because both
quantum logic and quantum computing are grounded on the notion of the Hilbert
space. It can be pointed out that quantum logic has a proof theory which could be
interpreted as a computational mechanism.

There appear to be some connections of quantum logic and quantum computer.
But they are not obvious. One possible connection is, as mentioned above, to sim-
ulate quantum computation within a quantum logical calculus. Other possible con-
nections useful to quantum connection could be obtained in algebraic setting. This is
because the foundation of quantum logic has been described based on special form
of algebra. However, little work has been done focusing on the connections since
quantum logic has not been formalized as the basis for computation.
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6.2.2 Practical Problems

Finally, we consider some practical problems related to quantum computers. As
discussed in the previous section, many people are making efforts to implement
quantum computers in various ways. Many quantum algorithms have been proposed
in the literature. But, we must focus on practical problems.

The first problem is to obtain a general architecture like the universal quantum
computer. In fact, most approaches to quantum computers adopt special methods to
give qubits. But, it is not obvious which architecture is effective for the implemen-
tation of quantum computers.

In this regard, DiVincenzo’s criteria as discussed above will be of help to estab-
lish such a general architecture for quantum computers. We think that all criteria
may be important and they have difficulties. But, one of the most difficult problem
is to discover quantum mechanical phenomena which can be easily implemented as
qubits.

The second problem is the study of new quantum algorithms. In fact, various
fast algorithms have been devised for classical computer, and they form the basis of
current computer applications. Of course, many new quantum algorithms were pro-
posed for quantum computing. But, we have the case that the algorithms like Shor’s
algorithm, which were not used before, are suited to quantum algorithms. From this
observation, foundational thinking of quantum algorithm and the effective transfor-
mations of classical algorithms into quantum algorithms are to be investigated.

It has been often claimed that in current theories of quantum computing quantum
computers are able to solve certain problems very faster than classical computers
do. In fact, this is an advantage of quantum computers over current commuters.
Defenders of quantum computers address the point.

We think that the identification of the problems which are suited to quantum al-
gorithms can clarify the promising areas in quantum computing. Such identification
is important in that it can enhance the applicability of quantum computing. It is,
however, difficult to identify such problems because of the nature of quantum algo-
rithms.

The third problem is the effective use of quantum programming languages. By
considering the difficulties in the implementations of quantum computers, it may be
attractive to employ quantum programming languages to implement various quan-
tum algorithms in the software level. Additionally, we have to establish their pro-
gramming techniques. Also noted is that quantum programming languages like QPL
can simulate quantum computing at various levels.

Here, the important point is that such simulations are independent to hardware.
Namely, we can write a quantum program which does not depend on specific quan-
tum computer. This will enable us to facilitate the evaluation and comparison of
theories of quantum computing at the software level instead of the hardware level.
It is thus possible to say that the use of quantum programming languages is useful
to the study of quantum computing.

But, for quantum programming, we need to have wide range of knowledge on
programming, quantum mechanics and quantum computing. In other words, one
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should learn various things which are needed to understand quantum computing.
However, it is not a trivial task to do it. To develop practical quantum programs,
one need to learn more, e.g., design and verification. It may not be easy for existing
programmers to learn quantum computing for many reasons. Thus, the number of
skillful programmers who can contribute to quantum computing cannot increase
rapidly.

To overcome the problem, it is necessary to illuminate the usefulness of quantum
computing. It is also expected that the relevant educations are given at educational
institutions like university. Most computer science departments in university do not
always teach quantum mechanics. Similarly, the education of computer science at
physics departments is not enough.

It is of course important to give a comprehensive review of quantum computers so
that ordinary people are interested in them. It is now not true that quantum computer
is not a familiar thing. Thus, we have to give understandable reviews for quantum
computer, but it is not easy to do it. We also expect see good textbooks on quantum
computing; see Nielsen and Chuang [63].

As mentioned above, although there are many negative factors, we believe that
quantum computers will be realized and quantum computing will become one of the
important technologies in computer science within twenty years. Of course, many
people want to contribute to the field of quantum computing now. However, only a
few can do. This is a problem in the area. There are many problems. One of the most
serious problems lies in the status of researchers working on quantum computing.

At present, we feel that the background of many researchers for quantum com-
puting seems to be physics. In fact, those who invented the principle of quantum
computers and main quantum algorithms are also physicists. It is not surprising to
see the facts. We hope that many people working on computer science also study
quantum computing and those who are in physics also study computer science.

Twenty years ago, the theory and technology of current computer were very dif-
ficult for most people. In other words, every people could not always properly un-
derstand them and only experts could obtain them. However, we can say that they
are now commonsense for many people.

Several useful textbooks and monographs on quantum computing will be writ-
ten by experts. Thus, we believe that the contents of this book, i.e., knowledge of
quantum computing, will be commonsense twenty years later. And we will be able
to revise the book in the near future.

When we were completing this book (December 2012), we encountered a big
news related to quantum computing. Serge Haroche (France) and David J. Wineland
(USA) received the Nobel Prize in Physics for 2012. Some people was surprised to
have it.

They in fact contributed to ground-breaking experimental methods that enable
measuring and manipulation of individual quantum systems. They demonstrated the
methods for direct observation of individual quantum systems without destroying
them. The methods are clearly considered to be useful to the implementation of
quantum computers; see Haroche [46] and Wineland [85].
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In 7 October 2012, the Royal Swedish Academy of Sciences informed the reason
of the decision, which says:

Their ground-breaking methods have enabled this field of research to take the
very first steps towards building a new type of super fast computer based on
quantum physics. Perhaps the quantum computer will change our everyday
lives in this century in the same radical way as the classical computer did in
the last century.
(http://www.nobelprize.org/nobel prizes/physics/
laureates/2012)

Here, we can understand that “this field” obviously means quantum mechan-
ics and that “a new type of super fast computer” a quantum computer (specifically
trapped ion quantum computer).

The breaking news reveals that quantum computing is now recognized as an im-
portant subfield of physics. However, the reason should be rewritten for us now. Al-
though the Royal Swedish Academy of Sciences uses the term “perhaps” as above,
we can say as follows:

Quantum computers will be able to change our everyday lives in this century
in the same radical way as the classical computer did in the last century.

which is, we believe, undoubtedly one of the reasons that we must (or want to) study
quantum computing.

http://www.nobelprize.org/nobel_prizes/physics/laureates/2012
http://www.nobelprize.org/nobel_prizes/physics/
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Glossary

Artificial Intelligence (AI). A subfield of computer science which aims to auto-
mate human intelligence.

Atom. A basic unit of matter. It consists of a nucleus encircled by moving elec-
trons.

Axiomatic System. A formulation of logical system by set of axioms and rules of
inference.

Bit. A basic unit of information in classical computers.

Boolean Algebra. An algebra invented by Boole in the 19th century to calculate
human thinking. It is a basis of logical gates used in modern computers.

Bra-Ket Notation. A concise and convenient notation to describe quantum states
introduced by Dirac in 1930.

CCNot. Quantum gate (controlled-controlled NOT). It is also called Toffoli gate.

Church’s Thesis. A thesis that a computable function is Turing computable func-
tion. It was proposed by Church in 1935 and is also called Church-Turing thesis.

Church-Turing Principle. A thesis that every finitely realizable physical system
can be perfectly simulated by a universal model computing machine operating by a
finite means. It was proposed by Deutsch in 1985.

Classical Physics. Physics of matters in the macro level including Newtonian me-
chanics and electromagnetism.

CNot. Quantum gate (controlled NOT).

Compton Effect. The phenomena discovered by Compton in 1933, convincing that
light is made up of particles.

Copenhagen Interpretation. The principle to explain the wave-particle duality in
terms of a collapse of the wave function defended by Bohr.
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Decoherence. The mechanism of quantum systems to interact with their environ-
ments to show probabilistically additive behavior. It is also called quantum decoher-
ence.

DiVincenzo’s Five Criteria. The requirements of the physical implementation of
quantum computers proposed by DiVincenzo in 1995.

Elementary Particle. A particle that has substructures. There are many elementary
such as photon, electron, proton and neutron.

EDVAC (Electronic Discrete Variable Automatic Computer). The Neumann-
type computer completed at University of Pennsylvania in 1951.

ENIAC (Electronic Numerical Integrator And Computer). The first electronic
computer which was developed at University of Pennsylvania, USA in 1946 by
Eckert and Mauchly.

Entangled State. The state in which each of pairs of generated particle cannot be
described independently. It cannot be described by tensor product.

EPR Paradox. The paradox, given by Einstein, Podolsky and Rosen in 1935, which
demonstrated the difficulty of the early formulations of quantum theory.

FANOUT. Quantum gate.

Flying Qubit. A qubit used in quantum communication.

Fredkin Gate. Universal reversible quantum gate.

Grover’s Algorithm. A quantum search algorithm proposed by Grover in 1996.

Holevo Bound. An upper bound on the amount of classical information that can
be accessed from a quantum ensemble in which the information is encoded, which
was proposed by Holevo in 1998.

Matrix Mechanics. A formulation of quantum mechanics using matrix proposed
by Heisenberg in 1925.

Measurement. An action determining a particular property of a quantum system.

Measurement Problem. The problem of the connection between a quantum sys-
tem and reality.

Modern Physics. Physics including quantum mechanics and Theory of Relativity.

Neumann-Type Computer. A computer which is based on the model proposed by
von Neumann in 1945.

NMR Quantum Computer. A quantum computer based on NMR (Nuclear Mag-
netic Resonance).

Observable. Measurable physical value described by the hermitian operator.

Pauli Gate. The quantum gate based on Pauli matrices.
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Quantum Computer. A computer based on a computational model which uses
quantum mechanics.

Quantum Computing. The area related to quantum computers.

Quantum Gate. The model of quantum computers proposed by Deutsch in 1988.

Quantum Logic. The logical system for quantum mechanics based on Hilbert
space, proposed by Birkhoff and von Neumann in 1936.

Quantum Mechanics. The subfield of physics which studies phenomena at the
micro level.

Quantum Number. The number which can characterize various quantum states.

Quantum Parallelism. The method of computation in quantum computers per-
forming several computations simultaneously.

Quantum Physics. Quantum theory based on quantum mechanics.

Quantum Teleportation. A quantum algorithm for teleportation which transmits
qubits from one place to another.

Quantum Turing Machine. The computational model of quantum computers,
which is a reformulation of classical Turing Machine, proposed by Deutsch in 1985.

Quantum Walk. A quantum algorithm for random walk.

Qubit. The basic unit of information in quantum computers.

RSA Code. The code proposed by Rivest, Shamir and Adelman in 1978.

Reversible Computation. The computation whose computational process is
reversible. It satisfies the laws of thermodynamics.

Schrödinger’s Cat. The thought experiment, given by Schrödinger in 1935, which
shows the defect of the Copenhagen interpretation.

Schrödinger Equation. A basic equation of quantum mechanics proposed by
Schrödinger in 1926.

Shor’s Algorithm. The first quantum algorithm for factorization proposed by Shor
in 1994.

SWAP. Quantum gate. It is also called EXCHANGE.

Theory of Computation. A theory which studies the notion of computability. They
include Turing Machine, recursive function and λ -calculus.

Trapped Ion Quantum Computer. A quantum computer based on trapped ion.

Turing Machine. An abstract machine proposed by Turing in 1936. It is one the
most famous theories of computation.
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Uncertainty Principle. The principle, proposed by Heisenberg in 1927, which
says that the position and momentum of a particle cannot be simultaneously mea-
sured with arbitrarily high precision.

Wave Mechanics. A formulation of quantum mechanics using wave function pro-
posed by Schrödinger in 1926.

Wave-Particle Duality. The hypothesis that all particles have both wave-like and
particle-like properties proposed by De Broglie in 1924.
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determinant 41
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pion 11
polarization of photons 61
power set 26
principal quantum number 44
probabilistic Turing machine 24
program 19
programming language 20, 97
projection operator 41, 51
proposition 25
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