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Preface

The seeds of this book have been planted in the far east, where I wrote lecture
notes for international schools in Tianjin, China in 2007, and in Bangkok, Thailand
in 2011. I then realized that an up-to-date text for beginning noncommutative
geometers on the applications of this rather new mathematical field to particle
physics was missing in the literature.

This made me decide to transform my notes into the form of a book. Besides the
given challenge inherent in such a project, this was not made easy because of
recent, rapid developments in the field, making it difficult to choose what to
include and to decide where to stop in my treatment. The current state of affairs is
at least touched upon in the final chapter of this book, where I discuss the latest
particle physics models in noncommutative geometry, and compare them to the
latest experimental findings. With this, I hope to have provided a path that starts
with the basic principles of noncommutative geometry and leads to the forefront of
research in noncommutative geometry and particle physics.

The intended audience consists of mathematicians with some knowledge of
particle physics, and of theoretical physicists with some mathematical background.
Concerning the level of this textbook, for mathematicians I assume prerequisites
on gauge theories at the level of, e.g., [1, 2], and recommend to first read the book
[3] to really appreciate the last few chapters of this book on particle physics/the
Standard Model. For physicists, I assume knowledge of some basic algebra,
Hilbert space, and operator theory (e.g., [4, Chap. 2]), and Riemannian geometry
(e.g., [5, 6]). This makes the book particularly suitable for a starting Ph.D. student,
after a Master’s degree in Mathematical/Theoretical Physics including the above
background.

I would like to thank the organizers and participants of the aforementioned
schools for their involvement and their feedback. This also applies to the MRI-
Masterclass in Utrecht in 2010 and the Conference on index theory in Bogotd in
2008, where Chap. 5 finds its roots. Much feedback on previous drafts was
gratefully received from students in my class on noncommutative geometry in
Nijmegen: Bas Jordans, Joey van der Leer, and Sander Uijlen. I thank my students
and co-authors Jord Boeijink, Thijs van den Broek, and Koen van den Dungen for
allowing me to transcribe part of our results in the present book form. Simon
Brain, Alan Carey, Roberta Iseppi, and Adam Rennie are gratefully acknowledged
for their feedback and suggested corrections. Strong motivation to writing this


http://dx.doi.org/10.1007/978-94-017-9162-5_5
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book was given to me by my co-author Matilde Marcolli. I thank Gerard Biuerle,
Gianni Landi, and Klaas Landsman for having been my main tutors in writing, and
Klaas in particular for a careful final proofreading. I also thank Aldo Rampioni at
Springer for his help and guidance. I thank Alain Connes for his inspiration and
enthusiasm for the field, without whose work this book could of course not have
been written.

I am thankful to my family and friends for their continuous love and support.
My deepest gratitude goes to Mathilde for being my companion in life, and to
Daniél for making sure that the final stages of writing were frequently, and
happily, interrupted.

April 2014 Walter D. van Suijlekom
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Chapter 1
Introduction

Ever since the early days of noncommutative geometry it has become clear that this
field of mathematics has close ties with physics, and with gauge theories in particular.
In fact, non-abelian gauge theories, and even more prominently, the Standard Model
of particle physics, were a guiding principle in the formulation of noncommutative
manifolds in [1, 2].

For one thing, noncommuting operators appear naturally in quantum mechanics.
As amatter of fact, there is a rather direct path from experimentally measured atomic
spectra to Heisenberg’s matrix mechanics which is one of the motivating examples
of noncommutative geometry [3, Sect.L.1].

In the other direction, it turns out that the main technical device in noncommutative
geometry, a spectral triple, naturally gives rise to a gauge theory. This holds in full
generality, but the great potential of the noncommutative approach, at least in particle
physics, becomes really visible when specific examples are considered that in fact
correspond to familiar gauge theories arising in physics. This is crowned by the
derivation [4] of the full Standard Model of particle physics together with all its
subtleties, including the Higgs field, the spontaneous symmetry breaking mechanism,
neutrino mixing, see-saw mechanism, et cetera.

It is the goal of this book to explore this path, and, starting with the basics, to work
towards applications in particle physics, notably to the Standard Model of elementary
particles.

The first ingredient of a spectral triple is an involutive or x-algebra A of operators
in a Hilbert space H, with the involution given by the hermitian adjoint of an operator.
This immediately gives rise to a gauge group ® determined by the unitary elements
in A. In general, if A is noncommutative, then this group is non-abelian.

The gauge fields arise from a second, purely spectral data, in the guise of a self-
adjoint operator D in 'H, satisfying suitable conditions (cf. Definition 4.30 below).
The operator D is modeled on the Dirac operator on a Riemannian spin manifold
M, an elliptic first-order differential operator whose square coincides, up to a scalar
term, with the Laplacian.

W. D. van Suijlekom, Noncommutative Geometry and Particle Physics, 1
Mathematical Physics Studies, DOI: 10.1007/978-94-017-9162-5_1,
© Springer Science+Business Media Dordrecht 2015
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A key role will be played by the spectrum of D, assumed discrete; we will list
its eigenvalues (with multiplicities) as {A,},<z. The gauge group & acts on D by
conjugation with a unitary operator, D — U DU*. Unitarity guarantees invariance
of the spectrum under such a gauge transformation.

Hence a spectral invariant is in particular gauge invariant, and it is natural to
define the so-called spectral action as [5, 6]

An
>r(%)
nez

Here the function f is a suitable cutoff function that makes the outcome of the
sum finite, and A is a real cutoff parameter. The spectral action is interpreted as an
action functional that describes the dynamics and interactions of the gauge fields
constituting D.

The fermionic fields that are associated to a spectral triple are simply vectors
in the given Hilbert space, and their natural invariant is the fermionic action:

(V. Dy).

The previous paragraphs sketch the derivation of a generalized gauge theory from
any spectral triple. When one restrict to a particular class of spectral triples, this
leads to ordinary gauge theory defined on a manifold M in terms of vector bundles
and connectionconnections. The idea is very simple, essentially dating back to [7]:
one considers the noncommutative space M x F given by the product of M with a
finite, noncommutative space F. The space F gives rise to the internal, gauge degrees
of freedom. In fact, it is described by a finite-dimensional algebra of matrices, for
which the gauge group becomes a matrix Lie group, such as SU(N). The self-
adjoint operator D is given by a hermitian matrix. Combined with the background
manifold M, these objects are turned into global ones: A consists of the sections of
a bundle of matrix algebras, and D is a combination of Dr and the Dirac operator
on M (assumed to be a Riemannian spin manifold). The operator D is found to be
parametrized by gauge fields and scalar fields in suitable representations of the gauge
group &. The fermionic fields v are sections of a spinor bundle on which D acts as
a linear differential operator, minimally coupled to the gauge fields.

As we already said, the spectral action is manifestly gauge invariant, and for this
latter class of examples it describes a scalar gauge theory for the group &. As a bonus,
it is minimally coupled to (Euclidean) gravity, in that the gravitational degrees of
freedom are present as a background field in the Dirac operator on M. Moreover, the
fermionic action then gives the usual coupling of the fermionic fields to the gauge,
scalar and gravitational fields.

In this respect, one of the great achievements of noncommutative geometry is the
derivation of the full Standard Model of particle physics from a noncommutative
space M x Fg [4]. In fact, from this geometric Ansatz one obtains the Standard
Model gauge fields, the scalar Higgs field, and the full fermionic content of the
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Standard Model. Moreover, the spectral and fermionic action on M x Fg,, give the
full Lagrangian of the Standard Model, including (amongst other benefits) both the
Higgs spontaneous symmetry breaking mechanism and minimal coupling to gravity.
In addition, the spectral action introduces relations between the coupling constants
and the masses of the Standard Model. This allows one to derive physical predictions
such as the Higgs mass, finally bringing us back to experiment.

This book is divided into two parts. Part 1 presents the mathematical basics of
noncommutative geometry and discusses the local index formula as a mathematical
application. As a stand alone, it may be used as a first introduction to noncommutative
geometry.

The second part starts in the same mathematical style, where in the first two
chapters we analyze the structure of a gauge theory associated to any spectral triple.
Comparable to a kaleidoscope, we then focus on a specific class of examples, and
within this class select the physically relevant models. In the last two chapters this
culminates in the derivation of the full Standard Model of particle physics. All these
examples heavily exploit the results from Part 1. Hence the reader who is already
somewhat familiar with noncommutative geometry, but is interested in the gauge-
theoretical aspects, may want to skip Part 1 and jump immediately to the second
part.

Let us quickly go through the contents of each of the chapters. Chapters2 and 3
present a ‘light’ version of noncommutative geometry, restricting ourselves to finite
noncommutative spaces. In other words, we here only consider finite-dimensional
spectral triples and avoid technical complications that arise in the general case. Be-
sides the pedagogical advantage, these finite spaces will in fact turn out to be crucial
to the physical applications of the later chapters, where they describe the aforemen-
tioned internal space F'.

Thus, in Chap.2 we start with finite discrete topological spaces and replace them
by matrix algebras. The question whether this procedure can be reversed leads nat-
urally to the notion of Morita equivalence between matrix algebras. The next step is
the translation of a metric structure into a symmetric matrix, motivating the defini-
tion of a finite spectral triple. We discuss Morita equivalence for spectral triples and
conclude with a diagrammatic classification of finite spectral triples.

In Chap. 3 we enrich finite spectral triples with a real structure and discuss Morita
equivalences in this context. We give a classification of finite real spectral triples
based on Krajewski diagrams [8] and relate this to the classification of irreducible
geometries in [9].

Chapter4 introduces spectral triples in full generality. Starting with some back-
ground on Riemannian spin geometry, we motivate the general definition of a real
spectral triple by the Dirac operator on a compact Riemannian spin manifold.

As a first application of spectral triples, we present a proof of the local index
formula of Connes and Moscovici [10] in Chap. 5, following Higson’s proof [11].

In the second part of this book we start to build gauge theories from real spectral
triples. Chap. 6 takes a very general approach and associates a gauge group and a
set of gauge fields to any real spectral triple. An intriguing localization result can be
formulated in terms of a bundle of C*-algebras on a background topological space.
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The gauge group acts fiberwise on this bundle and the gauge fields appear as sections
thereof.

Maintaining the same level of generality, we introduce gauge invariant quantities
in Chap. 7, to wit the spectral action, the topological spectral action (which is closely
related to the above index), and the fermionic action [5, 6]. We discuss two possible
ways to expand the spectral action, either asymptotically in terms of the cutoff A, or
perturbatively in terms of the gauge fields parametrizing D.

In Chap.8 we introduce the important class of examples alluded to before, i.e.
noncommutative spaces of the form M x F with F finite. Here, Chaps.2 and3
prove their value in the description of F. Following [12] we analyze the structure of
the gauge group & r for this class of examples, and determine the gauge fields and
scalar fields as well as the corresponding gauge transformations. Using heat kernel
methods, we obtain an asymptotic expansion for the spectral action on M x F in
terms of local formulas (on M). We conclude that the spectral action describes the
dynamics and interactions of a scalar gauge theory for the group &, minimally
coupled to gravity. This general form of the spectral action on M x F will be heavily
used in the remainder of this book.

As a first simple example we treat abelian gauge theory in Chap. 9, for which the
gauge group & >~ U(1). Following [13] we describe how to obtain the Lagrangian
of electrodynamics from the spectral action.

The next step is the derivation of non-abelian Yang-Mills gauge theory from
noncommutative geometry, which we discuss in Chap. 10. We obtain topologically
non-trivial gauge configurations by working with algebra bundles, essentially replac-
ing the above direct product M x F by a fibered product [14].

Chapter 11 contains the derivation of the Standard Model of particle physics from
a noncommutative manifold M x Fgy,, first obtained in [4]. We apply our results
from Chap. 8 to obtain the Standard Model gauge group and gauge fields, and the
scalar Higgs field. Moreover, the computation of the spectral action can be applied to
this example and yields the full Lagrangian of the Standard Model, including Higgs
spontaneous symmetry breaking and minimally coupled to gravity. We also give a
detailed discussion on the fermionic action.

The phenomenology of the noncommutative Standard Model is discussed in
Chap. 12. Indeed, the spectral action yields relations between the coupling constants
masses of the Standard Model, from which physical predictions can be derived. Here,
we adopt the well-known renormalization group equations of the Standard Model to
run the couplings to the relevant energy scale. This gives the notorious prediction for
the Higgs mass at the order of 170 GeV. As this is at odds with the experiments at the
Large Hadron Collider at CERN, we give a careful analysis of the hypotheses used
in the derivation of the Standard Model Lagrangian from noncommutative geometry.
We argue that if we drop some of these hypotheses, noncommutative geometry can
guide us to go beyond the Standard Model. In particular, we will discuss a recently
proposed model [15-17] that enlarges the particle content of the Standard Model by
a real scalar singlet. We conclude by showing that this noncommutative model is
indeed compatible with the experimentally measured mass.
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In order not to interrupt the text too much, I have chosen to collect background

information and references to the literature as ‘Notes’ at the end of each Chapter.
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Chapter 2
Finite Noncommutative Spaces

In this chapter (and the next) we consider only finite discrete topological spaces.
However, we will stretch their usual definition, which is perhaps geometrically not so
interesting, to include the more intriguing finite noncommutative spaces. Intuitively,
this means that each point has some internal structure, described by a particular non-
commutative algebra. With such a notion of finite noncommutative spaces, we search
for the appropriate notion of maps between, and (geo)metric structure on such spaces,
and arrive at a diagrammatic classification of such finite noncommutative geometric
spaces. Our exposition of the finite case already gives a good first impression of what
noncommutative geometry has in store, whilst having the advantage that it avoids
technical complications that might obscure such a first tour through noncommutative
geometry. The general case is subsequently treated in Chap. 4.

2.1 Finite Spaces and Matrix Algebras

Consider a finite topological space X consisting of N points (equipped with the
discrete topology):

10 20 e Ne®

The first step towards a noncommutative geometrical description is to trade spaces
for their corresponding function algebras.

Definition 2.1 A (complex, unital) algebra is a vector space A (over C) with a
bilinear associative product A x A — A denoted by (a,b) +— ab (and a unit 1
satisfying la = al = a foralla € A).

A x-algebra (or, involutive algebra) is an algebra A together with a conjugate-
linear map (the involution) x : A — A such that (ab)* = b*a™ and (a*)* = a for
alla,b € A.

W. D. van Suijlekom, Noncommutative Geometry and Particle Physics, 9
Mathematical Physics Studies, DOI: 10.1007/978-94-017-9162-5_2,
© Springer Science+Business Media Dordrecht 2015
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In this book, we restrict to unital algebras, and simply refer to them as algebras.
In the present case, we consider the *-algebra C (X) of C-valued functions on the
above finite space X. It is equipped with a pointwise linear structure,

(f+90) = fx)+g9x), ANHK)=Af),

forany f, g € C(X), A € C and for any point x € X, and with pointwise multipli-
cation

f9(x) = fx)g(x).

There is an involution given by complex conjugation at each point:

) = fx).

The C in C(X) stands for continuous and, indeed, any C-valued function on a finite
space X with the discrete topology is automatically continuous.

The *x-algebra C (X) has arather simple structure: it is isomorphic to the x-algebra
CN with each complex entry labeling the value the function takes at the corresponding
point, with the involution given by complex conjugation of each entry. A convenient
way to encode the algebra C(X) ~ CV is in terms of diagonal N x N matrices,
representing a function f : X — C as

|~

0 0 ...fWN)
Hence, pointwise multiplication then simply becomes matrix multiplication, and the
involution is given by hermitian conjugation.

If ¢ : X1 — X» is a map of finite discrete spaces, then there is a corresponding
map from C(X;) — C(X) given by pullback:

o f=fopeCXy); (feC(X2).

Note that the pullback ¢* is a *-homomorphism (or, *-algebra map) under the
pointwise product, in that

P*(f9) = ¢ (ND" (@), ¢"(F) =" (), " \f +9) = *(f) + 6" (9).

For example, let X be the space consisting of three points, and X7 the space con-
sisting of two points. If a map ¢ : X; — X is defined according to the following
diagram,
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[} [ ) [ ]
[ ] [ ]
then
¢ C? >~ C(X2) - CP~C(Xy))
is given by

(A1, A2) = (A1, A2, A2).

Exercise 2.1 Showthat ¢ : X1 — X3 is aninjective (surjective) map of finite spaces
if and only if ¢* : C(X2) — C(X)) is surjective (injective).

Definition 2.2 A (complex) matrix algebra A is a direct sum

N
A =P M, ©).

i=1

for some positive integers n; and N. The involution on A is given by hermitian
conjugation, and we simply refer to the x-algebra A with this involution as a matrix
algebra.

Hence, we have associated a matrix algebra C(X) to the finite space X, which
behaves naturally with respect to maps between topological spaces and x-algebras.
A natural question is whether this procedure can be inverted. In other words, given a
matrix algebra A, can we obtain a finite discrete space X such that A >~ C(X)? Since
C(X) is always commutative but matrix algebras need not be, we quickly arrive at
the conclusion that the answer is negative. This can be resolved in two ways:

(1) Restrict to commutative matrix algebras.
(2) Allow for more morphisms (and consequently, more isomorphisms) between
matrix algebras, e.g. by generalizing x-homomorphisms.

Before explaining each of these options, let us introduce some useful defini-
tions concerning representations of finite-dimensional x-algebras (which are not
necessarily commutative) which moreover extend in a straightforward manner to the
infinite-dimensional case (cf. Definitions 4.26 and 4.27). We first need the prototyp-
ical example of a x-algebra.

Example 2.3 Let H be an (finite-dimensional) inner product space, with inner prod-
uct (-, -) = C. We denote by L(H) the x-algebra of operators on H with product
given by composition and the involution is given by mapping an operator 7 to its
adjoint T*.
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Note that L(H) is a normed vector space: for T € L(H) we set

ITI? = sup {(Th, Th) : (h,h) < 1}.
heH

Equivalently, || 7| is given by the square root of the largest eigenvalue of 7*T .

Definition 2.4 A representation of a finite-dimensional x-algebra A is a pair (H, 7)
where H is a (finite-dimensional, complex) inner product space and 7 is a x-algebra
map

m:A— L(H).

A representation (H, 7) is called irreducible if H # 0 and the only subspaces in H
that are left invariant under the action of A are {0} or H.

We will also refer to a finite-dimensional inner product space as a finite-
dimensional Hilbert space.

Example 2.5 Consider A = M, (C). The defining representationis givenby H = C"
on which A acts by left matrix multiplication; hence it is irreducible. An example of
a reducible representation is H = C" @ C”", with a € M,,(C) acting in block-form:

a0

aeM,(C)— (Oa

) e L(C"® C") ~ M, (C)

which therefore decomposes as the direct sum of two copies of the defining repre-
sentation. See also Lemma 2.15 below.

Exercise 2.2 Givena representation (H, ) of a x-algebra A, the commutant 7(A)’
of m(A) is defined as

7(A)Y =1T € L(H) : m7(a)T = Tr(a) foralla € A}.

(1) Show that w(A) is also a *-algebra.
(2) Show that a representation (H, 1) of A is irreducible if and only if the commutant
m(A) of w(A) consists of multiples of the identity.

Definition 2.6 Two representations (Hy, m1) and (H3, m) of a x-algebra A are uni-
tarily equivalent if there exists a unitary map U : H; — H; such that

m(a) = U mp(a)U.

Definition 2.7 The structure space Aof Aisthesetofall unitary equivalence classes
of irreducible representations of A.

We end this section with an illustrative exercise on passing from representations
of a x-algebra to matrices over that x-algebra.



2.1 Finite Spaces and Matrix Algebras 13

Exercise 2.3 (1) If A is a unital %-algebra, show that the n X n-matrices M, (A)
with entries in A form a unital x-algebra.

2) Let 1 : A — L(H) be a representation of a *-algebra A and set H" =
H & ---® H (n copies). Show that the following defines a representation
T My,(A) — L(H™) of M,,(A):

7 ((@ij)) = (7(aij)); ((aij) € My(A)).

(3) Letw: M,(A) — L(H") be a representation of the x-algebra M,(A). Show
that the following defines a representation m : A — L(H"™) of the x-algebra A:

w(a) = 7 (aly,)

where 1, is the identity in M, (A).

2.1.1 Commutative Matrix Algebras

We now explain how option (1) on page 11 above resolves the question raised by
constructing a space from a commutative matrix algebra A. A natural candidate for
such a space is, of course, the structure space X, which we now determine. Note
that any commutative matrix algebra is of the form A ~ C¥, for which by Exercise
2.2(2) any irreducible representation is given by a map of the form

7T,‘2(>\1,...,)\N)€(CNI—>>\,'E(C

forsomei =1,..., N. We conclude that A ~ {1,...,N}.

We conclude that there is a duality between finite spaces and commutative matrix
algebras. This is nothing but a finite-dimensional version of Gelfand duality (see
Theorem 4.28 below) between compact Hausdorff topological spaces and unital
commutative C*-algebras. In fact, we will see later (Proposition 4.25) that any finite-
dimensional C*-algebra is a matrix algebra, which reduces Gelfand duality to the
present finite-dimensional duality.

2.1.2 Noncommutative Matrix Algebras

The above trade of finite discrete spaces for finite-dimensional commutative
x-algebras does not really make them any more interesting, for the x-algebra is al-
ways of the form CV. A more interesting perspective is given by the noncommutative
alternative, viz. option (2) on page 11. We thus aim for a duality between finite spaces
and equivalence classes of matrix algebras. These equivalence classes are described
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by a generalized notion of isomorphisms between matrix algebras, also known as
Morita equivalence.
Let us first recall the notion of an algebra (bi)module.

Definition 2.8 Let A, B be algebras (not necessarily matrix algebras). A left A-
module is a vector space E that carries a left representation of A, i.e. there is a
bilinear map A x E > (a, e) — a - e € E such that

(aiaz) -e=ay-(az-e); (a1,a € A,e € E).

Similarly, a right B-module is a vector space F that carries a right representation of
B, i.e. there is a bilinear map F x B > (f,b) — f - b € F such that

f-iby) =(f -b1)-by; (b1,bre B, feF).

Finally, an A — B-bimodule E is both a left A-module and a right B-module, with
mutually commuting actions:

a-(e-b)=(a-e)-b; (a€eA,be B,ecE).

When no confusion can arise, we will also write ae instead of a - e to denote the
left module action.

There is a natural notion of (left) A-module homomorphism as a linear map
¢ : E — F that respect the representation of A:

Ppla-e)=a-¢pe); (a€ A,ecE).
Similarly for right modules and bimodules.

We introduce the following notation:

e 4 E for aleft A-module E;
e Fp for aright B-module F;
e 4 Ep foran A — B-bimodule E.

Exercise 2.4 Check that a representation m : A — L(H) of a x-algebra A (cf.
Definition 2.4) turns H into a left A-module s H.

Exercise 2.5 Show that A is itself an A — A-bimodule s A4, with left and right
actions given by the product in A.

If E is a right A-module, and F is a left A-module, we can form the balanced
tensor product:

E®AF:=E®F/{Zeiai(@fi—ei@aiﬁ: a[GA,EiEE,fl’EF}.

i
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In other words, the quotient imposes A-linearity of the tensor product, i.e.in E®4 F
we have
ea@s f=eQ@paf;, (acAecE,fcF).

Definition 2.9 Let A, B be matrix algebras. A Hilbert bimodule for the pair (A, B)
is given by an A — B-bimodule E together with a B-valued inner product (-, -)g :
E x E — B satisfying

(e1,a-e)p = (a"-e1,ex)p; (e1,e2€ E,a € A),
(e1,e2-b)p = (e1,e2)gb; (e1,e2)p = (e2,e1)E; (e1,e2 € E,b € B),
(e, e)g = 0 with equality if and only if e = 0; (e € E).

The set of Hilbert bimodules for (A, B) will be denoted by KK (A, B).

In the following, we will also write (-, -) instead of (-, -) g, unless confusion might
arise.

Exercise 2.6 Check that a representation T : A — L(H) (cf. Definiton 2.4 and
Exercise 2.4) of a matrix algebra A turns H into a Hilbert bimodule for (A, C).

Exercise 2.7 Show that the A — A-bimodule given by A itself (cf. Exercise 2.5)
is an element in KK ¢ (A, A) by establishing that the following formula defines an
A-valued inner product (-, )4 : A X A — A:

(a,d'yx =a*d’; (a,d € A).
Example 2.10 More generally, let ¢ : A — B be a *-algebra homomorphism be-
tween matrix algebras A and B. From it, we can construct a Hilbert bimodule E in
KK (A, B) as follows. Let E, be B as a vector space with the natural right B-module
structure and inner product (cf. Exercise 2.7), but with A acting on the left via the
homomorphism ¢:

a-b=¢la)b; (aec A bekEy).

Definition 2.11 The Kasparov product F o E between Hilbert bimodules E €
KK (A, B) and F € KK¢(B, C) is given by the balanced tensor product

FoE:=EQ®pF; (EcKKf(A, B),FecKKs(B,C)),

so that F o E € KK¢(A, C), with C-valued inner product given on elementary
tensors by

(e1® f1,e2® foYegyF = (f1,{e1,e2)E f2)F, (2.1.1)

and extended linearly to all of £ ® F.
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Note that this product is associative up to isomorphism.

Exercise 2.8 Show that the association ¢ ~ Ey from Example 2.10 is natural in
the sense that

(1) Eig, ~ A eKKf(A, A),
(2) for x-algebra homomorphisms ¢ : A — B and ¢ : B — C we have an
isomorphism

EpoEy=EyQp Ey >~ Eypop € KKf(A, C),

that is, as A — C-bimodules.

Exercise 2.9 In the above definition:

(1) Check that E ®p F is an A — C-bimodule.
(2) Check that (-, -) gy F defines a C-valued inner product.
(3) Check that (a*(e1 ® f1),e2 ® f2)Egzr = (€1 ® fi1,a(ex ® f2))EgyF-

Conclude that F o E is indeed an element of KK (A, C).
Let us consider the Kasparov product with the Hilbert bimodule for (A, A) given
by A itself (cf. Exercise 2.7). Then, since for E € KK;(A, B) we have E 0 A =

A®4 E >~ E, the bimodule 4 A 4 is the identity element with respect to the Kasparov
product (up to isomorphism). This motivates the following definition.

Definition 2.12 Two matrix algebras A and B are called Morita equivalent if there
exist elements £ € KK¢(A, B) and F € KK((B, A) such that

ERQpF~A, F®jsE>~B,

where ~~ denotes isomorphism as Hilbert bimodules.

If A and B are Morita equivalent, then the representation theories of both matrix
algebras are equivalent. More precisely, if A and B are Morita equivalent, then a right
A-module is sent to a right B-module by tensoring with _ ® 4 E for an invertible
element £ in KK (A, B).

Example 2.13 As seen in Exercises 2.4 and 2.6, the vector space E = C” is an

M,,(C) — C-bimodule; with the standard C-valued inner product it becomes a Hilbert

module for (M,(C), C). Similarly, the vector space F = C" is a C — M,,(C)-

bimodule by right matrix multiplication. An M, (C)-valued inner product is given by
(v1, v2) = 1V} € M, (C).

We determine the Kasparov products of these Hilbert bimodules as

EQc F~M,(C), F Qm,C) E >~ C.
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In other words, E € KK¢(M,(C),C) and F € KK¢(C, M,(C)) are each other’s
inverse with respect to the Kasparov product. We conclude that M,,(C) and C are
Morita equivalent.

This observation leads us to our first little result.

Theorem 2.14 Two matrix algebras are Morita equivalent if and only if their struc-
ture spaces are isomorphic as finite discrete spaces, i.e. have the same cardinality.

Proof Let A and B be Morita equivalent. Thus there exists Hilbert bimodules 4 Ep
and g F4 such that
E®pF~A, FQ®sE>~B.

If [((mp, H)] € B then we can define a representation 74 by setting
ma:A—> L(EQp H); ma(a)le®@v) =ae@v. 2.1.2)

Vice versa, we construct g : B — L(F ®4 W) from [(m4, W)] € A\by setting
mp(b)(f ®w) = bf ® w and these two maps are one another’s inverse. Thus, A~B
(see Exercise 2.10 below).

For the converse, we start with a basic result on irreducible representations of
M, (C).

Lemma 2.15 The matrix algebra M, (C) has a unique irreducible representation
(up to isomorphism) given by the defining representation on C".

Proof 1t is clear from Exercise 2.2 that C" is an irreducible representation of A =
M, (C). Suppose H is irreducible and of dimension K, and define a linear map

P:AD---DA— HY, ¢(a],...,aK)—>eloai+~-~+eKoa§<
—_———
K copies
in terms of a basis {e',...eX} of the dual vector space H*. Here v o a denotes

pre-composition of v € H* witha € A, acting on H. This is a morphism of M, (C)-
modules, provided a matrix a acts on the dual vector space H* by sending v + voa'.
It is also surjective, so that the dual map ¢* : H — (AX)* is injective. Upon
identifying (AX)* with AX as A-modules, and noting that A = M,,(C) ~ @"C"
as A-modules, it follows that H is a submodule of AX ~ @"XC". By irreducibility
H~C". O

Now, if A, B are matrix algebras of the following form.

N M
A=@P M, (©). B= M ©),
j=1

i=1

then A ~ B implies that N = M. Then, define
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N
E=Fciecm,

i=1

with A acting by block-diagonal matrices on the first tensor and B acting in a similar
way by right matrix multiplication on the second leg of the tensor product. Also, set

N
F:=crech,

i=1
with B now acting on the left and A on the right. Then, as above,
N
E®pF ~ @((Cm ® (Cm,') ®Mmi((c) ((Cmi ® Cni)
i=1

N
~ P o (C" @, C") ®C"
i=1

CheC'~A,

-

i=1

and similarly we obtain F ® 4 E ~ B, as required.
Exercise 2.10 Fill in the gaps in the above proof:

(a) Show that the representation w4 defined by (2.1.2) is irreducible if and only if
TR IS.

(b) Show that the association of the class [T 4] to [7p] through (2.1.2) is independent
of the choice of representatives T4 and T p.

We conclude that there is a duality between finite spaces and Morita equivalence
classes of matrix algebras. By replacing x-homomorphisms A — B by Hilbert bi-
modules for (A, B), we introduce a much richer structure at the level of morphisms
between matrix algebras. For example, any finite-dimensional inner product space
defines an element in KK ¢(C, C), whereas there is only one map from the cor-
responding structure space consisting of one point to itself. When combined with
Exercise 2.10 we conclude that Hilbert bimodules form a proper extension of the
x-morphisms between matrix algebras.

2.2 Noncommutative Geometric Finite Spaces

Consider again a finite space X, described as the structure space of a matrix algebra
A. We would like to introduce some geometry on X and, in particular, a notion of a
metric on X.
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Thus, the question we want to address is how we can (algebraically) describe
distances between the points in X, say, as embedded in a metric space. Recall that
a metric on a finite discrete space X is given by an array {d;;}; jex of real non-
negative entries, indexed by a pair of elements in X and requiring that d;; = dj;,
dij < djx + dij,and d;j = 0if and only if i = j:

di3

\/

Example 2.16 If X is embedded in a metric space (e.g. Euclidean space), it can be
equipped with the induced metric.

Example 2.17 The discrete metric on the discrete space X is given by:

1 i A
d’«'_[o ifi = j.

In the commutative case, we have the following remarkable result, which com-
pletely characterizes the metric on X in terms of linear algebraic data. It is the key
result towards a spectral description of finite geometric spaces.

Theorem 2.18 Let d;j be a metric on the space X of N points, and set A = cN
with elements a = (a(i))N iz, So that A ~ X. Then there exists a representation T of
A on a finite-dimensional inner product space H and a symmetric operator D on H
such that

dij = sup {la@i) —a(j)| : [[D, m@]l < 1}. (2.2.1)

acA

Proof We claim that this would follow from the equality

I[D, m(@)]]l = max [—Ia(k) - a(l)ll ()

Indeed, if this holds, then

sup {la(i) —a(p|: I[D,alll = 1} < dij.

a

The reverse inequality follows by taking a € A for fixed i, j to be a(k) = d;. Then,
we find |a(i) — a(j)| = d;j, while ||[D, 7(a)]|| < 1 for this a follows from the
reverse triangle inequality for d;;:

1 1
—latk) — a()] = — |dix — dy| < 1.
dk1|a() a)| dkl| ik — dir| <
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We prove (%) by inductionon N.If N = 2, thenon H = C? we define arepresentation
m: A — L(H) and a hermitian matrix D by

_(*» o (0 @
”(“)‘( 0 a) D_((du)—l 0 )

It follows that ||[D, a]|| = (d12) " Ha(1) — a(2)].
Suppose then that (x) holds for N, with representation 7y of C" on an inner
product space Hy and symmetric operator Dy ; we will show that it also holds for

N + 1. We define
N

Hy1 = Hy ® (D Hy

i=1

with H zlv := C?. Imitating the above construction in the case N = 2, we define the
representation 7y 41 by

mvei(a(l), ..., a(N+1)) =an@), ..., a(N))

a) 0 a(N) 0
Vo av+n)® %L 0 av+1)

and define the operator Dy by

_ 0 (din+1) "
Dy+1=Dn & (<d1<N+1>>—1 0

_ 0 (dN(N-H))_l)
o ((dN(N-H))_l 0 ’

It follows by the induction hypothesis that (x) holds for N + 1. (]

Exercise 2.11 Make the above proof explicit for the case N = 3. In other words,
compute the metric of (2.2.1) on the space of three points from the set of data A = C3,
H = (C*®3 with representation ™ : A — L(H) given by

(). a2). a(3)) — (ag) a?Z)) ® (a(l) a(3)) ® (a(2) a(3)),

and hermitian matrix

(0 xy 0 xo 0 x3
p=(05)=(05)e (0 0):

with x1, x2, x3 € R.
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Exercise 2.12 Compute the metric on the space of three points given by formula
(2.2.1) for the set of data A = C? acting in the defining representation on H = C,
and

0 dto
D=1[d"' 0 0],
0 00

for some non-zero d € R.

Even though the above translation of the metric on X into algebraic data assumes
commutativity of A, the distance formula itself can be extended to the case of a
noncommutative matrix algebra A.

In fact, suppose we are given a x-algebra representation of A on an inner product
space, together with a symmetric operator D on H. Then we can define a metric on
the structure space A by

dij = sup|Tra(i) — Tra(j)| : [[D,alll < 1y, (22.2)

acA

where i labels the matrix algebra M, (C) in the decomposition of A. This distance
formula is a special case of Connes’ distance formula (see Note 12 on page 72) on
the structure space of A.

Exercise 2.13 Show that theA d;j in (2.2.2) is a metric (actually, an extended metric,
taking values in [0, oo]) on A by establishing that

dij =0 < i=j, djj=dji, dij <dix+dyj.

This suggests that the above structure consisting of a matrix algebra A, a
finite-dimensional representation space H, and a hermitian matrix D provides the
data needed to capture a metric structure on the finite space X = A.In fact, in the case
that A is commutative, the above argument combined with our finite-dimensional
Gelfand duality of Sect.2.1.1 is a reconstruction theorem. Indeed, we reconstruct a
given metric space (X, d) from the data (A, H, D) associated to it.

We arrive at the following definition, adapted to our finite-dimensional setting.

Definition 2.19 A finite spectral triple is a triple (A, H, D) consisting of a unital
x-algebra A represented faithfully on a finite-dimensional Hilbert space H, together
with a symmetric operator D : H — H.

We do not demand that A is a matrix algebra, since this turns out to be automatic:

Lemma 2.20 If A is a unital x-algebra that acts faithfully on a finite-dimensional
Hilbert space, then A is a matrix algebra of the form

N
A~ P M, ©).

i=1
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Proof Since A acts faithfully on a Hilbert space it is a x-subalgebra of a matrix algebra
L(H) = Mgimm)(C); the only such subalgebras are themselves matrix algebras. [

Unless we want to distinguish different representations of A on H, the above
representation will usually be implicitly assumed, thus considering elements a € A
as operators on H.

Example 2.21 Let A = M, (C) act on H = C" by matrix multiplication, with the
standard inner product. A symmetric operator on H is represented by a hermitian
n X n matrix.

We will loosely refer to D as a finite Dirac operator, as its infinite-dimensional
analogue on Riemannian spin manifolds is the usual Dirac operator (see Chap.4).
In the present case, we can use it to introduce a ‘differential geometric structure’ on
the finite space X that is related to the notion of divided difference. The latter is
given, for each pair of points i, j € X, by

a(i) —a(j)
Indeed, these divided differences appear precisely as the entries of the commutator
[D, a] for the operator D as in Theorem 2.18.

Exercise 2.14 Use the explicit form of D in Theorem 2.18 to confirm that the com-
mutator of D with a € C(X) is expressed in terms of the above divided differences.

We will see later that in the continuum case, the commutator [D, -] corresponds
to taking derivatives of functions on a manifold.

Definition 2.22 Let (A, H, D) be afinite spectral triple. The A-bimodule of Connes’
differential one-forms is given by

Qb(A) = [Zak[D,bk] s ay, by € A] .
k
Consequently, there isamap d : A — Q'(A), given by d(-) = [D, -].
Exercise 2.15 Verify that d is a derivation of a x-algebra, in that:
d(ab) = d(a)b + ad(b); d(a*) = —d(a)*.

Exercise 2.16 Verify that QID(A) is an A-bimodule by rewriting the operator
a(a[D, bi)b (a, b, ax, by € A) as 3, ai[D, by] for some a;, b; € A.

As a first little result—though with an actual application to matrix models in
physics—we compute Connes’ differential one-forms for the above Example 2.21.
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Lemma 2.23 Let (A, H, D) = (M, (C),C", D) be the finite spectral triple of
Example 2.21 with D a hermitian n x n matrix. If D is not a multiple of the identity,
then Q1 (A) ~ M, (C).

Proof We may assume that D is a diagonal matrix: D = > . A;e;; in terms of real
numbers ); (not all equal) and the standard basis {e;; } of M,,(C). For fixed i, j choose
k such that Ay # ;. Then

1
(meik) [D, exj] = e;j.

Hence, since e;i, ex; € M, (C), any basis vector ¢;; € Q})(A). Since also Q})(A) C
L(C") ~ M, (C), the result follows. O

Exercise 2.17 Consider the following finite spectral triple:

g2 p_ (92
(A_(C,H_(C,D_(/\O ,

with X # 0. Show that the corresponding space of differential one-forms QID(A) is
isomorphic to the vector space of all off-diagonal 2 x 2 matrices.

2.2.1 Morphisms Between Finite Spectral Triples

In a spectral triple (A, H, D) both the x-algebra A and a finite Dirac operator D act
on the inner product space H. Hence, the most natural notion of equivalence between
spectral triples is that of unitary equivalence.

Definition 2.24 Two finite spectral triples (A1, H, D1) and (A, H», D;) are called
unitarily equivalent if A| = A, and if there exists a unitary operator U : H] — H>
such that

Uri(@)U* = m(a); (a € Ay),
UDU* = D».

Exercise 2.18 Show that unitary equivalence of spectral triples is an equivalence
relation.

Remark 2.25 A special type of unitary equivalence is given by the unitaries in the
matrix algebra A itself. Indeed, for any such unitary element u the spectral triples
(A, H, D) and (A, H, u Du*) are unitarily equivalent. Another way of writing u Du*
is D+u[D, u™], so that this type of unitary equivalence effectively adds a differential
one-form to D.
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Following the spirit of our extended notion of morphisms between algebras, we
might also deduce a notion of “equivalence” coming from Morita equivalence of the
corresponding matrix algebras. Namely, given a Hilbert bimodule E in KK ¢ (B, A),
we can try to construct a finite spectral triple on B starting from a finite spectral triple
on A. This transfer of metric structure is accomplished as follows. Let (A, H, D) be
a spectral triple; we construct a new spectral triple (B, H', D). First, we define a
vector space

H' =E®jH,

which inherits a left action of B from the B-module structure of E. Also, it is an
inner product space, with C-valued inner product given as in (2.1.1).

The naive choice of a symmetric operator D’ given by D'(e ® £) = e ® D& will
not do, because it does not respect the ideal defining the balanced tensor product
over A, being generated by elements of the form

ecaRéE—e®a&; (ee E,ae A, € H).

A better definition is
D'(e®&) =e® DE+ V(e), 2.2.3)

where V: E — E @4 Q})(A) is some map that satisfies the Leibniz rule
V(ea) =V(e)a+e®|[D,a]; (e€ E,aecA). 2.2.4)

Indeed, this is precisely the property that is needed to make D’ a well-defined operator
on the balanced tensor product £ ®4 H:

D'(ea® €& —e®al) =ea ® DE+ V(ea)é — e ® D(af) — V(e)aé = 0.

AmapV : E — E ®y QlD(A) that satisfies Eq.(2.2.4) is called a connection on
the right A-module E associated to the derivationd : a — [D, a] (a € A).

Theorem 2.26 If (A, H, D) is a finite spectral triple and E € KKz (B, A), then
(in the above notation) (B, E ® 4 H, D’) is a finite spectral triple, provided that V
satisfies the compatibility condition

(e1, Vea)p — (Ver, e2)p = dler, e2)g; (e1,e2 € E). (2.2.5)

Proof We only need to show that D’ is a symmetric operator. Indeed, for ej, e; € E
and &1, & € H we compute
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(e1 ® &1, D'(e2 ® &) Eea = (&1, (e1, Vea) &) u + (&1, (e1, e2) EDE) E
= (&1, (Ver, e2)&2)n + (&1, dle1, e2) E&2)H
+(D&1, (e1, e2)E&2)m — (€1, [D, (e1, e2) E1S2) 1
= (D'(e1 ®¢&1), 2 ® &) E@H -

using the stated compatibility condition and the fact that D is symmetric. (]

Theorem 2.26 is our finite-dimensional analogue of Theorem 6.15, to be obtained
below.

Exercise 2.19 Let V and V' be two connections on a right A-module E. Show that
their difference V — V' is a right A-linear map E — E @4 QID(A).

Exercise 2.20 [n this exercise, we consider the case that B = A and also E = A.
Let (A, H, D) be a spectral triple, we determine (A, H', D).

(1) Show that the derivation d(-) = [D, ] : A —> A ®4 QL(A) = QL(A) isa
connection on A considered a right A-module.
(2) Upon identifying A ® 4 H >~ H, what is the operator D' of Eq.(2.2.3) when the
connection V on A is given by d as in (1)?
(3) Use (1) and (2) of this exercise to show that any connection V : A — A Q@4
SZID(A) is given by
V=d+uw,

withw € Q1 (A).
(4) Upon identifying A @ s H ~ H, what is the operator D' of Eq.(2.2.3) with the
connection on A givenas V = d + w.

If we combine the above Exercise 2.20 with Lemma 2.23, we see that V. =d — D
is an example of a connection on My (C) (as a module over itself and with w = — D),
since QlD (A) >~ My (C). Hence, for this choice of connection the new finite spectral
triple as constructed in Theorem 2.26 is given by (My (C), CV, D’ = 0). So, Morita
equivalence of algebras does not carry over to an equivalence relation on spectral
triples. Indeed, we now have Q}), (My(C)) = 0, so that no non-zero D can be
generated from this spectral triple and the symmetry of this relation fails.

2.3 Classification of Finite Spectral Triples

Here we classify finite spectral triples on A modulo unitary equivalence, in terms of
so-called decorated graphs.

Definition 2.27 A graph is an ordered pair (I'®, I'D) consisting of a set I'© of
vertices and a set I'(1) of pairs of vertices (called edges).
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nl P :[lZ “ e n] “ee nN
o ) (@) [¢)

Fig. 2.1 A node at n; indicates the presence of the summand C"/; the double node at n; indicates
the presence of the summand C" @ C"J in H

We allow edges of the form e = (v, v) for any vertex v, that is, we allow loops at
any vertex.

Consider then a finite spectral triple (A, H, D); let us determine the structure of
all three ingredients and construct a graph from it.
The algebra: We have already seen in Lemma 2.20 that

N
A~ P M, (©),

i=1

for some n1, ..., ny. The structure space of A is given by A~ {1,..., N} with
each integer i € A corresponding to the equivalence classes of the representation
of A on C™. If we label the latter equivalence class by n; we can also identify
A~ {nl,...,nN}.

The Hilbert space: Any finite-dimensional faithful representation H of such a matrix
algebra A is completely reducible (i.e. a direct sum of irreducible representations).

Exercise 2.21 Prove this result for any x-algebra by establishing that the comple-
ment W+ of an A-submodule W C H is also an A-submodule of H.

Combining this with the proof of Lemma 2.15, we conclude that the finite-
dimensional Hilbert space representation H of A has a decomposition into irreducible
representations, which we write as

N
H~C" e,
i=1

with each V; a vector space; we will refer to the dimension of V; as the multiplicity
of the representation labeled by n; and to V; itself as the multiplicity space. The
above isomorphism is given by a unitary map.

To begin the construction of our decorated graph, we indicate the presence of a
summand n; in H by drawing a node at position n; € Aina diagram based on the
structure space A of the matrix algebra A (see Fig.2.1 for an example). Multiple
nodes at the same position represent multiplicities of the representations in H.

The finite Dirac operator: Corresponding to the above decomposition of H we can
write D as a sum of matrices

D,’j : CHi ®V; —>an®‘/'7
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nl P :[lZ “ e n] “ee nN
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Fig. 2.2 The edges between the nodes n; and n;, and n; and ny represent non-zero operators
Djj:C"" - CY ® C? (multiplicity 2) and D;y : C" — C"V, respectively. Their adjoints give
the operators Dj; and Dy;

restricted to these subspaces. The condition that D is symmetric implies that D;; =
D7, . In terms of the above diagrammatic representation of H, we express a non-zero
D;j and Dj; as a (multiple) edge between the nodes n; and n; (see Fig.2.2 for an
example).

Another way of putting this is as follows, in terms of decorated graphs.

Definition 2.28 A A-decorated graph is given by an ordered pair (I', A) of a finite
graph I' and a finite set A of positive integers, with a labeling:

e of the vertices v € I'© by elements n(v) € A;
e of the edges ¢ = (v1,12) € I'D by operators D, : C"V — C"v2) and its
conjugate-transpose D} : C"(¥2) — Cr(v) |

so that n(I'@) = A.

The operators D, between vertices that are labeled by n; and n, respectively, add
up to the above D;;. Explicitly,

Dij = z De,

e = (v, v2)
n(vy) =n;
n(vz) =n;

so that also D;‘j = Dj;. Thus we have proved the following result.

Theorem 2.29 There is a one-to-one correspondence between finite spectral triples
modulo unitary equivalence and A-decorated graphs, given by associating a finite
spectral triple (A, H, D) to a A-decorated graph (I, A) in the following way:

A=Pm,©), H=FH 'V, D= > D.+Dj.

neA velr® ec"()

Example 2.30 The following A-decorated graph
n

O

D.
corresponds to the spectral triple (M, (C), C", D = D, + D) of Example 2.21.
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Exercise 2.22 Draw the A-decorated graph corresponding to the spectral triple

0A0
A=C H=CD=[X00]]: (\#£0).
000

Exercise 2.23 Use A-decorated graphs to classify all finite spectral triples (modulo
unitary equivalence) on the matrix algebra A = C & M, (C).

Exercise 2.24 Suppose that (A1, Hy, D1) and (A>, Hy, D>) are two finite spectral
triples. We consider their direct sum and tensor product and give the corresponding
A-decorated graphs.

(1) Show that (A1 @ Az, Hy & Ha, (D1, D»)) is a finite spectral triple.

(2) Describe the A-decorated graph of this direct sum spectral triple in terms of the
A-decorated graphs of the original spectral triples.

(3) Show that (A1 @ Az, HH ® Hy, D1 ® 1 + 1 ® D») is a finite spectral triple.

(4) Describe the A-decorated graph of this tensor product spectral triple in terms
of the A-decorated graphs of the original spectral triples.

Notes

Section 2.1 Finite Spaces and Matrix Algebras

1. The notation KKy in Definition 2.9 is chosen to suggest a close connection
to Kasparov’s bivariant KK-theory [1], here restricted to the finite-dimensional
case. In fact, in the case of matrix algebras the notion of a Kasparov module for
a pair of C*-algebras (A, B) (cf. [2, Sect. 17.1] for a definition) coincides (up to
homotopy) with that of a Hilbert bimodule for (A, B) (cf. [3, Sect.IV.2.1] for a
definition).

2. Definition 2.12 agrees with the notion of equivalence between arbitrary rings
introduced by Morita [4]. Moreover, it is a special case of strong Morita equiv-
alence between C*-algebras as introduced by Rieffel [5].

3. Theorem 2.14 is a special case of a more general result on the structure spaces
of Morita equivalent C*-algebras (see e.g. [0, Sect. 3.3]).

Section 2.2 Noncommutative Geometric Finite Spaces

4. Theorem 2.18 can be found in [7].

5. The reconstruction theorem mentioned in the text before Definition 2.19 is a
special case, to wit the finite-dimensional case, of a result by Connes [8] on a
reconstruction of Riemannian (spin) manifolds from so-called spectral triples
(cf. Definition 4.30 and Note 13 on page 72 below).

6. A complete proof of Lemma 2.20 can be found in [9, Theorem 3.5.4].
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7.

8.

For a complete exposition on differential algebras, connections on modules,
et cetera, we refer to [10, Chap. 8] and [11] and references therein.

The failure of Morita equivalence to induce an equivalence between spectral
triples was noted in [12, Remark 1.143] (see also [13, Remark 5.1.2]). This sug-
gests that it is better to consider Hilbert bimodules as correspondences rather
than equivalences, as was already suggested by Connes and Skandalis in [14]
and also appeared in the applications of noncommutative geometry to number
theory (cf. [12, Chap. 4.3]) and quantization [15]. This forms the starting point
for a categorical description of (finite) spectral triples themselves. As objects
the category has finite spectral triples (A, H, D), and as morphisms it has pairs
(E, V) as above. This category is the topic of [16, 17], working in the more
general setting of spectral triples, hence requiring much more analysis as com-
pared to our finite-dimensional case. The category of finite spectral triples plays
a crucial role in the noncommutative generalization of spin networks in [18].
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Chapter 3
Finite Real Noncommutative Spaces

In this chapter, we will enrich the finite noncommutative spaces as analyzed in the
previous chapter with a real structure. For one thing, this makes the definition of a
finite spectral triple more symmetric by demanding the inner product space H to be an
A — A-bimodule, rather than just a left A-module. The implementation of this bimod-
ule structure by an anti-unitary operator has close ties with the Tomita—Takesaki the-
ory of Von Neumann algebras, as well as with physics through charge conjugation, as
will become clear in the applications in the later chapters of this book. Our exposition
includes a diagrammatic classification of finite real spectral triples for all so-called
KO-dimensions, and also identifies the irreducible finite geometries among them.

3.1 Finite Real Spectral Triples

First, the structure of a finite spectral triple can be enriched by introducing a
Zy-gradingYon H,i.e. Y* =, v2 =1, demanding that A is even and D is odd with
respect to this grading:

YD=-DYvY, Ya=aV, (a € A).

Next, there is a more symmetric refinement of the notion of finite spectral triple in
which H is an A—A-bimodule, rather than just a left A-module. Recall that an anti-
unitary operator is an invertible operator J : H — H that satisfies (J&1, J&) =
(§2,61) forall §,6 € H.

Definition 3.1 A finite real spectral triple is given by a finite spectral triple
(A, H, D) and an anti-unitary operator J : H — H called real structure, such
that a°® := Ja*J~! is a right representation of A on H, i.e. (ab)° = b°a°. We also
require that

[a, b°] =0, [[D,a],b°] =0, (3.1.1)

W. D. van Suijlekom, Noncommutative Geometry and Particle Physics, 31
Mathematical Physics Studies, DOI: 10.1007/978-94-017-9162-5_3,
© Springer Science+Business Media Dordrecht 2015
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Table 3.1 The KO-dimension k of a real spectral triple is determined by the signs {e, €', €}
appearingin J2=¢, JD=¢'DJand JY =¢"VJ

k 0 1 2 3 4 5 6 7
e 1 1 -1 -1 -1 -1 1 1
& 1 -1 1 1 1 -1 1 1
g 1 —1 1 —1

forall a, b € A. Moreover, we demand that J, D and (in the even case) Y satisfy the
commutation relations:

J2=¢, IJD=¢DJ, Jy=¢"VJ.

fornumbers ¢, ¢/, ¢” € {—1, 1}. These signs determine the KO-dimension k (modulo
8) of the finite real spectral triple (A, H, D; J, V) defined according to Table 3.1.

The signs in Table 3.1 are motivated by the classification of Clifford algebras, see
Sect.4.1 below. The two conditions in (3.1.1) are called the commutant property,
and the first-order or order one condition, respectively. They imply that the left
action of an element in A and QID(A) commutes with the right action of A. This is
equivalent to the commutation between the right action of A and QID(A) with the
left action of A.

Remark 3.2 The so-called opposite algebra A° is defined to be equal to A as a vector
space but with opposite product o:

aob :=ba.

Thus, a® = Ja*J~! defines a left representation of A° on H: (a o b)° = a°b°.

Example 3.3 Consider the matrix algebra My (C), acting on the inner product space
H = My(C) by left matrix multiplication, and with inner product given by the
Hilbert—Schmidt inner product:

{a,b) =Tr a*b.

Define
Y(a) = a, J(a) =a*; (a € H).

Since D must be odd with respect to the grading V, it vanishes identically.

Exercise 3.1 In the previous example, show that the right action of My(C) on
H = My (C) as defined by a — a® is given by right matrix multiplication.

The following exercises are inspired by Tomita—Takesaki theory of Von Neumann
algebras.
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Exercise 3.2 Let A = @, My, (C) be a matrix algebra, which is represented on a
vector space H = @@; C" @ C™i, i.e. is such that the irreducible representation n;
has multiplicity m;.

(1) Show that the commutant A’ of A is isomorphic to EB,- M, (C). As a conse-
quence, the double commutant coincides with A, that is to say A" ~ A.

We say that &€ € H is a cyclic vector for A if
AE :={ak :a€ A} =H.
We call £ € H a separating vector for A if
at =0 = a=0; (a e A).

(2) Show that if & is a separating vector for the action of A, it is cyclic for the
action of A’. (Hint: Assume & is not cyclic for the action of A’ and try to derive
a contradiction).

Exercise 3.3 Suppose that (A, H, D = 0) is a finite spectral triple such that H
possesses a cyclic and separating vector & for A.

(1) Show that the formula S(a&) = a*& defines an anti-linear operator S : H — H.

(2) Show that S is invertible.

(3) Let J : H — H be the operator appearing in the polar decomposition S =
JAYZ of S with A = S§*S. Show that J is an anti-unitary operator.

Conclude that (A, H, D = 0; J) is a finite real spectral triple. Can you find such an
operator J in the case of Exercise 3.27

3.1.1 Morphisms Between Finite Real Spectral Triples

We are now going to extend the notion of unitary equivalence (cf. Definition 2.24)
to finite real spectral triples.

Definition 3.4 We call two finite real spectral triples (A, Hi, D1; Ji, Y1) and
(A2, Hy, D2; Ja,V2) unitarily equivalent if Ay = A and if there exists a unitary
operator U : Hy — H, such that

Umi(@U* =m(a); (a € Ay),
UDU* = D,, Uv,U* =YV, ULU* = ).

Building on our discussion in Sect.2.2.1, we can also extend Morita equivalence
to finite real spectral triples. Namely, given a Hilbert bimodule E for (B, A), we will
construct a finite real spectral triple (B, H', D’; J', Y") on B, starting from a finite
real spectral triple (A, H, D; J,Y) on A.
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Definition 3.5 Let E be a B — A-bimodule. The conjugate module E° is given by
the A — B-bimodule

E°={e:ec E},
witha-e-b=0b*-¢-a*foranya € A, b € B.

This implies for any A € C that Ae = A&, which explains the suggestive notation &
for the elements of E°. The bimodule E° is not quite a Hilbert bimodule for (A, B),
since we do not have a natural B-valued inner product. However, there is a A-valued
inner product on the left A-module E° given by

(e1,e2) = (ex,e1); (e1,e2 € E).

As opposed to the inner product in Definition 2.9, this inner product is left A-linear:
(aeq, ex) = afey, ex) forall a € A, as can be easily checked.

Exercise 3.4 Show that E° is a Hilbert bimodule for (B°, A°).

Let us then start the construction of a finite real spectral triple on B by setting
H' :=E®s H®jE°.

There is a (C-valued) inner product on H' given by combining the A-valued inner
products on E, E° with the C-valued inner product on H, much as in 2.1.1. The
action of B on H' is given by

ble1 ® & ®ez) = (be1) ®E @ ea, (3.1.2)

using just the B — A-bimodule structure of E. In addition, there is a right action of B
on H’ defined by acting on the right on the component E°. In fact, it is implemented
by the following anti-unitary,

J(e1®E®e) =R JERe,

i.e. b° = J'b*(J')~! with b* € B acting on H’' according to (3.1.2).

Moreover, there is a finite Dirac operator given in terms of the connection V :
E — E ®q QID(A) as in Sect.2.2.1. First, we need the result of the following
exercise.

Exercise 3.5 LetV: E - E ®y QlD(A) be a right connection on E and consider
the following anti-linear map

T E®4QL(A) — QL(A) @4 E°;

eRQwH —w'Re.
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Show that the map V:E° > QID(A) ®4 E° defined by V@) =toVie)isa left
connection, i.e. show that it satisfies the left Leibniz rule:

V(ae) =[D,a]l ® é + aV(e).
The connections V and V give rise to a Dirac operator on E @ 4 H @ E°:
D'(ey®E®e) = (Ve)E®er+e1 @ DERer +e1 ®E(VeE).

The right action of w € SZID(A) on £ € H is then defined by & — €' Jow*J 1.
Finally, for even spectral triples one defines a grading on £ ®4 H ®4 E° by
V=10YQl

Theorem 3.6 Suppose (A, H,D; J,Y) is a finite real spectral triple of
KO-dimension k, and let V : E — E ®2 Q]D(A) be a compatible connection (cf.
Eq. (2.2.5)). Then (B, H', D’; J', V') is a finite real spectral triple of KO-dimension
k.

Proof The only non-trivial thing to check is that the KO-dimension is preserved. In
fact, one readily checks that (J')2 =1Q® J2® 1l =eand J' Y = €"V' J'. Also,

J'D(e1®&®e)=J (Ve)§ ®er+e1 @ DEQer+ e QE(tVer))
=eD'(e;®JE®e) =D J (el ®E®ey),

where we have used J'(e1 @ JoJ e ® &) = er Q wJE ® é). O

3.2 Classification of Finite Real Spectral Triples

In this section, we classify all finite real spectral triples (A, H, D; J,Y) modulo
unitary equivalence using Krajewski diagrams. These play a similar role for finite
real spectral triples as Dynkin diagrams do for simple Lie algebras. Moreover, they
extend our A-decorated graphs of the previous chapter to the case of real spectral
triples.

The algebra: First, we already know from our classification of finite spectral triples
in Sect. 2.3 that

N
A~Pm,©).
i=1

for some nq,...,ny. Thus, the structure space of A is again given by A =
{ny, ..., ny} where n; denotes the irreducible representation of A on C"i.
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Fig. 3.1 A node at (n;, n;)
indicates the presence of the
summand C" ® C"° in H; ni’ o
the double node indicates the

presence of (C" ® C"°) &

(C" @ C"°)in H

n; n; nj ny

n o
o

n; o o
o

l’lN [e]

The Hilbert space: As before, the irreducible, faithful representations of A =
@,N: | My, (C) are given by corresponding direct sums:

N
Do

i=1

on which A acts by left block-diagonal matrix multiplication.

Now, besides the representation of A, there should also be a representation of A° on
H which commutes with that of A. In other words, we are looking for the irreducible
representations of A ® A°. If we denote the unique irreducible representation of
M, (C)° by C"°, this implies that any irreducible representation of A ® A° is given

by a summand in
N

@ Cri ® Chie,

ij=1

Consequently, any finite-dimensional Hilbert space representation of A has a decom-
position into irreducible representations

N
H— @ M @ Chi° ® ‘/ija
i,j=1
with V;; a vector space; we will refer to the dimension of V;; as the multiplicity of

the representation C" @ C"/°.
The integers n; and n; form the grid of a diagram (cf. Figure 3.1 for an example).
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Whenever there is a node at the coordinates (n;, n‘j’.), the representation C" @ C"/°
is present in the direct sum decomposition of H. Multiplicities are indicated by
multiple nodes.

Example 3.7 Consider the algebra A = C@ M>(C). The irreducible representations
of A are given by 1 and 2. The two diagrams

1 2 1 2
1° o 1° o o
20 o 2°

correspond to Hy = C® M>(C)and H, = C P C?, respectively. We have used the
fact that C> ® C2° ~ M,(C). The left action of A on H is given by the matrix

A0
(62)
with a € M>(C) acting on M>(C) C H; by left matrix multiplication. The right
action of A on H| corresponds to the same matrix acting by right matrix multiplica-
tion.
On H», the left action of A is given by matrix multiplication by the above matrix

on vectors in C @ C2. However, the right action of (A, a) € A is given by scalar
multiplication with A on all of H>.

The real structure: Before turning to the finite Dirac operator D, we exploit the
presence of areal structure J : H — H in the diagrammatic approach started above.

Exercise 3.6 Let J be an anti-unitary operator on a finite-dimensional Hilbert
space. Show that J? is a unitary operator.

Lemma 3.8 Let J be an anti-unitary operator on a finite-dimensional Hilbert space
H with J* = £1.

(1) If J* = 1 then there is an orthonormal basis {e;} of H such that Jey = ey.
(2) IfJ2 = —1 then there is an orthonormal basis {ey, fi} of H such that Je; = fi
(and, consequently, J fy = —ex).

Proof (1) Take any v € H and set

o = [c(v+Jv) if Ju# —v

iv if Jv = —v,
with ¢ a normalization constant. Then J(v + Jv) = Jv + J2v = v + Jv and
J(iv) = —iJv = iv in the two respective cases, so that Je; = ej.

Next, take a vector v’ that is orthogonal to e1. Then

(e1, JV') = (J2V', Jer) = (', Je1) = (v, e1) =0,
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so that also Jv’ _L 1. As before, we set

o e c( + Jv) if Jv £ =V
2T i if Jv' = —v/,

which by the above is orthogonal to ej. Continuing in this way gives a basis {e; } for
H with Je, = e.

(2) Take any v € H and set e; = cv with ¢ anormalization constant. Then f; = Je;
is orthogonal to ey, since

(fi,e1) = (Jer,e1) = —(Jer, J2e1) = —(Jer, e1) = —(f1, e1).

Next, take another v’ L ej, fi and set e; = ¢’v’. As before, f» := Je is orthogonal
to ep, and also to ej and fi:

(e1, f2) = (e1, Jea) = —(J2ey, Jex) = —(ea, Je1) = —(ea, f1) =0,
(f1, f2) =Je1, Jez) = (e2,e1) = 0.

Continuing in this way gives a basis {ex, fx} for H with Jex = f;. O

We will now apply these results to the anti-unitary operator given by areal structure
on a spectral triple. Recall that in this case, J : H — H implements a right action
of A on H, via

a® = Ja*J"!
satisfying [a, b°] = 0. Together with the block-form of A, this implies that
J@i® - @ay) =@ ® - day)J.

We conclude that the Krajewski diagram for a real spectral triple must be symmetric
along the diagonal, J mapping each subspace C" ® C"/° ® V;; bijectively to C"/ ®
C"° ® Vj; (see Fig. 3.2 below).
Proposition 3.9 Let J be areal structure on afinite real spectral triple (A, H, D; J).
(1) If J* = 1 (KO-dimension 0,1,6,7) then there is an orthonormal basis {e,((ij)}

(i,j=1,...,N,k=1,...,dim V;j) with e’ € C" ® C"1° ® Vi; such that

JelD = eI G j=1,...,Nik=1,...,dim V).

(2) If !2 = —1 (KO-dimension 2,3,4,5) then there is an Q(’thonormal basis
e, fUN i< j=1,...,Nk=1,....dim V;;) withe{”) € C" @ C"°®
Vij, fk('”) e CY @ C"° ® Vj; and such that



3.2 Classification of Finite Real Spectral Triples 39
) ). . . .
(l] f(/’ (i<j=1,...,N;k=1,...,dim V).

Proof We imitate the proof Lemma 3.8.
(DIfi # j,take v € C" @ C'° ® V;; and set e(j) = cv. Then, by the above

observation, e(ji) = Je(ij) is an element in C"/ ® C"° ® Vj; . Next, take Ve

@) (Jji)

C" ®C"° @ V;; withv' L v and apply the same procedure to obtain e,”” and e,

Continuing in this way gives an orthonormal basis {ey”’ '} for C" @ C"° ® Vi, and
an orthonormal basis {e(/ )} for C" @ C"° ® V}; which satisfy J e,i” ) = e,((/ D,

If i = j, then Lemma 3.8(1) applies directly to the anti-unitary operator given by
J restricted to C" @ C"° ® V;;.

(2) can be proved along the same lines. ([l

Note that this result implies that in the case of KO-dimension 2, 3,4 and 5, the
diagonal C" ® C"i° ® V;; needs to have even multiplicity.

The finite Dirac operator: Corresponding to the above decomposition of H we
can write D as a sum of matrices

Dijp : C"@CY° @ V;j — C* @ C"° @ Vi,

restricted to these subspaces. The condition D* = D implies that Dy ;; = Df; «-In
terms of the above diagrammatic representation of H, we express a non-zero D;; x
as a line between the nodes (n;, n;) and (ng, n}). Instead of drawing directed lines,
we draw a single undirected line, capturing both D;; x; and its adjoint Dy ;; (see Fig.
3.3 below).

Lemma 3.10 The condition JD = +DJ and the order one condition given by
[[D, a], b°] = O forces the lines in the diagram to run only vertically or horizontally
(or between the same node), thereby maintaining the diagonal symmetry between
the nodes in the diagram.

Proof The condition J D = +D/J easily translates into a commuting diagram:

Cni ® Ccnijo ® Vij —D> (O ® Qe ® Vkl

Jl JJ/
(an ® (Cn,-o ® le T Cnl ® ano ® ‘/lk
thus relating D;; x; to D j; 1k, maintaining the diagonal symmetry.

If we write the order one condition [[D, a], b°] = 0 for diagonal elements a =
ML, ®@--- @Ayl € Aand b= pull,, & - @ punly, € Awith A, u; € C, we
compute

Dijii(Ai — M) (j — i) =0,

forall A;, u; € C. As a consequence, D;j 1 = 0 whenever i # k or j # [. (I
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Grading: Finally, if there is a grading Y : H — H, then each node in the diagram
gets labeled by a plus or minus sign. The rules are that:

e D connects nodes with different signs;
e If the node (n;, nj) has sign +, then the node (n;, n?) has sign +¢”, according to
Jy=¢€"vJ.

Finally, we arrive at a diagrammatic classification of finite real spectral triples of
any KO-dimension.

Definition 3.11 A Krajewski diagram of KO-dimension k is given by an ordered
pair (I', A) of a finite graph I" and a finite set A of positive integers with a labeling:

e of the vertices v € I'© by elements ((v) = (n(v), m(v)) € A x A, where the
existence of an edge from v to v’ implies that either n(v) = n(v'), m(v) = m(©’),
or both;

e of the edges e = (v1, 12) € rM by non-zero operators:

D, : C"®D _, cn®) it m(v) =m(v2);
D, : C") s ¢mv2) it n(v) =n(v),

and their adjoints D,

together with an involutive graph automorphism j : I' — I' so that the following
conditions hold:

(1) every row or column in A X A has non-empty intersection with ¢(I");

(2) for each vertex v we have (n(j (v)) = m(v);

(3) for each edge e we have D, = €' D (,);

(4) if the KO-dimension k is even, then the vertices are additionally labeled by +£1
and the edges only connect opposite signs. The signs at v and j(v) differ by a
factor €, according to the table of Definition 3.1;

(5) if the K O-dimension is 2,3,4,5 then the inverse image under ¢ of the diagonal
elements in A X A contains an even number of vertices of I.

Note that this definition allows for different vertices of I" to be labeled by the
same elementin A x A; this accounts for the multiplicities appearing in V;; that we
have encountered before.

This indeed gives rise to a diagram of the above type, by putting a node at position
(n;, n;) for each vertex carrying the label (n;, n;) € A x A. The notation n? instead
of n; is just for a convenient diagrammatic exposition. The operators D, between
vertices that are labeled by (n;, n;) and (ng, m;), respectively, add up to the above

D;; - Explicitly,
Diju = z De,

e:(vl,vz)er(l)
t(v))=(n;,n;)
t(v2)=(ng,n;)
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so that indeed D;kj w1 = Duii,ij- Moreover, the only non-zero entries D;; i will appear
when i = k, or j = [, or both. Thus, we have shown

Theorem 3.12 There is a one-to-one correspondence between finite real spectral
triples of K O-dimension k modulo unitary equivalence and Krajewski diagrams of
KO-dimension k. Specifically, one associates a real spectral triple (A, H, D; J, V)
to a Krajewski diagram in the following way:

A= M, (©);
nen

H = @ (Cn(u) ® (Cm(v)o;
vell®

D= Z D, + D,
ecl’M

Moreover, the real structure J : H — H is given as in Proposition 3.9, with the
basis dictated by the graph automorphism j : I' — . Finally, a grading Y on H is
defined by setting Y to be £1 on C"™) @ C"W)° < H according to the labeling by
+1 of the vertex v.

Example 3.13 Consider the case A = C @ C. There are ten possible Krajewski
diagrams in KO-dimension 0 with multiplicities less than or equal to 1: in terms of
A = {1y, 1,}, we have

I:i I Z—I i ) I
@] (@] O
[©] (¢] I (0] (¢] (¢]
(@] o (0] @] [¢]

where the diagonal vertices are labeled with a plus sign, and the off-diagonal vertices
with a minus sign.

Let us consider the last diagram in the top row in more detail and give the corre-
sponding spectral triple:

1, 1o
13 T@
13
First, the inner product space is H = C3, where we choose the middle copy of C to
correspond to the node on the diagonal. The edges indicate that there are non-zero

components of D that map between the first two copies of C in H and between the
second and third copy of C. In other words,
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>

I
O > o
To >
OFr O©

for some A, u € Hom(C, C) =~ C that are the given labels on the two edges. In this
basis,
-10 0
y=(010
0 0-1

Finally, J is given by the matrix K composed with complex conjugation on H, where

001
K=(010
100

From this it is clear that we indeed have
DY=—-YD; DJ =JD; Jy=vJ.

Exercise 3.7 Use the ten Krajewski diagrams of the previous example to show that
on A = C & C a finite real spectral triple of K O-dimension 6 with dim H < 4 must
have vanishing finite Dirac operator.

Example 3.14 Consider A = M,,(C) so that A= {n}. We then have a Krajewski
diagram

n® o

The node can be labeled only by either plus or minus one, the choice being irrelevant.
This means that H = C" @ C"° >~ M,,(C) with Y the trivial grading. The operator
J is a combination of complex conjugation and the flip on n ® n°: this translates to
M,,(C) as taking the matrix adjoint. Moreover, since the single node has label £1,
there are no non-zero Dirac operators. Hence, the finite real spectral triple of this
diagram corresponds to

(A=My(©C),H=My(C),D=0J=0)"v=1),

and was encountered already in Exercise 3.3.

3.3 Real Algebras and Krajewski Diagrams

Thus far, we have considered finite spectral triples on complex algebras. In practice,
it is useful to allow real x-algebras in Definition 2.19 as well.
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Definition 3.15 A real algebra is a vector space A over R with a bilinear associative
product A x A — A denoted by (a, b) — ab and a unit 1 satisfying la = al = a
foralla € A.

A real x-algebra (or, involutive algebra) is a real algebra A together with a real
linear map (the involution) x : A — A such that (ab)* = b*a™ and (a*)* = a for
alla, b € A.

Example 3.16 A particularly interesting example in this context is given by H, the
real x-algebra of quaternions, defined as a real subalgebra of M>(C):

i {(58) e

This is indeed closed under multiplication. As a matter of fact, H consists of those
matrices in M, (C) that commute with the operator / defined by

The involution is inherited from M;(C) and is given by hermitian conjugation.

Exercise 3.8 (1) Show that H is a real x-algebra which contains a real subalgebra
isomorphic to C.

(2) Show that H g C >~ M,(C) as complex *-algebras.

(3) Show that My (H) is a real x-algebra for any integer k.

(4) Show that My (H) @r C >~ M (C) as complex x-algebras.

When considering Hilbert space representations of a real x-algebra, one must be
careful, because the Hilbert space will be assumed to be a complex space.

Definition 3.17 A representation of a finite-dimensional real *-algebra A is a pair
(H, ) where H is a (finite-dimensional, complex) Hilbert space and 7 is areal-linear
x-algebra map

m:A— L(H).

Also, although there is a great deal of similarity, we stress that the definition of
the real structure J in Definition 2.19 is not related to the algebra A being real or
complex.

Exercise 3.9 Show that there is a one-to-one correspondence between Hilbert space
representations of a real x-algebra A and complex representations of its complexifi-
cation A @ C. Conclude that the unique irreducible (Hilbert space) representation
of My (H) is given by C?*.

Lemma 3.18 Suppose that a real x-algebra A is represented faithfully on a finite-
dimensional Hilbert space H through a real-linear x-algebra map w : A — L(H).
Then A is a matrix algebra:
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N
A~ P My, (F),

i=1
where F; = R, C or H, depending on i.

Proof Therepresentation  allows to consider A as areal x-subalgebra of Mgim 1 (C),
hence A +i A can be considered a complex *-subalgebra of Mgy, 7 (C). Thus A+i A
is a matrix algebra, and we may restrict to the case A +iA = My (C) for some k > 1.
Note that A NiA is a two-sided x-ideal in M} (C). As such, it must be either the
whole of M; (C), or zero. In the first case, A +iA = ANiA sothat A = M (C).
If ANiA = {0}, then we can uniquely write any element in My (C) as a + ib with
a,b € A. Moreover, A is the fixed point algebra of the anti-linear automorphism o
of My (C) givenby a(a +ib) =a —ib (a,b € A). We can implement « by an anti-
linear isometry / on C* such that a(x) = IxI~! for all x € My (C). Since o« = 1,
the operator /> commutes with M (C) and is therefore proportional to a complex
scalar. Together with /2 being an isometry, this implies that /> = =1 and that A is
precisely the commutant of /. We now once again use Lemma 3.8 to conclude that

e If /2 = 1, then there is a basis {e;} of Ck such that Ie; = ¢;. Since a matrix in
My (C) that commutes with / must have real entries, this gives

A = M (R).

e If /2 = —1, then there is a basis {e;, f;} of C¥ such that [e; = f; (and thus k is
even). Since a matrix in My (C) that commutes with / must be a k/2 x k/2-matrix
with quaternionic entries, we obtain

A = My > (H). O

We now reconsider the diagrammatic classification of finite spectral triples, with
real x-algebras represented faithfully on a Hilbert space. In fact, as far as the decom-
position of H into irreducible representations is concerned, we can replace A by the
complex *-algebra

N
A+iA~ @Mn,.(C).
i=1

Thus, the Krajewski diagrams in Definition 3.11 classify such finite real spectral
triples as well as long as we take the F; for each i into account. That is, we enhance
the set A to be

A ={nFq,..., nyFy},

reducing to the previously defined A when all F; = C.
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Fig. 3.2 The presence of . n .- n; ... Ny

ny

the real structure J implies .
a symmetry in the diagram nj °
along the diagonal

ng "o, o

o

nj o o

ny; o o
Fig. 3.3 The lines between n .. nj

two nodes represent a non-

zero Dj; ji : C" ® -

C" @ C, as well as its

adjoint Dj; ;i : C" ® cri - n;
C" ® C". The non-zero
components Dj; ;j and Djj ;i
are related to £Dj; j; and
+Dj; i, respectively, accord-
ingtoJD ==+DJ

3.4 Classification of Irreducible Geometries

We now classify irreducible finite real spectral triples of KO-dimension 6. This
leads to a remarkably concise list of spectral triples, based on the matrix algebras
My (C) & My (C) for some N.

Definition 3.19 A finite real spectral triple (A, H, D; J, V) is called irreducible if
the triple (A, H, J) is irreducible. More precisely, we demand that:

(1) The representations of A and J in H are irreducible;
(2) The action of A on H has a separating vector (cf. Exercise 3.2).

Theorem 3.20 Let (A, H, D; J,7V) be an irreducible finite real spectral triple of
KO-dimension 6. Then there exists a positive integer N such that A ~ My (C) &
My (C).

Proof Let (A, H, D; J, V) be an arbitrary finite real spectral triple, corresponding
to e.g. the Krajewski diagram of Fig. 3.2. Thus, as in Sect.2.3 we have
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N N
A=PM,©. H=PC eC oV
i=1 ij=1

with V;; corresponding to the multiplicities as before. Now each C" ® C"/ is an
irreducible representation of A, but in order for H to support a real structure J :
H — H we need both C" @ C" and C" ® C" to be present in H. Moreover,
Lemma 3.8 with J2 = 1 assures that already with multiplicities dim V; j = 1 there
exists such a real structure. Hence, the irreducibility condition (1) above yields

H=C"®C'aeC"®CH,
forsome i, j € {1,..., N}. Or, as a Krajewski diagram:

n; nj

Then, let us consider condition (2) on the existence of a separating vector. Note
first that the representation of A in H is faithful only if A = M,, (C) & M,,(C).
Second, the stronger condition of a separating vector § then implies n; = n, asitis
equivalent to A’§ = H for the commutant A’ of A in H (see Exercise 3.2). Namely,
since A’ = M, (C) ® My, (C) with dim A" = n? + nf and dim H = 2n;n; we find
the desired equality n; =n;. O

With the complex finite-dimensional algebras A given by My (C) & My (C),
the additional demand that H carries a symplectic structure /> = —1 yields real
algebras of which A is the complexification (as in the proof of Lemma 3.18). In view
of Exercise 3.8(4) we see that this requires N = 2k so that one naturally considers
triples (A, H, J) for which A = My(H) ® M (C) and H = C2?0”_ The case
k = 2 will come back in the final Chap. 11 as the relevant one to consider in particle
physics applications that go beyond the Standard Model.

Notes

Section 3.1 Finite Real Spectral Triples

1. The operator D in Definition 3.1 is a first-order differential operator on the
bimodule H in the sense of [1].

2. Exercises 3.2 and 3.3 develop Tomita—Takesaki theory for matrix algebras, con-
sidered as finite-dimensional Von Neumann algebras. For a complete treatment
of this theory for general Von Neumann algebras, we refer to e.g. [2].
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Section 3.2 Classification of Finite Real Spectral Triples

3. Krajewski’s work on the classification of all finite real spectral triples (A, H, D;

J,Y) modulo unitary equivalence (based on a suggestion in [3]) is published
in [4]. Similar results were obtained independently in [5]. We have extended
Krajewski’s work—which is in KO-dimension 0—to any KO-dimension.
The classification of finite real spectral triples (but without Krajewski diagrams)
is also the subject of [6]. The KO-dimension 6 case—which is of direct physical
interest as we will see below in Chap. 1 1—was also handled in [7].

. Lemma 3.8 is based on [8], where Wigner showed that anti-unitary operators on

finite-dimensional Hilbert spaces can be written in a normal form. His crucial
observation is that J? is unitary, allowing for a systematic study of a normal
form of J for each of the eigenvalues of J? (these eigenvalues form a discrete
subset of the complex numbers of modulus one). In our case of interest, J is a
real structure on a spectral triple (as in Definition 3.1), so that J? = #1.

. In the labelling of the nodes in a Krajewski diagram with +-signs, it is impor-

tant whether or not we adopt the so-called orientation axiom [3]. In the finite-
dimensional case, this axiom demands that the grading Y can be implemented by
elements x;, y; € AasY = >, x;y7. Hence, this is completely dictated by the
operator J and the representation of A. In terms of our diagrams, this translates
to the fact that the grading of a node only depends on the label (n;, n;). In this
book, we will not assume the orientation axiom.

Section 3.4 Classification of Irreducible Geometries

6. Finite irreducible geometries have been classified by Chamseddine and Connes

in [9], using different methods. We here confront their result with the above
approach to finite spectral triples using Krajewski diagrams and find that they
are compatible.
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Chapter 4
Noncommutative Riemannian

Spin Manifolds

We now extend our treatment of noncommutative geometric spaces from the finite
case to the continuum. This generalizes spin manifolds to the noncommutative world.
The resulting spectral triples form the key technical device in noncommutative
geometry, and in the physical applications of Part 2 of this book in particular.

We start with a treatment of Clifford algebras, as a preparation for the
definition of a spin structure on a Riemannian manifold, and end with a definition of
its noncommutative generalization.

4.1 Clifford Algebras

Let V be a vector space over a field F (= R, C or Hl), equipped with a quadratic form
Q:V —TFie.

00w) = \20(W); \eF,veV),
Qw+w)+ 0w —w) = Q0w + O(w); (v,weV).

Definition 4.1 For a quadratic form Q on V, the Clifford algebra CI(V, Q) is the
algebra generated (over [F) by the vectors v € V and with unit 1 subject to the relation

v = Q). 4.1.1)
Note that the Clifford algebra C1(V, Q) is Z,-graded, with grading x given by

X(p - v) = (=Dfvp -y,
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which is indeed compatible with relation (4.1.1). Accordingly, we decompose
Cl(v, 0) = Cl’(v, 9y & C1'(V, )

into an even and odd part.

Exercise 4.1 Show that in CI(V, Q) we have
vw + wv = 2g9 (v, w),

where go is the pairing V x V — T associated to Q, given by

1
go,w) =7 (@ +w) - Q) — Qw)).

We also introduce the following convenient notation for the Clifford
algebras for the vector spaces R"” and C" equipped with the standard quadratic form
Qn(xl, "‘7-xn) :-xz + ".xl%:

CLt := CI(R", Q,);
Cl; := CI(R", —Q,);
(Cln = Cl((cn: On).

Both Clj,‘ and Cl, are algebras over R generated by ey, ..., e, with relations
eiej +ejej = :|:25,'j, “4.1.2)
foralli, j = 1,..., n. Moreover, the even part (Cl,jf)o of Cl,j,E consists of products

of an even number of ¢;’s, and the odd part (CI,T)l of products of an odd number of
e; ’S.

The Clifford algebra Cl, is the complexification of both CI} and Cl,, and is
therefore generated over C by the same ey, .. ., ¢, satisfying (4.1.2).

Exercise 4.2 (1) Checkthat Eq. (4.1.2) indeed corresponds to the defining relations
in CIE,

(2) Show that the elements e;, - --e;, with1 <i) <ip <--- <i, < n form a basis
for CLE.

(3) Conclude that dimpy lelE = 2" and, accordingly, dim¢ Cl,, = 2".

(4) Find an isomorphism CI(C", Q,,) >~ CI(C", —Q,,) as Clifford algebras.

Proposition 4.2 The even part (Cl, 1)0 of Cl,, ., is isomorphic to Cl, .

Proof We constructamap ¥ : Cl/ — (CI, . +1)0 given on generators by

W(e;) = ept16;i. 4.1.3)
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Indeed, fori, j =1, ..., n we have
\L’(ei)\I’(Ej) + \If(ej)\l-'(ei) =éeéjej + ejej = _251'1' = ‘IJ(—Z(sij),

using eje,+1 = —e,41€; and e, 1e,41 = —1. Thus, ¥ extends to a homomorphism
Cl, = (Cl. +1)0. Moreover, since W sends basis vectors in Cl;; to basis vectors in

(G 1)0 and the dimensions of Cl;” and (CI, 1)0 coincide, it is an isomorphism. [

Exercise 4.3 Show that the same expression (4.1.3) induces an isomorphism from

Cl,, to the even part (Cl;ﬁ'ﬂ)o and conclude that (Cl:H)O ~ (Cl;H)O.

Next, we compute the Clifford algebras le and Cl,,. We start with a recursion
relation:

Proposition 4.3 For any k > 1 we have

Clf ®r Cl; ~Cl,,
Cly ®r Clj ~CL,.

Proof The map ¥ : Cl;,, — Cl,': ®r CI; given on generators by

N 1®e; i=1,2
qj(e’)_[ei—2®elez i=3,...,n]'

extends to the desired isomorphism. (I

Let us compute some of the Clifford algebras in lowest dimensions.

Proposition 4.4

Clf *RoR, Cly ~C,
Cly ~ Mr(R), Cl, ~H.

Proof The Clifford algebra Cl?‘ is generated (over R) by 1 and e; with relation
e% = 1. We map CliIr linearly to the algebra R @ R by sending

1— (1, 1), e — (1, —1).

A dimension count shows that this map is a bijection.
The Clifford algebra Cl; is generated by 1, e, ex with relations

e%:l, e%:l, ejer = —epeq.
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A bijective map Cl;‘ > Mr(R) is given on generators by

| 10 10 01
=1o1): e \g_1) 2> \10)

We leave the remaining CI; and Cl;r as an illustrative exercise to the reader. a
Exercise 4.4 Show that C1| ~ C and Cl; ~ I

Combining the above two Propositions, we derive Table 4.1 for the Clifford alge-
bras Cl,jlE and Cl, forn =1, ..., 8. For instance,

Clf ~Cl; ®r Cly ~ C ®r M2(R) =~ M>(C)
and
Clf ~Cl; ®r Cly ~ H®r Ma(R) ~ M, (H)
and so on. In particular, we have
ClF ® Clf >~ Clyi4
and
Cli ¢ ~ClF ®CIy .

With Clgr ~ Mis(R) we conclude that Cl,zr8 is Morita equivalent to Cl,:r (cf. The-

orem 2.14). Similarly, Clk_ 48 is Morita equivalent to Cl, . Thus, in this sense Table
4.1 has periodicity eight and we have determined CI,T for all n.
For the complex Clifford algebras, there is a periodicity of two:

Cl, ®c Cly = Clyy2,
so that with Cl, >~ M;(C) we find that Cl,, is Morita equivalent to Cl,,4».

The (semi)simple structure of Cl,, is further clarified by

Definition 4.5 The chirality operator ~,41 in Cl, is defined as the element
Ynt1 = (=i)"er -+ - en,

where n = 2m or n = 2m + 1, depending on whether # is even or odd.
Exercise 4.5 Show that

(1) ifn = 2m is even, then v,+ generates the center of Cl,,
(2) ifn =2m + 1 is odd, then v,+1 lies in the odd part (Cl%kﬂ, and the center of
Cl,, is generated by 1 and ;1.
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Table 4.1 Clifford algebras le and their complexifications Cl,, forn =1, ..., 8

n ok cl; cl,

1 ROR C CocC

2 M>(R) H M>(C)

3 M>(C) HoH M>(C) & M(C)
4 M>(H) M, (H) M4 (C)

5 Mo (H) & M (H) M4(C) M4(C) & M4(C)
6 M4 (H) M3(R) Ms(C)

7 M3(C) Ms(R) & M3(R) Ms(C) ® M3(C)
8 Mi6(R) M6(R) Mi6(C)

4.1.1 Representation Theory of Clifford Algebras

We determine the irreducible representations of the Clifford algebras CI,T and Cl,,.
Let us start with the complex Clifford algebras.

Proposition 4.6 The irreducible representations of Cl,, are given as

c*;  (n=2m),
", c?:; m=2m+1).

Proof Since the Cl,, are matrix algebras we can invoke Lemma 2.15 to conclude that
in the even-dimensional case the irreducible representation of Cly,, >~ Mo (C) is
given by the defining representation C?". In the odd-dimensional case we have

Clopm41 = Mon (C) & Mo (C),

so that the irreducible representations are given by two copies of C2", corresponding
to the two summands in this matrix algebra. O

For the real Clifford algebras CI:¥ we would like to obtain the irreducible repre-
sentations from those just obtained for the complexification Cl, =~ Cl;l—L ®rC. As
Cl,jf are matrix algebras over R and Hi, this leads us to the following possibilities:

(1) Restrict an (irreducible) representation of Cl,, to a real subspace, stable under
lef;

(2) Extend an (irreducible) representation of Cl,, to a quaternionic space, carrying
a representation of CLE.

This is very similar to our approach to real algebras in Sect. 3.3. In fact, we will use an
anti-linear map JnjE on the representation space, furnishing it with a real ((Jni)2 =1)
or quaternionic structure ((Jnjt)2 = —1) to select the real subalgebra le c Cl,,. For
the even-dimensional case we search for operators J;fn such that on the irreducible
Cly,, -representations C?" we have
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+ +
Cl, ~ {a € Clyy : [J3,,.al = 0}. (4.1.4)

The odd case is slightly more subtle, as only the even part (Cl,jf)o of Cl,jqE can be
recovered in this way:

(€1, )" = [aeCl, 175, a1 =0} (4.15)

Proposition 4.7 For any m > 1 there exist anti-linear operators le:n :CY —
and J5, , : C*" — C*" such that the Egs. (4.1.4) and (4.1.5) hold.

Proof From Proposition 4.2 and Exercise 4.3 we see that (Cl;cm +1)0 >~ Cl,,, and
((Clzm_H)O 2~ Cly,, so that the odd case follows from the even case.

By periodicity we can further restrict to construct only Jzim form =1,2,3,4.
For m = 1 we select the real form Clé1r >~ M>(R) in Cl, >~ M, (C) as the commutant
of J;F with

J;:CZ—>C2;

Instead, as in Example 3.16, Cl, =~ H can be identified as a real subalgebra Clp ~
M>(C) with the commutant of J, , where

Jy C? - C%
()~ ()
%) V1
For m = 2 the sought-for operator JI =J, on C* is given by J, @ J,.
For m = 3 we set ]6+ = (J, )®4 to select Cl('sF ~ My(H) inside Clg, and
Jg = (J,H%* to select Clg =~ Mg(R).

Finally, for m = 4 the operator Jg+ =Jg = (J2+ )88 selects the two isomorphic
real forms CléIE c Clg. (]

The signs for the squares (Jni)2 are listed in Table 4.2. The isomorphisms between
the odd- and even-dimensional cases are illustrated by the fact that

(Simy 1) = (J3)*

with periodicity eight. We also indicated the commutation between Jni and odd
elements in CliE and between Jni and the chirality operator ~,1. For the derivation
of the former note that for n even J;£ commutes with all elements in CL, whereas
for n odd we follow the proof of Proposition 4.7:
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Table 4.2 The real and quaternionic structures on the irreducible representations of Cl,, that select
CIF via (4.1.4) for n even and (CIF)? via (4.1.5) for n odd

n 1 2 3 4 5 6 7 8
(JH)? ==+1 1 1 -1 -1 —1 —1 1 1
(J7)? =1 1 -1 —1 -1 -1 1 1 1
Jox = (£DxJ7, xodd -1 1 1 1 -1 1 1 1
I g1 = (D Y1 I -1 1 -1 1

For later reference, we also indicated the commutation or anti-commutation of J,,~ with the chirality
operator ;41 defined in Definition 4.5 and odd elements in (Cl,:f)l C le

e n = 1:J| is equal to J; , which is given by J;; (z) = z for z € C, and (4.1.5)
selects (Cll_)0 ~ Rin Cl; =~ C. Thus, the remaining part (Cll_)1 ~ iR so that
odd elements x € (Cll_)1 anti-commute with J;".

e n = 3: J; isequal to J, , which is given by the standard quaternionic structure
on C2. It then follows that all of Cl; ~ H @ H commutes with Jy .

e n = 5:in this case J5 is equal to J, , which is two copies of J, . This selects
(CI5)Y > My(H) in CI = M4(C). Again, the remaining part (Cl3 )" = i M, (H)
so that odd elements x € (Cls_)0 anti-commute with J5 .

e n=7:J; isequalto Jg , whichis given by component-wise complex conjugation
of vectors in C8. It follows that all of Cly >~ Mg(R) ® Mg(R) commutes with J; .

Finally, in the even case n = 2m the (anti)-commutation between the chirality
operator y,41 and the anti-linear operator J, depends only on the power of the
factor i"”. Indeed, the even product of ¢;’s in Definition 4.5 already commutes with
J,,~, so that the signs (—1)" for n = 2m follow from

Joim = (="

The last three rows of Table 4.2 give precisely the sign table that appears for real
spectral triples below, where n is the corresponding KO-dimension, and hence coin-
cide with Table 3.1 of Definition 3.1. We will now slowly move to the spin manifold
case, tracing KO-dimension back to its historical roots.

4.2 Riemannian Spin Geometry

We here give a concise introduction to Riemannian spin manifolds and work towards
a Dirac operator. For convenience, we restrict to compact manifolds.
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4.2.1 Spin Manifolds

The definition of Clifford algebras can be extended to Riemannian manifolds, as we
will now explain. First, for completeness we recall the definition of a Riemannian
metric on a manifold.

Definition 4.8 A Riemannian metric on a manifold M is a symmetric bilinear form
on vector fields I'(T M)

g:T(TM) x T(TM) — C(M)

such that

(1) g(X,Y) isareal function if X and Y are real vector fields;
(2) gis C(M)-bilinear:

g(f X, Y) =g(X, fY) = fg(X,Y); (f € C(M));

(3) g(X, X) > 0 for all real vector fields X and g(X, X) = 0 if and only if X = 0.

The non-degeneracy condition (3) allows us to identify ['(TM) with
QL. (M) =T(T*M).

A Riemannian metric g on M gives rise to a distance function on M, given as an
infimum of path lengths

1

dy(x,y) = igf /g(‘y(t), y@)dt :y(0) =x,y(1) =y . (4.2.1)
0

Moreover, the inner product that g defines on the fibers T, M of the tangent bundle
allows us to define Clifford algebras at each point in M as follows. With the inner
product at x € M given explicitly by g, (Xy, Yy) := g(X, Y)|x we consider the
quadratic form on 7, M defined by

Qg(Xx) = gx(XXv X5).

We can then apply the construction of the Clifford algebra of the previous section to
each fiber of the tangent bundle. At each point x € M this gives rise to Cl(Tx M, Q)
and its complexification CI(Tx M, Q ). When x varies, these Clifford algebras com-
bine to give a bundle of algebras.

Definition 4.9 The Clifford algebra bundle C1* (T M) is the bundle of algebras
CI(T:M, Qg), with the transition functions inherited from 7'M . Namely, transition
functions on the tangent bundle are given foropen U,V C M by tyy : UNV —
SO (n) where n = dim M. Their action on each fiber 7, M can be extended to
CI(T: M, Q) by
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Vv - v >ty (V1) -ty v (Vg); 1, ..., v € Ty M).

The algebra of continuous real-valued sections of CI*(TM) will be denoted by
Clifft (M) = T'(CI(TM)).

Similarly, replacing Q4 by —Q,, we define Cliff ~ (M) as the space of sections
of CI™ (TM).

Finally, we define the complexified algebra

Cliff (M) := Cliff " (M) ®g C,

consisting of continuous sections of the bundle of complexified algebras CI(T' M),
which is defined in a similar manner.

Let us determine local expressions for the algebra Cliff * (M). If {x*}" _ | are local

coordinates on a chart U of M, the algebra of sections of CLiff*(M)|y is generated
by 7, with relations

VYo + WV = 2Guws “4.2.2)

with g, = g(0,,, 0,). After choosing an orthonormal basis for I'(TM) |y with respect
to the metric g, at a point of U this relation reduces precisely to the relation (4.1.2).

Let us see if we can import more of the structure for Clifford algebras explored
so far to the setting of a Riemannian manifold. First, recall that

Clow = My (C),  C1,., = M, (C).

Another way of phrasing this is to say that the (even parts of the) Clifford algebras
Cl, are endomorphism algebras End(C2"). The natural question that arises in the
setting of Riemannian manifolds is whether or not this holds for all fibers of the
Clifford algebra bundle, in which case it would extend to a global isomorphism of
algebra bundles.

Definition 4.10 A Riemannian manifold is called spin® if there exists a vector bundle
S — M such that there is an algebra bundle isomorphism

CI(TM) ~ End(S) (M even-dimensional),
CHTM)° ~ End(S) (M odd-dimensional).

The pair (M, S) is called a spin® structure on M.

Ifaspin® structure (M, S) exists wereferto S as the spinor bundle and the sections
in I"(S) as spinors. Using the metric and the action of Cliff (M) by endomorphisms
on I'(S) we introduce the following notion.

Definition 4.11 Let (M, S) be a spin® structure on M. Clifford multiplication is
defined by the linear map
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c: QL (M) x T(S) — I'(8);
(W, ) > oy,
where w* is the vector field in I'(T M) corresponding to the one-form w € QjR(M )

viathe metric g. This vector field acts as an endomorphism on I' () via the embedding
[(TM) < Cliff* (M) C I" End(S).

In local coordinates on U C M, we can write w|y = w,dx" withw, € C(U) so
that Clifford multiplication can be written as

cWly =cw, Vv =w, (V' Dlu: @ eT(9),

with v# = g, and =, as in (4.2.2) but now represented as endomorphisms on the
fibers of S. The appearance of v* comes from the identification of the basis covector
dxt e QL}R(MNU with the basis vector 9, € I'(T M)|y using the metric, which is
then embedded in Cliff ™ (M). That is, we have

dxiy = g0, )p

as (non-degenerate) maps from T, M to C with p € U C M.
Recall that if M is compact, then any vector bundle carries a continuously varying
inner product on its fibers,

(,):T(S) xI'(S) = C(M).

Exercise 4.6 Use a partition of unity argument to show that any vector bundle on a
compact manifold M admits a continuously varying inner product on its fibers.

Definition 4.12 The Hilbert space of square-integrable spinors L*(S) is defined as

the completion of I'(S) in the norm corresponding to the inner product

(W1,4n) = /(1/)1,¢2)(X)«/§dx,

M
where /gdx is the Riemannian volume form.

Recall that in the previous subsection we selected the real Clifford algebras ClgE as
subalgebras in Cl,, that commute with a certain anti-linear operator Jni. We now try
to select Cliff=(M) c CIliff (M), considered as endomorphisms on I'(S), through a
globally-defined operator Jys : I'(S) — I'(S), so that

(Iu)(x) = JE @),
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for any section ¢ € I'(S), where n = dim M. Such a global operator does not always
exist: this gives rise to the notion of a spin manifold. It is conventional to work with
J, to select Cliff (M) C CIliff (M), making our sign Table 4.2 fit with the usual
definition of KO-dimension in noncommutative geometry.

Definition 4.13 A Riemannian spin® manifold is called spin if there exists an anti-
unitary operator Jys : I'(S) — I'(S) such that:

(1) Jp commutes with the action of real-valued continuous functions on I'(S);
(2) Jy commutes with CLiff =~ (M) (or with Cliff ~(M)? in the odd case).

We call the pair (S, Jyr) a spin structure on M and refer to the operator Jj; as the
charge conjugation.

If the manifold M is even dimensional, we can define a grading

) (x) = M1 (@) W € T(S)).

Then, the sign rules of Table 4.2 for the square of J, and the (anti)-commutation of
J, with v,41 and odd elements in Cl;; hold in each fiber of I"(S). Hence, we find
that also globally

Jy=¢ Jux=¢xiy; (x € (CHE~ (M), Juym = "vuIu,

with €, €, €’ € {£1} being the signs in Table 4.2 with n = dim M modulo eight.
This will be crucial for our definition of a real spectral triple in the next section,
where these signs determine the KO-dimension of a noncommutative Riemannian
spin manifold.

4.2.2 Spin Connection and Dirac Operator

The presence of a spin structure on a Riemannian manifold allows for the construction
of a first-order differential operator that up to a scalar term squares to the Laplacian
associated to g. This is the same operator that Dirac searched for (with success) in his
attempt to replace the Schrodinger equation by a more general covariant differential
equation in Minkowski space. The Dirac operator that we will describe below is
the analogue for Riemannian spin manifolds of Dirac’s operator on flat Minkowski
space. In order to allow for differentiation, we will restrict to smooth, rather than
continuous sections.

Definition 4.14 A connection on a vector bundle E — M is given by a C-linear
map on the space of smooth sections:

V:T®(E) - QL(M) ®conrn T°(E)
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that satisfies the Leibniz rule
V(fp) =V +df ®@n  (f € C(M),n e I(E)).
The curvature QF of V is defined by the C>°(M)-linear map
QF 1= V2 T®(E) — Q*(M) ®comny T(E).

Finally, if (-, -) is a smoothly varying (i.e. C°°(M)-valued) inner product on I'*°(E),
a connection is said to be hermitian, or compatible if

(Vo, ')+, V') =d(n,ny; (g0 € T(E)).

Equivalently, when evaluated on a vector field X € I'*°(T M) a connection gives
rise to a map

Vx : T°(E) = I'™°(E).
More precisely, the relation with the above definition is given by
Vx (1) == V(i (X),
for all X € I'*°(T' M) and ny € I'°°(E). The corresponding curvature then becomes
QE(X,Y) =[Vx, Vy] — Vix.v1 (X,Y e T®(TM)), (4.2.3)

i.e. it is a measure of the defect of V to be a Lie algebra map.

Example 4.15 Consider the tangent bundle 7M — M on a Riemannian manifold
(M, g). A classical result s that there is a unique connection on 7 M thatis compatible
with the inner product g on I'(T M), i.e.

(VxY, Z) +(Y,VxZ) = X({Y, Z))
and that is torsion-free, i.e.
VxY —VyX =[X,Y]; (X,Y eI'(TM)).

This connection is called the Levi—Civita connection and can be written in local
coordinates {x“}Z:1 onachart U C M as V(0,) = I dxt ® O, Or
Vau (81/) = Fﬁyaf@-

The C*°(U)-valued coefficients FZV are the so-called Christoffel symbols and

torsion-freeness corresponds to the symmetry I'jj,, =I') .
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Recall also the definition of the Riemannian curvature tensor on (M, g) as the
curvature of the Levi—Civita connection, i.e.

R(X,Y)=[Vx,Vyl=Vixy e '(EndTM),
which is indeed a C°*°(M)-linear map. Locally, we have for its components
Ryuvix == g(a/u ROk, O\)0y).

The contraction R,y := g"" R, is called the Ricci tensor, and the subsequent
contraction s := g”)‘ R,) € C°°(M) is the scalar curvature.

Similar results hold for the cotangent bundle, with the unique, compatible, torsion-
free connection thereon related to the above via the metric g.

Definition 4.16 If V¥ is a connection on a vector bundle E, the Laplacian associated
to V£ is the second order differential operator on E defined by

AF = —Try(Ve1l+1® VE)o VE  T®(E) — I'™(E),
where

Ve1+1®VE:Ql (M) ®coun I®(E)
— QL (M) ®cxu) QL (M) @co ) T(E)

is the combination of the Levi—Civita connection on the cotangent bundle with
the connection V£ and Tr, is the trace associated to g mapping QL (M) ®co(u)
QM) — Cc*(Mm).

Locally, we find
E EvE E
A" = —gf“’(VH v, =TI, V..

[

If M is a Riemannian spin® manifold, then the above Levi—Civita connection can be
lifted to the spinor bundle. First, choose a local orthonormal basis for T M| :

{Elv e En}fOI‘ 1—‘(T]WNU : g(Ea, Eh) = Oab-

The corresponding dual orthonormal basis of 7% M|y is denoted by #¢. We can then
write the Christoffel symbols in this basis, namely by

VE, =:T},dx" ® Ep
on vector fields, and on one-forms by

VO = —I,dx" @ 0.
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The local orthonormal basis for T M|y allows us to write Clifford relations for
(globally) fixed matrices v*:

’y”’yb + 'ybw" = 249b. (a,b=1,...,n). 4.2.4)

Definition 4.17 Let M be a spin® manifold. The spin connection VS on the spinor
bundle S — M is given as the lift of the Levi—Civita connection to the spinor bundle,
written locally as

1~
VSp(x) = (8;,, - Zrﬁav“w,) Y().

Proposition 4.18 If M is a spin manifold and Jy is the corresponding anti-unitary
operator on I'(S), then the spin connection commutes with Jy;.

Proof Observe that the product v%~4? = —(i?)(i7?) is in the even part of the
Clifford algebra Cl,;, since

() (i) + (") iy = —25.

Since by definition the operator J, commutes with the even elements in Cl;; acting
fiberwise on the spinor bundle, the result follows. O

Definition 4.19 Let M be a spin manifold, with spin structure (S, Jps). The Dirac
operator D)y is the composition of the spin connection on S with Clifford multipli-
cation of Definition 4.11:

s i
Dyt 1 T(S) ~> QL (M) ®@cooar) TO(S) —5 T°(S).

In local coordinates, we have
- W 1 b .a
DM¢(X) = -1 aﬂ - Zrua,y Vb ¢(x)

The final result from this subsection forms the starting point for an operator-
algebraic formulation of noncommutative Riemannian spin manifolds.

Theorem 4.20 The operator Dy is self-adjoint on L*(S) with compact resolvent
(i + D)7, and has bounded commutators with elements in C*°(M). In fact

[Dm, f1=—icdf),

so that [[Day, f1ll = I fllLip is the Lipschitz (semi)-norm of f:
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[f(X)—f(y)]_

Il fllLip = su
ip p dg(x, y)

XFEYy

Proof See Note 7 on page 72. (]

4.2.3 Lichnerowicz Formula

Let us come back to the original motivation of Dirac, which was to find an operator
whose square is the Laplacian. Up to a scalar this continues to hold for the Dirac
operator on a Riemannian spin manifold, a result that will turn out to be very useful
later on in our physical applications. For this reason we include it here with proof.

Theorem 4.21 Let (M, g) be a Riemannian spin manifold with Dirac operator Dyy.
Then :
D3 = A5+ ol

in terms of the Laplacian AS associated to the spin connection VS and the scalar
curvature s.

Proof We exploit the local expressions for Dy, AS and s, as the above formula is
supposed to hold in each chart that trivializes S. With Dy = —iy# Vﬁ we compute

Djy = —y'Viy'VS = =41y VIV — A e(V,dx")V]
= =" (VVE =T, V5).

We then use the Clifford relations (4.2.2) to write y#~" = %[7“, 71 4 g*, and
combine this with torsion freedom I'j;, = T}, to obtain

1 1
D121/I — _g;W(VgVS FlijvS) _ 5[,}/#’ ’}/V]VSVS AS 2’7“’YVRS(6/M ay)7
in terms of the Laplacian for V5 on S and the curvature RS thereof. The latter is

given by — 7 R " 4, as one can easily compute from the explicit local form of
VS in Deﬁmtlon 4.17. Thus,

1 vV
D%/[ = AS - gR/yLw{)\V ’71 ’YK'YA
Using the cyclic symmetry of the Riemann curvature tensor in the last three indices,
and the Clifford relations (4.2.2) we find that the second term on the right-hand side
isequal to 7 R,, Ag = ls in terms of the scalar curvature defined in Example 4.15.
O
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4.3 Noncommutative Riemannian Spin Manifolds:
Spectral Triples

This section introduces the main technical device that generalizes Riemannian spin
geometry to the noncommutative world. The first step towards noncommutative
manifolds is to arrive at an algebraic characterization of topological spaces. This
is accomplished by Gelfand duality, giving a one-to-one correspondence between
compact Hausdorff topological spaces and commutative C*-algebras. Let us recall
some definitions.

Definition 4.22 A C*-algebra A is a (complex) x-algebra (Definition 2.1) that is
complete with respect to a multiplicative norm (i.e. ||ab|| < ||a||||b] foralla,b € A)
that satisfies the C*-property:

2
la*all = llal”.

Example 4.23 The key example of a commutative C*-algebra is the algebra C(X)
for a compact topological space X. Indeed, uniform continuity is captured by the
norm

£l = sup{lf(x)| : x € X}

and involution defined by f*(x) = f(x). This indeed satisfies || f* f|| = || f1I%.

Example 4.24 Another key example where A is noncommutative is given by the -
algebra of bounded operators 5(H) on a Hilbert space H, equipped with the operator
norm.

The following result connects with the matrix algebras of Chap. 2.

Proposition 4.25 [f A is a finite-dimensional C*-algebra, then it is isomorphic to a
matrix algebra:

N
A~ @ M,,(C).
i=1

Proof See Note 9 on page 72. (I

In Chap. 2 we defined the structure space of a x-algebra A to consist of (equivalence
classes of) irreducible representations of A. Let us extend this definition to C*-
algebras.

Definition 4.26 A representation of a C*-algebra A is a pair (H, w) where H is a
Hilbert space and 7 is a x-algebra map

T A— B(H).
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A representation (H, ) is irreducible if H # 0 and the only closed subspaces in H
that are left invariant under the action of A are {0} and H.

Two representations (M1, 1) and (Ho, mp) of a C*-algebra A are unitarily equiv-
alent if there exists a unitary map U : H; — H; such that

m(a) = U*mp(a)U.

Definition 4.27 The structure space AofacC *-algebra A is the set of all unitary
equivalence classes of irreducible representations of A.

In Chap.4 we considered the commutative matrix algebra C¥ whose structure
space was the finite topological space consisting of N points. Let us sketch the
generalization to compact Hausdorff topological spaces, building towards Gelfand
duality. As a motivating example, we consider the C*-algebra C(X) for a compact
Hausdorff topological space X (cf. Example 4.23). As this C*-algebra is commu-
tative, a standard argument shows that any irreducible representation 7 of C(X) is
one-dimensional. In fact, any such 7 is equivalent to the evaluation map ev, at some
point x of X, given by

evy : C(X) = C;
[ f).

Being a one-dimensional representation, ev, is automatically an irreducible repre-
sentation. It follows that the structure space of C (X) is given by the set of points of X.
But more is true, as the topology of X is also captured by the structure space. Namely,
since in the commutative case the irreducible representations are one-dimensional
7w : A — C the structure space can be equipped with the weak *-topology. That is
to say, for a sequence {m,}, in A\, m, converges weakly to 7 if m,(a) — m(a) for all
aeA.

We state the main result, generalizing our finite-dimensional version of Sect. 2.1.1
to the infinite-dimensional setting.

Theorem 4.28 (Gelfand duality) The structure space A of a commutative unital
C*-algebra A is a compact Hausdorff topological space, and A ~ C (X) via the
Gelfand transform

acAracA;  alm =m.

Moreover, for any compact Hausdorff topological space X we have
C/(?) ~ X.

Proof See Note 10 on page 72. (I

The next milestone which we need to reach noncommutative Riemannian
spin geometry is the translation of the Riemannian distance (4.2.1) on a compact
Riemannian spin manifold into functional analytic data. Indeed, we will give an
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Fig. 4.1 The translation of

the distance between points f
x,yin M to a formulation in

terms of functions of slope

<1
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alternative formula as a supremum over functions in C*°(M). The translation from
points in M to functions on M is accomplished by imposing that the gradient of the
functions is less than 1 (see Fig.4.1). This is a continuous analogue of Theorem 2.18.

Proposition 4.29 Let M be a Riemannian spin‘-manifold with Dirac operator Dyy.
The following formula defines a distance between points in C(M) >~ M:

dx,y)= sup {|[f(x) = fOI:I[Dm, f1=1}.

feC=(M)

Moreover, this distance function d coincides with the Riemannian distance function
d
g-

Proof First, note that the relation || f|lLip = [[Dm, f1Il < 1 (cf. Theorem 4.20)
already ensures that d(x, y) < d4(x, y). For the opposite inequality we fix y € M
and consider the function f; y(z) = dy(z, y). Then || f,, yllLip < 1 and

d(x,y) > |fg,y(x) - fg,y()’)| = dg(xv ),

as required. ]

Thus, we have reconstructed the Riemannian distance on M from the algebra
C°° (M) of functions on M and the Dirac operator Dy, both acting in the Hilbert
space LZ(S) of square-integrable operators. Note that the triple (C*° (M), L2(S), D)
consists of mere functional analytical, or ‘spectral’ objects, instead of geometrical.
Upon allowing for noncommutative algebras as well, we arrive at the following
spectral data required to describe a noncommutative Riemannian spin manifold.

Definition 4.30 A spectral triple (A, H, D) is given by a unital x-algebra A repre-
sented as bounded operators on a Hilbert space H and a self-adjoint operator D in
‘H such that the resolvent (i + D)_l is a compact operator and [D, a] is bounded for
eacha € A.

A spectral triple is even if the Hilbert space H is endowed with a Z;-grading vy
such that ya = ay and YD = —D~.

A real structure of KO-dimension n € Z/8Z on a spectral triple is an anti-linear
isometry J : H — 'H such that
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Table 4.3 The KO-dimension n of a real spectral triple is determined by the signs {e, €/, €’}
appearing in J> = ¢, JD =¢'DJ and Jy = &"vJ

n 0 1 2 3 4 5 6 7

1 1 -1 -1 -1 -1 1 1
e 1 -1 1 1 1 -1 1 1
e’ 1 -1 1 —1

JP=¢, JD=¢DJ, Jy=¢c"yJ (evencase),

where the numbers ¢, ¢/, e” € {—1, 1} are given as a function of n modulo 8, as they
appear in Table 4.3.

Moreover, with b0 = Jb*J~! we impose the commutant property and the order
one condition:

[a,b°1=0, [[D,al,b’1=0; (a,be A. (4.3.1)

A spectral triple with a real structure is called a real spectral triple.

Remark 4.31 The notation (A, H, D) is chosen to distinguish a general spectral
triple from the finite spectral triples considered in Chaps. 2 and 3, which were denoted
as (A, H, D).

The basic example of a spectral triple is the canonical triple associated to a
compact Riemannian spin manifold:

e A = C°(M), the algebra of smooth functions on M;

e H = L?(S), the Hilbert space of square integrable sections of a spinor bundle
S — M;

e D = Dy, the Dirac operator associated to the Levi—Civita connection lifted to
the spinor bundle.

The real structure J is given by the charge conjugation Jj; of Definition 4.13. If
the manifold is even dimensional then there is a grading on H, defined just below
Definition 4.13. Since the signs in the above table coincide with those in Table 4.2,
the KO-dimension of the canonical triple coincides with the dimension of M.

Example 4.32 The tangent bundle of the circle S! is trivial and has one-dimensional
fibers, so that spinors are given by ordinary functions on S'. Moreover, the Dirac
operator Dg1 is given by —id/dt where t € [0, 27), acting on C*®(S!) (which
is a core for Dgi). The eigenfunction of Dgi are the exponential function e/
with eigenvalues n € Z. As such, (i + DSI)_I is a compact operator. Moreover
[Dsi, f1=df/dt is bounded. Summarizing, we have the following spectral triple:

coraly 720aly 4
(c Sh, LAsY), ldt).
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Note that the supremum norm of a function f € C*°(S!) coincides with the operator
norm of f considered as multiplication operator on L?(S'). A real structure is given
by complex conjugation on L2(S'), making the above a real spectral triple of KO-
dimension 1.

Example 4.33 Since the tangent bundle of the torus T2 is trivial, we have CLiff (T?) ~
C (']I‘z) ® Cl;. As a consequence, the spinor bundle is trivial, § = T2 x C2, and
L*(S) = L?*(T?) ® C2. The generators ! and 4 are given by

(B » (01

which satisfy (4.2.4). The chirality operator is then given by

) “10
2 = —iy'y? = ( 0 1),

and the real structure J that selects Cl; C Cly is

-()-()

Finally, the Dirac operator on T? is

. 0 —01 — 10
DT2=_’7/8M=(81—1'82 10 l 2)'

The eigenspinors of D2 are given by the vectors

elnin+nan)
+ . ; i .
Gy ony (115 12) 7= 4 dmtng yi(niti+nat) | ; (n1,n2 € Z),

V2T s

with eigenvalues :t,/n% + n% Again, this ensures that (i + Dp2)~" is a compact

operator. For the commutator with a function f € C*(T?) we compute

_ 0 —O1f —idf
[DTZ,f]_(a]f—l.azf 0 )7

which is bounded because 0; f and 0, f are bounded. The signs in the commutation
between Jr2, D2 and 2 makes the following a spectral triple of KO-dimension 2:

(C°°(T2), L3(T?) ® C2, Do Jpo, Wz) .
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Other examples are given by finite spectral triples, discussed at length—and
classified—in Chap. 2. Indeed, the compact resolvent condition is automatic in finite-
dimensional Hilbert spaces; similarly, any operator such as [D, a] is bounded as in
this case also D is a bounded operator.

Definition 2.24 encountered before in the context of finite spectral triples can be
translated verbatim to the general case:

Definition 4.34 Two spectral triples (A, H1, D) and (A3, Hy, Dy) are called uni-
tarily equivalent if A; = Aj and if there exists a unitary operator U : H; — Haz
such that

Umi(@U* =m(a);  (a €A,
UD\U* = Ds,

where we have explicitly indicated the representations m; of A; on H; (i = 1, 2).

Corresponding to the direct product of manifolds, one can take the product of
spectral triples as follows (see also Exercise 2.24). Suppose that (A1, H1, D1; 71, J1)
and (Ay, Ha, Dy; 72, J2) are even real spectral triples, then we define the product
spectral triple by

A=A ® As;
H="H; ®Hy;
D=D1®1+v ® Dy;
7= Q72
J=1® .

If (As, Ha, D2; Jp) is odd, then we can still form the product when we leave out ~.
Note that D? = D% ® 1+ 1 ® D2, since the cross-terms vanish due to the fact that
YD1 = —Di.

Example 4.35 Inthe physical applications later in this book (Chap. 8 and afterwards)
we are mainly interested in almost-commutative manifolds which are defined as
products of a Riemannian spin manifold M with a finite noncommutative space F.
More precisely, we will consider

M x F := (C¥(M), L*(S), Duts Ju, vu) ® (Ar, Hr, Drs Jp, vF),

with (Af, Hr, DF; Jr,yr) as in Definition 2.19. Note that this can be identified
with:

MxF = (C®(M, Af), L*(S®(M x HF)), Dy®@1+yu®@DF; Ju®JF, ym®r),

in terms of the trivial vector bundle M x Hr on M.
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Returning to the general case, any spectral triple gives rise to a differential calculus.
This generalizes our previous Definition 2.22 for the finite-dimensional case. Again,
we focus only on differential one-forms, as this is sufficient for our applications to
gauge theory later on.

Definition 4.36 The .A-bimodule of Connes’ differential one-forms is given by
Qp(A) = [Zak[D, bil : ax, by € A] :
k

and the corresponding derivation d : A — Q' (A) is given by d = [D, -].

Exercise 4.7 (1) In the case of a Riemannian spin manifold M, verify that we can
identify Q})M (C®°(M)) ~ Q;R (M), the usual De Rham differential one-forms.
(2) In the case of an almost-commutative manifold M x F, verify that we have

el imeny (COM, AR) ~ Qi (M, Ap) & C*(M, Qp, (AF)).

4.3.1 Commutative Subalgebra

In general, given a real spectral triple (A, H, D; J) we can construct a spectral triple
on some commutative subalgebra of .4, derived from this data. Indeed, set

Aj:={aeA:al =Ja*}.

As we will see shortly, this is a complex subalgebra, contained in the center of A
(and hence commutative). Later, in Chap. 8, this subalgebra will turn out to be very
useful in the description of the gauge group associated to any real spectral triple.

Proposition 4.37 Let (A, H, D; J) be a real spectral triple. Then

(1) Ay defines an involutive commutative complex subalgebra of the center of A.
(2) (Ay,H, D; J) is a real spectral triple.
(3) Anya € Aj commutes with the algebra generated by the sums Zj a;j[D,b;] e

QL (A) withaj, b; € A

Proof (1) If a € Ay then also Ja*J~! = (JaJ~")* = q, since J is isometric.
Hence, A is involutive. Moreover, for all a € A; and b € A we have [a, b] =
[Ja*J~!, b] = 0 by the commutant property (4.3.1). Thus, A; is in the center of A.

(2) Since A is a subalgebra of A, all conditions for a spectral triple are automat-
ically satisfied.
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(3) This follows from the order-one condition (4.3.1):
la,[D,b]] = [Ja*]~',[D,b]] =0,

fora e Ajand b € A. O

Example 4.38 1In the case of a Riemannian spin manifold M with real structure Jj,
given by charge conjugation, one checks that

C®(M);, = C®(M).

More generally, under suitable conditions on the triple (A, H, D;J) the
spectral triple (A, H, D) is a so-called commutative spin geometry. Then, Connes’
Reconstruction Theorem (cf. Note 13 on page 72) establishes the existence of a com-
pact Riemannian spin manifold M such that there is an isomorphism (A, H, D) >~
(C®(M), L>(S ® E), D). The spinor bundle S — M is twisted by a vector bun-
dle E — M and the twisted Dirac operator is of the form Dg = Dy + p with
p € T*°(End(S ® E)).

Notes

Section 4.1 Clifford Algebras

1. In our treatment of Clifford algebras, we stay close to the seminal paper by
Atiyah, Bott and Shapiro [1], but also refer to the standard textbook [2] and the
book [3, Chap. 5]. We also take inspiration from the lecture notes [4, 5].

2. The definition of a quadratic form given here is equivalent with the usual def-
inition, which states that Q is a quadratic form if Q(v) = S(v, v) for some
symmetric bilinear form § (cf. Exercise 4.1). This is shown by Jordan and von
Neumann in [6].

3. The periodicity eight encountered for the real Clifford algebras Cl,f is closely
related to the eightfold periodicity of KO-theory [7]. The periodicity two encoun-
tered for the complex Clifford algebras Cl,, is closely related to Bott periodicity
in K-theory [8].

Section 4.2 Riemannian Spin Geometry

4. A standard textbook on Riemannian geometry is [9]. For a complete treatment of
Riemannian spin manifolds we refer to e.g. [2, 10]. A noncommutative approach
to (commutative) spin geometry can be found in [3, Chap. 9] or [4, 11].

5. In Definition 4.10 a Riemannian manifold is said to be spin® if C(T M) =~
End(S) (even case). Glancing back at Chap. 2 we see that Cl,, is Morita equivalent
to C (n even). With Definition 6.9 of the next Chapter, we conclude that a
manifold is spin¢ precisely if Cliff(M) is Morita equivalent to C(M). This is
the algebraic approach to spin® manifolds laid out in [3, Sect. 9.2].
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6. Justas for the Levi—Civita connection on the tangent bundle, there is a uniqueness
result for the spin connection on spin manifolds, under the condition that V}S(
commutes with Jjs for real vector fields X and that

VS (c)y) = c(Va)d + c@)V5¢;  (w € QL(M), p € TX(S)),

where V is the Levi—Civita connection on one-forms. See for example [3, The-
orem 9.8].

7. A proof of Theorem 4.20 can be found in [12, Sect. VI.1] (see also [3, Theorem
11.1]).

Section 4.3 Noncommutative Riemannian Spin Manifolds: Spectral Triples

8. A complete treatment of C*-algebras, their representation theory and Gelfand
duality can be found in [13] or [14].
9. A proof of Lemma 4.25 can be found in [14, Theorem 11.2].

10. A proof of Theorem 4.28 can be found in e.g. [13, Theorem I11.2.2.4] or [14,
Theorem 3.11].

11. Spectral triples were introduced by Connes in the early 1980s. See [12, Sect.
IV.2.5] (where they were called unbounded K -cycles) and [15].

12. The distance formula appearing in Proposition 4.29, as well as the proof of this
Proposition can be found in [12, Sect. VI.1]. Moreover, it extends to a distance
formula on the state space S(A) of a C*-algebra A as follows. Recall that a linear
functional w : A — C is a state if it is positive w(a*a) > 0 for all non-zero
a € A, and such that w(1) = 1. One then defines a distance function on S(A)
by [15]

d(wy, w2) = sup {lwi(a) — w2(a)| : |I[D,alll < 1}.

acA

It is noted in [16, 17] that this distance formula, in the case of locally compact
complete manifolds, is in fact a reformulation of the Wasserstein distance in the
theory of optimal transport. We also refer to [18-20].

13. Proposition 4.29 establishes that from the canonical triple on a Riemannian spin
manifold M one can reconstruct the Riemannian distance on M. As a matter
of fact, there is a reconstruction theorem for the smooth manifold structure of
M as well [21]. It states that if (A, H, D; J, ) is a real spectral triple with A
commutative, then under suitable conditions [22] there is a Riemannian spin
manifold (M, g) with spin structure (S, Jys) such that (A, H, D; J, ) is given
by (C*°(M), L2(S), Dys; Jy, vYur) (see also the discussion in [3, Sect. 11.4]).

14. Real spectral triples as defined in Definition 4.30 are noncommutative gener-
alization of Riemannian spin manifolds. An immediate question that arises is
whether noncommutative generalizations of Riemannian spin® manifolds, or
even just Riemannian manifolds can be defined. In fact, building on the alge-
braic approach to defining spin® manifolds as in [3] (as also adopted above) the
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15.

16.

17.

authors [23] introduce such noncommutative analogues. For earlier attempts,
refer to [24].

Products of spectral triples are described in detail in [25], and generalized to
include the odd case as well in [26].

The differential calculi that are associated to any spectral triple are explained in
[12, Sect. VI.1] (see also [27, Chap. 7]).

The definition of the commutative subalgebra A, in Sect.4.3.1 is quite sim-
ilar to the definition of a subalgebra of A defined in [28, Prop. 3.3] (cf. [29,
Prop. 1.125]), which is the real commutative subalgebra in the center of .4 con-
sisting of elements for which aJ = Ja. Following [30] we propose a similar
but different definition, since this subalgebra will turn out to be very useful for
the description of the gauge group associated to any real spectral triple.
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Chapter 5
The Local Index Formula in Noncommutative
Geometry

In this chapter we present a proof of the Connes—Moscovici index formula, expressing
the index of a (twisted) operator D in a spectral triple (A, H, D) by a local formula.
First, we illustrate the contents of this chapter in the context of two examples in the
odd and even case: the index on the circle and on the torus.

5.1 Local Index Formula on the Circle and on the Torus

5.1.1 The Winding Number on the Circle

Consider the canonical triple on the circle (Example 4.32):

(C“(Sl), L*SY, Dy = _i%) .

The eigenfunctions of Dg; are givenforanyn € Zbye,(t) = €™ wherer € [0, 27).
Indeed, Dgie, = ne, and {e, }, <7 forms an orthonormal basis for L?(S"). We denote
the projection onto the non-negative eigenspace of Dgi by P, i.e.

Peo. — | ifn>0
€n 0 otherwise

This is equivalent to defining P = (1 4+ F)/2, where F = Dg1|Dg1 | =1 (defined to
be 41 on ker Dg1). Concretely, F is the Hilbert transform:

F (Z wnen(t)) == tnen+ D tnen,
nez n<0 n>0

with complex coefficients 1, (n € Z).
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Let u be a unitary in C(Sh, say u = e, for some m € 7Z. The index we are
interested in is given by the difference between the dimensions of the kernel and
cokernel of PuP : PL%(S') — PL%(Sh):

index PuP = dimker PuP — dimker Pu™P.

Indeed, Im T+ = ker 7* for any bounded operator. We wish to write this index as a
local, integral expression. First, we check that the index is well defined by noting that
Pu P has finite-dimensional kernel and cokernel. In fact, the kernel of PuP (with
u = ey) consists of =" _Upe, € PL2(S") such that

P Z?/)nem_,_n =0.

n>0

In other words, the kernel of Pu P consists of linear combinations of the vectors
€o, ..., e_m+1 form < 0. We conclude that dimker PuP =mifm < 0.If m > 0
then this dimension is zero, but in that case dim ker Pu* P = m. In both cases, and
also in the remaining case m = 0, for u = e,, we find that

index PuP = —m.

Exercise 5.1 [n this exercise we show that index Pu P is well defined for any unitary
ue C®(Sh.

(1) Show that [F, ey] is a compact operator for any m € Z.

(2) Show that [F, f] is a compact operator for any function f = Y faen €
C®(S) (convergence is in sup-norm).

(3) Atkinson’s Theorem states that an operator is Fredholm (i.e. has finite kernel
and cokernel) if it is invertible modulo compact operators. Use this to show that
PuP is a Fredholm operator.

On the other hand, we can compute the following zeta function given by the trace
(taken for simplicity over the complement of ker Dg;1):

Tr (u*[DSI, ul| Dg1 |*2H) — mTr |Dgi| "%~ = 2mc (1 + 22),

since [ Dg1, u] = mu foru = e,,. Here ((s) is the well-known Riemann zeta function.
Since ((s) has a pole at s = 1, we conclude that

index PuP = —res.—o Tr (u"[Dg1, ull D |757").
This is a manifestation of the noncommutative index formula in the simple case of

the circle, expressing the winding number m (cf. Fig.5.1) of the unitary u = e, as
a ‘local’ expression. In fact,
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Fig. 5.1 Themape, :t €
[0, 27) > €™ winds m times
around the circle; this winding
number is (minus) the index
of the operator Pe,, P

1
res;,—o Tr (u*[Dgl, u]| D |_2Z_1) = Z—/M*du
i
Sl

as one can easily check. The right-hand side is indeed a local integral expression for
the (global) index of PuP.

In this chapter, we generalize this formula to any (odd) spectral triple, translating
this locality to the appropriate algebraic notion, namely, in terms of cyclic cocycles.

Exercise 5.2 Prove the following index formula, for a unitary u = ey, say, with
m < 0:

1
index PuP = - Tr F[F, u*1[F, u].

5.1.2 The Winding Number on the Torus

The same winding number—now in one of the two circle directions—can also be
obtained as an index on the two-dimensional torus, as we will now explain.
Consider the even canonical triple on the 2-dimensional torus (Example 4.33):

002y 72 m2 2 _ 0 —-01—id
(C (T),L(T)@C,DTz—(al_iaz 0 ))

The eigenspinors of D2 are given by the vectors
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1 elnintnan)
4 it yi(niti+nat) | ; (ny1,ny € 7),

V2T e

with eigenvalues +,/ n% + n%

Instead of unitaries, we now consider projections p € C°(T?) or rather, pro-
jections in matrix algebras with entries in C*°(T?). Indeed, there are no non-trivial
projections p in C(T?): a continuous function with the property p?> = p is automat-
ically 0 or 1. Thus, we consider the following class of projections in M, (C > (T?)):

_ f g+hU*
p—(g+hU 1—f)’ (5.1.1)

+ .
Gy oy (115 12) 7=

where f, g, h are real-valued (periodic) functions of the first variable ¢, and U is a
unitary depending only on the second variable #,, say U (t2) = e, (t2). The projection
property p> = p translates into the two conditions

gh=0, ¢+ =f—f>
A possible solution of these relations is given by
0< f <1 suchthat f(0) =1, f(m) =0,

and then g = X071V f — f2and h = x[r2xv/ f — f2, where xx is the indicator
function for the set X (see Fig.5.2).

The Fredholm operator we would like to compute the index of is p(Dp2 ® In) p,
acting on the doubled spinor Hilbert space L(S) ® C? ~ L*(T?) ® C* ® CZ. This
doubling is due to the fact that we take a 2 x 2 matricial projection. To avoid notation
cluttery, we will simply write D2 for D2 ® Io.

The local index formula which we would like to illustrate on the torus is

index p D2 p = —res;—o Tr (7 (p = 3) [Dp, pIID2, p]IDTz|‘2‘2Z) :

where the trace is both over the matrix indices of p and over the spinor indices.

Proposition 5.1 With U(t2) = e, (t2) and p of the above form, we have
res,—o Tr (A/ (p — 1) [Dp2, pllDr2, p]|DT2|*HZ) = m.

Proof We first prove the following formula, which holds for any F € C*°(T?):

Tr F|Dp2| ™2 = 2F (0, 0)CE(s), (5.1.2)
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b 2r
g h
0.5 0.5
04 04
0.3 0.3
02 0.2
0.1 0.1
T 2r n

Fig. 5.2 Functions f, g, h that ensure that p in (5.1.1) is a projection
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where the trace is over spinor indices, and where (g is the Epstein zeta function,

defined by
Ces)= > (nj+n)~.

ny,n2€”Z

Equality (5.1.2) will be proved in Exercise 5.3. Since (g has a pole at s = 1 with

residue 7, we conclude that
res,—o Tr F|D| ">~ =27 F(0, 0).

Returning to the claimed equality, we compute the trace over spinor indices:

0 ~op —idrp)’
Try (p = 3) [Dy2, pI? = Te(p — 3) (311’ —i0p 0 )

=2i(p = 3) (D1pdrp — B2pd1 p) .

Since ¢ and & in (5.1.1) have disjoint support, g'h = 0, we have

. —hh' f'hU*
alPaZP = _32178117 = —im (f/hU fhh/ ) .

Hence, taking the remaining trace over the indices of the projection, we find
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Fig. 5.3 Winding twice around one of the circle directions on the torus. Let the range of the
projection p be v(t1, t2)s with s € C and v(#1, 1) € C2 varies with (t1,n) € T2. We have drawn
the real and imaginary parts of the first component vy (f; = 37 /4, t)s with 0 < £, < 27 and
—1 < s < 1. The other component v (t; = 37/4, t) is constant

Tr2i(p — 1) (01 pdap — D2pdi p) = 4m (—thh/ hh 4 2f/h2) .

Inserting this back in (5.1.2) we see that we have to determine the value of —2 fhh' +
hh' + 2 f'h? at 0 or, equivalently, integrate this expression over the circle. A series
of partial integrations yields

1 1
(—thh’ k' 2f/h2) )= / —2fhh 4l + 2 = 5 / 31K,
i

™

Inserting the explicit expression of i, we easily determine

2T 1

1

/f/hz _ /(f _ = /<x —dr= L
T 0

Combining all coefficients, including the residue of Epstein’s zeta function, we finally

find 31
IéS;—0 Tr (’Y (P - %) [DT29 p]le’H‘2|72721) = 4mgg’ﬂ' =m,

as required. O

Thus, we recover the winding number of the unitary U, winding m times around
one of the circle directions in T2, just as in the previous subsection. The case m = 2
is depicted in Fig. 5.3; it shows the winding of the range of p in C? at f; = 37 /4 and
with #, varying from O to 27.

The fact that the index of p D2 p is also equal to (minus) this winding number is
highly non-trivial and much more difficult to prove. Therefore, already this simple
example illustrates the power of the Connes—Moscovici index formula, expressing
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the index by a local formula. We will now proceed and give a proof of the local index
formula for any spectral triple.

Exercise 5.3 Prove Eq.(5.1.2) and show that for any function F € C* (T?) we have

Tr F|Dp2| ™% = @/F.
Y
TZ

5.2 Hochschild and Cyclic Cohomology
We introduce cyclic cohomology, which can be seen as a noncommutative general-
ization of De Rham homology.

Definition 5.2 If 4 is an algebra, we define the space of n-cochains, denoted by
C"(A), as the space of (n+1)-linear functionals on A with the property thatif a/ = 1
for some j > 1, then ¢(a®, ..., a") = 0. Define operators b : C"(A) — C"t1(A)
and B : C"t1(A) — C"(A) by

n
bqb(ao, al, .. .,a"hH = Z(—l)jqb(ao, oaladd Tl atth
j=0
+ (D" M@ e, .. am,

n
Bl )2 Sl
Jj=0

Exercise 5.4 Show that b*> =0, B> =0, and bB + Bb = 0.
This means that a cochain which is in the image of b is also in the kernel of b, and
similarly for B. We say that » and B define complexes of cochains

b b nal b

where the maps have the (complex) defining property that composing them gives
zero: b o b = 0 = B o B. This property of b and B being a differential is a crucial
ingredient in cohomology, where so-called cohomology groups are defined as the
quotients of the kernel by the image of the differential. In our case, we have

Definition 5.3 The Hochschild cohomology of A is given by the quotients
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kerb : C"(A) — C"1(A)

HH(A) = 35 C"1(A) = C"(A)’

Elements in kerb : C*(A) — C"t1(A) are called Hochschild n-cocycles, and
elements in Imb : C"~1(A) — C"(A) are called Hochschild n-coboundaries.

Exercise 5.5 (1) Characterize the cohomology group H HO(A) for any algebra A.

(2) Compute HH"(C) for any n > 0.

(3) Establish the following functorial property of HH": if{ : A — B is an algebra
map, then there is a homomorphism of groups ¥* : HH"(B) — HH"(A).

Example 5.4 Let M be a compact n-dimensional manifold without boundary. The
following expression defines an n-cochain on 4 = C*°(M):

Oor fiaee f) =/fodf1-~dfn-
M

In fact, one can compute that b¢p = 0 so that this is an n-cocycle which defines a
class in the Hochschild cohomology group H H" (C*°(M)).

Exercise 5.6 Check that b¢ = 0 in the above example.

Next, we turn our attention to the differential B, and its compatibility with b.
Namely, b and B define a so-called double complex:

e 3y B 2 (a) 2 o) 2 0

b b bT
B

b b

b

The totalization of this double complex by definition consists of the even and odd
cochains:
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k
COdd(A) — @ C2k+1 (A)’
k

and these also form a complex, now with differential b + B:
...iﬁCeV(A)ﬂ)COdd(A)ﬂ)CeV(A)li)...

Definition 5.5 The periodic cyclic cohomology of A is the cohomology of the total-
ization of this complex. That is, the even and odd cyclic cohomology groups are
given by

kerb 4+ B : C®'(A) — C°4(4)
Imb+ B : Cod(A) - CV(A)’
kerb + B : C°4(4) — CV(A)
Imb+ B : C(A) — Cod(A)"

HCP®(A) =

HC P4 =

Elements in ker b + B are called (even or odd) (b, B)-cocycles, and elements in
Im b + B are called (even or odd) (b, B)-coboundaries.

Explicitly, an even (b, B)-cocycle is given by a sequence

(90, 2, ¢4, . ..),

where ¢y € C*(A), and
book + Bdok+2 =0,

for all £ > 0. Note that only finitely many ¢y are non-zero.
Similarly, an odd (b, B)-cocycle is given by a sequence

(91, @3, P5,...),

where ¢y 1 € CFH1(A) and

boakt1 + Booyz =0,

for all k > 0, and also B¢ = 0. Again, only finitely many ¢+ are non-zero.
The following result allows us to evaluate an even (odd) (b, B)-cocycle on a
projection (unitary) in a given x-algebra .A.

Proposition 5.6 Let A be a unital x-algebra.

o Ifp = (P1, ¢3,...) isan odd (b, B)-cocycle for A, and u is an unitary in A, then
the quantity
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1 (e.¢]
(0 u):= rd) DD K e us L u* w)
5 k=0

only depends on the class of ¢ in HC P°%4(A).
e If ¢ = (¢, P2, ...) is an even (b, B)-cocycle for A, and p is an projection in A,
then the quantity

(6, p —¢0(P)+Z( 1)"—¢2k<p 5D P os D)

only depends on the class of ¢ in HC PV (A).

Proof We show that ((b+ B)®, u) = 0 for any even cochain (®g, ®,, ...) and that
((b+ B)®, e) = 0 for any odd cochain (01, O3, ...).
The former equation would follow from

(=D kO, u, .. u* u) + (= Dk — DIBOxy W™, u, ..., u*,u) =0,

for any k > 0. Using the definition of » and B, we compute that indeed:

(— Dkl [®2k(1, Wi, u) + (=D @ (1w, i, u*)]
+ (=Dt = D kO (1, ¥, uy .o u*, w) — kO (1w, u*, ... u, u™)] = 0.

The second claim would follow from

| 2k +2)! 2k

okt
=D (k+ D!

bOys1(p— 3. p...p) + (- 1)"

for any k > 1, and indeed
—2bO1(p — 5. p. p) + BO(p) = 0.

Let us start with the latter, for which we compute

—2[201(p — 3p. ) — O1(p — 5. P)]| + O1(1, p) =
—201(p, p) +201(p, p) — O1(1, p) + ©1(1, p) = 0.

The same trick applies also to the first expression, for any k > 1:

(2k +2)!
(k + 1)!

2k)!
+ (—1)’<(k—,) [k + DOxsi (1, po.... p)] =0,

(— D! [202%41(p = 3P, Do .. P) — Ons1(p — 5. p. ..., )]
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which follows directly from the identity

1@+t @bt _ O
2 (k+ D! 2k + 1) k! =0

Exercise 5.7 Let ¢ € C*(A) be a b-cocycle (i.e. b¢p = 0) that also satisfies the
Jfollowing condition:

(b(ao, al, .. .ak) = (—l)k¢(ak, ao, al, .. .akil),
forall a®, al,...ak € A Show that ©,...,0,9,0,...) (with ¢ at the k’th position)

is a (b, B)-cocycle.

Exercise 5.8 In the example of the circle, show that the odd cochain (¢1, 0,...)on
C>®(S") with (cf. Exercise 5.2)

o' (fO N =T FIF, fOUUF, £, (f° f' e c™(Sh),

is an odd (b, B)-cocycle.

5.3 Abstract Differential Calculus

Starting with a spectral triple, we now introduce a differential calculus. In the case of
the canonical triple of a spin manifold M, this will agree with the usual differential
calculus on M.

Let (A, H, D) be a spectral triple; we assume that D is invertible. We introduce
Sobolev spaces H* as follows:

H® := Dom |D|; (s € R).
These spaces are naturally normed by

€12 = €12 + IIDIEN,

and are complete in this norm. Moreover, for s > ¢t the inclusion H* — H’ is
continuous.

Exercise 5.9 Prove this last statement.
Obviously HO = H, while at the other extreme we have the intersection

H™® = ﬂ HE.

s>0
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Definition 5.7 For each r € R we define operators of analytic order < r to be
operators in H*° that extend to bounded operators from H* to H*~" for all s > 0.
We denote the space of such operators by op”.

In order to find interesting differential operators coming from our spectral triple,
we introduce some smoothness conditions. The first is that the spectral triple is
finitely summable, i.e. there exists p so that | D| ™7 is a trace class operator.

Definition 5.8 A spectral triple (A, H, D) is called regular if A and [D, A] =
{[D, a] : a € A} belong to the smooth domain of §(-) = [| D], -]. That is, for each
k > 0 the operators 6% (a) and 6*([ D, a]) are bounded.

We will denote by B3 the algebra generated by 6% (a), 6*([D, a]) foralla € A and
k> 0.

Definition 5.9 Let (A, H, D) be a finitely-summable regular spectral triple. The
dimension spectrum Sd is the subset of {z € C : N(z) > 0} of singularities of the
analytic functions

G(z) =Trb|D|™%; (b€ B).

We say the dimension spectrum is simple when the functions ( have at most simple
poles.

In our treatment we restrict to finitely-summable, regular spectral triples with
simple dimension spectrum and for which there is a finite number of poles in Sd.

Lemma 5.10 The algebra B maps H™ to itself.

Proof This follows by induction from the identity

ITEI = ITEI* + 11DITE?
2
= ITI21E1% + (11DF~'8(DEl + D' TIDIEN)

for any operator T in the smooth domain of § and any s > 0. (I

We will regard the elements in BB as pseudodifferential operators of order 0, accord-
ing to the following definition.

Definition 5.11 A pseudodifferential operator of order k € Z associated to a regular
spectral triple (A, H, D) is given by a finite sum:

br|DIF 4+ b1 | DIF

where by, by—1,--- € B. We denote the space of pseudodifferential operators of
order k by W*(A, H, D), or simply W (A).

Lemma 5.12 The subspaces W*(A) (k € Z) furnish a Z-filtration on the algebra
W (A) of pseudodifferential operators.



5.3 Abstract Differential Calculus 87

Proof This follows directly from the expression:

ki
k . .
bi| DIt - by| DI =Z( ?)b161<b2)|0|"1+k”. 0
; J
j=0
On this algebra, the map 6(-) = [|D], -] acts as a derivation, preserving the
filtration. For any operator 7" in H we also define the following (iterated) derivation,

V(T)=[D*T];, T®:.=vkT).
Exercise 5.10 Prove that for any P € W (A) we have

V(P) = 26(P)|D|* + §*(P).

Conclude that V : Wk(A) — wk+1(4).

Proposition 5.13 Let P € WX(A). Then P : H*t* — H* is a continuous map.
Hence, such a P has analytic order < k and we have \I’k(A) C opk.

Using this abstract pseudodifferential calculus, we now introduce the functionals
of relevance for the index formula.

Definition 5.14 Let (A, H, D; ~y) be aregular spectral triple. For pseudodifferential
operators X0, X!, ... X? € W(A) and R(z) > 0 define

(X0, x', ... xP), =

(—1)1’? Tr (/ A X0\ =D I X' =D xP (N — D2)_1d)\) .
Tl

Let us show that this expression is well defined, i.e. that the integral is actually
trace class. We first practice with this expression in a special case.

Exercise 5.11 Assume that X/ € Wi (A) commutes with D forall j =0, ..., p.

(1) Use Cauchy’s integral formula to show that

I'z+ p)

—— Tr(7X° - XP| D772,
p:

(X0, x', ..., xP), =

(2) Show that this expression extends to a meromorphic function on C.

This exercise suggests that, in the general case, we move all terms (A — D?)~!
in (X°, X!, ..., XP), to the right. This we will do in the remainder of this section.
First, we need the following result.

Lemma 5.15 Let X € V9(A) and let n > 0. Then for any positive integer k, we
have



88 5 The Local Index Formula in Noncommutative Geometry

A=D»"X =X\ - D"+ nxV(\ - p*H~D

1
+ ”(”T‘f‘)x(z)()\ — DY)~ 4 L

+n(n+1)-~-(n+k)

- XOO =D~ 4 Ry,

where the remainder Ry is of analytic order ¢ — 2n — k — 1 or less.

Proof This follows by repeatedly applying the formula

A=D»'X=XO\-D>»'+[x-D>»7! X]
=XO\=-D»"'+ O -D>» D% X1\ - D>~

This yields an asymptotic expansion

i>0
so that for each m <« 0 every sufficiently large finite partial sum agrees with the

left-hand side up to an operator of analytic order m or less. Indeed, truncating the
above sum at i = k, we find that the remainder is

which is of analytic order —2 4+ (¢ +k+ 1) —2(k+ 1) =g — k — 3 or less.
More generally for any positive integer n one has:

P2y k[T vy p2y-n—k
(\—DH "X Z( 1)(k)x (A — D?) )

k=0

Estimates similar to those above show that the remainder has the claimed analytic
order. (]

‘We now arrive at the final result of this section which will form the main ingredient
in the next section, where we will introduce the (b, B)-cocycles relevant for the index
formula.

Proposition 5.16 The expression (X°, ..., XP), in Definition 5.14 seen as a func-
tion of 7 extends meromorphically to C.

Proof We use Lemma 5.15 to bring all (A — D?)~! to the right. We first introduce
the combinatorial quantities:

(ki + -+ kj + )

kiy... ki) = ’
c(ky ) kil kjlky + 1) (ki + - kj + )
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for non-negative integers ki, ..., k;. These satisfy

ky+-Akj+)--k+---+kj+j =1
k!
j

C(kl,...,kj) =C(k1,...,kj_1)

s

while c(k;) = 1 for all k.
From Lemma 5.15 we know that there is the following asymptotic expansion:

A =D)'x' ~ > ctpx - DR,
k1=>0

Then, in the subsequent step we find

()\ _ D2)71X1(A _ D2)71X2 ~ Z C(kl)XlUﬂ)()\_ DZ)*(kl+2)X2

k1=>0
~ Y et kxR p2y ),
k1,ky>0
and finally
()\ _ Dz)flxl L. ()\ _ D2)71x]) ~ Zc(k)xl(kl)
k>0

o xP&D (N = p2y=(kl+p),

where k = (ky, ..., kp) is a multi-index and |k| = k; + ... + k).
Multiplying this with X and integrating as in Definition 5.14, this yields

(—1)1’¥ / A X0 =D X = D) xP( = DY)l
T

N Zc(k)’yxoxl(kl) o X,,(kp)(_l)pr(z) //\—Z()\ _ Dz)_(\kH_p.H)d)\
2ri
k>0

= > ctyxx' . X”(k”)(—l)"F(z)( N )ID|-2<Z+"+P>,
k>0 k| + p

where we have used the integral formula, valid for real Ag:

1 AE _(7F) v
o Wd)‘_(N))‘O : (5.3.1)

Finally, using the functional equation for the gamma function,

)

— C'z+ p+ kD)
T < ): _pk &P IR
=D (Z)(|k|+p R g
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we obtain an asymptotic expansion

U'(z+ p+ k)
~ [k|
(X0, ..., Xp)z k§>0( b K+ p)! — <k

x Tr (yxoxl(k') - Xf’(kp)|D|_2(z+|k|+p)) . (5.3.2)

As |k| becomes large the remainder in the truncated expansion on the right-hand side
becomes trace class. a

Exercise 5.12 Use Cauchy’s integral formula to prove Eq.(5.3.1).

5.4 Residues and the Local (b, B)-Cocycle

In this section we derive even and odd (b, B)-cocycles on a given algebra A from
the functionals (X 0 x! .. xp ). defined in the previous section. First, we derive
some useful relations between them. We denote the Z,-grading of an operator X
by (—1)%, according to the grading v on H. Moreover, for such an operator X we
denote the graded commutator by [D, X] = DX — (— X X D. Note that with these
conventions we have

[D,[D, TN =[D? T1= V(T),

for any even operator T'.

Lemma 5.17 The meromorphic functions (X°, ..., XP). satisfy the following func-
tional equations:

@ (XO,....XP). = (DX (xr X0 .. xr7hy;
®) (X0, XP) = 2P (X0 XL X X
(¢) (X°, ..., [D% X7],....,XP), =(XO, ..., X/7\XJ ... XP),
. —(XO, .. XIXITL XD,
(d) Zj.’:o(—l)x""-x"‘1 (X%, ..., [D,X/],...,XP), = 0.

Proof (a) follows directly from the property of the trace in (X°, ..., X?)., taking
into account the commutation of X” with the grading . For (b), note that the integral
of the following expression vanishes:

= (A_ZXO(A DY) lxP()— Dz)_l)

= -2 IX0\ =D ... xP(\ = D!

p
=D A XA =DH XA =D XP (A = DY)
j=0
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Equation (c) follows from
A=D)H'D* X' 1N-=DH» "=\ -DH " 'x/ —xI(\—DH L.

Finally, (d) is equivalent to
Tr v [D, / A2XO0N =D)L xPO\— Dz)ld)\] =0,

which is the supertrace of a (graded) commutator. O

Definition 5.18 For any p > 0, define a (p + 1)-linear functional on .4 with values
in the meromorphic functions on C by

W, ...,a") = (@ [D,a'l,...,[D, all)s_yp.

Proposition 5.19 The even (b, B)-cochain ¥V = (Wq, V2, .. .) is an (improper) even
(b, B)-cocycle in the sense that

bW + BWorio = 0.

Similarly, the odd (b, B)-cochain ¥V = (Y1, V3, ...) is an (improper) odd (b, B)-
cocycle.

Proof It follows from the definition of B and a subsequent application of (a) and (b)
of Lemma 5.17 that

2k+1
BWyia(a’,...,a®*) = > (=D)/(1,[D,a’], ... [D,a)" D)
j=0

2k+1

= > ([D.d"].....[D.a’ "], 1.[D.a’],
j=0

...[D, a2k+l]>s7(k+l)
=([D,a"],...,[D,a®*  s_s.

Also, from the definition of b and the Leibniz rule
[D.alat"] = a/[D, at"] + D, alla/ ™!

it follows that
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bWy (a®, ..., a* 1y = (%', [D,a%],...[D,a® )5k

—(@®*14% D, a1, ... (D, a®)s,

which, by Lemma 5.17(c), becomes

2k+1
> (=1)/"Na’ (D, a"), .. (D a ), D, P )y
j=0
Cqmbining ;hese expressions for BWyiy» and bWy, and writing X 0 = 49 and
X/ =[D,a’] for j > 1, we obtain
B\Il2k+2(a0, AU aZk+1)+ bWy (ao, e, a2k+l)
2k+1 .
= > DX D, XY X
Jj=0
which vanishes because of Lemma 5.17(d).
In the odd case, a similar argument shows that bWo;_1 + BWyy = 0. [l

The above cocycles have been termed improper because all W, might be non-
zero, on top of which (rather than in C) they take values in the field of meromorphic
functions on C. By taking residues of the meromorphic functions ¥, we obtain a
proper even or odd (b, B)-cocycle. This is the residue cocycle that was introduced
by Connes and Moscovici.

Theorem 5.20 Forany p > Oandalld’, ..., aP € Athefollowing formulas define
an even or odd (b, B)-cocycle:

ress—oWo(a’) = Trvya’| D]~ |50,

and

resszolllp(ao, ..ab)

=S cpuresoTr (WO[D’ a'1% ... D, ap](kp>|D|fp72|k|fzs) ’
k>0
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for p > 1, where the constants cp y are given in terms of the (non-negative) multi-
indices (ki, ..., kp) by

(=Dl C(kl+5)
k! (ki + Dki+ka+2)--- ki +-kp+p)’

Proof We use the asymptotic expansion (5.3.2). Indeed, setting z = s — g in that
expression and taking residues at s = 0 gives the desired expansion, with the coef-
ficients c), ; appearing because

k
o = (=DM (k| + g)ﬁ O

5.5 The Local Index Formula

Let (A, H, D) be aregular spectral triple, as above. The local index formula expresses
the index of twisted Dirac operators in terms of cocycles in the (b, B) bicomplex,
which are easier to compute. We are interested in the indices of the following two
Fredholm operators.

Suppose that (A, H, D) is even. If p € A is a projection, then D, = pDp is
a Fredholm operator on the Hilbert space H. This follows from the fact that D),
is essentially a finite-dimensional extension of the Fredholm operator D. We are
interested in the index of this so-called twisted Dirac operator D .

In case that (A, H, D) is an odd spectral triple, we take a unitary u € A and
define D, = PuP, where P = %(1 + Sign D). Again, D, is a Fredholm operator
on H and we are interested in the index of D,,.

Theorem 5.21 Let (A, H, D) be a regular spectral triple with simple and finite
dimension spectrum Sd and let resg—o W be the (even or odd) (b, B)-cocycle derived
previously.

o If (A, H, D) is even and p is a projection in A, then

index D), = (ress— V¥, p).
e If (A, 'H, D) is odd and u is a unitary in A, then

index D, = (res;—oW, u).
Remark 5.22 Sometimes a projection or a unitary is given in My (A) instead of
A. The above result can be extended easily to this case, namely by constructing
a spectral triple on My (A) and doing the index computation there. Indeed, it

would follow from Theorem 6.15 that if (A, H, D) is a spectral triple, then so is
(My(A), HR®CN, D ®1Ly).
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Proof of Theorem 5.21 We will prove the even case in two steps (for the odd case
see Note 13 on page 97),

(1) the Atiyah—Bott formula for the index:
index D, = res;—I'(s) Try|D,| ™.

(2) Change the representative of the class res;—o W in HC P (A) to reduce to the
case that D commutes with p, so that

(ress—oW, p) = ress—oI"(s) Tryp|D| .

For (1) let us first prove another well-known formula.

Lemma 5.23 (McKean-Singer formula) Let (A, H, D) be an even spectral triple.
Then

index D = Tr ’ye_’Dz.
Proof Since D is odd with respect to -, its spectrum lies symmetrically around 0 in
R, including multiplicities. If we denote the A-eigenspace in H by H ) we therefore
have dim H) = dim H_) for any non-zero eigenvalue \. Including also the kernel
of D, we have

Tr fye_’Dz = z (dimH) —dimH_)) eV + Try, v = Treer 0 7,
A>0

which is nothing but the index of D. (]

. . . 2
Note that the McKean—Singer formula tells us in particular that Tr ye~"P" does
not depend on ¢. Using the integral formula of the gamma function, we can write:

1
I'(s)

o0
Tr~|D|™% = /Tme*“’zt“‘dt.
0

We analyze the behaviour of the right-hand side as s — 0. For this, we use

Thus, only the pole part of the above integral contributes to the zeta function evaluated
at s = 0. This is given by

1
1
/Trve_’ths_ldt = ~index D,
s
0
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where we have used the McKean-Singer formula. The remaining integral from 1 to
oo gives an entire function of s, because by finite summability the eigenvalues of D
grow as j /7 for some p > 0. In other words,

index D = Tr~|D| ™% |s—0,

which proves (1).
Let us then continue with (2). Consider the family of operators

Dy =D +1[p,[D,pll;  (€[0,1]).

Wehave Dy = D and D1 = pDp+ (1 —p)D(1— p) sothat[Dq, p] = 0. Moreover,
index D; depends continuously ont, and (being an integer) it is therefore constantin ¢.

Next, we consider a family of improper cocycles W which are defined by replacing
D by D; in Definition 5.18.

Lemma 5.24 The derivative of W' is an (improper) even cyclic coboundary, i.e.
there exists a cochain ®' such that

d t t t
V) + BO +b0), =0,

which is explicitly given by

p
0@ ....a") = (=1))"a’, ... [D.a’]. D.[D.a’*"]....[D.a"))_pa,
j=0

with D = 4D, = [p, D, p]l.

Proof Imitating the proof of Proposition 5.19 one can show the following identity
(see also Note 15 on page 97).

B®l2k+1 (ao» e a2k)+ b®t2k_1(a0, ey CIZk)

2k
= — > (@ [D.a"],...[D.a’].[D, D].....[D,a* )5+
j=0

2k
— > @ [D.a"1....[D.al).,....[D,a®]) 4.
j=1

The fact that %\If’ coincides with the right-hand side follows from

d - B L -
E(A—Df) "=\ -DH ' (DD+DD)(\—- D). O

Continuing the proof of the theorem, we integrate the resulting coboundary to obtain
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1 1

B/@’zk+1dt+b/®’2k_1dt =) —wl.
0 0

In other words, res;_o W0 and res,_oW! define the same class in even cyclic cohomol-
ogy HC P (A). So, with the help of Proposition 5.6, we can compute (resg—o\WV, p)
using W! instead of W = W, with the advantage that D; commutes with p. Indeed,
this implies that

Wy (p—%.p.....p) =0,

for all kK > 1, so that

(2k)!
(resi—o W', p) = res,—oWg (p) + X _(—D' = =ressmoUn(p = 3., p)
k>1 ’

= res;—0 W, (p)
= res;—oI'(s) Tryp|D1| ™.

This completes the proof of Theorem 5.21, as by the Atiyah—Bott formula the latter
expression is the index of D,,. O

Notes

1. The local index formula was obtained by Connes and Moscovici in [1]. In our
proof of the local index formula, we closely follow Higson [2]. More general
proofs have been obtained in [3-5], see Note 12 of this Chapter.

Section 5.1 Local Index Formula on the Circle and on the Torus

2. The Theorem of Atkinson that appears in Exercise5.1 can be found in
[6, Proposition 3.3.11].

3. Theindex formula on the circle of Exercise 5.2 is a special case of [ 7, Theorem 5].

4. In Sect.5.1.2 we follow [8], where a class of projections on the torus was con-
structed, much inspired by the so-called Powers—Rieffel projections on the non-
commutative torus [9].

5. The zeta function (g that appears in (5.1.2) is a special case of an Epstein zeta
function, introduced and analyzed in [10]. It turns out that (r has a pole at
s = 1 with residue 7. That (5.1.2) holds also follows from the general result
[1, Theorem 1.2].
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Section 5.2 Hochschild and Cyclic Cohomology

6.

In [7] Connes introduced cyclic cohomology as a noncommutative generaliza-
tion of De Rham homology, and showed that for the algebra C*° (M) cyclic
cohomology indeed reduces to De Rham homology. Besides the original article
there are many texts in which this is worked out in full detail (e.g. [11-14]).
Example 5.4 is a special case of the fact that HHK(C®(M)) ~ Q1 (M), the space
of De Rham k-currents. The latter are by definition continuous linear forms on
the space of De Rham differential k-forms QgR (M). This isomorphism is proved
in [7].

. Proposition 5.6 was established in [11]. The statement can be slightly enhanced.

Namely, the quantities in Proposition 5.6 also only depend on the classes of u
and p in the (odd and even) K-theory of .A. We refer to [11, Section IV.1.~] for
more details.

Originally, Connes introduced cyclic cohomology by means of cocycles satis-
fying such a cyclic condition, explaining the terminology. It turns out that this
is equivalent to taking an even/odd cocycle in the (b, B)-bicomplex. For more
details we refer to [7, Theorem I1.40] (or [11, Theorem III.1.29]).

Section 5.3 Abstract Differential Calculus

10.

11.

12.

In our development of an abstract differential calculus we closely follow Connes
and Moscovici [1]. In the case of the canonical triple of a spin manifold M, this
will reproduce (part of) the usual differential calculus on M. We refer to [2] for
a more detailed treatment. Note that the hypothesis that D is invertible can be
removed, as described in [2, Sect.6.1].

The notion of finite summability for spectral triples was introduced in
[11, Section IV.2.7] (see also [12, Definition 10.8]).

Even though we restrict to finitely-summable, regular spectral triples with simple
dimension spectrum and for which there is a finite number of poles in Sd, the
index formula can be proved in the presence of essential and infinitely many
singularities as well [3-5].

Section 5.5 The Local Index Formula

13.

14.
15.

16.

In our proof of Theorem 5.21 we follow Higson [2]. For the odd case, we refer to
the original paper by Connes and Moscovici [1] (see also the more general [3]).
The McKean—Singer formula is due to [15].

For more details on the ‘transgression formula’ that is essential in the proof of
Lemma 5.24 we refer to the discussion resulting in [12, Eq. 10.40].

Itis noted in [1, Remark II.1] that if (A, H, D) is the canonical triple associated
to a Riemannian spin manifold M, then the local index formula of Connes and
Moscovici reduces to the celebrated Atiyah—Singer index theorem for the Dirac
operator [16, 17]. Namely, the operator D, is then the Dirac operator with coef-
ficients in a vector bundle £ — M. The latter is defined as a subbundle of the
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trivial bundle M x CV using the projection p € My (C(M)): one sets the fiber
tobe E, = p(x)CN at each point x € M. We then have

index D, = (2m’)*%/ A(R) A ch(E),
M

where A(R) is the A-form of the Riemannian curvature of M and ch(E) is the
Chern character of the vector bundle E (cf. [18]). The proof exploits Getzler’s
symbol calculus [19-21], as in [22]. See also [23].
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Part 11
Noncommutative Geometry
and Gauge Theories



Chapter 6
Gauge Theories from Noncommutative

Manifolds

In this Chapter we demonstrate how every noncommutative (Riemannian spin)
manifold, viz. every spectral triple, gives rise to a gauge theory in a generalized
sense. We derive so-called inner fluctuations via Morita equivalences and interpret
these as generalized gauge fields. This is quite similar to the construction in the finite
case in Chaps. 2 and 3. We then interpret our generalized gauge theory in terms of a
C*-bundle on which the gauge group acts by vertical automorphisms.

6.1 ‘Inner’ Unitary Equivalences as the Gauge Group

In Chap.2 we already noticed the special role played by the unitary elements in
the matrix algebras, and how they give rise to equivalences of finite noncommuta-
tive spaces (cf. Remark 2.25). We now extend this to general real spectral triples
(A, H, D; J, 7).

Definition 6.1 A x-automorphism of a x-algebra A is a linear invertible map « :
A — A that satisfies

a(ab) = ala)a(b), a(a®) = ala)*.

We denote the group of automorphisms of the x-algebra A by Aut(A).
An automorphism « is called inner if it is of the form a(a) = uau™ for some
element u € U(A) where

UA) ={uec A:uu* =u*u=1)}
is the group of unitary elements in .A. The group of inner automorphisms is denoted

by Inn(A).
The group of outer automorphisms of A is defined by the quotient

Out(A) := Aut(A)/Inn(A).

W. D. van Suijlekom, Noncommutative Geometry and Particle Physics, 103
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Note that Inn(.A) is indeed a normal subgroup of Aut(.A) since

BoayoB ()= B (@u*) = Bwabw)* = apu(a),

for any 5 € Aut(A).

An inner automorphism ¢, is completely determined by the unitary element
u € U(A), but not in a unique manner. That is to say, the map ¢: U(A) — Inn(A)
given by u +— «, is surjective, but not injective. The kernel is given by ker(¢) =
{u e U(A) | uau* = a, a € A}. In other words, ker ¢ = U(Z(A)) where Z(A) is
the center of .A. We conclude that the group of inner automorphisms is given by the
quotient

Inn(A) ~UA) /U(Z(A)). (6.1.1)

This can be summarized by the following exact sequences:

1 —= Inn(A) — Aut(A) —= Out(A) — 1,

1—=U(Z(A)) U(A) Inn(A) — 1.

Example 6.2 1f A is a commutative *-algebra, then there are no non-trivial inner
automorphisms since Z(A4) = A. Moreover, if A = C*°(X) with X a smooth
compact manifold, then Aut(A) >~ Diff(X), the group of diffeomorphisms of X.
Explicitly, a diffeomorphism ¢ : X — X yields an automorphisms by pullback of a
function f:

PU(HK) = (@) (x € X).

Compare this with the discussion in the case of finite discrete topological spaces
in Sect.6.2.1. More generally, there is a continuous version of the above group
isomorphism, relating Aut(C (X)) one-to-one to homeomorphisms of X . This follows
from functoriality of Gelfand duality. Namely, the Gelfand transform in Theorem
4.28 naturally extends to homomorphisms between commutative unital C*-algebras,
mapping these to homeomorphism between the corresponding structure spaces.

The fact that all automorphisms of C*°(X) come from a diffeomorphism of X
can be seen as follows. Consider a smooth family {a;};¢[0,1] of automorphisms of
C*®(X) from a;—¢9 = id to ay—; = «. The derivative at + = 0 of this family,
& = daoy /dt|;—0, is a x-algebra derivation, since

d

a(fifr) = ”

d
o (frf)li=0 = Eat(fl)at(f2)|t:0 = a(f1) 2+ fia(f2).

As such, ¢ corresponds to a smooth vector field on X and the end point ¢;=; of the
flow ¢; of this vector field is the sought-for diffeomorphism of X. Its pullback ¢7_,
on smooth functions coincides with the automorphism a;—1 = a.
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Example 6.3 Atthe other extreme, we consider an example where all automorphisms
are inner. Let 4 = My (C) and let u be an element in the unitary group U (N). Then
u acts as an automorphism on a € My (C) by sending a — wuau*. If u = Ay
is a multiple of the identity with A\ € U (1), this action is trivial, hence the group
of automorphisms of A is the projective unitary group PU(N) = U(N)/U(1), in
concordance with (6.1.1).

The fact that all automorphisms are inner follows from the following observation.
First, any *x-algebra map a : My (C) — My (C) can be considered a representation
of A on CV. As the unique irreducible representation space of My (C) is given by
the defining representation (Lemma 2.15) we conclude that the representation « is
unitarily equivalent to the defining representation on CV. Hence, al(a) = uau* with
ue U(N).

Exercise 6.1 Show that Aut(My(C) @ My (C)) >~ (U(N) x U(N)) x S, with the
symmetric group Sy acting by permutation on the two copies of U(N).

Inner automorphisms «y, not only act on the x-algebra A, via the representation
7w : A — B(H) they also act on the Hilbert space H present in the spectral triple. In
fact, with U = 7(u)JJw(u)J !, the unitary u induces a unitary equivalence of real
spectral triples in the sense of Definition 3.4, as the following exercise shows.

Exercise 6.2 Use Definition 4.30 to establish the following transformation rules for
a unitary U = w(u)J 7 (u)J ~" withu € U(A):

Urn(a)U* = 7o a,(a); (6.1.2)
Uy =1U;
UJju* =J.

We conclude that an inner automorphism «,, of A induces a unitary equivalent
spectral triple (A, H, UDU*; J, ), where the action of the x-algebra is given by
7 o ay,. Note that the grading and the real structure are left unchanged under these
‘inner’ unitary equivalences; only the operator D is affected by the unitary transfor-
mation. For the latter, we compute, using (4.3.1),

D> UDU* = D +u[D,u*] + € Ju[D, u*]J ", (6.1.3)
where as before we have suppressed the representation 7. We recognize the extra

terms as pure gauge fields udu™ in the space of Connes’ differential one-forms
Q})(A) of Definition 4.36. This motivates the following definition

Definition 6.4 The gauge group & (A, H; J) of the spectral triple is

(A H: J) = {U —uJul " Jue U(A)} .


http://dx.doi.org/10.1007/978-94-017-9162-5_2
http://dx.doi.org/10.1007/978-94-017-9162-5_3
http://dx.doi.org/10.1007/978-94-017-9162-5_4
http://dx.doi.org/10.1007/978-94-017-9162-5_4
http://dx.doi.org/10.1007/978-94-017-9162-5_4

106 6 Gauge Theories from Noncommutative Manifolds

Recall (from Sect.4.3.1) the construction of a complex subalgebra A; in the
center of A from a real spectral triple (A, H, D; J), given by

Aj={laec A:al = Ja*}.
Proposition 6.5 There is a short exact sequence of groups
1> UA) > UA) —> BA,H; T) —> 1.

Moreover, there is a surjective map & (A, H; J) — Inn(A).

Proof Consider the map Ad: U(A) — &(A, H; J) given by u > uJuJ~'. This
map Ad is a group homomorphism, since the commutation relation [, JvJ '] =0
of (4.3.1) implies that

Ad(W) Ad(w) = vJvJ udud ' = vuJoud "' = Ad(vu).

By definition Ad is surjective, and ker(Ad) = {u € U(A) | uJuJ~' = 1}. The
relation uJuJ~' = 1 is equivalent to uJ = Ju* which is the defining relation
of the commutative subalgebra A;. This proves that ker(Ad) = U(A;). The map
&(A, H; J) — Inn(A) is given by (6.1.2), from which surjectivity readily follows.

Corollary 6.6 IfU(A;) =U(Z(A)), then &(A, H; J) =~ Inn(A).
Proof This is immediate from the above Proposition and (6.1.1). O

We summarize this by the following sequence, which is exact in the horizontal
direction:

1——=U(Ay) U(A) (A H; J) —=1
1— Z/I(ZJ/(A)) U(A) InnJ/(A) —1

6.1.1 The Gauge Algebra

A completely analogous discussion applies to the definition of a gauge Lie algebra,
where instead of automorphisms we now take (inner and outer) derivations of 4.
The following definition essentially gives the infinitesimal version of & (A, H; J).

Definition 6.7 The gauge Lie algebra g(A, H; J) of the spectral triple is
G(A, H; T) = {T —X4+JXJ X e u(A)} ,

where u(A) consists of the skew-hermitian elements in A.


http://dx.doi.org/10.1007/978-94-017-9162-5_4
http://dx.doi.org/10.1007/978-94-017-9162-5_4

6.1 ‘Inner’ Unitary Equivalences as the Gauge Group 107
One easily checks using the commutant property,
(7,71 =X, X1+ JIX, X1,

so that g(A, H; J) is indeed a Lie algebra.

Proposition 6.8 There is a short exact sequence of Lie algebras
00— u(dy) > uwd) - g(A,H; J) = 0.

There are also inner derivations of A that are of the form ¢ — [X, a]; these
form a Lie subalgebra Dery, (A) of the Lie algebra of all derivations Der(A). If
u(Ay) = u(Z(A)) then

g(-A’ H; J) =~ Derpn (A),

which essentially is the infinitesimal version of Corollary 6.6.

Exercise 6.3 Show that Der(My(C)) >~ su(N) as Lie algebras.

6.2 Morita Self-Equivalences as Gauge Fields

We have seen that a non-abelian gauge group appears naturally when the unital
x-algebra A in a real spectral triple is noncommutative. Moreover, noncommutative
algebras allow for a more general—and in fact more natural—notion of equivalence
than automorphic equivalence, namely Morita equivalence. We have already seen
this in Chap. 2. Indeed, let us imitate the construction in Theorem 2.26 and Theorem
3.6 and see if we can lift Morita equivalence to the level of spectral triples in this
more general setting.

Let us first recall some of the basic definitions. We keep working in the setting of
unital algebras, which greatly simplifies matters (See Note 4 on page 118).

6.2.1 Morita Equivalence

Recall Definition 2.8 of algebra modules. For two right A-modules £ and F we
denote the space of right .A-module homomorphisms by Hom 4 (&, F), i.e.

Hom (&, F) :={¢: & — F:dp(na) = p(n)aforalln e £,a € A}. (6.2.1)

We also write End 4(€) := Hom 4 (&, &) for the algebra of right .A-module endo-
morphisms of £.
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Definition 6.9 Two unital algebras A and B are called Morita equivalent if there
exists a B — A-bimodule £ and an A — B-bimodule F such that

EQAF =B, FRp&~A,

as B and A-bimodules, respectively.

Exercise 6.4 Tuking inspiration from Exercise 2.9, show that Morita equivalence is
an equivalence relation.

Exercise 6.5 Define AN = A® ---@® A(N copies) as an A — My (A)-bimodule.

(1) Show that AN @ 4 AN ~ My (A), as My (A) — My (A)-bimodules.
(2) Show that AN My (A) AN ~ A, so that My (A) is Morita equivalent to A.

A convenient characterisation of Morita equivalent algebras is given by the con-
cept of endomorphism algebras of so-called finitely generated projective modules,
as we now explain.

Definition 6.10 A right A-module is called finitely generated projective (or, briefly,
finite projective) if there is an idempotent p = p? in My (A) for some N such that
E~ pAN.

Lemma 6.11 A right A-module is finitely generated projective if and only if
End 4(£) >~ £ ® 4 Hom 4 (€, A).

Proof First note that the right-hand side can be considered to be a two-sided ideal
in End 4(€). Namely, we consider an element  ® 4 ¢ in £ ® 4 Hom 4 (&, A) as an
element in End 4(£) by mapping

£ no); (€8

That this map is injective and that its image forms an ideal in End 4(€) is readily
checked. Hence, the above isomorphism is equivalent to the existence of an element
in £ ® 4 Hom 4 (&, A) that acts as the identity map idg on &.

Suppose that £ is finite projective, £ ~ p. AN for some idempotent p € My (A).
We identify two maps

A& — AN,
p:.AN—>€,

which are injective and surjective, respectively. These maps are related to the identi-
fication of £ with a direct summand of A", via the obvious direct sum decomposition
AN = pAN @ (1 — p)AN. Namely, ) identifies £ with p AN < AV, whereas p
projects A" onto the direct summand p. A" and then identifies it with £. Let us write
A for the k’th component of A\ mapping & to AV; thus, \; : £ — Ais right A-linear
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forany k = 1,..., N. We write px := p(er) € &, where {ek},]{\’:1 is the standard
basis of A" . The composition 211(\[:1 Pr ® Mg then acts as the identity operator on .
Conversely, suppose idg can be written as a finite sum

N

> ok ® M € £ @4 Homy(E, A). 6.2.2)
k=1

Reversing the construction in the previous paragraph, we are now going to define an
idempotent p € My (A) such that £ ~ p AV . Thus, we define maps

A:E— AV n= A1), ..., An(m),
p: AN = &; (ai,...,an) > pray +--- + pnan.

From their very definition, these maps satisfy p o A = idg, so that p = X o p is the
sought-for idempotent in My (A). (]

Exercise 6.6 In this exercise we are going to analyze the ambiguity due to the
balanced tensor product that appears in the decomposition (6.2.2) of idg¢.

(1) IfE =Athenide =1® 1 C € @4 Hom 4(E, A) but also
de=1®14+a®14+1® (—a),

for any a € A. Show that the projection corresponding to the latter decomposi-
tion of idg is

11 —a
p= aa —a*
11 —a

(2) Show that there is a similarity transformation S such that

100
sps~'=1{000
000

Therefore, the projection corresponding to idg = 1 ® 1 appears as the first
diagonal entry, and we can conclude that both decompositions give isomorphic
projective modules pA> ~ A.

(3) Extend this argument to any finite projective € to show that the construction of
a projection p from (6.2.2) is well defined.

Proposition 6.12 Two unital algebras A and B are Morita equivalent if and only if
B ~ End 4(E), with £ a finite projective A-module.
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Proof If B >~ End 4(&) for some finite projective £, then 7 = Hom 4(&, A) is
the required A — B-bimodule implementing the desired Morita equivalence, with
bimodule structure given by

(a-¢-b)(n) =apb-n); (¢ € Hom 4 (&, A)). (6.2.3)

The property EQ 4 F =~ Bfollows from Lemma 6.11, and the isomorphism F®zE =~
A is implemented by the evaluation map, that is,

(p®n) € Homy (€, A) @p € — ¢(n) € A.

Conversely, suppose A and B are Morita equivalent. If B >~ £ ® 4 F, then B >~
Endg(B) ~ Endg(€ ®4 F), and there is an algebra map

End 4(£) — Endg(€ ® 4 F);
b o @ 1£.

On the other hand, End 4 (B ®p £) =~ End 4(£), and there is an algebra map

Endg(B) — End4(B ®p3 &);
o= PR lg.

Identifying £ ® 4 F ~ B and F ®p £ =~ A, one readily checks that these two maps
are each other’s inverses. This shows that B >~ End 4(&).

Finally, the fact that the right .A-module £ is finitely generated and projective
follows mutatis mutandis from the proof of Lemma 6.11, after realizing that the
isomorphism F ®p £ ~ A associates an element in Hom 4 (€, A) to any element in
F. O

Exercise 6.7 Show that (6.2.3) is a well-defined A — B-bimodule structure on
Hom 4 (&, A), i.e. show that it respects the right A-linearity of the map ¢ : £ — A.

We conclude this subsection by specializing from algebras to x-algebras. The
above results on Morita equivalence still hold, with the additional requirement that
in the definition of finite projectivity the idempotent p € My (C) needs to be self-
adjoint: p* = p. In other words, p is an orthogonal projection.

As in Definition 3.25, we define the conjugate module £° to a right .A-module
£ as B

£ =1{{:¢edl,

equipped with a left A action defined by aé = £a* for any a € A.

Proposition 6.13 If A is a x-algebra and & is a finite projective right A-module,
then we can identify Hom 4 (€, A) as a left A-module with the conjugate module E°,
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Proof If £ ~ p.AN then End 4(£) >~ pMy(A)p, as one can easily show using
the maps A and p from the first part of the proof of Lemma 6.11. Hence £ ® 4
Hom 4 (&, A) ~ pMy(A)p. But also pAN @ 4 AN p ~ pMy(A)p (cf. Exercise
6.5), so Hom 4 (£, A) ~ AV p as left A-modules. We now show that £° ~ AV p as
well.

For that, write ¢ € £ ~ p AV as a column vector:

N
2 j=1P1ja;

> .pNjaj
The corresponding element £ in £° is identified with
(Z?’:I aipji - X0 a}‘-‘P./N) :
written as a row vector in A" p. Note that the relation between ¢ and this row vector

is essentially given by the involution on A", exploiting the self-adjointness of p,
that is, p;fl. = pij. Consequently, the element a{ = {a* is mapped to

N N
a (2,:1 aipji - 2= a}ijN) ;
as required. (]
Proposition 6.14 Let A be a x-algebra and £ a finite projective right A-module.

Then there exists a hermitian structure on &, that is to say, there is a pairing (-, )¢ :
E x & — Aon & that satisfies (as in Definition 2.9)

(m.m-a)e ={m,mea; (m,met acA,
(m.m)e=(m.m)e; (. med),
(n,me = 0, with equality if and only if n = 0; (neé).

Proof On AN we have a hermitian structure given by
N
(. &) =D _nr&;.
j=l1

which satisfies the above properties. By restriction to p. A" we then obtain a hermitian
structure on £ ~ p AV, a
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6.2.2 Morita Equivalence and Spectral Triples

For a given spectral triple (A, H, D) and for a given finite projective right .A-module
£, we try to construct another spectral triple (B, H', D’) where B = End 4(£). This
generalizes the finite-dimensional constructions of Chaps.2 and 3. Naturally,

H =EQuH
carries an action of ¢ € B:
P®Y) = @Y; (el Y eH).
Moreover, by finite projectivity of £, H' is a Hilbert space. Indeed, we have
H ~ pAY @ 4 H ~ pH",

and since p is an orthogonal projection it has closed range.

However, the naive choice of an operator D’ by D'(n ® ¥) = n ® D will not
do, because it does not respect the ideal defining the tensor product over .4, which
is generated by elements of the form

na®y—nay; (neé acApeH).

A better definition is
D'(n®@v¢) =n® DY+ V().

where V: & - £ ®4y QlD(A) is a connection associated to the derivationd : a —
[D, a] (a € A). This means that V is a linear map that satisfies the Leibniz rule:

V(na) = (Vn)a +n @4 da; (neé&,acA.

Exercise 6.8 (1) Let V and V' be two connections on a right A-module £. Show
that their difference V — V' is a right A-linear map € — £ @ 4 Q})(.A).
(2) Show that the following map defines a connection on € = p AN :

V=pod,

with d acting on each copy of A as the commutator [D, -]. This connection is
referred to as the Grassmann connection on €.

Theorem 6.15 If (A, H, D) is a spectral triple and V is a connection on a finite
projective right A-module &, then (B, H', D') is a spectral triple, provided that V
is a hermitian connection, i.e. provided that

(., Vm)e — (Vi mle = d{m, m)e; (m,m € E). (6.2.4)
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Proof Suppose & = p AV, so that B = End4(§) ~ pMy(A)p and E @ 4 H ~
pHY . The boundedness of the action of B on £ ® 4 H then follows directly from
the boundedness of the action of .4 on H. Similarly, for ¢ € B the commutator
[D, ¢] can be regarded as a matrix with entries of the form [D, a] with a € A. These
commutators are all bounded, so that [D, ¢] is bounded. Let us prove compactness
of the resolvent. By Exercise 6.8 any connection can be writtenas V = po[D, -]4+w
for a right A-linear map w : € - £ @ 4 R lD(.A). Hence, after making the above
identifications we see that the operator V® 1 4+ 1 ® D coincides with p Dp 4+ w. The
action of w is as a bounded operator, which by (6.2.4) is self-adjoint. Moreover, it is
given by a matrix acting on pH" with entries in QID(A). Since for any self-adjoint
operator 7 we have

a+T+w”=a+Tr%me+T+m*y

with (1 —wi+T+ w)_l) bounded, compactness of the resolvent of pDp + w
would follow from compactness of (ip + pDp)~! (note that p is the identity on

the Hilbert space pH"). The required compactness property is a consequence of the
identity
(ip+ pDp)p(i + D)~ p = pli + D, pli + D)"'p + p.
Indeed, when multiplied on the left with (ip + pDp)~! we find that on pHN:
(ip+ pDp)~' = pli+ D)~ p—(ip+ pDp)~' pID, pli + D) p,

which is compact since (i + D)~! is compact by definition of a spectral triple. [J

Analogously, for a given real spectral triple (A, H, D, J) we define another real
spectral triple (B, H', D', J') by setting

H =EQAHR4E.
Then, ¢ € B acts on H’ by
SRV ®E) = b)) ®Y ®E,

and the operator D’ and J' may be defined by

D@y ®& = (VY ®E+n® Dy ® £ +1® (VE),
Jn®Yp®E =601 @10
Finally, for even spectral triples one defines a grading v on £ @ 4 H ® 4 £° by
v =1® 7 ® 1. We have therefore proved:

Theorem 6.16 If (A, H, D; J,~) is a real spectral triple and V is a hermitian
connection, then (B, H', D’; J', ) is a real spectral triple.
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We now focus on Morita self-equivalences, for which 5 = A and £ = A so that
End 4(€) >~ A. Let us look at connections

V:A— QID(.A).

Clearly, by the Leibniz rule we must have V = d 4+ w (see also Exercise 6.8), where
w =Vl = Zj aj[D,b;] is a generic element in SZID(.A) acting as a bounded
operator on H. Similarly, yVa = (¢ JdaJ ™' 4+ € JwaJ ~')1). Since H' ~ H, under
this identification we have,

D)=D'1®¢Y@1)=V()p+ V(1) + D = DY +wip + € JwJ 1.
In other words, D is ‘innerly perturbed’ by the given Morita self-equivalence to
D,:=D+w+eJwl™!,

where w* = w € Q})(.A) is called a gauge field, alternatively called an inner
fluctuation of the operator D, since it is the algebra A that—through Morita self-
equivalences—generates the field w.

Proposition 6.17 A unitary equivalence of a real spectral triple (A, H, D; J) as
implemented by U = uJuJ ™" with u € U(A) (discussed before Definition 6.4) is a
special case of a Morita self-equivalence, arising by taking w = u[D, u™].

Proof This follows upon inserting w = u[D, u*] in the above formula for D,,,
yielding (6.1.3). (]
In the same way there is an action of the unitary group I/(.4) on the new spectral
triple (A, H, D,,) by unitary equivalences. Recall that U = uJuJ ! acts on D,, by

conjugation:
D, UD,U". (6.2.5)

This is equivalent to
w > uwu™ +u[D, u™],

which is the usual rule for a gauge transformation on a gauge field.

6.3 Localization

Recall (from Sect.4.3.1) the construction of a complex subalgebra A; in the center
of A from a real spectral triple (A, H, D; J), given by

Aj:={lae A:al =Ja"}.
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As Aj is commutative, Gelfand duality (Theorem 4.28) ensures the existence of a
compact Hausdorff space such that A; C C(X) as a dense *-subalgebra. Indeed,
the C*-completion of Ay in B(H) is commutative and hence isomorphic to such a
C (X). We consider this space X to be the ‘background space’ on which (A, H, D; J)
describes a gauge theory, as we now work out in detail.

Heuristically speaking, the above gauge group & (A, H; J) considers only trans-
formations that are ‘vertical’, or ‘purely noncommutative’ with respect to X, quo-
tienting out the unitary transformations of the commutative subalgebra A4;. Let us
make this precise by identifying a bundle 8 — X of C*-algebras such that:

° @e space of continuous sections I' (X, B) forms a C*-algebra isomorphic to A =
A, the C*-completion of A;
e the gauge group acts as bundle automorphisms covering the identity.

Moreover, we search for a bundle of C*-algebras of which the gauge fields w €
QID(A) are sections and on which the gauge group again acts by bundle automor-
phisms.

We avoid technical complications that might arise from working with dense sub-
algebras of C*-algebras, and work with the C*-algebras A; and A themselves, as
completions of A; and A, respectively. First, note that there is an inclusion map
C(X) ~ Aj — A. This means that A is a so-called C(X)-algebra, which by defin-
ition is a C*-algebra A with a map from C(X) to the center of A. Indeed, it follows
from Proposition 4.37 that A is contained in the center of A.

In such a case A is the C*-algebra of continuous sections of an upper semi-
continuous C*-bundle over X. We will briefly sketch the setup (see Note 7 on
page 118). Recall that a function f : A — C is upper semi-continuous at ay € A

if lim sup, 4, [ f (@) < [l f (@)

Definition 6.18 An upper semi-continuous C*-bundle over a compact topological
space X is a continuous, open, surjection 7 : B — X together with operations
and norms that turn each fiber B, = 7! (x) into a C*-algebra, such that the map
a +— ||la|l is upper semi-continuous and all algebraic operations are continuous on
B.

A (continuous) section of B is a (continuous) map s : X — B suchthatw(s(x)) =
X.

A base for the topology on ‘B is given by the following collection of open sets:
W(s, O,¢):={beB:nb)eOand|b—s(m®))| < €}, (6.3.1)

indexed by continuous sections s € I'(X, 98), open subsets O C X and € > 0.
Proposition 6.19 The space T' (X, B) of continuous sections forms a C*-algebra

when it is equipped with the norm

sl == sup [ls(x) |53, -
xeX
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Proof See Note 7 on page 118. (]

In our case, after identifying C(X) with A, we can define a closed two-sided ideal
in A by
I, . ={fa:a€A, feCX), f(x)=0}". (6.3.2)

We think of the quotient C*-algebra B, := A/I, as the fiber of A over x and set

B =[] B.. (6.3.3)

xeX

with an obvious surjective map 7 : 8 — X. If a € A, then we write a(x) for the
image a + I, of a in B, and we think of a as a section of B. The fact that all
these sections are continuous and that elements in A can be obtained in this way is
guaranteed by the following result.

Theorem 6.20 The above map © : B — X with B as in (6.3.3) defines an upper
semi-continuous C*-bundle over X. Moreover, there is a C(X)-linear isomorphism
of A onto T' (X, B).

Proof See Note 7 on page 118. ]

Having obtained the C*-algebra A as the space of sections of a C*-bundle, we
are ready to analyze the action of the gauge group on A. Staying at the C*-algebraic
level, we consider the continuous gauge group

U(A)

BA,H; J) ~ T

This contains the gauge group & (A, H; J) of Definition 6.4 as a dense subgroup in
the topology induced by the C*-norm on A. The next result realizes the gauge group
as a group of vertical bundle automorphisms of ‘B.

Proposition 6.21 The action o of (A, H; J) on A by inner C*-algebra automor-
phisms induces an action & of (A, H; J) on B by continuous bundle automor-
phisms that cover the identity. In other words, for g € &(A, H; J) we have

m(ag(b)) =m(b); (b €DB).

Moreover, under the identification of Theorem 6.20 the induced action &* onT' (X, B)
given by
A (8)(x) = Gg(s(x))

coincides with the action o on A.

Proof The action « induces an actionon A/, = 7~ 1(x), since ag(Iy) C I forall
g € (A, H; J). We denote the corresponding action of & (A, H; J) on B by &, so
that, indeed,
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T(@g(b)) = m(b);  (ben'(x)).

Let us also check continuity of this action. In terms of the base W (s, O, €) of (6.3.1),
we find that
&g(W(S’ O’ 6)) = W(&:v(s)s Os 6)5

mapping open subsets one-to-one and onto open subsets.

For the second claim, it is enough to check that the action a* on the section
s :x +— a+ I, € By, defined by an element a € A, corresponds to the action « on
that a. In fact,

A ($)(x) = Gg(s(x)) = agla + Ix) = agla) + Iy,

which completes the proof. (]

At the infinitesimal level, the derivations in the gauge algebra g(A, H; J) also
act vertically on the C*-bundle B defined in (6.3.3), and the induced action on the
sections I' (X, B) agrees with the action of g(A, H; J) on A.

6.3.1 Localization of Gauge Fields

Also the gauge fields w that enter as inner fluctuations of D can be parametrized by
sections of some bundle of C*-algebras. In order for this to be compatible with the
vertical action of the gauge group found above, we will write any connection in the
form,

V=d+ wy+w,

where d = [D, -] and wg, w € Q})(A). The action of a gauge transformation on V
then induces the following transformation:

wo > uwou™ + u[D, u*l; w > uwu’™.

The C*-algebra generated by A and [ D, A]is a C (X)-algebra, since C(X) >~ Ay,
which according to Proposition 4.37 commutes with both A and [D, A]. Thus, a
similar construction as in the previous subsection establishes the existence of an
upper semi-continuous C*-bundle B over X, explicitly given by

Bo =[] C*(A (D, AD/1},
xeX

where C*(A, [D, A)) is the C*-algebra generated by a and [D, b] fora, b € A, and
I} is the two-sided ideal in C*(A, [D, A]) generated by I, that has been defined
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before [see Eq.(6.3.2)]. Again, one can show that I'(X, ®Bg) is isomorphic to this
C*-algebra and establish the following result.

Proposition 6.22 Let 7 : Bgo — X be as above.

(1) The gauge field w defines a continuous section of Bgq.
(2) The gauge group & (A, H; J) acts fiberwise on this bundle, and the induced
action on ' (X, Bq) agrees with the action on C*(A, [D, A)).

Consequently, if we regard w € Q})(.A) as a continuous section w(x) of ‘Bq, an
element uJuld =1 € (A, H; J) acts as

w(x) = (uwu®)(x) = uwlx)u®.

Notes

Section 6.1 ‘Inner’ Unitary Equivalences as the Gauge Group

1. The interpretation of the inner automorphism group as the gauge group is pre-
sented in [1].

2. For a precise proof of the isomorphism between Aut(C (X)) and the group of
homeomorphisms of X, we refer to [2, Theorem I1.2.2.6]. For a more detailed
treatment of the smooth analogue, we refer to [3, Sect. 1.3].

3. The gauge group & (A, H; J) introduced in Definition 6.4 (following [1, 4, 5]) is
a natural lift of the group of inner automorphisms of the algebra A, as is proved
in Proposition 6.5. Another approach to lifting Inn(A) to be represented on H is
by central extensions; this is described in [6].

Section 6.2 Morita Self-Equivalences as Gauge Fields

4. For unital algebras algebraic Morita equivalence [7] coincides with Rieffel’s
notion of strong Morita equivalence for C*-algebras [8]. This is proved in [9]
and explains why we can safely work with algebraic tensor products. We also
refer for a more general treatment to e.g. [3, Sect.4.5] and [10, Sect. A.3 and
A4l

5. Besides Morita equivalence, also the more general notion of KK-equivalence can
be lifted to spectral triples, but this requires much more analysis [11-13].

6. Theorem 6.15 and Theorem 6.16 are due to Connes in [1].

Section 6.3 Localization

7. The notion of C(X)-algebra was introduced by Kasparov in [14]. Proposition
6.19 and Theorem 6.20 are proved in [15, 16] (see also Appendix C in [17]). Note
that the bundles are in general only upper semi-continuous, and not necessarily
continuous. For a discussion of this point, see [16].

8. Later, in Chaps.8-11 we will work towards physical applications in which the
above C*-bundle is a locally trivial (or, even a globally trivial) x-algebra bundle
with finite-dimensional fiber. The above generalized gauge theories then become
ordinary gauge theories, defined in terms of vector bundles and connections. It
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would be interesting to study the gauge theories corresponding to the intermediate
cases, such as continuous trace C*-algebras (cf. [18] for a definition), or the more
general KK-fibrations that were introduced in [ 19]. First examples in this direction
are studied in [20].
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Chapter 7
Spectral Invariants

In the previous chapter we have identified the gauge group canonically associated
to any spectral triple and have derived the generalized gauge fields that carry an
action of that gauge group. In this chapter we take the next step and search for gauge
invariants of these gauge fields, to wit, the spectral action, the topological spectral
action and the fermionic action. We derive (asymptotic) expansions of the spectral
action.

7.1 Spectral Action Functional

The simplest spectral invariant associated to a spectral triple (A, H, D) is given
by the trace of some function of D. We also allow for inner fluctuations, and more
generally consider the operators D, = D + w + ¢ JwJ ™! withw = w* € Q })(.A).

Definition 7.1 Let f be a suitable positive and even function from R to R. The
spectral action is defined by

Splw] := Tr f(Dy/A), (7.1.1)

where A is a real cutoff parameter. The minimal condition on the function f is that
it makes f(D,/A) a traceclass operator, requiring sufficiently rapid decay at -co.

The subscript b refers to bosonic since in the later physical applications w will
describe bosonic fields.
There is also a fopological spectral action, which is defined in terms of the grading
7 by
Stoplw] = Try f(Du/N). (7.1.2)

The term ‘topological’ will be justified below. First, we prove gauge invariance of
these functionals.
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122 7 Spectral Invariants

Theorem 7.2 The spectral action and the topological spectral action are gauge
invariant functionals of the gauge field w € QE(A), assumed to transform under
Adu=uJul' € 8(A H; J) as

w > uwu™ +u[D, u™].

Proof By (6.2.5) this is equivalent to D, — UD,U* with U = uJuJ ™. Since
the eigenvalues of U D, U* coincide with those of D,, and the (topological) spectral
action is defined on the spectrum of D,,, the result follows. O

Another gauge invariant one can naturally associate to a spectral triple is of a
fermionic nature, as opposed to the above bosonic spectral action functional. This
invariant is given by combining the operator D, with a Grassmann vector in the
Hilbert space (cf. Appendix 9.A), as follows.

Definition 7.3 The fermionic action is defined by
Slw. 1 = (Jib, Do)
with ¢ € H:E where
g ={d:ven)
is the set of Grassmann variables in H in the +1-eigenspace of the grading ~.

Theorem 7.4 The fermionic action is a gauge invariant functional of the gauge field
w and the fermion field ), the latter transforming under Adu € &(A, H; J) as

P > u]u]flw.

Moreover; if the KO-dimension of (A, H, D; v, J) is 2 modulo 8, then (1, ¢')
(J, Dyt defines a skew-symmetric form on the +1-eigenspace of v in 'H.

Proof Again, D,, — UD,U* with U = uJuJ ™', whilst ¢) — U1). The claim then
follows from the observation UJ = JU.
Skew-symmetry follows from a small computation:

(J, DY) = —(J1p, I DY) = —(IDY, ) = —(DJY/ , ¢)) = —(J¢/, DY).
where we used Table 4.2 for DJ = JD in KO-dimension 2 modulo 8. O

The above skew-symmetry is in concordance with the Grassmann nature of fermi-
onic fields v, guaranteeing that Sy as defined above is in fact non-zero.


http://dx.doi.org/10.1007/978-94-017-9162-5_6
http://dx.doi.org/10.1007/978-94-017-9162-5_9
http://dx.doi.org/10.1007/978-94-017-9162-5_4
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7.2 Expansions of the Spectral Action

We assume that f is given by a Laplace—Stieltjes transform:
fx) = / e dp(n),
t>0

with y some measure on R*. Under this assumption, we can expand Sj, in two ways:
either asymptotically, in powers of A, or in powers of the gauge field w. But first, let
us find an expression for the topological spectral action.

Proposition 7.5 Suppose f is of the above form. Then,
Swplw] = f(0)index D,,,.
Proof This follows from the McKean-Singer formula (Lemma 5.23):

index D,, = Tr ve*tDv%/Az.

Since this expression is independent of A and ¢, an integration over ¢ yields

/dM(t) = f(0). 0

t>0

7.2.1 Asymptotic Expansion

The asymptotic expansion of S can be derived from the existence of a heat kernel
expansion of the form

Tre P = > 1%, (7.2.1)
«

as t — 0. Note that this is written down here for the unperturbed operator D, but
similar expressions hold for any bounded perturbation of D, such as D,,.

Lemma 7.6 If (A, H, D) is aregular spectral triple with simple dimension spectrum
(see Definition 5.9), then the heat kernel expansion (7.2.1) is valid as an asymptotic
expansion as t — 0. Moreover, for o < 0 we have

2¢cq

res;—_2,(1(2) = Td) ,

with (»(z) = Trb|D| 2.


http://dx.doi.org/10.1007/978-94-017-9162-5_5
http://dx.doi.org/10.1007/978-94-017-9162-5_5
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Proof This follows from the Mellin transform:

o0

|D / l‘D2tZ/2—1 dt
F(z/2 ’

0

or, after inserting the heat kernel expansion,

o0
1
Tr|D| ™% = /c rote2=1 gy
D F(Z/Z); o

= cat®T?2=1 4t + holomorphic
F(z/2> Z/ o P

Ca .
= —————— + holomorphic.
; T(z/2)(a+2/2) P

Taking residues at z = —2« on both sides gives the desired result. (]

Using the Laplace—Stieltjes transform, we now derive an asymptotic expansion
of the spectral action in terms of the heat coefficients c,.

Proposition 7.7 Under the above conditions, the spectral action is given asymptot-
ically (as A — o0) by

5T FOeco + O b, (7.2.2)

Tr f(D/A) = D fsA’

BeSd

F(ﬁ/Z)

where f5:= [ f )’ 'dv and Sd is the dimension spectrum of (A, H, D).

Proof This follows directly after inserting the heat expansion in the Laplace—Stieltjes
transform:

Trf(D/A) = / 1A%, dp(t). (7.2.3)

¥ >0

The terms with « > 0 are of order A~ !; if a < 0, then

¢ = % / e_“’v_a_l dv.
o

v>0

Applying this to the integral (7.2.3) gives

Afzaca/tu du(t):Afz‘xca/ / e o dudu(r)

t>0 t>0v>0
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:ZA_MCQ/ / e_tvzv_za_ldvdu(t)

t>0v>0

=2A" %%, / Fv 2" dv =287, fa,

v>0

substituting v — v in going to the second line. Since ¢, = 0 unless —2a € Sd, we
substitute 5 = —2q to obtain (7.2.2). O

Corollary 7.8 For the perturbed operator D,, we have

Splwl = D faAres.—s Tr Dy + f(O) Tr [Dy| *| _, + O(A™).
[eSd

7.2.2 Perturbative Expansion in the Gauge Field

Another approach to analyze Sj is given by expanding in w, rather than in A. We

—tD?

first take a closer look at the heat operator e and its perturbations.

Lemma 7.9 Let w be a bounded operator and denote D, = D + w. Then
1
e1D)? — pmtD? / ds e_”(D'W')ZP(w)e_(l_S)IDZ,
0

with P(w) = Dw + wD + w?.
Proof Note that e’ D is the unique solution of the Cauchy problem

(di + D)u() =0
u(0) = 1,

with d; = d/dt. Using the fundamental theorem of calculus, we find

t
2 / 2 N2
d; e P —/dt'e_(l_t)DwP(w)e_’D

0
t

— _ij €7ZD2 _/dt/ef(lft/)DE)P(w)eft/Dz ,
0

showing that the bounded operator e~1D? fot dt'e= =D p(w)e="'P? also solves

the above Cauchy problem. O
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In what follows, we will repeatedly apply this Lemma to obtain a perturbative
expansion for e’ (D) i powers of w in terms of multiple integrals of heat operators.
We introduce the following convenient notation, valid for operators Xy, ... Xj:

e 2 e 2 e 2
(X0, ..o Xn)yp = t"Tr/ Xoe 0D X 1 o751D7 L X, eI D7 gl
n

Here, the standard n-simplex A, is the set of all n-tuples (71, ..., t,) satisfying
0<t <---<t, <1.Equivalently, A, can be given as the set of n + 1-tuples
(50, 815 ...,8,) suchthatsg+---+s, =1land 0 <s; < 1foranyi =0,...,n.
Indeed, we have so = t1,5; = ti+1 — t; and s, = 1 — t,, and, vice versa, ty =
so+S1+ - Sk—1.

We recall the notion of Gateaux derivatives.

Definition 7.10 The Gdteaux derivative of a map F : X — Y (between locally
convex topological vector spaces) at x € X is defined for 4 € X by

F(x +uh) — F(x)
» .

F'(x)(h) = lim

In general, the map F’(x)(-) is not linear, in contrast with the Fréchet derivative.
However, if X and Y are Fréchet spaces, then the Gateaux derivatives actually defines
alinear map F’(x)(-) forany x € X.In this case, higher order derivatives are denoted
as F”, F"", et cetera, or more conveniently as F® for the k’th order derivative. The
latter will be understood as a bounded operator from X x --- x X (k 4+ 1 copies) to
Y, which is linear in the k last variables.

Theorem 7.11 (Taylor’s formula with integral remainder) For a Gdteaux k + 1-
differentiable map F : X — Y between Fréchet spaces X and Y,

F(x)=F(a)+ F'(a)(x —a) + %F”(a)(x —a,x—a)+---
L
+;F (ayx—a,...,x —a)+ Ri(x),

for x, a € X, with remainder given by

1
Ri(x) = %/F“‘“)(a +1(x —a)((1 =Dh, ..., (1 —0)h, h)dt.
0

In view of this Theorem, we have the following asymptotic Taylor expansion
(around 0) in w € Q})(A) for the spectral action Sp[w]:

]

I
Splwl =" ;s}g ) (0)(w, . .., w), (7.2.4)
n=0 """
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provided we make the following

Assumption 1 Foralla > 0,8 > 0,7 > 0 and 0 < € < 1, there exist constants
Cave such that

/ Trt“|D|ﬁe_’(‘D2_ﬁ) l[du@)] < Cagye.

t>0

Proposition 7.12 [fn = 0, 1,... and w € QL (A), then S\ (0)(w, ..., w) exists,

and
n
SO w,....w) =D (=DF DT (L (1 —e{D.wh+ W’
k=0 Elyeeny Ek
(1 — e{D, w} + exw?) 1k dp(1),
where the sum is over multi-indices (e1,...,cx) € {0, l}k such that
Zf-‘zl(l +¢&i) =n.

Proof We prove this by induction on 7, the case n = 0 being trivial. By definition
of the Gateaux derivative and using Lemma 7.9,

n k
YO, wy = > D [Z(—l)k“(l, (1 —e){D, w} + 102,
k

k=0¢1,....6k = i=l
o AD, W (1= e){D, W) + ek
14

k
+ D (DXL (1 —en(D. w4 e1w?, .. 201 —e)w?,
i=1

(=)D, w)+ ekw2)t,k:| du(r).

The first sum corresponds to a multi-index g/ = (e1,...,€i-1,0,¢4, ..., €k), the
second corresponds to 7/ = (e1y...,ei+1,...,er) if g = 0, counted with a
factor of 2. In both cases, we compute that Zj(l + {—:’j) = n + 1. In other words,
the induction step from n to n + 1 corresponds to inserting in a sequence of 0’s and
1’s (of, say, length k) either a zero at any of the k 4 1 places, or replacing a O by a 1
(with the latter counted twice). In order to arrive at the right combinatorial coefficient
(n + 1)!, we have to show that any € ’ satisfying 3", (1 + €;) = n + 1 appears in
precisely n + 1 ways from Z that satisfy > (1 +¢;) = n. If €’ has length £, it
contains n 4+ 1 — k times 1 as an entry and, consequently, 2k —n — 1 a 0. This gives
(with the double counting for the 1’s) for the number of possible & :

2m+1—-k)+2k—n—1=n+1,

as claimed. This completes the proof. O
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Example 7.13

SD(0)(w) = /(— (1, {D,w}»,l) du(r),
$P(0)(w, w) =2 / ( — (1w 1 + (1, (D, w}, (D, w}m) du(o),
S0 (w, w, w) =3!/ (<1,w2, (D, w2+ (1,{D,w},w?) 2

- (1s {Ds L(J}, {D,W}, {Dv w})1,3) d/"(t)

7.2.2.1 Taylor Expansion of the Spectral Action

We fix a complete set of eigenvectors {1}, of D with eigenvalues )\, € R, respec-
tively, forming an orthonormal basis for H. We also write wy,, := (¥, wiby,) for the
matrix coefficients of w with respect to this orthonormal basis. Recall from Appendix
7.A the notion of divided difference f[xg, xq, ..., x,] of a function f : R — R.

Theorem 7.14 If f satisfies Assumption I and w € Q})(.A), then

S0 (@, ..., w) =n! Z Wiy Wiyiy *** Wiy ST Aiys oo A 1
i

..... in

Proof Proposition 7.12 gives us an expression for S }(7") in terms of the brackets (- - - );.
For these we compute:

(=DM, (1 —e(D, w} +e10?, ..., (1 — gD, w} + exw?)r k dpu(t)
k

=(—D* Z / H ((1 =)y = Aipw + 6sz)

ij_1ij
. Lo . . J J
0=ik 015 bk A j=1

—(SOINE 4oetspt A2
« e (sot 10+ +spt ’k)dksd,u(t)

k
Z H ((1 =)\, = Aijw +€jw2)' ' g[/\%o, )\izk].
j=1

I B ij-tij
W=kl senslk / !

Glancing back at Proposition 7.19, we are finished if we establish a one-to-one
relation between the order index sets I = {0 = ig < i; < --- < i}y = n} such that
ij—1—1ij <2forall 1 < j < k and the multi-indices (1, ..., ) € {0, l}k such
that Zf: 1(1 +¢€;) =n.If I is such an index set, we define a multi-index



7.2 Expansions of the Spectral Action 129

[0 -l cl,
i< 11 otherwise.

Indeed, i; =i;_1 + 1+ ¢, so that
k k
D+e)=io+ > (I+e)=ix=n.
i=1 i=1
It is now clear that, vice versa, if € is as above, we define
I={0=iy<i|<---<ip=n}
byi; =i; 1 + 1+ ¢, and starting with ip = 0. O

Corollary 7.15 Ifn > 0 and w € Q},(A), then

SOV @, . w) == DU D Wiy @iy f N0 AL

i],.dn

Consequently,
— 1
Splw] = Z . Z Wiris = Winiy ST s Ay 1.
n=0 i j

An interesting consequence is the following.

Corollary 7.16 Ifn > 0and w € QlD(.A) and if f" has compact support, then

SO w, ..., w) = (n ;il)! Trf f@Qwiz—=D)"wiz— D)7,

2

where the contour integral encloses the intersection of the spectrum of D with supp f’.

Proof This follows directly from Cauchy’s formula for divided differences (See Note
13 on page 133):

9(2) dz

g[xo,..-xn]Zz_m. (z—x0) - (z2—xp) 7

with the contour enclosing the points x;. ]
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7.A Divided Differences

‘We recall the definition of and some basic results on divided differences.

Definition 7.17 Let f : R — R and let xq, x1, ... x, be distinct points in R. The
divided difference of order n is defined by the recursive relations

flxol = f(x0),
flxt, oo xn] = flxo, x1, ..o x0—1]
Xn — X0 ’

flxo, x1, ... =
On coinciding points we extend this definition as the usual derivative:
flxo, ..., x...,x...x,]:= lim flxp,....,x+u...,x...x,].
u—0

Finally, as a shorthand notation, for an index set I = {iy, ..., i,} we write

Sl = flxigs oo xi, ]

Also note the following useful representation:

Proposition 7.18 For any xq, ..., x, € R,
flxo, x1, ..., x,] = / ™ (sox0 + s1X1 + -+ 4 $5,x) d"s.
Ap

Proof See Note 12 on page 133. (I

Exercise 7.1 Prove Proposition 7.18 and show that it implies
n
Zf[-x07 ~~-»-xi7-xi7-"»xn] = f/[x()v-xlv -'-7-xl’l]'
i=0

Proposition 7.19 For any x1, ...x, € R for f(x) = g(x*) we have,

flxo. =D ] @i+xien) | glxil.

1 \{i—-lLi}cI

where the sum is over all ordered index sets | = {0 = ig <i; < --- < iy = n} such
thatij —ij_1 <2 forall 1 < j <k (i.e. there are no gaps in I of length greater
than 1).

Proof This follows from the chain rule for divided differences (see Note 13 on
page 133):if f = g o ¢, then
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n k—1
flo,cxal =20 D gléGig), - ¢l [ ] olxiys - xip )-
k=10=ip<i|<...<ip=n j=0

For ¢(x) = x? we have ¢[x, y] = x + y, é[x, y,z] = 1 and all higher divided
differences are zero. Thus, if ij11 —i; > 2 then gb[xi_i, ...,xij+l] = 0. In the
remaining cases one has

Xi. + Xxi. lfl+1—l=l
Xiyee oy Xi ] = J e J
ol il ’ X i =2,
and in the above summation this selects precisely the index sets /. (]

Example 7.20 For the first few terms, we have

flxo, x1] = (xo + x1)glxg, x71,
Flxo, x1, x21 = (xo + x1)(x1 + x2)glx3, x1, 31+ glx3, x31,
Fxo, x1, x2, x3] = (x0 + x1)(x1 + x2) (x2 + x3)g[x3, x7, X3, 3]

+ (x2 + x3)g[x3, %3, x31 + (xo + x1)glx5, x7, x31.

Notes

Section 7.1 Spectral Action Functional

1. The spectral action principle was introduced by Chamseddine and Connes in
[1, 2].

2. Note that we have put two restrictions on the fermions in the fermionic action
S of Definition 7.3. The first is that we restrict ourselves to even vectors in HT,
instead of considering all vectors in H. The second restriction is that we do not
consider the inner product (J zZ/ , Dwz/;) for two independent vectors ¢ and ', but
instead use the same vector ¢ on both sides of the inner product. Each of these
restrictions reduces the number of degrees of freedom in the fermionic action by
a factor of 2, yielding a factor of 4 in total. It is precisely this approach that solves
the problem of fermion doubling pointed out in [3] (see also the discussion in
[4, Chap. 1, Sect. 16.3]). We shall discuss this in more detail in Chaps.9 and 11,
where we calculate the fermionic action for electrodynamics and the Standard
Model, respectively.

Section 7.2 Expansions of the Spectral Action

3. For a complete treatment of the Laplace—Stieltjes transform, see [5].

4. Lemma 7.6 appeared as [4, Lemma 1.144].


http://dx.doi.org/10.1007/978-94-017-9162-5_9
http://dx.doi.org/10.1007/978-94-017-9162-5_11
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Corollary 7.8 is [4, Theorem 1.145]. An analysis of the term Tr |Dw|_z}Z=0
therein, including a perturbative expansion in powers of w has been obtained

in [6].

Section 7.2.2 is based on [7].

. The notation (X, ..., X,);» should not be confused with the zeta functions
(Xo, ..., X,); introduced in Chap.5. However, they are related through the
formula

Y
(X0 -.os Xn)tn = (2 ) Tr/e_”\Xo(/\— DH7'X - A"\ — D7l
i

Multiplying this expression by ! and integrating over ¢ eventually yields
(Xo, ..., Xn),. For details, we refer to [8, Appendix A].

For more details on Gateaux derivatives, we refer to [9]. For instance, that the
Gateaux derivative of a linear map F between Fréchet spaces is a linear map
F’(x)(-) for any x € X is shown in [9, Theorem 3.2.5].

The expansion in Eq.7.2.4 is asymptotic in the sense that the partial sums
SN LS 0)(w, . .., w) canbe estimated to differ from Sp[w] by O(Jw[V+1).
This is made precise in [7].

Theorem 7.14 was proved in [7]. A similar result was obtained in finite dimen-
sions in [10] and in a different setting in [11]. Corollary 7.16 was obtained at
first order for bounded operators [12].

There is a close connection between the spectral action, the Krein spectral shift
function [13, 14], as well as the spectral flow of Atiyah and Lusztig [15-17].
One way to see this is from Theorem 7.11, where we can control the asymptotic
expansion of the spectral action using the remainder terms Rj. In [11] these terms
are analyzed and related to a spectral shift formula [13, 14] (see also the book
[18] and the review [19], and references therein). In fact, under the assumption

that f has compact support, the first rest term Sp[w] — Séo) (0) becomes

Tff(D+aJ)—Trf(D)=/Rf(X)d(TrED+w(x))—/Rf(X)d(TrED(X)),

where Ep4,, and Ep are the spectral projections of D + w and D, respectively.
After a partial integration, we then obtain [11][Theorem 3.9]

() Te f(D +w) = Tr f(D) = /R £ OE)x.


http://dx.doi.org/10.1007/978-94-017-9162-5_5
http://dx.doi.org/10.1007/978-94-017-9162-5_7
http://dx.doi.org/10.1007/978-94-017-9162-5_3
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where
§(x) =Tr (Eptw(x) — Ep(x))

is the so-called spectral shift function. Moreover, it turns out that the higher-order
rest terms are related to higher-order spectral shift functions [20, 21].

Let us also briefly describe the intriguing connection between the spectral shift
function and the local index formula of Chap.5. In fact, [22] (using a result
from [23, Appendix B]) relates the index of PuP which appears in the odd
local index formula (Theorem 5.21) to the spectral flow st({D,}) of the family
D, =1 —1t)D+tuDu* = D + tu[ D, u*] for 0 <t < 1. Roughly speaking,
the spectral flow of such a family of operators is given by the net number of
eigenvalues of D; that pass through 0 in the positive direction when ¢ runs from
0 to 1. One then has

index PuP = sf({D;};c[0,17)-

The connection between spectral flow and the spectral shift function was first
hinted at in [24] and has been worked out in [25, 26]. Essentially, these latter
papers build on the observation that the spectral flow from Dy — x to D; — x for
any real number x is equal to the spectral shift function £(x) defined above in
terms of the spectral projections of Dy and D;. Note that for a path connecting
D and the unitarily equivalent operator u Du* the spectral shift function is a
constant. In fact, since D and u Du* have identical spectrum, the left-hand side
of () vanishes. Integration by parts on the right-hand side then ensures that ¢ is
constant (and in fact equal to the above index).

Eventually, a careful analysis of the spectral flow [27] (and [28] for the even
case) allows one to prove the local index formula in the much more general
setting of semi-finite spectral triples [22, 29-31].

Another encounter of spectral shift and spectral flow is in the computation of the
index of the operator d/dt + A(t) with A(¢) a suitable family of perturbations
(t € R). In fact, they were the operators studied by Atiyah, Patodi and Singer in
[15-17]. The index of d /dt 4+ A(t) can be expressed in terms of the spectral flow
of A(z) under the assumptions that A(Z£oo) is boundedly invertible, and that
A(?) has discrete spectrum for all + € R. We refer to [32] for a careful historical
account, and the extension of this result to relatively trace class perturbations
A(t).

Appendix 7.A Divided Differences
12. Proposition 7.18 is due to Hermite [33].

13. The chain rule for divided differences is proved in [34]. For Cauchy’s formula
for divided differences, we refer to [35, Chap. I.1].
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Chapter 8
Almost-Commutative Manifolds
and Gauge Theories

In this chapter we analyze the gauge theories corresponding (in the sense of Chap. 6)
to a special class of noncommutative manifolds, to wit almost-commutative, or AC
manifolds. We will see that this class leads to the usual gauge theories in physics.
After identifying the gauge group, the gauge fields and the scalar fields, we compute
the spectral action that yields the Lagrangian of physical interest.

8.1 Gauge Symmetries of AC Manifolds

We consider almost-commutative manifolds M x F that are the products of a Rie-
mannian spin manifold M with a finite noncommutative space F.

As such, these are reminiscent of the original Kaluza—Klein theories where one
considers the product M x S!. The crucial difference is that the space F is finite so that
no extra dimensions appear, while it can have non-trivial (noncommutative) structure.

Definition 8.1 Let M be aRiemannian spin manifold with canonical triple (C*° (M),
LZ(S), Dy Jm, Ym), and let (Ap, Hr, Dfr; Jr, yF) be a finite real spectral triple.
The almost-commutative manifold M x F is given by the real spectral triple:

MxF = (C®(M, Af), L*(S®(M x HF)), Dy®@1+yu®@Dr; Iu®JF, Yym@7YF)-

Recall the definition of the gauge group of a real spectral triple (cf. Definition 6.4).
In the case of AC manifolds, it is given by

(M x F) := {ujur‘ ‘ue COO(M,LI(AF))} ,

with J = Jy ® Jr. Here we have identified U(C®° (M, Ar)) = C®(M,U(AF)).
For the Lie algebra of the gauge group we have

g(M x F) = {X +JXJV X e Cc®M, u(Ap))} :
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In the same way, we also obtain the groups & (M) and &(F). For the canonical
triple on the spin manifold M, we have seen in Example 4.38 that C*(M),,, =
C°° (M), which means that the group &(M) is just the trivial group. For the finite
space F, we obtain the local gauge group &(F). Let us have a closer look at the
structure of this local gauge group. We define two subsets of Ar by

H(F) :=U((AF)sp), (8.1.1a)
b(F) :=u((AF) ;). (8.1.1b)

Note that the group $H(F) is the counterpart for the finite space F' of the group
U(Ay) in Proposition 6.5, and h(F) is its Lie algebra.

Proposition 8.2 Let M be simply connected. Then the gauge group &(M x F)
of an almost-commutative manifold is given by C°(M, &(F)), where &(F) =
U(AF)/H(F) is the gauge group of the finite space. Consequently, the gauge Lie
algebra g(M x F) is given by C*°(M, g(F)), where g(F) = u(Ar)/h(F).

Proof This follows from Propositions 6.5 and 6.8, combined with the fact that for
the algebra A = C®°(M, Ar) we have U(A) ~ C®(M,U(AF)), while U (A;) =
C° (M, $H(F)). The quotient of the latter two groups is isomorphic to C>°(M, & (F))
if the following homomorphism

C®(M,U(AR)) > CZ(M,U(AF)/H(F))

is surjective. This happens when M is simply connected, as in that case there exists
a global lift from U(AFr)/$H(F) to U(AF) (see Note 4 on page 157). U

This is in concordance with the picture derived in Sect.6.3, where the gauge
group acts fiberwise on a C*-bundle. Namely, in the case of an almost-commutative
manifold we have a globally trivial C*-bundle M x A for which A are the (smooth)
sections. Since B(M x F) >~ C*(M, B(F)), the gauge group is given by the space
of sections of the group bundle M x &(F), which then naturally acts fiberwise on
the C*-bundle M x Afr.

Combined with the outer automorphisms on C*° (M), we arrive at the full symme-
try group of an almost-commutative manifold M x F as a semi-direct product, where
the ‘internal symmetries’ are given by the gauge group &(M x F). Furthermore,
we also still have invariance under the group of diffeomorphisms Diff(M), as in
Example 6.2. There exists a group homomorphism 6 : Diff(M) — Aut (&(M x F))
given by

AU :=Uod !,

for ¢ € Diff(M) and U € (M x F). Hence, we can describe the full symmetry
group by the semi-direct product

(M x F) x Diff(M).
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8.1.1 Unimodularity

Suppose that Ar is a complex unital x-algebra, conform Definition 2.1. This algebra
has a unit 1, and by complex linearity we see that C1 C (AFr) .. Restricting to
unitary elements, we then find that U(1) is a subgroup of $(F). Because H(F) is
commutative, U (1) is then automatically a normal subgroup of H(F).

If, on the other hand, A is a real algebra, we can only say that R1 C (AFr),,.
Restricting to unitary (i.e. in this case orthogonal) elements, we then only obtain the
insight that {1, —1} is a normal subgroup of $H(F).

Proposition 8.3 If Ar is a complex algebra, the gauge group is isomorphic to
G(F) ~ SU(AF)/SH(F),
where

SU(AF) :=1{g e U(AF) | det g =1},
SH(F) :== SU(AFR) N H(F).

In this case the gauge algebra is

g(F) ~ su(Ar)/sh(F),
with

SW(Ar) = {X e u(Ar) | Trg, X =0},
sh(F) :=su(Ap) Nhp.

Proof Elements of the quotient &(F) = U(AF)/$H(F) are given by the equivalence
classes [u] for u € U(AF), subject to the equivalence relation [u] = [uh] for all
h € $H(F). Similarly, the quotient SU(AF)/S$H(F) consists of classes [v] for v €
SU(AF), with the equivalence relation [v] = [vg] for all g € SH(F). We first show
that this quotient is well defined, i.e. that SH(F') is a normal subgroup of SU(AF).
For this we need to check that vgv‘1 € SH(F) forall v € SU(AF) and g € §
H(F). We already know that vgv_l € $(F), because H(F) is a normal subgroup of
U(AF). We then also see that dety, (vgv~!) = dety,. g = 1, so vgv~! € SH(F),
and the quotient SU(AF)/SH(F) is indeed well defined.
As to for the claimed isomorphism, consider the group homomorphism

p:UAF) = SU(AF)/S$H(F) given by

o) = [N, 'ul,

where A\, € U(1) is an element in U (1) such that )\MN = detu, where N is the
dimension of the finite-dimensional Hilbert space Hr.
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Since U (1) is a subgroup of U(AF) (because we assume Ar to be a complex
algebra), we see that indeed )\,flu € SU(AF). Let us also check that ¢ does not
depend on the choice of the N’th root A, of detu we take. Suppose X, is such that
)\;N = detu. We then must have )\u_l)\; € pn, where py is the multiplicative
group of the N’th roots of unity. Since U (1) is a subgroup of H(F), we see that uy
is a subgroup of SH(F), so [/\,flu] = [/\,’f1 u], and hence the image of ¢ is indeed
independent of the choice of \,,.

Next, since SU(AF) C U(AF), the homomorphism ¢ is clearly surjective. We
determine its kernel:

kerp = {u e UAR) : N u € )] = (u e UAR) 1w e H(F) = 5(F),

since A, € H(F). O

The significance of Proposition 8.3 is that in the case of a complex algebra with a
complex representation, equivalence classes of the quotient &(F) = U(Afr)/H(F)
can always be represented (though not uniquely) by elements of SU(AF). In that
sense, all elements g € &(F) naturally satisfy the so-called unimodularity condi-
tion, i.e. they satisfy

detypg =1.

In the case of an algebra with a real representation, this is not true and it is natural
to impose the unimodularity condition for such representations by hand. We will
see later in Chap. 11 how this works in the derivation of the Standard Model from
noncommutative geometry.

Example 8.4 Define the so-called Yang-Mills finite spectral triple (cf. Exam-
ple 3.14)

Fyy = (MN(C), MN(C),D =0; Jp = ()", v = 1).

One easily checks that the commutative subalgebra (Ar) ;. is given by Cly. The
group $H(F) of unitary elements of this subalgebra is then equal to the group U (1)ILy.
Note that in this case $)(F) is equal to the subgroup U(Z(AF)) of U(N) that com-
mutes with the algebra My (C). We thus obtain that the gauge group is given by the
quotient &(Fyy) = U(N)/U(1) =: PU(N), which by Example 6.3 is equal to the
group of inner automorphisms of My (C). As in Proposition 8.3, this group can also
be written as SU (N)/un, where the multiplicative group uy of Nthroots of unity is
the center of SU (N). The Lie algebra g(Fy,,) consists of the traceless anti-hermitian
matrices, i.e. it is su(N).

The almost-commutative manifold M x Fy,, will be referred to as the Yang—Mills
manifold. By Proposition 8.2, in the simply connected case the global gauge group
B(M x Fyy) is given by maps C*°(M, PU(N)), or, equivalently, by the space of
smooth sections of the trivial group bundle M x PU (N).
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Exercise 8.1 In the context of the above example, check that indeed:

(1) the commutative subalgebra My (C) ;. =~ Cly,
(2) SH(F) = pun, the multiplicative group of N’th roots of unity.

Explain the difference with the case of My (R).

8.2 Gauge Fields and Scalar Fields

Let us apply the discussion in Sect. 6.2 on Morita self-equivalences to the almost-
commutative manifold M x F and see what the corresponding gauge fields look
like. For convenience, we restrict ourselves to simply connected manifolds M of
dimension dim M = 4 and F of even KO-dimension so that e’F = 1 in Table 3.1;
this is sufficient for the physical applications later on.

Thus, we determine QID (A) for almost-commutative manifolds, much as in Exer-
cise 4.7. The Dirac operator D = Dy ® 1 + vy @ DF consists of two terms, and
hence we can also split the inner fluctuation w = a[D, b] into two terms. The first
term is given by

alDy ® 1,b] = —iv' ® adyb =: " ® A, (8.2.1)
where A, := —iad,b € i A must be hermitian. The second term yields

alymy ® Dp, bl = vy @ a[Df, bl =: vy ® ¢, (8.2.2)
for hermitian ¢ := a[Dp, b]. Thus, the inner fluctuations of an even almost-

commutative manifold M x F take the form
w=9"® Ap+m ® ), (8.2.3)

for certain hermitian operators A, € iAand ¢ € T’ ( End(V)), where V is the trivial
vector bundle V. = M x Hp.

The ‘fluctuated’ Dirac operator is givenby D, = D+w+€ JwJ ~! (cf. Sect.6.2.2
above), for which we calculate

V@ A+ IV @ AT =" ® (A, — JrAJ ) =M ® B, (8.2.4)
which defines B, € I" ( End(V)), and where we have used that Jy;~v* J;,l = —v"in
dimension 4. Note that if V£ denotes the twisted connection on the tensor product

bundle £ :=SQ® V,ie.

Vi =Vi®l+il® B,
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we see that we can rewrite
Dy ®1++"® B, =—iy"V}.
For the remainder of the fluctuated Dirac operator, we define ® € I' ( End(E )) by
®:=Dp+¢+JpdJ; . (8.2.5)
The fluctuated Dirac operator of a real even AC-manifold then takes the form
Dy=Dy®1++" QB+ QP =—iy"V, + 7y ® . (8.2.6)

In Sect. 8.1 we obtained the local gauge group & (F) with Lie algebra g(F). For
consistency we should now check that the gauge field A, arising from the inner
fluctuation indeed corresponds to this same gauge group.

The requirement that A, is hermitian is equivalent to (i A,)* = —i A,. Since A,
is of the form —iad,b for a,b € A (see (8.2.1)), we see that i A, is an element of
the algebra A (also if A is only a real algebra). Thus we have A, (x) € i u(Ar).

The only way in which A, appears in D, is through the actionof A, — Jr A, J L
If we take A; = A, —ay forsomea, € ih(F) =i u((AF)JF) (which commutes with
JFr), we see that AL, - JFAL/ng = A, - JFA“J;1. Therefore we may without
any loss of generality assume that A, (x) is an element of the quotient ig(F) =
i(W(AF)/H(F))). Since g(F) is the Lie algebra of the gauge group &(F), we have
therefore confirmed that

A, € C®(M,ig(F)) (8.2.7)

is indeed a gauge field for the local gauge group &(F). For the field B, found in
(8.2.6), we can also write

B, =ad(A,) = A, — JrA,J; "

So, we conclude that By, is given by the adjoint action of a gauge field A, for the
gauge group & (F) with Lie algebra g(F).

If the finite noncommutative space F has a grading v, the field ¢ satisfies ¢yr =
—~vr@ and the field @ satisfies &y = —yr® and ®Jr = Jr®. These relations
follow directly from the definitions of ¢ and ® and the commutation relations for
Dp according to Definition 3.1.

Using the cyclic property of the trace, it is easy to see that the traces of the fields
By, ¢ and ® over the finite-dimensional Hilbert space Hr vanish identically: for B,
we find

Tra, (By) = Tra, (A — Jr A7) = Tra, (A, — Audy ' Jp) =0,
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whereas for the field ¢ we find
Try, (¢) =Try, (a[Dp, b]) =Try, ([b, a]Dp).

Since the grading commutes with the elements in the algebra and anti-commutes with
the Dirac operator, it follows that this latter trace also vanishes. It then automatically
follows that ® = Dg + ¢ + Jpng;l is traceless too.

Example 8.5 For the Yang—Mills manifold M x Fyy of Example 8.4 the inner
fluctuations take the form w = v ® A, for some traceless hermitian field A, =
AZ € C®(M,isu(N)). Since JFAHngm =mA, form € My(C), we see that for
the field B, = A, — JF Aujgl we obtain the action

m— Bym=Am—mA, =[A,,m] = (ad A, )m.

Thus A, isa PU(N) gauge field which acts on the fermions in L%(S) ® My(C) in
the adjoint representation.

8.2.1 Gauge Transformations

Recall from Sect. 6.2 that an element U € & (A, H; J) acts on the inner fluctuations
as a gauge transformation. In fact, the rule D,, — UD,U* with U = uJuJ ™! can
be implemented by

u:wi— W i=uwu™ +ulD, u*], (8.2.8)

so that UD,U* = D_u. In physics, the resulting transformation on the inner fluctu-
ation w — w" will be interpreted as a gauge transformation of the gauge field.

Note that for an element U = uJuJ~! in the gauge group &(M x F), there is
an ambiguity in the corresponding transformation of w. Namely, for u € U (A) and
h € U(Ay), we can also write U = uhJuhJ~". Replacing u with uh using (4.3.1)
we then obtain

W' = wou* +u[D, u*] + h[D, h*].

However, when considering the total inner fluctuation wth 4+ Juh g _1, the extra
term h[D, h*] cancels out:

h[D, h*]+ Jh[D, h*1J~" = h[D, h*] + [D, hlh* = [D, hh*] = 0.
Hence the transformation of Dy, = D + w + JwJ ! is well defined.

For an AC-manifold M x F, by (8.2.3) we have w = 7" ® A, + vy ® ¢ and
D= —ify“V;f ® 1 4+ vy ® D, and, using [Vﬁ, u*] = 0,u*, we thus obtain
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Ay — uAu™ —iudyu’,
¢ — ugu* +u[Df, u*]. (8.2.9)

The first equation is precisely the gauge transformation for a gauge field A, €
C°(M,ig(F)), as desired. However, the transformation property of the field ¢ is a
bit surprising. In the Standard Model, the Higgs field is in the defining representation
of the gauge group. The transformation for ¢ derived above, on the other hand, is in the
adjoint representation. From the framework of noncommutative geometry this is no
surprise, since both bosonic fields A, and ¢ are obtained from the inner fluctuations
of the Dirac operator, and are thereby expected to transform in a similar manner.
Fortunately, for particular choices of the finite space F', the adjoint transformation
property of ¢ reduces to that of the defining representation. The key example of this
will be discussed in Chap. 11, where we present the derivation of the Standard Model
from an almost-commutative manifold.

8.3 The Heat Expansion of the Spectral Action

In the remainder of this chapter we shall derive an explicit formula for the bosonic
Lagrangian of an almost-commutative manifold M x F from the spectral action of
Definition 7.1. We start by calculating a generalized Lichnerowicz formula for the
square of the fluctuated Dirac operator. Subsequently, we show how we can use this
formula to obtain an asymptotic expansion of the spectral action in the form of (7.2.1).
We explicitly calculate the coefficients in this heat kernel expansion, allowing for a
derivation of the general form of the Lagrangian for an almost-commutative manifold.

8.3.1 A Generalized Lichnerowicz Formula

Suppose we have a vector bundle E — M. We say that a second-order differential
operator H is a generalized Laplacian if it is of the form H = AF — F_ where A
is a Laplacian in the sense of Definition 4.16 and F' € I'(End(E)).

Our first task is to show that the fluctuated Dirac operator D, on an almost-
commutative manifold squares to a generalized Laplacian, Di = Af — F, and then
determine F. Before we prove this, let us first have a closer look at some explicit
formulas for the fluctuated Dirac operator. Recall from (8.2.6) that we can write

D, =—iy"Vi+u®
for the connection Vf = Vlf ®14+1®(9,+iB,)on E = S®V, and the scalar field

® e I'(End(FE)). Let us evaluate the relations between the connection, its curvature
and their adjoint actions. We define the operator D,, as the adjoint action of the
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connection Vf, ie. D, =ad (Vf) In other words, we have
D,® =[V}, ®] =09, +i[B,, ®]. (8.3.1)
We define the curvature F),;, of the gauge field B, as usual by
F = 0,B, — 8,B, +i[B,, B,]. (8.3.2)

Recall the curvature of the connection V£ from (4.2.3). Since in local coordinates
we have [0, 0,] = 0, we find

QF, =vVivi—vive
=(Vi®1+il®B)(Vi®1+il® B,)
—(Vi®1+il®B)(V, ®1+il® B)
=Q3, ®1+il®3,B,—il®,B,— 1 ® B, B,l.

1724

Inserting (8.3.2), we obtain the formula

Qn, =[Vi.Vvi]=9),®1+il®F,. (8.3.3)

W

Next, let us have a look at the commutator [D/,,, D,,]. Using the definition of D,
and the Jacobi identity, we obtain
[Dy. D,]® =ad (V) )ad (V))® —ad (V))ad (V))®
[Vii. V7. @] = [V 1V, @]

=[Ivy. v @l =[Qf,. @] = ad (2],)®.

Since wa commutes with ®, we obtain the relation

[Dy. Dy =iad(Fu).

Note that this relation simply reflects the fact that ad : g — End(g) is a Lie algebra
homomorphism.
In local coordinates, the Laplacian is given by

E _ v EvE _ 1o E
AF = —g (VEV rva).

We can then calculate the explicit formula

AF = — g (vaf - rﬂ,wvf)
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=AS@1—g"(i(Vi® DI ®B,) +i(1 @BV 1)
~1® BB, —iT",, ® B,)

=AS®1-2i(1®B")(VS®1) —ig"(1®J,B,)
+1® B,B" +ig"T’,, ® B,. (8.3.4)

We are now ready to prove that the fluctuated Dirac operator D, of an almost-
commutative manifold satisfies the following generalized Lichnerowicz formula or
Weitzenbock formula. First, for the canonical Dirac operator Dys on a compact
Riemannian spin manifold M, recall the Lichnerowicz formula of Theorem 4.21:

DZ—AS+l 8.3.5
M — 4Sa (")

where AS is the Laplacian of the spin connection V5, and s is the scalar curvature
of M.

Proposition 8.6 The square of the fluctuated Dirac operator on an almost-
commutative manifold is a generalized Laplacian of the form

D> =AF —F,

where the endomorphism F' is given by
1 2 1. 7 . n
F:—Zs®l -1 +§l’Y v ® Fuy — ivmy" ® D, P, (8.3.6)

in which D, and F),, are defined in (8.3.1) and (8.3.2), respectively.

Proof Rewriting the formula for D,,, we have

D2 = (Dy®1+1"® By +m ® D)’
=D3 ®1+79"7" ® BB, +1® &>+ (Dyy" @ H(1 ® B)
+ (@B Dy @D+ Dy D(yy @ D)+ (yu @ P)(Dy ® 1)
+ (V"' ® By)(ym @ @) + (ym @ ©)(V* @ By).

For the first term we use the Lichnerowicz formula of (8.3.5). We rewrite the second
term into

1
")/H’)/V ® B/LBV = E'YH'YV ® (B/LBI/ + BVB/L + [B/u Bu])

1
=1® B,B" + zv”v” ® [By, B,
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where we have used the Clifford relation (4.2.2) to obtain the second equality. For
the fourth and fifth terms we use the local formula Dy, = —iy” V3 to obtain
D" @ DU ® By + (1@ BV Dy ®1)
= —({7"Vi" @ D1 ® B,) — (1® B)(1'iv"'Vy & 1),

Using the identity [V5, c(a)] = ¢(V,a) for the spin connection, we find [V5 ®
I, (7" ® 1)(1 ® By)] = ¢(Vy(dx" ® B,)). We thus obtain

DOy D1 ®B,) +(1®B)(Y'Dy 1)
= —i(v ® De(V,(dx" ® B))
— (" @ DI ®B)(Vs® 1) —i(1® BV ®1)
—i(v" ® De(dx" & (9,B,) — T, dx" ® B,) —2i(1® BY)(V) ® 1)
— (" ® 1)(1 ©0,B, — ", ® B,,) —2i1®B)(VS® 1)
— iy ®1)(1®0,By) +ig"'T",, ® B, —2i(1® B")(V; ® 1).

The sixth and seventh terms are rewritten into

Dy DM RP)+ (M P Dy @) =—(wD[Dy®l, 18 ]
= (ym ® DY ® 0,P) = iy ® 9, .

The eighth and ninth terms are rewritten as
(V' ® B)(vu ® @) + (ym @ D)V ® By) = =y ® [By, .
Summing all these terms then yields the formula
2 s, 1 1 v
D, =A%+ 29 @1+ (1@ B.B") + 77" © [By, By

+1Q 0> iy @ 1)(1®0,B,) +ig"'T",, ® B,
—2i(1® B")(V; ® 1) +ivyy" ® 9,® — yur" ® [B, @1.

Inserting the formula for A from (8.3.4), we obtain

1 1
DW2 = AE + ZS ®1+ E’Yﬂ’)’y & [B/u By]

+1®0* —i(v " @ (1 ®IyBy) +ig" (1®9,B,)
+ivuy" ® 0, — yuy" ® [B, ).

Using (8.3.2), we rewrite
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—i(y"y"® D1 ® 0,By) +ig" (1 ® 9,By)

=—i(y"""® 1)1 ®0a,B,) + %i(v“v” +7"9") ® (0,By)
= —%i’y“’y” ® (0,By) + %i’y"’y“ ® (0,By)
= —%W"v” ® Fuy — %7’“‘7“ ® [By, Byl
Using (8.3.1), we finally obtain
D> =AF + %s ®1+1®d%— %iv"v” ® Fuv + ivyuy" @ D@,

from which we can read off formula (8.3.6) for F.

8.3.2 The Heat Expansion

Below, we present two important theorems (without proof) which we will need to
calculate the spectral action of almost-commutative manifolds. The first of these
theorems states that there exists a heat expansion for a generalized Laplacian. The
second theorem gives explicit formulas for the first three non-zero coefficients of
this expansion. Next, we will show how these theorems can be applied to obtain a
perturbative expansion of the spectral action for an almost-commutative manifold,
just as in Proposition 7.7.

Theorem 8.7 For a generalized Laplacian H = AF —F on E we have the following
asymptotic expansion as t — 0, known as the heat expansion:

Tr (e*f”) ~ SR aum), (8.3.7)

k>0

where n is the dimension of the manifold, the trace is taken over the Hilbert space
L%(E) and the coefficients of the expansion are given by

ar(H) :=/ ay(x, H)ﬁd4x, (8.3.8)
M
where \/§d4x denotes the Riemannian volume form. The coefficients ay(x, H) are
called the Seeley-DeWitt coefficients.

Proof See Note 6 on page 157. ([

Theorem 8.8 For a generalized Laplacian H = AY — F (as in Theorem 8.7), the
Seeley-DeWitt coefficients are given by
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ao(x, H) = (47)~ % Tr(id),
ar(x, H) = (4m) "3 Tr (% + F) ,

.1
a4(x, H) = (471')_7 % Tr ( — 12As + 5S2 _ ZRNVR/W + ZRNI//JU'RMVpO
+60sF + 180F? — 60AF + 305 (5)™),

nv
where this time the traces are taken over the fibre E. Here s is the scalar curvature
of the Levi-Civita connection V, A is the scalar Laplacian, and QEF is the curvature
of the connection VE corresponding to AE. All ay(x, H) with odd k vanish.

Proof See Note 6 on page 157. (]

We saw in Proposition 8.6 that the square of the fluctuated Dirac operator of an
almost-commutative manifold is a generalized Laplacian. Applying Theorem 8.7 to
D,,% in dimension n = 4 then yields the heat expansion:

Tr (e—’Dwz) ~ ST a ), (8.3.9)

k=0

where the Seeley-DeWitt coefficients are given by Theorem 8.8. In the following
proposition, we use this heat expansion for D,,? to obtain an expansion of the spectral
action.

Proposition 8.9 For an almost-commutative manifold M x F with M of dimension
4, the spectral action given by (7.1.1) can be expanded asymptotically (as A — o0) as

D, - _
Tr (f(T)) ~ay(DA)fO) +2 D fark A Fan(D?) +0™h,

0<k<4
k even

()

where f; = fooo f)vi~ldv are the moments of the function f, j > 0.

Proof Our proof is based on Proposition 7.7. Let ¢ be the function g(u?) = f (u),
so that its Laplace—Stieltjes transform

o0
90) = [ i),
0
We can then formally write
o0
gD = / P dps).
0

We now take the trace and use the heat expansion of D,,” to obtain
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(9eD.3) = [ T (€Y ants) ~ / > 60T @ (D du(s)
o k=0
=S T a? /s T dus). (8.3.10)

k=0

The parameter 7 is considered to be a formal expansion parameter. From here on, we
will drop the terms with k > 4. The term with k = 4 equals

as(D,?) / s%u(s) = as(D,»g(0).

We can rewrite the terms with k£ < 4 using the definition of the I'-function as the

analytic continuation of
o0

I'(z) = /rZ*‘e*’dr, (8.3.11)

0

for z € C with R(z) > 0, and by inserting r = sv, we see that (for k < 4) we have

o0

4 k
F(— /(sv)i Le™Vd(sv) = s H /v Srlemsvgy,

0

From this, we obtain an expression for s 5 , which we insert into Eq. (8.3.10), and
then we perform the integration over s to obtaln

Tr (9(tD.?)) ~ as(D,) £ (0)

+ z ' an(D, ) k)/vy‘—lg(v)dwou\—l).
0

0<k<4 2

Now we choose the function ¢ such that g(u?) = f(u). We rewrite the integration
over v by substituting v = > and obtain

/v%—lg(v)dv =/u4_k_zg(u2)d(u2) _ 2/u4_k_1f(u)du,
0 0 0

which by definition equals 2 f4_x. Upon writing = A~2, we have modulo A ™,
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o (1(2)) =1e{on )

~ay(DAfO)+2 D fau A Fa(D?)

+ 0.
0<k<4 (47)

Using ak(Dwz) = 0 for odd k, the claim follows.

8.4 The Spectral Action on AC Manifolds

In the previous section we obtained a perturbative expansion of the spectral action for
an almost-commutative manifold. We now explicitly calculate the coefficients in this
expansion, first for the canonical triple (yielding the (Euclidean) Einstein—Hilbert
action of General Relativity) for a four-dimensional Riemannian spin manifold M
and then for a general almost-commutative manifold M x F.

By Proposition 8.9 we have an asymptotic expansion as A — 00:

D. ]
Tr (f(T)) ~2finbag(DD) + 2N (D) + F (D) + O™,
(8.4.1)

Proposition 8.10 For the canonical triple (C*®°(M), L*>(S), Dy), the spectral
action is given by:

D
Tr (f(TM)) ~ /EM(guu)\/gd4x +0A™h, (8.4.2)
M

where the Lagrangian is defined by

faht A2 f(O)( As — 1 1

- —C e CHPO R*R*).
272 2an2’ T 162 20 e * 360

£M(g;11/) =

Here the Weyl tensor C,,,,, is given by the traceless part of the Riemann curvature
tensor, so that

1
Chuvpo CM"77 = Ryuypo R = 2Ryg R + 27, (8:4.3)
and R* is related to the Pontryagin class:
R*R* = s> — 4R, R" + Ry po RM7. (8.4.4)

Proof We have n = 4, and Tr(id) = dim S, = 4 where S is the fiber of § at some
x € M. Inserting this into Theorem 8.8 gives
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ap(D3,) = L / Jd*x.
472
M
From the Lichnerowicz formula (8.3.5) we see that F = —%s id, so
a(DY) = - / s /g,

M

Moreover,
2. 2 5 2.
5s°id + 60s F + 180F“ = Zs id.

Inserting this into a4(D ) gives

1

Dy) = —5——
a4(Dy) = 163 360

5
/ Tr(3Asid + Zszid — 2R, R"id
M
+ 2Ryupo RMP7id + 30925 ,25M) /gd x.

The curvature 5 of the spin connection is defined as in (4.2.3), and its components
are Qil, = Q5(0,, 0,). The spin curvature 5 is related to the Riemannian curvature
tensor by (see Note 7 on page 157),

1
Q= i Ryupoy"° . (8.4.5)

We use this as well as the trace identity
Tr(vH4"7"7) = 4(g" 9" — 9" 9" + g7 g"")
to calculate the last term of a4(D%,I):
Tr(2y, 25" = RW,R e TP 77

. 1
gpcr A6 gp)\gah + gpnga)\) — _ER/“’[’” RHMVPO
(8.4.6)

1
=ZRW/[)UR )\ (

where the first term in the second line vanishes because of the antisymmetry of R, 5
in p and o, and the other two terms contribute equally. We thus obtain

1 1

1672 360
M

ay(D3) = (12As + 552 — 8Ry R" — TR1p0 R"77) /gd* x.

(8.4.7)
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We rewrite this into a more convenient form, using (8.4.3) and (8.4.4), which together
yield:

—-gscwmgcﬂW”-%ggak*R*
= —2—10RWWRW”” + 11—0R,,0R”" - %sz
+ %R,WR“V’” - %RWR”” + %ﬁ
= 31@( — TRyupo R""7 — 8R,s R” + 557).

Therefore, we may rewrite (8.4.7) so as to obtain

1 1 1 11

2y - - Hvpo * % 4

as(D}y) = 1 / (30As 25 G 4 S5 RR )@d x.
M

Inserting the obtained formulas for ag (Dﬁ,l), ap (D%,I) and aq (DIZVI) into (8.4.1) proves
the proposition. (]

Remark 8.11 In general, an expression of the form
as® + bRy R + R pypo R,

for certain constants a,b,c € R, can always be rewritten in the form as? +
BCLupaCHP? 4+ vR*R*, for new constants «, 3,7 € R. One should note here
that the term s2 is not present in the spectral action of the canonical triple as calcu-
lated in Proposition 8.10. The only higher-order gravitational term that arises is the
conformal gravity term C ;o C*"P7.

Note that alternatively, using only (8.4.4), we could also have written

11 7
ay(D3)) = / (As + s? — 3R, R" — ER*R*)JEa”’x.

1672 30
M

The integral over As only yields a boundary term, so if the manifold M is compact
without boundary, we can discard the term with As. Furthermore, for a 4-dimensional
compact orientable manifold M without boundary, we have the formula

/R*R*@dx = 872\ (M),

M

where (M) is Euler characteristic. Hence the term with R*R* only yields a topo-
logical contribution to the action, which we will also disregard. From here on, we
will therefore consider the Lagrangian
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fht  pA? o fO)
22 2472 32072

Ly (g/w) = C/wpgclwpo’ (8.4.8)

or, which is the same,

faht  HA? f(O)( 3R, RW)

L —
M) = 5 3 = a2 T ag0m2

(8.4.9)

Proposition 8.12 The spectral action of the fluctuated Dirac operator of an almost-
commutative manifold with dim M = 4 is given by

D., B
Tr (f(T)) ~ /C(gw, B,. ®)/gd*x + O(A™"),
M

where
['(g/ws B, ®) := N‘CM(Q;W) + EB(B[L) + E@(guuv B, ®).

Here Ly (guw) is defined in Proposition 8.10, N is the dimension of the finite-
dimensional Hilbert space Hr, and Lp gives the kinetic term of the gauge field as

f()

[:B(Bp) 2 Tr (F/WFMV)

and Ly gives a scalar-field Lagrangian including its interactions plus a boundary
term as

f() f0)

Lo(Guws By, @) i= — 2?‘\ Tr(®?) + 2= Tr(d*) + —A(T (@)
(8.4.10)
f0) f( ) '
+ 52t Tr(®?) + - Tr (D, ®)(D"®)).

Proof The proof is very similar to Proposition 8.10, but we now use the formula for
D,,” given by Proposition 8.6. The trace over the Hilbert space Hr yields an overall
factor N := Tr(1y, ), so we have

ap(D.,?) = Nag(Djy).
The square of the Dirac operator now contains three extra terms. The trace of "
vanishes, which follows from cyclicity of the trace and the fact that vy v* = —~*vy.

Since Tr(y#v") = 4¢g"" and F),, is anti-symmetric, the trace of y*~" F),,, also van-
ishes. Thus we find that

1
ay(D,?) = Nay(D3,) — o / Tr(®?)/gd*x.
M
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Furthermore we obtain several new terms from the formula for a4(Dw2). First, we
calculate

1 r60sFy = — s (Ns + 4Tr(<I>2))
360 6 '

The next contribution arises from the trace over F2, which equals
F2 — 1 2 1 1 q)4 1 MV A PAT F F
=1g8 ®1H180" =7 @ FluFyo
1
+ 919" ® (D, @) (D, P) + 35 ® ®* + traceless terms.

Taking the trace then yields

1 N
360 Tr(180F?) = §s2 +2Tr(®%) + Tr(F,, F*)

+27Tr (D, ®)(D"®)) + s Tr(d?).

Another contribution arises from —AF. Again, we can simply ignore the traceless
terms and obtain

L or60ar) = 1a (Ns + 4Tr(<I>2))
360 6 '

The final contribution comes from the term Q£ QE"”

L , where the curvature QF is
given by (8.3.3); we obtain

QL Q" =8 Q5" @1 - 1® Fu " +2iQ5, ® FI".

ng

Using (8.4.5), by the anti-symmetry of Ry, we find

1 1
Tr(QS ) = ZRW,, Tr(y47) = ZRWWgP“ =0,

%

so the trace over the cross-terms in QﬁDQE " vanishes. From (8.4.6) we then obtain

1 ’ 1 N
360 Tr(3oszf,,QE“’ ) = 3 (—?Rm,pgR“”’”’ - 4Tr(F,WFW)) )

Gathering all terms, we obtain

1 1

2
as(x, D,7) =Wﬁ

( — 48N As +20Ns* — 8N R, R"”

+ 8N Ry R™7 = 605 (Ns + 4 Tr(@?))
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N 4 v
+ 360 §S + 2Tr(®7) + Tr(F,, F")

+2Tr ((D, @) (D" ®)) + 5 Tr(CI>2))
+60A (Ns 1 4Tr(<I>2))

N
—30 ( Ryuvpo R"P° + 4Tr(F, F‘“’)) )

~ L1 (anas+shs? — 8N R, R"
(47)2 360

— TN Ry po R"P7 + 1205 Tr(d?)

+ 360 (2 Tr(®*) + 2 Tr ((D,,,@)(Dﬂcp)))
+240A (Tr(cbz)) 4240 Tr(F,WFW)).
Comparing the first line of the second equality to (8.4.7), we see that
as(x, Dy%) = Nas(x, D)) + L Tr(®?) + lTr(cb“)
M2 472\ 12 2
1 o 1 2 1 1%
+ 3 Tr (DL O)(DI D)) + A (Tr(cb )) + S Tr(Fw F)).

Inserting these Seeley-DeWitt coefficients into (8.4.1) proves the proposition. [

Note that the above Lagrangian is indeed gauge invariant. This is of course a
consequence of the manifest gauge invariance of the spectral action, which follows
from the invariance of the spectrum under unitary transformations.

Example 8.13 Let us return to the Yang—Mills manifold M x Fyy of Examples
8.4 and 8.5. We have already seen that the inner fluctuations are parametrized by a
PU(N) gauge field A,,, which acts in the adjoint representation B, = ad A, on the
fermions. There is no scalar field ¢ and ® = Dr = 0. We can insert these fields into
the result of Proposition 8.12. The dimension of the Hilbert space Hr = My (C) is
N?2. We then find that the Lagrangian of the Yang—Mills manifold is given by

f(0)

L(Guw» By) = N Lt (g) + 2

—— Lyu(By).
Here Ly, is the Yang—Mills Lagrangian given by
'CYM(B/L) = Tr(F/wF/»W)’

where F),,, denotes the curvature of By,.
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Notes
Section 8.1 Gauge Symmetries of AC Manifolds

1. Kaluza—Klein theories date back to [1, 2].

2. The name almost-commutative manifolds was coined in [3], suggesting that the
noncommutativity is mild since it is simply given by the matrix product in Af,
pointwise on M. Almost-commutative manifolds essentially already appeared
in [4], and somewhat later in the work of Connes and Lott [5]. Around the same
time, a similar structure appeared in a series of papers by Dubois-Violette, Kerner
and Madore [6-9], who studied the noncommutative differential geometry for
the algebra of functions tensored with a matrix algebra, and its relevance to
the description of gauge and scalar Higgs fields. almost-commutative manifolds
were later used by Chamseddine and Connes [10, 11], and by Chamseddine,
Connes and Marcolli in [12] to geometrically describe Yang—Mills theories and
the Standard Model of elementary particles, as we will see in the next chapters.
‘We here base our treatment on [13].

3. We canregard C*®° (M, AF) as the space of smooth sections of a globally trivial
x-algebra bundle M x Ap. The natural question whether the above definition
can be extended to the topologically non-trivial case is addressed in [14-16].
The special case of topologically non-trivial Yang—Mills theories is treated in
[17] and in the next Chapter.

4. In the proof of Proposition 8.2 we have exploited a lift of group bundles, which
exists if the manifold is simply connected. We refer to [16] for a careful discussion
on this point.

Section 8.3 The Heat Expansion of the Spectral Action

5. For more details on generalized Laplacians we refer to [18, Sect. 2.1].

6. Theorem 8.7 is proved by Gilkey in [19, Sect. 1.7]. Theorem 8.8 can be found
as [19, Theorem 4.8.16]. For a more physicist-friendly approach, we refer to
[20]. Note that the conventions used by Gilkey for the Riemannian curvature
R are such that g"”g"? R,;,»s is negative for a sphere, in contrast to our own
conventions. Therefore we have replaced s = —R.

7. The relation (8.4.5) is derived in [21, p.395].

8. The derivation of Yang—Mills gauge theory from a noncommutative spin mani-
fold as in Example 8.13 is due to Chamseddine and Connes in [10, 11].
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Chapter 9
The Noncommutative Geometry
of Electrodynamics

In the previous chapters we have described the general framework for the descrip-
tion of gauge theories in terms of noncommutative manifolds. The present chapter
serves two purposes. First, we describe abelian gauge theories within the framework
of noncommutative geometry, which at first sight appears to be a contradictio in
terminis. Second, in Sect. 9.2 we show how this example can be modified to provide
a description of one of the simplest examples of a field theory in physics, namely
electrodynamics. Because of its simplicity, it helps in gaining an understanding of
the formulation of gauge theories in terms of almost-commutative manifolds, and as
such it provides a first stepping stone towards the derivation of the Standard Model
from noncommutative geometry in Chap. 11.

9.1 The Two-Point Space

In this section we discuss one of the simplest finite noncommutative spaces, namely
the two-point space X = {x, y}. Recall from Chaps. 2 and 3 that such a space can be
described by an even finite real spectral triple:

Fy := (C(X) = C2, Hp, Dp; Jr, VF). 9.1.1)

As we require the action of C(X) on the finite-dimensional Hilbert space Hr to be
faithful, Hr must at least be 2-dimensional. For now we restrict ourselves to the
simplest case, taking Hr = C2. We use the Z-grading ~¢ to decompose Hr =
H;f ® H, = C & Cinto the two eigenspaces Hﬁf = {¢ € Hp | yr = £9}. The
action of C(X) on Hp respects this decomposition, whereas Dr interchanges the

two subspaces Hljf, say
01
Dr = (r‘ 0)’

for some ¢t € C.
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Proposition 9.1 The finite space Fx of (9.1.1) can only have a real structure Jr if
Dp = 0. In that case, its KO-dimension is 0, 2 or 6.

Proof The diagonal representation of the algebra C & C on C @ C gives rise to one
of the following two Krajewski diagrams (cf. Example 3.13):

11 11
1° o 1° o

1° o 1° o

As a Dirac operator D that fulfills the first-order condition 3.1.1 (for arbitrary Jr)
should connect nodes either vertically or horizontally, we find that Dy = 0.

The diagram on the left corresponds to KO-dimension 2 and 6, while the diagram
on the right corresponds to KO-dimension 0 and 4. KO-dimension 4 is ruled out
because of Lemma 3.8, combined with the fact that dim H;t = 1, which does not
allow for a Jr with J2=—1.

9.1.1 The Product Space

Let M be a compact 4-dimensional Riemannian spin manifold. We now consider
the almost-commutative manifold M x Fy given by the product of M with the even
finite space F corresponding to the two-point space (9.1.1). Thus we consider the
almost-commutative manifold given by the data

M x Fy = (C°°(M, C), LX) ®C2. Dy @ 1 Iy ® Jp, 7 & w),

where we still need to make a choice for Jr. The algebra of this almost-commutative
manifold is given by C®(M,C?) ~ C®(M) & C*(M). By Gelfand duality
(Theorem 4.28) this algebra corresponds to the space

N=MxX>MuM,

which consists of the disjoint union of two copies of the space M, so we can write
C®°(N) = C*®(M) & C*°(M). We can also decompose the total Hilbert space as
H = L*(S) ® L*(S). Fora,b € C®(M) and v, ¢ € L*(S), an element (a, b) €
C®°°(N) then simply acts on (¢, ¢) € H as (a, b) (¢, ¢) = (ayp, bo).

Remark 9.2 Let us consider Connes’ distance formula (cf. Note 12 on page 72) on
M x Fy. First, as in (2.2.2), on the structure space X of Ay we may write a metric
by:

dpp(x,y) =sup{la(x) —a(y)|: a € Af, |[DF,alll < 1}.
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Note that now we only have two distinct points x and y in the space X, and we are
going calculate the distance between these points. An element a € C*> = C(X) is
specified by two complex numbers a(x) and a(y), so a small computation of the
commutator with Dr gives

Dr.a1= )~ a0 (%74

The norm of this commutator is given by |a(y) —a(x)] |t], so |[[DF, a]|| < 1 implies
la(y) —a(x)| < ﬁ We therefore obtain that the distance between the two points x
and y is given by

1
dpp(x,y) = Tk
If there is a real structure Jr, we have ¢t = 0 by Proposition9.1, so in that case the
distance between the two points becomes infinite.

Let p be a point in M, and write (p, x) and (p, y) for the two corresponding
points in N = M x X. A function a € C°°(N) is then determined by two functions
ax,ay € C®(M), given by a,(p) := a(p,x) and a,(p) = a(p,y). Now the
distance function on N is given by

dpye1(n1,n2) =sup{la(n)) —am2)|:a € A, |[[Dy ®1,a]| < 1}.

If n; and ny are points in the same copy of M, for instance, if n; = (p, x) and
ny = (q, x) forpoints p, g € M, then their distance is determined by |a, (p) —ax ()|,
for functions a, € C° (M) for which |[[Dyy, ay]|| < 1. Therefore, in this case we
recover the geodesic distance on M, i.e.

dDM®l(nlv n2) = dg(p’ CI)

However, if n1 and n» lie in different copies of M, for instance if, n; = (p, x) and
n2 = (g, y), then their distance is determined by |a,(p) — ay(g)| for two functions
ax,ay € C°°(M), such that [|[[Dy, ax]|l < 1 and ||[[Dy, ay]ll < 1. However, these
requirements yield no restriction on |ay(p) — ay(q)|, so in this case the distance
between n1 and nj is infinite. We find that the space N is given by two disjoint
copies of M that are separated by an infinite distance.

It should be noted that the only way in which the distance between the two copies
of M could have been finite, is when the commutator [ Df, a] would be nonzero.
This same commutator generates the scalar field ¢ of (8.2.2), hence finiteness of the
distance is related to the existence of scalar fields.
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9.1.2 U(1) Gauge Theory

We determine the gauge theory that corresponds to the almost-commutative manifold
M x Fx. The gauge group & (A, H; J) from Definition 6.4 is given by the quotient
U(A)JU(A)), so if we wish to obtain a nontrivial gauge group, we need to choose
J such that U(Ay) # U(A). Or, which in view of Example 6.4 is the same, we
need to choose Jr so that UU((AF) ) # U(AF). Looking at the form of Jr for the
different (even) KO-dimensions (see the proof of Proposition 9.1), we conclude that
we need KO-dimension 2 or 6. As we will see in the noncommutative description
of the Standard Model in Chap. 11, the correct signature for the internal space is
KO-dimension 6. Therefore, we choose to work in KO-dimension 6 as well. The
almost-commutative manifold M x Fy then has KO-dimension 6 +4 mod 8 = 2.
This also means that we can use Definition 7.3 to calculate the fermionic action.
Summarizing, we will consider the finite space Fy given by the data

(2 2 (00} _(0C (10
FX—((C1CaDF_(00)9]F_(C0)77F_(0_1))7

with C denoting complex conjugation, defining a real even finite space of KO-
dimension 6. In the classification of irreducible geometries of Theorem 3.20, this
space corresponds to the first case.

Proposition 9.3 The gauge group &(F) of the two-point space is given by U (1).

Proof First, note that U(Ar) = U(1) x U(1). We now show that U((AF)s.) =
UAF)N(AF) . 2 U(1) so that the quotient & (F) >~ U(1) as claimed. Indeed, for
a € C*tobein (AF) it has to satisfy Jra®™Jp = a. Since

*_1_0C a 0 0cC _a20
it =(e0) (§5) (e6) = (572):

this is the case if and only if a; = ay. Thus, (Af),. =~ C, whose unitary elements
form the group U (1), contained in /(A r) as the diagonal subgroup. (]

In Proposition 8.12 we calculated the spectral action of an almost-commutative
manifold. Before we can apply this to the two-point space, we need to find the exact
form of the field B,,. Since we have (Af), ~ C, we find h(F) = u((Ar),;) ~ iR.
From Proposition 8.3 and (8.2.7) we then see that the gauge field

Au(x) €igr =i(uw(Ap)/(R)) =isu(Ap) ~R

becomes traceless.

Let us also explicitly derive this U (1) gauge field. An arbitrary hermitian field
of the form A, = —iad,b would be given by two U(1) gauge fields X}l, Xﬁ €
C°°(M, R). However, because A, only appears in the combination A, — JrA,J -1
we obtain
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x! o X2 0 Y, O

—1

Bu=Aw = Jeduly Z(O#XZ)_(O#Xl)zz(ét_y/t)zngwp,
1 1%

where we have defined the U (1) gauge field
Y, =X, =X, € CP(M,R) = C®(M,iu)).

Thus, the fact that we only have the combination A, —Jr A, Jp ! effectively identifies
the U (1) gauge fields on the two copies of M, so that A, is determined by only one
U (1) gauge field. This ensures that we can take the quotient of the Lie algebra u(Ar)
with h(F). We can then write

1(Y,0 1
A/L = E (0 _YM) = EY/1®7F’

which yields the same result:
By,=A,—JrAJ; =2A, =Y, ®F. (9.1.2)

We summarize:

Proposition 9.4 The inner fluctuations of the almost-commutative manifold M x Fx
described above are parametrized by a U (1)-gauge field Y, as

D+ D'=D+~+"Y, ®r.

The action of the gauge group (M x Fx) >~ C*®(M, U (1)) on D', as in (8.2.8), is
implemented by
Y, Y, —iud,u’; (u € (M x Fy)).

9.2 Electrodynamics

Inspired by the previous section, which shows that one can use the framework of
noncommutative geometry to describe a gauge theory with abelian gauge group
U (1), we proceed and try to describe the full theory of electrodynamics by an almost-
commutative manifold. Our approach provides a unified description of gravity and
electromagnetism, albeit at the classical level.

We have seen that the almost-commutative manifold M x Fy describes a gauge
theory with local gauge group U (1), where the inner fluctuations of the Dirac operator
provide the U (1) gauge field Y,,. There appear to be two problems if one wishes to use
this model for a description of (classical) electrodynamics. First, by Proposition9.1,
the finite Dirac operator Dr must vanish. However, we want our electrons to be
massive, and for this purpose we need a finite Dirac operator that is non-zero.
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Second, the Euclidean action for a free Dirac field is of the form
S:—/MW@ﬁmme 9.2.1)

where the fields ¢ and ¢ must be considered independent variables. Thus, we require
that the fermionic action Sy should also yield two independent Dirac spinors. Let
us write {e, e} for the set of orthonormal basis vectors of Hp, where e is the basis
element of H; and e of H . Note that on this basis, we have Jre = ¢, Jre = ¢,
yre = e and ype = —eé. The total Hilbert space H is given by L?(S) ® Hp. Since
by means of vyj; we can also decompose L2(S) = L%(S)T @ L2(S)~, we obtain that
the positive eigenspace HT of 7 = vy ® F is given by

HY =L*(S)" @ Hf @ L*(S)” ® Hj.
Consequently, an arbitrary vector £ € H™T can uniquely be written as
E=YL®e+Yr®eE,

for two Weyl spinors ¢, € L2(S)t and PR € L2(S)~. One should note here that 13
is completely determined by only one Dirac spinor ¢ := v + g, instead of the
required two independent spinors. Thus, the restrictions that are incorporated into
the fermionic action of Definition 7.3 in fact constrain the finite space Fx too much.

9.2.1 The Finite Space

It turns out that both problems sketched above can be simply solved by doubling
our finite-dimensional Hilbert space. Essentially, we introduce multiplicities in the
Krajewski diagram that appeared in the proof of Proposition 9.1.

Thus, we start with the same algebra C°° (M, C?) that corresponds to the space
N =M x X ~ M u M. The finite-dimensional Hilbert space will now be used to
describe four particles, namely both the left-handed and the right-handed electrons
and positrons. We choose the orthonormal basis {eg, e1., er, e} for Hr = C*, with
respect to the standard inner product. The subscript L denotes left-handed particles,
and the subscript R denotes right-handed particles, and we have yre; = er and
YFER = —e€g.

We choose Jr such that it interchanges particles with their antiparticles, so
Jregr = er and Jrer = er. We again choose the real structure such that it has
KO-dimension 6, so we have J% = 1 and Jryr = —7rJFr. This last relation
implies that the element e is left-handed, whereas ey is right-handed.

The grading vr decomposes the Hilbert space Hf into H; © Hp , where the
bases of H; and H are given by {er, er} and {eg, e}, respectively. Alternatively,
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we can decompose the Hilbert space into H, & H;, where H, contains the electrons
{er, eL}, and H; contains the positrons {eg, ez }.

The elements a € Ar = C? now act as the following matrix with respect to the
basis {eg, e, er,eL}:

a0 00

(a1 0 a10 0
a_<a2)—> 00 amo |- 9.2.2)

000 a

Note that this action commutes with the grading, as it should. We can also easily
check that [a, b°] = 0 for Y := Jpb*J F 1, since both the left and the right action
are given by diagonal matrices. For now, we still take D = 0, and hence the order
one condition is trivially satisfied. We have therefore obtained the following result:

Proposition 9.5 The data

v o (00 _(0C (10
(= () (2) - (22)

define a real even spectral triple of KO-dimension 6.

This can be summarized by the following Krajewski diagram, with two nodes (of
opposite grading) of multiplicity two:
1 1
1° @)
1° o

9.2.2 A Non-trivial Finite Dirac Operator

Let us now consider the possibilities for adding a non-zero Dirac operator to the
finite space Frp. From the above Krajewski diagram, it can be easily seen that the
only possible edges exist between the multiple vertices. That is, the only possible
Dirac operator depends on one complex parameter and is given by

0400
d000
000d
00d0

Dp = (9.2.3)

From here on, we will consider the finite space Fy, given by

Fyp = (C?,C*, Dp; Jp, vr).
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9.2.3 The Almost-Commutative Manifold

Taking the product with the canonical triple, the almost-commutative manifold M x
Fgp (of KO-dimension 2) under consideration is given by the spectral triple

M x Fgp = 9.2.4)
(C®M,C?), L2(S) @ C*, Dy @ 1 +yu @ Dr; Iy ® Jr, Ym ® F).

As in Sect.9.1, the algebra decomposes as

Co(M,C?) = C=(M) & C*(M),
and we now decompose the Hilbert space as

H=(L*(S) ® He) ® (L*(S) ® Hp).

The action of the algebra on H, given by (9.2.2), is then such that one component of
the algebra acts on the electron fields L%(S) ® H,, and the other component acts on
the positron fields L%(S) ® H;.

The derivation of the gauge group for Fp, is exactly the same as in Proposition 9.3,
so again we have the finite gauge group &(F) =~ U(1). The field B, = A, —
JrAL I ! now takes the form

Y,0 0 0
oy, 0 o

Bi=|0o ¢ -y, o for ¥, (x) € R. (9.2.5)
00 0 —v,

Thus, we again obtain a single U (1) gauge field Y, carrying an action of the gauge
group &(M x Fgp) >~ C°(M, U(1)) (as in Proposition9.4).

As mentioned before, our space N consists of two copies of M and if Dr = 0
the distance between these two copies is infinite (see Remark 9.2). This time we
have introduced a non-zero Dirac operator, but it commutes with the algebra, i.e.
[Df,a]l = 0 for all a € A. Therefore, the distance between the two copies of M is
still infinite.

To summarize, the U(1) gauge theory arises from the geometric space N =
M U M as follows. On one copy of M, we have the vector bundle S ® (M x H,),
and on the other copy we have the vector bundle S ® (M x H;). The gauge fields
on each copy of M are identified with each other. The electrons e and positrons e
are then both coupled to the same gauge field, and as such the gauge field provides
an interaction between electrons and positrons. For comparison with Kaluza—Klein
theories, note the different role that is played by the internal space.
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9.2.4 The Spectral Action

We are now ready to explicitly calculate the Lagrangian that corresponds to the
almost-commutative manifold M x Fp, and we will show that this yields the usual
Lagrangian for electrodynamics (on a curved background manifold), as well as a
purely gravitational Lagrangian. It consists of the spectral action S, of Definition7.1
and the fermionic action Sy of Definition7.3, which we calculate separately (here
and in the next section).

The spectral action for an almost-commutative manifold has been calculated in
Proposition8.12, and we only need to insert the fields B,, (given by (9.2.5)) and
® = Dpr. We obtain the following result:

Proposition 9.6 The spectral action of the almost-commutative manifold M x Fgp
defined in (9.2.4) is given by

D, -
Tr (f(T)) ~ / L(gu. Yu)/gd*x + O(AT),
M

with Lagrangian
E(g,uua Yu) =4Ly (g/w) + ['Y(Y,u,) + Egb(g;w’ d).

Here Ly(gu) is defined in Proposition8.10; the term Ly gives the kinetic term of
the U (1) gauge field Y, as

0
EY (Y,u) % Ym/ Yl“/’

where the curvature Y, of the field Y, is given by
Yy :=0,Y, — 0,Y,.

The scalar potential L (ignoring the boundary term) gives two constant terms which
add to the cosmological constant, plus an extra contribution to the Einstein—Hilbert
action:

2 0 0
Lolgm) = — sz @+ 21t + L0 1,

where the constant d originates from (9.2.3).

Proof The trace over the Hilbert space C* yields an overall factor N = 4. The field
B, is given by (9.2.5), and we obtain Tr(F,,, F*) = 4Y,,,Y**. Inserting this into
Prop051t10n8 12 provides the Lagrangian Ly. In addition, we have ®2 = D2 =
|d|?, and the scalar-field Lagrangian L only yields extra numerical contributions to
the cosmological constant and the Einstein—Hilbert action.
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9.2.5 The Fermionic Action

‘We have written the set of basis vectors of Hr as {eg, er., er, €L}, and the subspaces
H;r and H are spanned by {e;, er} and {eg, ey}, respectively. The total Hilbert
space ‘H is given by L?(S) ® HF. Since we can also decompose

LX(S) = L*(S)* @ L*(S)”
by means of v,s, we obtain for the +1-eigenspace of vy ® vr:
HY=L*S)" @ Hf @ L*(S)” ® Hy.
A spinor ¢ € L*(S) can be decomposed as 1) = 1, + 1g. Each subspace H? is
now spanned by two basis vectors. A generic element of the tensor productof two

spaces consists of sums of tensor products, so an arbitrary vector £ € H™' can be
uniquely written as

E=Xxr®er+xL®eL+ ¥ Qer+ Vg Qer, (9.2.6)

for Weyl spinors xr, % € L2(S)+ and xg, YR € LZ(S)_. Note that this vector
¢ € 'H' is now completely determined by two Dirac spinors x := X, + xg and

P i=1Yp + YR.

Proposition 9.7 The fermionic action of the almost-commutative manifold M x Fgp,
defined in (9.2.4), is given by

Sr=—i(Jux. W‘J(V[j —iY,)%) + (Un XL, ddr) — (JuXr, dUg).
Proof The fluctuated Dirac operator is given by
D,=Dy®i++"® B, +vu ® Dr.

An arbitrary ¢ € H™T has the form of (9.2.6), from which we obtain the following
expressions:

JE=Juxr ®@er +JuxL ®eL + Iuhr @ er + Jur QeL,
(Dy ®1)E =Dy xr®er+ Dyuxr Qer + Duybr @ er + Dyyr e,
(V"' ® BE ="XR ® Yyer +7'x1 ® Yyer — 'L @ Y er — 'Yr ® Yyer,
(vm ® DF)E = yuxL @ deg +ymXRr ® der, + g ® deg +yuL @ der.

We decompose the fermionic action into the three terms

| ~ | ~ | ~ 1 - -
;& Du8) = S (& (Dy ®@1)§) + 5 (JE, (" ® BE) + S & (m @ Dr)f).
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and then continue to calculate each term separately. The first term is given by
1 - ~ 1 . ~ 1 - ~
5(15, (Du @ E) = 5 (UmXr. Duir) + 5 (UmXL. Duir)
1 ~ . 1 ~ .
+ 5 Unvr, DuXe) + 5 Uuor, Duxe).

Using the facts that Dj; changes the chirality of a Weyl spinor, and that the subspaces
L2(S)* and L%(S)~ are orthogonal, we can rewrite this term as

1 - - 1 . ~ 1 ~ .

5(157 (Dm @ 1)§) = E(JMX’ Dui) + E(JW/J, Dyx).
Using the symmetry of the form (Jysx, DMzﬁ), we obtain

| ~ . ~ . . ~

SUE Dy ® DE) = UuX. Dut) = —i(IuX 1"V,

Note that the factor % has now disappeared from the result, which is the reason why
this factor had to be included in the definition of the fermionic action. The second
term is given by

SUE (@ BOE) = 5 Unr A" Ve) — 5w, ¥ Yun)
+ %(JWEL, YYuXR) + %(JMJJR’ YYuXL)-
In a similar manner, we obtain
1 - N ) i
FUE (1 ® BE) = —Unx. V" Yu),

where we have used the anti-symmetry of the form (Jprx, v* YHZZ). The third term
is given by

1 1 R
E(J& (ym ® DFp)§) =§(JMXR, dymr) + E(JMXL, dymibr)
I T X
+ E(JMT/)L, dymuxr) + E(JM¢R, dYmMXR)-

The bilinear form (Ju X, ~yp) is again symmetric in the Grassmann variables ¥ and
1, but we now face the extra complication that two terms contain the parameter d,
while the other two terms contain d. Therefore we are left with two distinct terms:

1 - ~ . _
E(J& (ym ® DF)&) = (UuXr,dvr) — (JuXr, dvgr). O
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Remark 9.8 1t is interesting to note that the fermions acquire mass terms without
being coupled to a scalar field. However, it seems that we obtain a complex mass
parameter d, where we would desire a real parameter m. Simply requiring that our
result should reproduce (9.2.1), we will therefore choose d := —im, so that

(XL, d0r) — (JuXr, dUr) = i (X, mi).

The results obtained in this section can now be summarized into the following
theorem.

Theorem 9.9 The full Lagrangian of the almost-commutative manifold M x Fgp as
defined in Eq.(9.2.4), can be written as the sum of a purely gravitational Lagrangian,

£gmv(glu/) = 4£M(9;w) + [fqﬁ(g;w),
and a Lagrangian for electrodynamics,

f (0)

Lop = =i{Iu%. (F (VS = i¥,) = m)T) + =, Y.

Proof The spectral action S, and the fermionic action Sy are given by Proposi-
tions 9.6 and 9.7. This immediately yields L. To obtain Lz, we need to rewrite
the fermionic action Sy as the integral over a Lagrangian. The inner product (-, -) on
the Hilbert space L(S) is given by

€ ) = / (.Y /g,
M

where the hermitian pairing (-, -) is given by the pointwise inner product on the fibres.

Choosing d = —im as in Remark 9.8, we can then rewrite the fermionic action into
Sp= _/i<JM>z, (VY5 —iY,) —m)1/?>¢§d4x. 0
M

9.2.6 Fermionic Degrees of Freedom

To conclude this chapter, let us make a final remark on the fermionic degrees of
freedom in the Lagrangian derived above. We refer to Appendix 9.A for a short
introduction to Grassmann variables and Grassmann integration.

As mentioned in Note 2 on p. 131, the number of degrees of freedom of the fermion
fields in the fermionic action is related to the restrictions that are incorporated into
the definition of the fermionic action. These restrictions make sure that in this case
we obtain two independent Dirac spinors in the fermionic action.
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In fact, in quantum field theory one would consider the functional integral of %
over the fields. We hence consider the case that 2l is the antisymmetric bilinear form
on H™* given by

A&, Q) == (JE DuQ), forg, ¢ e HT,

and 2’ is the bilinear form on L?(S) given by

A (x, ) == —i(JMX, (V5 —iY,) — m)z/)), for v, ¥ € L2(S).

We have shown in Proposition9.7 that for £ = x1 ® ex + xR ® er + Vg Q er +
1 ® er, where we can define two Dirac spinors by x := xr+xr and ¢ := ¥ +R,
we obtain

1
SAE O = A'(x, ).

Using the Grassmann integrals of (9.A.1) and (9.A.2), we then obtain for the bilinear
forms 2( and 2’ the equality

PF(2) = / 22O pE) = / A XD DL, 71 = det(@).

9.A Grassmann Variables, Grassmann Integration
and Pfaffians

We will give a short introduction to Grassmann variables, and use those to find the
relation between the Pfaffian and the determinant of an antisymmetric matrix.

For a set of anti-commuting Grassmann variables ¢;, we have 0;0; = —0;0;, and
in particular, 01.2 = 0. On these Grassmann variables 0, we define an integral by

/1d9j =0, /9jd9,- =1.

If we have a Grassmann vector € consisting of N components, we define the integral
over D[0] as the integral over df; - - - dfy. Suppose we have two Grassmann vectors
7 and 0 of N components. We then define the integration element as D[n, 0] =
d771d91 e d??NdGN.

Consider the Grassmann integral over a function of the form ¢%" A for Grassmann
vectors 6 and n of N components. The N x N-matrix 2 can be considered as a
bilinear form on these Grassmann vectors. In the case where 6 and 7 are independent
variables, we find
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T
/ e’ 21DIn, 6] = det A, (9.A.1)
where the determinant of 2 is given by the formula

1
det(2) = D DI ) Aoy

"o, 7eSN

in which Sy denotes the set of all permutations of {1, 2, ..., N}. Now let us assume
that 2 is an antisymmetric N x N-matrix 2 for N = 2[. If we then take 6 = 7, we
find

/ 2" W Dy = PR, (9.A.2)

where the Pfaffian of 2l is given by

-1
PER) = D (=D o0+ Ao ocan.
’ 0'6521
Finally, using these Grassmann integrals, one can show that the determinant of a

2l x 21 skew-symmetric matrix 2{ is the square of the Pfaffian:
det 2 = PF(2)*.

So, by simply considering one instead of two independent Grassmann variables in the
. T 9y, . . .
Grassmann integral of e? A1 we are in effect taking the square root of a determinant.

Notes

Section 9.1 The Two-Point Space

1. The two-point space was first studied in [1, 2].

2. The need for KO-dimension 6 for the noncommutative description of the Stan-
dard Model has been observed independently by Barrett [3] and Connes [4].

3. In [5, Chap. 9] a proof is given for the claim that the inner fluctuation w +
JwJ~ " vanishes for commutative algebras. The proof is based on the assumption
that the left and right action can be identified, i.e. a = a®, for a commutative
algebra. Though this holds in the case of the canonical triple describing a spin
manifold, it need not be true for arbitrary commutative algebras. Indeed, the
almost-commutative manifold M x Fx provides a counter-example.

What we can say about a commutative algebra, is that there exist no non-trivial
inner automorphisms. Thus, it is an important insight that the gauge group
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& (A, H; J) from Definition 6.4 is larger than the group of inner automorphisms,
so that a commutative algebra may still lead to a non-trivial (necessarily abelian)
gauge group.

. Itis shown in [6] that one can also obtain abelian gauge theories from a one-point
space when one works with real algebras (cf. Sect.3.3).

Section 9.2 Electrodynamics

5. Earlier attempts at a unified description of gravity and electromagnetism origi-

nate from the work of Kaluza [7] and Klein [8] in the 1920s. In their approach,
a new (compact) fifth dimension is added to the 4-dimensional spacetime M.
The additional components in the 5-dimensional metric tensor are then identified
with the electromagnetic gauge potential. Subsequently, it can be shown that the
Einstein equations of the 5-dimensional spacetime can be reduced to the Einstein
equations plus the Maxwell equations on 4-dimensional spacetime.

. An interesting question that appears in the context of this Chapter is whether it
is possible to describe the abelian Higgs mechanism (see e.g. [9, Sect. 8.3]) by
an almost-commutative manifold. As already noticed, for M x Fyp, no scalar
fields ® are generated since A commutes with Dr. In terms of the Krajewski
diagram for M x Fgp,

1°
1° O

it follows that a component that runs counterdiagonally fails on the first-order
condition (cf. Lemma 3.10). One is therefore tempted to look at the generalization
of inner fluctuations to real spectral triples that do not necessarily satisfy the first-
order condition, as was proposed in [10]. This generalization is crucial in the
applications to Pati—Salam unification (see Note 13 on page 223), but also in
the present case one can show that non-zero off-diagonal components in (9.2.3)
then generate a scalar field for which the spectral action yields a spontaneous
breaking of the abelian gauge symmetry.

Appendix 9.A Grassmann Variables, Grassmann Integration and Pfaffians

7. For more details on Grassmann variables we refer to [11].
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Chapter 10
The Noncommutative Geometry of Yang—Mills
Fields

In this Chapter we generalize the noncommutative description of Yang—Mills theory
to topologically non-trivial gauge configurations.

10.1 Spectral Triple Obtained from an Algebra Bundle

Recall from Examples 8.4 and 8.5 that topologically trivial Yang—Mills gauge theory
can be described by the almost-commutative manifold

MxFyy =
(™) ® My (©), LX($) @ My (©), Dt ® 1: It ® (), 7 ®1)

In fact, the tensor product of C°° (M) with the matrix algebra My (C) appearing here
is equivalent to restricting the gauge theory to be defined on a trivial vector bundle
Indeed, C*° (M) ® My (C) is the algebra of smooth sections of the trivial algebra
bundle M x My(C) on M. For the topologically non-trivial case, this suggests
considering an arbitrary x-algebra bundle with fiber My (C). We work in a slightly
more general setting more general *-algebras are allowed.

Thus, let B be some locally trivial *-algebra bundle whose fibers are copies of a
fixed (finite-dimensional) x-algebra A. Furthermore, we require that for each x the
fiber B, is endowed with a faithful tracial state 7, such that for each s € I'*°(B) the
function x > 7,s(x) is smooth. The corresponding Hilbert—Schmidt inner product
in the fiber B8, thatis induced by 7, is denoted by (-, -)g3 . Consequently, the C*°(M)-
valued form

() : T(B) x (W) — CF(M); (s, Hp(x) = (5(x), 1(x))sp,

is a hermitian structure on the C*°(M)-module I"*°(28), satisfying the conditions of
Proposition 6.14.
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As in the previous chapters, we assume that M is a compact Riemannian spin
manifold on which S — M is a spinor bundle and Dy; = —ic o V¥ is the Dirac
operator. Combining the inner product on spinors with the above hermitian structure
naturally induces the following inner product on I'**(*8 ® S):

€1.&) = /M €0, &0 Nmgs,: €LLeTB®S),  (10.11)

turning it into a pre-Hilbert space. Its completion with respect to the norm induced by
this inner product consists of all square-integrable sections of 8 ® S, and is denoted
by L’ (B ® S).

Remark 10.1 Note that we can identify I'*°(B) ®coe(ary [°(S) with '*°(B ® S)
as C>°(M)-modules. In what follows, we will use this identification without further
notice. The above inner product (10.1.1) can then be written as

(51 ® Y1, 2 ® 1Y) = (Y1, (s1, $2)w12),

where (s, s2)3 € C°°(M) acts on I'*°(S) by pointwise multiplication.

Theorem 10.2 In the above notation, let V'® be a hermitian connection (with respect
to the Hilbert—Schmidt inner product) on the *-algebra bundle B and let Dy =
—i’y“(Vﬂ% RI+1® Vﬁ) be the twisted Dirac operator on B ® S. Then

(F®(B), L*(B ® S), Do)

is a spectral triple.

Proof First, it is obvious that fiberwise multiplication ofa € T*°(B) on I* (B ® S)
extends to a bounded operator on L?’(B ® S), since

las ® II* = /M (V). (@@)s(x), a()s (), Y(x))g dx

< sup{lla()12}lls ® ¥

xeM

Here || - || denotes the fiberwise operator C*-norm. Since M is a compact manifold,
the compactness of the resolvent follows from ellipticity of the twisted Dirac operator
Dsyg. Moreover, the commutator [ Dgg, a] is bounded for a € I'*°(28) since Dgg is a
first-order differential operator. More precisely, in local coordinates one computes

(D, al(s @ ) = —i (9ua+ w2, al) s © "0,

where V;;B =0, + wﬂ%. This operator is bounded on L>(8 ® S), provided a is
differentiable and wu% is smooth. (]
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Next, we would like to extend our construction to arrive at a real spectral triple.
For this, we introduce an anti-linear operator on L*(®B ® S) of the form

J(s @) =5 ® In,

with Jjs charge conjugation on M as in Definition4.13. For this operator to be a
real structure on our spectral triple (I (B), L?(B ® S), Dsg), we need some extra
conditions on the connection V® on 8.

Definition 10.3 Let B be a x-algebra bundle over a manifold M. A *-algebra con-
nection V on B is a connection on ‘B that satisfies

V(st) = sVt + (Vs)t, (Vs)* = Vs™; (s,t € T°(B)).

If B is a Hermitian *-algebra bundle and V is also a hermitian connection, then V
is called a hermitian %-algebra connection.

Lemma 10.4 Every locally trivial Hermitian *x-algebra bundle B defined over a
compact space M admits a Hermitian *-algebra connection.

Proof Let {U;} be a finite open covering of M such that ‘B is trivialized over U; for
eachi. Then on each U; there exists a Hermitian x-algebra connection V;, for instance
the trivial connection d on U;. Now, let { f;} be a partition of unity subordinate to the
open covering {U; } (note that all f; are real-valued). Then the linear map V defined by

(V)(xX) = D i) (Vis)(x);  (x € M)

is a Hermitian x-algebra connection on I'*°(53). U

Remark 10.5 The fact that locally, i.e. on some trivializing neighborhood, the exte-
rior derivative d is a Hermitian x-algebra connection shows that on such a local chart
every Hermitian *-algebra connection is of the form

d—i—w%,

where w™ is a real connection one-form with values in the real Lie algebra of -
derivations of the fiber that are anti-hermitian with respect to the inner product on
the fiber. For instance, when the fiber is the x-algebra My (C) endowed with the
Hilbert—Schmidt inner product, this Lie algebra is precisely ad(u(N)) = su(N).

Theorem 10.6 In addition to the conditions of Theorem 10.2, suppose that V®isa
Hermitian x-algebra connection and set v = 1 ® vy as a self-adjoint operator on
L>(B ® S). Then

(T®(B), LA (B ® S), Ds; J, 7)

is areal and even spectral triple whose K O-dimension is equal to the dimension of M.
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Proof First of all, we check that J is anti-unitary:

@), I @) = (JMw ) Jum) = (I, JuTs 7))

= ({s )—(stnw)—(t®777S®w)

where we used in the second step that Jy, f = fJy for every f € C*°(M), in the
third step that Jy; is anti-unitary, and in the fourth step that (s, ) = (t*, s*) (by
definition of the hermitian structure as a fiberwise trace). Moreover, if .l,%,, = €it
follows that J2 = e.

We next establish DJ = € J D by a local calculation:

(JD—=eDN)s @) =J (V?s ® (—iy") +5® DMw) — Dy (5" @ Ju))
= (V25)* @ iJyy"t + s* ® Ju Dy
— €VPs* @ (—in" Iyp) — €5* @ Dy Iyt
=i (VB9 = V) @ Sy = 0,

since Jyy* = —€'v*Jy, and the last step follows from the definition of a x-algebra
connection, i.e. (Vs)* = Vs* forall s € ' (8).
The commutant property follows easily:

[a, B°1(s ® ) = aJb* T (s @ ¥) — Jb* T a(s @ )
=aJ(b's* ® Jy) — Jb*(s*a* @ Jy1))
=asb®Y—asb®1 =0,

where a,b € T®(B) and s ® ¥ € T'>(B) Q¢ ['*°(S). Since [a,b°]1 = 0
on I'°(B) Q@coopry [C(S) = I'™°(B ® S), it is zero on the entire Hilbert space
L%(B ® S). It remains to check the order one condition for the Dirac operator. First
note that

[[D.al.b°I(s ® ) = —iv"([[Vy. al. b1 ® ¥)):  (a.b,s € TP(B)).
This is zero because [[V, a], bo](s ® 1)) is zero:

([Vy, alsh) @ ¥ — Jb* T~ ([V,,, als @ ¥)
= Vu(asb) @Y —aV,(sb) @Y — V,(as)b @ +a(V,s)b @ 9
= ((Vua)sb +a(Vyus)b+as(Vub) —a(Vys)b
—as(V,ub) — (Vya)sb — a(V,s)b + a(Vus)b) ® 1,
=0
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using the defining property for VZtobea x-algebra connection. Thus, J fulfills all of
the necessary conditions for a real structure on the spectral triple (I'*°(8), L?(B ®
S), Dgg). The conditions on « to be a grading operator for this spectral triple are
easily checked too. (]

10.2 Yang-Mills Theory as a Noncommutative Manifold

The real spectral triple (I°°(B), L>2(B®S), Dg; J, ) that we obtained in Theorem
10.6 will turn out to be the correct triple to describe a topologically non-trivial
PU (N)-gauge theory on the spin manifold M if the fibers of ‘B are taken to be
isomorphic to the x-algebra My (C). Moreover, this triple not only describes a non-
trivial PU (N)-gauge theory: every PU(N)-gauge theory on M is described by
such a triple. In this section we prove these claims by first showing how a principal
PU(N)-bundle can be constructed from this spectral triple. As in the topologically
trivial case (cf. Remark 8.13) the spectral action applied to this triple will give the
Einstein—Yang—Mills action, but now the gauge potential can be interpreted as a
connection one-form on the PU (N)-bundle P. In fact, the original algebra bundle
B will turn out to be an associated bundle of the principal bundle P. From now on,
then, the fibers of B are assumed to be My (C).

10.2.1 From Algebra Bundles to Principal Bundles

In order to construct a principal PU (N)-bundle P out of B, first of all note that since
all x-automorphisms of My (C) are obtained by conjugation with a unitary element
u € My (C) (see Example 6.3), the transition functions of the bundle I'*°(*8) take
their values in

AdUN)=U(N)/Z(U(N)) = PU(N).

Thus the bundle B provides us with an open covering {U; } of M as well as transition
functions {g;;} with values in PU (N). Using the reconstruction theorem for principal
bundles, we can then construct a principal PU (N)-bundle. By construction, the
bundle B is an associated bundle to P.

Furthermore, for the real spectral triple

(T®(B), L* (B ® S), Deg; J,7)

of Theorem 10.6, the hermitian connection V® on the bundle 9B can locally be
written as V® = d +w®P, where w™® is a su(N)-valued one-form, (cf. Remark 10.5).
Moreover, the transformation rule for w ™ is wl.% = gl_/ ld gij+ gi;le% gij» with g;; the
PU(N)-valued transition function of 8. Comparing this expression with the usual
transformation property of a connection one-form, one concludes that the Hermitian
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s-algebra connection VP on 9B induces a connection one-form on the principal
bundle P constructed in the previous paragraph.

Conversely, given a PU (N)-gauge theory (P, w!’) on some compact Riemannian
spin manifold, we can construct the locally trivial Hermitian x-algebra bundle B :=
P xpyy Mn(C), where PU(N) acts on My (C) in the usual way. Moreover, the
connection w” on P induces a Hermitian x-algebra connection on 8. Following the
steps described in the previous paragraph, it is not difficult to see that the principal
bundle and connection obtained from the ensuing spectral triple,

(T™(B), LX(B®S), —ir" (VL@ 1+ 1® Vi) J,7),

coincide with (P, w?).

Proposition 10.7 Let (I°(B), L>(B ® S), Dsg; J, ) be as before with M simply
connected and B a locally trivial x-algebra bundle with fiber My (C) and a faithful
smoothly-varying tracial state. Then:

(1) there exists a principal PU (N)-bundle P such that B is an associated bundle
of P, as well as a connection one-form w® on P corresponding to v,

(2) the gauge group ST (B), L2(B ® S); J) of this spectral triple (as in
Definition 6.4) is isomorphic to the space of smooth sections of the associated
group bundle Ad P := P xpy) PU(N).

Every PU(N)-gauge theory (P, w?) on M is determined by such a spectral triple.

Proof The only statement left to prove is (2). If B = P xpyn) My (C), then
UT*®(B)) =T'°(P xpywm) U(N)). As a consequence,

GI(B), L*(B® S); J) = {uJuJ ' :u e T®(P xpyy U(N)))
~ (P xpyw) PU(N)),

where we argue as in the proof of Proposition 8.2 (see also Note 4 on page 157). [

10.2.2 Inner Fluctuations and Spectral Action

In this section, we calculate the spectral action for the real spectral triple of Theorem
10.6 in the case that dim M = 4. We show that the spectral action applied to the
spectral triple (I'*°(B), L*(B ®S), Dy; J,7) produces the Einstein—Yang—Mills
action for a connection one-form on the PU (N)-bundle P. If ®B is a trivial algebra
bundle, this reduces to Example 8.13. In fact, most of these local computations can
be adopted in this case as well, since locally the bundle B is trivial. Nevertheless,
for completeness we include the computations in the case at hand.
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First of all, in Remark 10.5 we noticed that locally, i.e. on some local trivialization
U, the connection VP is expressed as d + w%, where w® is an su(N)-valued one-
form that acts in the adjoint representation on I'*° (38). Therefore, w™ already induces
a connection one-form on P. To get the full gauge potential we need to take the
fluctuations of the Dirac operator into account as well.

Recall from Sect. 6.2 that inner fluctuations of the Dirac operator are given by a
perturbation term of the form

w= Y a;[D.bjl: (aj.bj € T(B)), (10.2.1)
j

with the additional condition that > jaj [D, b;]1is a self-adjoint operator. Explicitly,
we have

w= Y —iy" o (a;[V,. bj1® 1).
j

Locally, on some trivializing neighborhood U, the expression in (10.2.1) can be
written as

w=""A,,

where A, are the components of the one-form > jaj [V, b;] with values in ['*°(5B).
Since w is self-adjoint, the one-form A, can be considered a real one-form taking
values in the hermitian elements of I'°(28).

Similarly, the expression w 4 JwJ ! is locally written as

VA, — AT ALT T
since in 4 dimensions * anti-commutes with J. Writing out the second term gives:
PIAT DG @Y =5A, @7 @Y el (BRS)),

so that on this local patch, w + JwJ —! can be written as

yadA,,.
Consequently, w+JwJ ~! eliminates the iu(1)-part of w, so that w effectively satisfies
the unimodularity condition

Trw = 0.
Thus, iadA,, is a one-form on M with values in I'*°(ad P) where adP = P X py(n)
su(N).

The expression for D + w + JwJ ~! on a local chart U is then given by

D, =—iv" (VP ®1+1® V) +iadA, ® 1),
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where the connection VP can be expressed on U as d + w® for some unique
su(N)-valued one-form wBonU. Thus, on U the fluctuated Dirac operator can be
rewritten as

D, = —iy"(1® V3 + (9, +w,p +iadA,) ® 1).

We interpret (w? +iadA,) as the full gauge potential on U, acting in the adjoint
representation on the spinors. The natural action of an element g in the group
BI®(B), L2(B ® S); J) ~ I'*(AdP) by conjugation on D,, then induces the
familiar gauge transformation:

wp +iadA, > (g7 wPg+ g7 (dg) + g7 (iadA,)g.

where the first two terms on the right-hand side are the transformation of wB under
a change of local trivialization, and the last term is the transformation of iadA,,.
Therefore, since B is an associated bundle of P, it follows that wu% +iadA, induces
a su(N)-valued connection one-form on the principal PU (N)-bundle P that acts on
'°(8) in the adjoint representation.

Let us summarize what we have obtained so far.

Proposition 10.8 Let (I'®°(B), L>(B ® S), Dsg; J,~) and let P be as before, so
that P x pyny Mn(C) = B. Then, the inner fluctuations of Dsg are parametrized
by sections of I°°(T*M ® adP) where adP = P X py) su(N). Moreover, the
action of B(I'®(B), L>(B ® S); J) on the inner fluctuations of Deg by conjugation
coincides with the adjoint action of T*°(AdP) on I'*°(ad P).

Let us now proceed to compute the spectral action for these inner fluctuations.
We apply the results of Sect. 8.3, using the following result.

Lemma 10.9 For the spectral triple (T°(B), L>(B ® S), Dsg; J, 7), the square
of the fluctuated Dirac operator is a generalized Laplacian of the form A — F,
with E = B ® S (notation as in Theorem 8.7), and we have the following local
expressions for the corresponding curvature QEV and the bundle endomorphism F:

1 L
F:—ZS®]IN2+§I’)/M’Y ®Fl'“/;
QE =Q5 @Iy +ily ® Fu,

% n2
where F,,, is the curvature of the connection Vu% +iadA,.

As before, this result allows us to compute the bosonic spectral action for the fluc-
tuated Dirac operator D, essentially reducing the computation in terms of a local
trivialization to the trivial case (cf. Example 8.13), with the following result.

Theorem 10.10 For the spectral triple (I (5B), L>2(B®S), Dg; J, ), the spectral
action yields the Yang—Mills action for VB 4 iadA minimally coupled to gravity:
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f(0)

Tr (f(Dw/AN) Y .

TrF,, F" /gdx 4+ N* / L (gun)/gdx,
M

asymptotically as A — 00 and up to terms « A~2. The Lagrangian Ly (g") is
given by (8.4.8).

10.2.3 Topological Spectral Action

A natural invariant in this topologically non-trivial context is the topological spectral
action, given in Eq.(7.1.2). With Proposition7.5 we find that, in general,

Stop [w] = f(0)index D,.

Hence, in the setting of Theorem 10.10, using the Atiyah—Singer index theorem (cf.
Note 16 on page 97), we find an extra contribution of the form

10

Stop [w] =

in terms of the A-form of M and the Chern character of the algebra bundle ‘B.

Notes

1. For an exposition of Yang—Mills theory in terms of principal bundle and con-
nections, we refer to [1, Sect.2.3] and [2].

2. This Chapter extends the noncommutative description of Yang—Mills gauge the-
ory of [3, 4] to the topologically non-trivial case; it is based on [5]. For a more
general treatment of topologically non-trivial almost-commutative geometries
we refer to [6-8].

Section 10.1 Spectral Triple Obtained from an Algebra Bundle

3. Our approach to locally trivial x-algebra bundles gains in substance with the
Serre—Swan Theorem, establishing a duality between vector bundles over a topo-
logical space X and finite projective modules over C(X) [9, 10]. A smooth ver-
sion was obtained in [11] (see also [12, Proposition4.2.1] or [13, Sect.2.3]). The
fiberwise inner product gives rise to the hermitian structure found in Proposi-
tion 6.14. A version of the Serre-Swan Theorem for x-algebra bundles has been
obtained in [5].
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Section 10.2 Yang-Mills Theory as a Noncommutative Manifold

4. A special case of Proposition 10.7 occurs when ‘B is an endomorphism bundle.
It follows from a result by Dixmier and Douady in [14] (cf. [15]) that a bundle
B with continuously varying trace is an endomorphism bundle if and only if
the Dixmier—Douady class 6(I'(%8)) € H>(Z) of the C*-algebra of continuous
sections ' (28) of this bundle is equal to zero. Because the Dixmier—Douady class
of the bundle ‘B vanishes one can lift the PU (NV)-valued transition functions g;;
to U (N)-valued functions p;; such that g;; = Ad p;;, and p;j 1 jx = pik (see for
instance [15], Theorem4.85). One may therefore construct a principal U (N)-
bundle instead of a PU (N)-bundle, to which ‘B is associated if and only if ‘B is
an endomorphism bundle.
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Chapter 11
The Noncommutative Geometry
of the Standard Model

One of the major applications of noncommutative geometry to physics has been
the derivation of the Standard Model of particle physics from a suitable almost-
commutative manifold. In this Chapter we present this derivation, using the results
of Chap. 8.

11.1 The Finite Space

Our starting point is the classification of irreducible finite geometries of KO-
dimension 6 from Sect. 3.4, based on the matrix algebra My (C) @ My (C) for N > 1.
We have already seen in Chap.9 that N = 1 is the finite geometry corresponding to
electrodynamics. We now proceed and aim for the full Standard Model of particle
physics. Let us make the following two additional requirements on the irreducible
finite geometry (A, Hr, Df; Jr, YF):

(1) The finite-dimensional Hilbert space H carries a symplectic structure /> = —1;
(2) the grading yr induces a non-trivial grading on A, by mapping

at— YFayr,

and selects an even subalgebra A® C A consisting of elements that commute
with vr.
We have already seen in Sect. 3.4 that the first demand sets A = My (H) & Mo (C),

represented on the Hilbert space C2C0? The second requirement sets k > 2; we will
take the simplest k = 2 so that Hr = C32. Indeed, this allows for a y such that

A% =Hg @ H; @ M4(C),

where Hig and H are two copies (referred to as right and left) of the quaternions;
they are the diagonal of M>(H) C A. The Hilbert space can then be decomposed
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Fig. 11.1 The Krajewski diagram for the finite real spectral triple (A% = Hp & H; &
M4(C), Hr, Df; Jr,vr). The dashed line corresponds to an ‘off-diagonal’ component of the
Dirac operator, thus failing on the first-order condition. The labels + and — represent the value of
the grading yr on the corresponding summands of Hr

according to the defining representations of A®Y,
Hr = (C20CHRC*pC* e (CX & CY). (11.1.1)

According to this direct sum decomposition, we write

Dp = (; 7;) (11.1.2)

where

S (CheCHCY > (CRoCec™,
T:(C20C2)C* - C'e (C¥ e Cr).
This gives rise to the Krajewski diagram of Fig. 11.1. We now make an additional
assumption,

(3) The off-diagonal components T and T* of the Dirac operator in (11.1.2) are
non-zero.

In Fig.11.1 such an off-diagonal component corresponds to the dashed line. As
this line runs neither vertically, horizontally, or between the same vertex, it follows
from Lemma 3.10 that the corresponding component of Dy breaks the first-order
condition.

Proposition 11.1 Up to x-automorphisms of A%, there is a unique *-subalgebra
Ap C A% of maximal dimension that allows T # 0 in (11.1.2). It is given by

Afr = [(q»q, ((q) 2)) :AeC,geHy,me M3(<C)] C Hr @ Hy & M4(C),

where \ +— q) is the embedding of C — H, with
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Fig. 11.2 The Krajewski 1 1 2 3
diagram of the space Fsy,
describing the Standard Model 1° @/0'10 Q
[
i |
\ {
20 I I/
3% o o—=0

_(M0
g\ = ox:

Consequently, Ap ~ C ® H & M3(C).

Proof We give adiagrammatic proof. From Fig. 11.1, we see that in order to fulfill the
first-order condition, we should bring the dashed line to run horizontally or vertically,
or to begin and start at the same node on the diagonal. We do so by considering the
Krajewski diagrams for subalgebras Ar C A®' which are induced by Fig. 11.1. If T
is of rank 1, the only possibility is to bring the dashed line to the diagonal. In other
words, the subalgebra we are looking for should have a component that is embedded
diagonally in Hz and M4(C). Such a component can only be C, and the resulting
subalgebra is embedded as

C @ M3(C) — Hg & M4(C);

wm = ((65) ()

This breaks the Krajewski diagram to the diagram of Fig. 11.2, where the dashed line
now connects the two vertices labeled by (1, 1°). The other edges of Fig.11.1 are
now torn apart to the resulting edges in Fig. 11.2.

If T has rank greater than 1, then a similar argument shows that one obtains a
subalgebra of smaller dimension than Af. O

In order to connect to the physics of the Standard Model, let us introduce an
orthonormal basis for Hr that can be recognized as the fermionic particle content
of the Standard Model, and subsequently write the representation of Ar in terms
of this basis. Starting with the Krajewski diagram of Fig. 11.2, we let the first three
nodes in the top row be represented by basis vectors {vg, er, (vr, er)} of the so-
called lepton space H;, while the three nodes in the bottom row represent the basis
vectors {ug, dg, (ur, dr)} of the quark space H,. Their reflections with respect to
the diagonal represent are the anti-lepton space H; and the anti-quark space Hj,
spanned by {Tr, eg, (v, er)} and {ug, dgr, (ur, Z)}, respectively. The three colors
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of the quarks are given by a tensor factor C* and when we take into account three
generations of fermions and anti-fermions by tripling the above finite-dimensional
Hilbert space we obtain

Hp := (H) & H; ® H, ® H;)® .
Note that H; = C#, H, = C* @ C3, Hp = C*, and H; = C* ® C3. An element
a = (\, q,m) € AF acts on the space of leptons H; as g) @ ¢, and acts on the space

of quarks H, as (g) ® g) ® [3. That is,

A0 0 O

a:()\,q,m)ﬂ)

H‘I
az()\»%m)_) ®]I3

For the action of @ on an anti-lepton [ € Hj; we have al = N4, and on an anti-quark
g € Hz wehave ag = (I4 @ m)q.

The Z,-grading ~yF is such that left-handed particles have eigenvalue 41 and
right-handed particles have eigenvalue —1. The anti-linear operator Jr interchanges
particles with their anti-particles, so Jr f = f and Jrp f = f, with f a lepton or
quark.

Finally, we write the Dirac operator of (11.1.2) in terms of the decomposition of
Hp in particle (Hl693 =y H;B3) and anti-particles (HlfEBS @ H;m). The operator S will
be chosen to be

007Y*0

000Y
1= 512 =y, 0 0 0|

0Y. 00
00Y0
00 0VY;

Sg®L:=Slyes =1y o o J1®h
u
0Y;, 00

where Y,, Y., Y, and Y; are 3 x 3 Yukawa mass matrices acting on the three
generations, and I3 acting on the three colors of the quarks. The symmetric operator
T only acts on the right-handed (anti)neutrinos, so it is given by Tvg = YgrVg, for
a certain 3 x 3 symmetric Majorana mass matrix Yz, and Tf = O for all other
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fermions f # vg. Note that v here stands for a vector with 3 components for the
number of generations.
Let us summarize what we have obtained so far.

Proposition 11.2 The data
Fsy := (Af, Hf, Dr; Jr, VF)

as given above define a finite real even spectral triple of KO-dimension 6.

11.2 The Gauge Theory

11.2.1 The Gauge Group

We shall now describe the gauge theory corresponding to the almost-commutative
manifold M x Fg,. In order to determine the gauge group & (Fj,,) of Definition 6.4,
let us start by examining the subalgebra (Ar),, of the algebra Ar of Proposition
11.1, as defined in Sect.4.3.1. For an element a = (\, g, m) € C® H & M3(C), the
relation aJp = Jra* now yields A = A=a=aand 0 =0, as well as m = Al3.
So,a € (Af)y, if and only if a = (x, x, x) for x € R. Hence we find

(AF)JF ~ R.

Next, let us consider the Lie algebra h(F) = u((Af) ;) of (8.1.1b). Since u(Ar)
consists of the anti-hermitian elements of A g, we obtain that the hH(F) = u((A F) JF)
is given by the trivial subalgebra {0}.

Proposition 11.3 The local gauge group & (Fsy) of the finite space Fgy, is given by

&(Fgy) ~ (U(l) x SU(2) x U(3))/{1, —1},
where {1, —1} is the diagonal normal subgroup in U (1) x SU(2) x U(3).

Proof The unitary elements of the algebra form the group U (Ar) =~ U (1) x U (H) x
U (3). Now, a quaternion ¢ = gqol + iq101 + ig202 + ig303 is unitary if and only
if g1 = qo* + q1% + 2% + ¢3> = 1. Using the embedding of H in M,(C), we
find |¢|? = det(g) = 1, and this yields the isomorphism U (H) ~ SU(2). Hence,
the unitary group U(Ar) is given by U(1) x SU(2) x U(3). By Proposition 8.2,
the gauge group is given by the quotient of the unitary group with the subgroup
H(F) = u((AF)JF), which is the diagonal normal subgroup

(£(1,1b,I3)} € U(1) x SUQ2) x U(3). o
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The gauge group that we obtain here is not the gauge group of the Standard Model,
because (even ignoring the quotient with the finite group {1, —1}) we have a factor
U (3) instead of SU (3). As mentioned in Proposition 8.3, the unimodularity condition
is only satisfied for complex algebras, but in our case, the algebra C & H & M3(C)
is only a real algebra. Therefore, the unimodularity condition is not automatically
satisfied. Instead, we shall require that the unimodularity condition is satisfied, so
foru=(\,gq,m) e U(l) x SU(2) x U(3) we impose

detly, W) =1 = (Adetm)” =1.

Foru € U(1) x SU(2) x U(3), we denote the corresponding element in & (Fj, ) by
U = uJuJ~'. We shall then consider the subgroup

S®(Fyy) = {U = uJuJ™' € B(Fyy) |u= (A q.m), (Adetm)'> = 1} '

The effect of the unimodularity condition is that the determinant of m € U (3) is
identified (modulo the multiplicative group j12 of 12th roots of unity) with A. In
other words, imposing the unimodularity condition provides us, modulo some finite
abelian group, with the gauge group U (1) x SU(2) x SU(3). This agrees with the
Standard Model, as even the group U (1) x SU(2) x SU(3) is actually not the true
gauge group of the Standard Model. Indeed, it contains a finite abelian subgroup
(isomorphic to) e which acts trivially on all bosonic and fermionic particles in
the Standard Model. The group ug is embedded in U(1) x SU(2) x SU(3) by
X (A, A3, \?). The true gauge group of the Standard Model is therefore given by

Gy :=U1) x SUR) x SUQB)/us.
Proposition 11.4 The unimodular gauge group S&(Fsy) is isomorphic to
SO (Foy) = Ssy X 2.

Proof Proposition 11.3 shows that S&(Fsy) ~ SU(AF)/u2, so we determine
SU(AF). We do so in two steps:

SU(AF) ~ G x SU2) x SUB3)/u3, @
where G = {()\, welUd)xU(): ()\,u3)12 = 1}, containing i3 as the subgroup
{e} x u3, and

G >~ upp x U(D). 0y
For (I), consider the map SU (3)

O p.qg,m) € G x SUQ2) x SUB) > (\, q, um) € SU(AF).
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We claim that this map is surjective and has kernel u3. If (A, g, m) € SU(AF), then
there exists ;1 € U(1) such that i3 = detm € U(1). Since (\i®)'? = (A detm)'? =
1, the element (\, i, g, m) lies in the pre-image of (), g, m). The kernel of the above
map consists of pairs (A, i, g, m) € G x SU(2) x SU@3) suchthat A\ =1, =1
and m = i~ 'TI3. Since m € SU(3), this y satisfies ;> = 1. So we have established
D.

For (IT) we show that the following sequence is split-exact:
1-U0U1)—>G— punp—1,

where the group homomorphisms are given by A € U(1) +— A3, e G and
(\, 1) € G — \i® € juu. Exactness can be easily checked, and the splitting map is
given by A € pj2 — (A, 1) € G. In this abelian case, the corresponding action of
w12 on U(1) is trivial so that the resulting semi-direct product is

G=U)xpup=U) X up. O
A similar argument shows that the gauge algebra of Definition 6.4 is
9(Fsm) = u(l) @ su(2) @ u3),

and the restriction to traceless matrices gives the gauge algebra of the Standard
Model:
Sg(Fgy) =~ u(l) ®su(2) ®su(3).

11.2.2 The Gauge and Scalar Fields

As we have seen in more generality in (8.2.7), the gauge field corresponding to F,,
takes values in g(Fjs, ). We here confirm this result and derive the precise form of
the gauge field A, of (8.2.1), and also of the scalar field ¢ of (8.2.2).

Take two elements a = (\, g, m) and b = (N, q’,m’) of the algebra A =
C*®(C @ H & M;3(C)). According to the representation of Ap on Hp, the inner
fluctuations A, = —i a@,,,b decompose as

Ay = —i AN
on ve, B B

A} = —iAON
on egR,

Q= _iqauq/

on (v, er), and
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/. . ’
V, = —imm

acting on Hz; on all other components of H the gauge field A, acts as zero. Imposing
the hermiticity A, = AZ implies A, € R, and also automatically yields A’M = —Ay.
Furthermore, 0, = Q:‘L implies that Q,, is a real-linear combination of the Pauli
matrices, which span i su(2). Finally, the condition that V/i be hermitian yields V;i €
iu(3), so Vé is a U(3) gauge field. As mentioned above, we need to impose the
unimodularity condition to obtain an SU (3) gauge field. Hence, we require that the
trace of the gauge field A, over Hr vanishes, and we obtain

Tty (Auls) + Trlp, (L@ V) =0 = Tr(V,) = —Ay.

Therefore, we can define a traceless SU (3) gauge field V,, by V,l = _V,li - %A o
The gauge field A, is given by

A, O Ay O
A,I,|H] =|0 —A, , A},,|Hq =|0 —A, ® I,
0, 0,
— 1
Aply, = Aulla, Aply, =—1a® (Vi + 380,

for some U (1) gauge field A, an SU(2) gauge field O, and an SU (3) gauge field
V.. The action of the field B, = A, — JrA,J, ! on the fermions is then given by

0 0
BH}HI = 0 _ZAN ]I ’
Q,u - A/L 2
%Au]b + V,u 0
B#|Hq = 0 _%Auh"‘v/x
(Qu+ 301 @G+ 1LV,
(11.2.1)

Note that the coefficients in front of A, in the above formulas are precisely the
well-known hypercharges of the corresponding particles, as given by the following
table:

Particle |1/R er v er ur drp ur dr,

Hypercharge| 0 —2 -1 -1 $ —-% 1 1

Next, let us turn to the scalar field ¢, which is given by
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or=* 0 X*
¢|H1 = (Y O ) ) ¢|Hq = (X 0 ) ®H3a ¢|Hi = Oa ¢|H£] = 07 (1122)

where we now have, for complex fields ¢1, ¢z,

Y — (Yy¢1 —Ye_¢_52) ¥ — (Yu¢1 —Yd_¢_52)
Yoo Ye1 )’ Yo Yao1 )~

The scalar field @ is then given by
_ ¢0 PO\ « _(S+o¢ TF
¢_DF+(OO +Ir\go) 77 =" 7 Sio) (11.2.3)

Proposition 11.5 The action of the gauge group S&(M X Fgy) on the fluctuated
Dirac operator

Dw = DM®]I+'YH®B;L+’YM®®
is implemented by
Ay Ay — i)\ﬁﬂjx, 0, q0uq*" —iqoug™, Vu > m‘_/um* — im0,m*,
¢1+1) 3 (¢1+1)
A ’
( ¢ )7
forAe C®(M,U()), g € C®(M,SU2)) andm € C®(M, SU(3)).

Proof We simply insert the formulas for the fields obtained in (11.2.1) into the
transformations given by (8.2.9). Let us write

u=(\gq,m)eC®(M,U) x SUQ) x SU3)).

The term uwu* replaces Q,, by ¢ Q,q*, and Vﬂ by mV#m*, respectively. We also
see that the term —iud,,u* is given by —i/\BuS\ on vg, ug and Hj, by the expression
—iAIu\ = iAJ, )\ on eg and dg, by —igd,q* on (v, er) and (uy,, d1.), and, finally,
by —imd,m* on H;. We thus obtain the desired transformation rules for A, Q,,
and V.

For the transformation of ¢, we separately calculate u¢u™ and u[ D, u*]. Since
¢ = 0 on Hj and Hj, we may restrict our calculation of u¢u™ to H; and H,. On H,

we find
uon* = g0\ (0Y*\ (g5 0 _( O aq\Y*q*
“\0gJ\Y O 0qg*) \gYq; O ’

which is still hermitian. We then calculate
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* « ﬁ Y,,d)] _YeéZ 5\ 0
””‘(ﬁ&(mmn@)@ﬂ
:(}nawn+ﬁ@)xnw@ew@»)
AY, (=0d1 + ada) AYe(adr + Bo))

A similar computation on H, gives the same transformation for the ¢1 and ¢,.
Next, let us calculate the second term u[ D g, u™]. The operator T in D only acts
on vg, and therefore commutes with the algebra. Upon restricting to Hj and Hj,
the operator § commutes with the algebra. Hence, once again we may restrict our
calculation to H; and Hy. The term u[S, u*]is uSu* — S and we compute

0 a\Yiq*
x _ 0
uSu” = (qYOQ§ 0 '

where Yy = (% 1(/)) on H; and Yy = (16“ 1(’)01) on H,. We find that on H,
e

aYoqt = ( a 5) (YV 0) (X 0) _ ( NY,a AYeﬂ)
A —BaJ\0 v, )\ox -\, 3 \Y.a)’
and a similar expression holds on H, after replacing Y, and Y, by Y, and Yy, respec-
tively.
Combining the two contributions to the transformation, we find that the transfor-
mation u¢gu™* + ulS, u*] maps

— YI/¢1 _Ye_d_)2 r_ Yu¢/1 _Ye_ﬁz—yz)
Y (Yu¢2 Ye¢1 ) =Y (Yu¢/2 Ye¢/1 '
where we defined
¢ = Nag+ Bor+a) =1, ¢ = XN=P1 + ag — B).

Rewriting this in terms of ¢ completes the proof. O

Summarizing, the gauge fields derived from Fj,, take values in the Lie algebra
u(l) ® su(2) ® su(3) and transform according to the usual Standard Model gauge
transformations. The scalar field ¢ transforms as the Standard Model Higgs field in
the defining representation of SU (2), with hypercharge —1.

11.3 The Spectral Action

In this section we calculate the spectral action for the almost-commutative manifold
M x Fg, and derive the bosonic part of the Lagrangian of the Standard Model. The
general form of this Lagrangian has already been calculated for almost-commutative
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manifolds in Sect. 8.12, so we only need to insert the expressions (11.2.1) and (11.2.3)

for the fields ® and B,,. We start with a few lemmas that capture the rather tedious cal-

culations that are needed to obtain the traces of F),,, F/"", @2, &* and (D, D) (DHP).
We denote the curvatures of the U (1), SU(2) and SU (3) gauge fields by

Ay = 0Ny — O,
Ou = 0,0y — 0,0 +ilQp, Ovl, (11.3.1)
Viw = a;l,vy - aI/V,u, +i[Vy, Vul.

Lemma 11.6 The trace of the square of the curvature of B,, is given by
10 , 5
Ter(Fm/F“”) = 24(?1\””1\/“ + Tr(Qlu/Ql“ ) + Tr(VMVVMV)) )

Proof Let us first consider the trace over the lepton sector. Using (11.2.1), we find
that the curvature F),,, of B, can be written as

0 0
F/,LV H) =10 _ZA/u/ s
Qul/ - A/LU]IZ
0 0
Fu| =024, ,
H- -
! A;WHZ - (Q),uz/

where (Q) v 18 the curvature of 0 u- The square of the curvature therefore becomes

0 0
FuF"™| = (048,41 ,
! Q,ul/ QHV + A;U/A'uy]b - 2A;w ij
0 0
FuF| = 04AuA™ i
! (Q)MD(Q)W/ + AuuA/WI[Z - 2A;41/(Q)/w

Since Q, is traceless, the cross-term —2A , Q""" drops out after taking the trace.
Note that since @, is hermitian we have Q, = QZ, and this also holds for Q.
This implies that

Tr((Q)(0)) = Tr((Qu) " (")) = Tr(Q,u OM).
Thus, with three generations we obtain

TrHIEBHi(F/wFW/) = 36A/¢VA'UV + 6Tr(Q/w Q'uu)-
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For the quark sector, on H,, we obtain the curvature

%A;w]b + V;u/ 5 0
Fuv|py, = 0 =38l + Vi 1 :
(Qm/ + §A;W]I2) QL+L® Vm/

where we have defined the curvature of the SU (3) gauge field by
Viw = 0uVy — 0, V, +i[V,, Vi1
A similar expression can be derived on Hj.

If we calculate the trace of the square of the curvature F,,,, the cross-terms again
vanish, so we obtain

16 4 1 1
poy 22 _ _ _ v
Trl g, (Flu ™) —( 3 + 3 + 3 + 3)A,“,A
+ 3Tr(Q oMy + ATr(Vyw Vi),
We multiply this by a factor of 2 to include the trace over the anti-quarks, and by
a factor of 3 for the number of generations. Adding the result to the trace over the
lepton sector, we finally obtain

Tr(Fpu F™) = 80A 1 A + 24Tr(Q 1 QM) + 24Tr(V,,, V). o

Lemma 11.7 The traces of ®* and ®* are given by

Tr(®?) = 4alH|* + 2c,
Tr(®Y) = 4b|H|* + 8e|H|* + 2d,

where H denotes the complex doublet (1 + 1, ¢2) and
(¥
(v
= Tr(YRYR) (11.3.2)
(Y
(Y&

Proof The field ® is given by (11.2.3), and its square equals

o _ S+ +T*T (S+HT*+ TS+ ¢)
TS+ +BFHT  Sxe+TTr )
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The square of the off-diagonal part yields T7*T = TT* = |Yg|? on vg and Tg, and
zero on [ # vg, Ur. On the lepton sector of the Hilbert space, the component S + ¢
is given by
_ 0 Y +Yy
S+ oln = (Y+Y0 0 )

We then calculate

2
= v v =P (D).
0 I

where we defined the complex doublet H := (¢ + 1, ¢2). Similarly, we define
X' = (Y + Yo)(Y + Yp)*, and note that Tr(X) = Tr(X’) by the cyclic property of

the trace. Since X = X* and Tr(X) = Tr(X7), we also have Tr(¥) = Tr(X). Thus,
on the lepton sector we obtain

Trien (®%) = Tr(X + X' + X + X') + 2|Yr|?
= 4Tr(X) + 2|Yr1> = 401V, 2 + Y ) H* + 2| YRI%.

On the quark sector we similarly find
Tra,eu, (®°) =4 - 3(1Y, 1> + Y| H|HI,

leading to the stated formula for Tr(d?).
In order to find the trace of ®*, we calculate

w2 s (1Yl* 0 2 (1YRIP1Y,120 |YgI*0
(X +T*T)* = |H| ( 0 |Ye|4)+2|H| ( 0 o)t o)

We hence obtain

Tryeu (®F) = Tr(4X? + 4XT*T + 2(T*T)?) + 4| H*| Y& *|Y, |*
= 4H (V" + (YY) + 8IH P YRIZ Y, * + 2| YR ([%

On the quark sector, we obtain a similar result with Y}, replaced by Y, and Y, by Yy,
leaving out the Yg, and including a factor of 3 for the trace in colour space. O

Lemma 11.8 The trace of (D, ®)(D" ®) is given by
Tr((D,ﬂD)(D”d))) = 4a|DﬂH|2,

where H denotes the complex doublet (¢1 + 1, ¢2), and the covariant derivative D,
on H is defined as
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D,H = 8uH + iQZU“H —iA,H.

Proof We need to calculate the commutator [B,,, ®]. We note that B, commutes
with the off-diagonal part of Dp. It is therefore sufficient to calculate the commu-
tator [By, S + ¢] on H;. We shall write Q,, = QLU] + Qia2 + Qza3 as a linear
combination of Pauli matrices with real coefficients Qﬁ. By direct calculation on the
lepton sector, we then obtain

0 0 —Yxi-Yx

0 0 —=Yex2 Yexi
B S+ ollm =y e e T |

Yuxa =Yex1 0 0
where we defined the new doublet x = (1, x2) by

X1 = (61 + D(Q) — Ap) + ¢2(Q), — i Q).
X2 = (¢1 + D(Q), +i00) + d2(— Q) — Ap).

We then obtain

D;L(S + ¢)|H1 = a}lﬁzs + i[B;u S+ ¢l

0 0 Yt:(augbl —ix1) 1[,,(8,1(1)2 —iXx2)

_ 0 p _Ye(au(/)2 +ix2) Ye(aud)l +ix1)
Yz/(ap,ﬁél +ix1) _Ye(au_(le —iXx2) 0 0
Yu(a/t¢2+ix2) YE(a/l¢l —ix1) 0 0

As ¢ commutes with the gauge field V,,, the corresponding formula for D, (S + ¢)
on the quark sector is identical (after having tensored with I3 in colour space).

Since we want to calculate the trace of the square of D, ®, it is sufficient to
determine only the terms on the diagonal of (D, ®) (D" ®). We find

Trien, ((Du(S + DD + ) =2a(10,01 + ix1 P + 1002 + ixa ).
where we have used
a=Tr(Y)Y, + Y)Y, +3Y, Y, +3Y;Ya)

as in (11.3.2). The column vector H is given by the complex doublet (¢1 + 1, ¢2).
We then note that 0;,¢ + ix is equal to the covariant derivative D, H, so that

Traon, ((Du(S +O)ND(S +6)) = 2alD, H .
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The trace over Hj ® H; yields exactly the same contribution, so we need to multiply
this by 2, which gives the desired result. O

Proposition 11.9 The spectral action of the almost-commutative manifold M x Fgy,
is given by

D, -
Tr (f(T)) N/ ‘C(gw/s A/,L’ Q/,Ls VH’ H)\/§d4x + O(A 1)3
M

for the Lagrangian

ﬁ(Q/Wa Ay, Qu, Vi, H) = 96LM(!]/1I/) + »CA(A;u Ous Vu) + »CH(g/u/, Aps Qus H),

where Ly (g,,) is defined in Proposition 8.10, L4 gives the kinetic terms of the
gauge fields as

0
EA(A/M Q/u V/l) = &(

3 A;H/Alw + TV(Q/W o) + Tr(vpl/ MV))

and the Higgs potential Ly (ignoring the boundary term) equals

bf (0 2af,A% + ef (0
Lo A Qo H) = 2P ¢ R LT O
Cf2A2 df©) af(0) cf(0) af (0) )
B w2 + 472 + 1272 sIH | 24 7T2 s+ 2 o2 |D/LH| '

Proof We use the general form of the spectral action of an almost-commutative
manifold as calculated in Proposition 8.12, and combine it with the previous Lemmas.
The gravitational Lagrangian £y, obtains a factor 96 from the trace over Hr. From
Lemma 11.6 we immediately find the term £4. Combining the formulas of Tr(CI>2)
and Tr(®*) obtained in Lemma 11.7, we find the Higgs potential

fA
22

f()

)+ 55 Tr(@Y)
bf(O) 2af2A2+ef(0)|H|2_szA2 df (0)

272 2 2 472

The coupling of the Higgs field to the scalar curvature s is given by

£(0) _af© 2, <f0)
Gt TH®) = o s I+ 5 s,

where the second term yields a contribution to the Einstein-Hilbert term — f3 TAz s of

Ly . Finally, the kinetic term of the Higgs field including minimal coupling to the
gauge fields is obtained from Lemma 11.8 as
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0

872

af (0)

272

Tr((D, @) (D" ®)) = |D,H|?. O

11.3.1 Coupling Constants and Unification

In Proposition 11.9 we calculated the bosonic Lagrangian from the spectral action.
We now rescale the Higgs and gauge fields A, Q,, V), in such a way that their
kinetic terms are properly normalized.

We start with the Higgs field, and require that its kinetic term is normalized as
usual, i.e.,

1
/§|D#H|2¢§d4x.

M

This normalization is evidently achieved by rescaling the Higgs field as

2

H
af (0)

(11.3.3)

Next, write the non-abelian gauge fields as 0, = Q%0® and V,, = VZL)\", for the
Gell-Mann matrices A\ and real coefficients V[L We introduce coupling constants
g1, g2 and g3 into the model by rescaling the gauge fields as

1 a 1 a i 1 i
A,U. = Ele ’ Q’u = Eng ’ VN = §g3G’u

Using the relations Tr(c%c?) = 26?? and Tr(\'\/) = 26"/, we now find that the
Lagrangian £ 4 of Proposition 11.9 can be written as

f) /5
LAYy, Wy, Gp) = W(ggleﬂyY’”' + g2 W, W+ g32GWG“”).

It is natural to require that these kinetic terms are properly normalized, and this
imposes the relations

0 0 5f(0 1
J;;'Z) ) = ];;2)922 - éxz) = 4 (1134

The coupling constants are then related by

5
Bl =g = 3912,
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which is precisely the relation between the coupling constants at unification, common
to grand unified theories (GUT). We shall further discuss this in Sect. 12.2.
In terms of the rescaled fields, we obtain the following result:

Theorem 11.10 The spectral action (ignoring topological and boundary terms) of
the almost-commutative manifold M x Fs,, is given by

/(48f4A4 cHrA%  df(0) (cf(O) 4.sz2) 3£(0)
SBZ —+ — s —

2
2 g2 472 2472 2 1072 (Chpo)

™

+ lY Yn 4 lWa Whv-a 4 lGi GMl b—ﬂl
4 4 4 2a2 £(0)

|H*
2afrA* —ef(©) o 1 o5 1 2 4
- |H —s|H —|D,H d”x,
a7 ) |H| +12S| | +2| pHI™ ) V9d x
where the covariant derivative D, H is given by

1, 1,
D,H = 0,H + Elngl‘jo“H — ElleuH. (11.3.5)

11.3.2 The Higgs Mechanism

Writing down a gauge theory with massive gauge bosons, one encounters the noto-
rious difficulty that the mass terms of these gauge bosons are not gauge invariant.
The Higgs field plays a central role in obtaining these mass terms within a gauge
theory. The celebrated Higgs mechanism provides a spontaneous breaking of the
gauge symmetry and thus generates mass terms. In this section we describe how the
Higgs mechanism breaks the U (1) x SU(2) symmetry and introduces mass terms
for some of the gauge bosons of the Standard Model.

In Theorem 11.10 we obtained the Higgs Lagrangian L. If we drop all the terms
that are independent of the Higgs field H, and also ignore the coupling of the Higgs
to the gravitational field, we obtain the Lagrangian

br? 2afs A> — ef (0) 1
LGy Yy, W)y, H) 1= 2a2—f(O)|H|4 - WIHI2 + EIDMHIZ.

(11.3.6)

We wish to find the value of H for which this Lagrangian obtains its minimum value.
Hence, we consider the Higgs potential

br? HP - 2afr A — ef (0)

2
242 £(0) aro M (137

Epot(H) =
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Fig. 11.3 The potential
L, (H) of (11.3.7) with
2afsA? > ef (0)

If 2a f2A2 < ef (0), the minimum of this potential is obtained at H = 0, and in this
case there will be no symmetry breaking. Indeed, the minimum H = 0 is symmetric
under the full symmetry group U (1) x SU(2).

We now assume that 2af> A% > ef (0), so that the potential has the form depicted
in Fig.11.3. The minimum of the Higgs potential is then reached if the field H
satisfies

2a% frA?% — aef (0)
br? ’

|H|? = (11.3.8)
and none such minimum is invariant any more under U (1) x SU(2). The fields that
satisfy this relation are called the vacuum states of the Higgs field. We choose a
vacuum state (v, 0), where the vacuum expectation value v is a real parameter such
that v? is given by the right-hand side of (11.3.8). From the transformation rule
of Proposition 11.5, we see that the vacuum state (v, 0) is still invariant under a
subgroup of U (1) x SU(2). This subgroup is isomorphic to U (1) and is given by

’(/\, g = (g ?\)) ‘e U(l)] cUQ1) x SU(Q2).

Let us simplify the expression for the Higgs potential. First, we note that the
potential only depends on the absolute value |H|. A transformation of the doublet
H by an element (), q) € U(1) x SU(2) is written as H +— uH with u = 5\q a
unitary matrix. Since a unitary transformation preserves absolute values, we see that
Lpot(uH) = Lpo(H) for any u € U(1) x SU(2). We can use this gauge freedom
to transform the Higgs field into a simpler form. Consider elements of SU (2) of the
form

)
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such that |a|?> + |3]*> = 1. The doublet H can in general be written as (h, h»), for
some hy, hy € C. We then see that we may write

hy a—P3\ (|H| hy h
= - N o= —, = —,
(hz) (ﬂ a )( 0 TN
which means that we may always use the gauge freedom to write the doublet H

in terms of one real parameter. Let us define a new real-valued field & by setting
h(x) := |H(x)| — v. We then obtain

_ v+ h(x) _ fax) —B(x)
H =u(x) ( 0 ) , u(x) = (ﬂ(x) oz(_x) ) . (11.3.9)

Inserting this transformed Higgs field into the Higgs potential, we obtain the follow-
ing expression in terms of the real parameter v and the real field & (x):

bf (0)
272
_ b
24 f(0)
2afy A% — ef (0)
af(0)

2 _
Zasz7T2 ef(0) (v + )

Lpot(h) = W+t -
(h* + 4vh? + 6v2h% + 403h + v
(h% + 2vh + V).

Using (11.3.8), the value of v? is given by

2o 2a? frA? — aef (0)
o b2 ’

We then see that in L) the terms linear in /2 cancel out. This is of course no surprise,
since the change of variables |H (x)| = v + h(x) means that at 1 (x) = 0 we are at
the minimum of the potential, where the first order derivative of the potential with
respect to & must vanish. We thus obtain the simplified expression

Looi(h) = h* + doh3 + 4v*h? — v4). (11.3.10)

2a2;(0) (

We now observe that the field &(x) has acquired a mass term and has two self-
interactions given by 4> and h*. We also have another contribution to the cosmolog-
ical constant, given by —vt,
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11.3.2.1 Massive Gauge Bosons

Next, let us consider what this procedure entails for the remainder of the Higgs
Lagrangian £y . We first consider the kinetic term of H, including its minimal cou-
pling to the gauge fields, given by

1
Lonin(Yy, W9, H) = 5|DMH|2.

w2

The transformation of (11.3.9) is a gauge transformation, and to make sure that £y
is invariant under this transformation, we also need to transform the gauge fields. The
field Y, is unaffected by the local SU (2)-transformation u(x). The transformation
of W, = Wjo“ is obtained from Proposition 11.5 and is given by

i
W, = uW,u* — —ud,u*.
92

One then easily checks that we obtain the transformation D,,H +~ uD,H, so that
|D,H |2 is invariant under such transformations. So we can just insert the doublet
(v + h, 0) into (11.3.5) and obtain

D,H =0, (U J(;h) + %ing/‘jcr“ (”Jgh) - %igly,,, (” gh)
=0y (g) + %ingﬁ (v—(i)—h) + %ingi (i(v(—)i—h))
i (73) b ().
We can then calculate its square as
|D,H* = (D"H)*(D,H)
= (0"h)(,h) + %gzz(v +RAWEIWL A W+ WESW)
- %gﬂ(v +h)?B"Y, — %gng(U +h)2B "W,

Note that the last term yields a mixing of the gauge fields Y, and Wﬁ, parametrized
by the electroweak mixing angle 6,, defined by

92

Vo2 + g%

g1

Vo2 + g%

Cy :=cosf, = Sy = sinf,, =
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Note that the relation g»> = 3¢ for the coupling constants implies that we obtain
the values cos? 0, = ‘l‘ and sin? 0y = % at the electroweak unification scale A gy .
Let us now define new gauge fields by

W= W) AN Wil
Zy = coW, = su¥, Al =5, W) + ey, (11.3.11)

where we have added a prime to A, to distinguish the (photon) field from the general
form of the inner fluctuations in Eq. (8.2.1). We now show that the new fields Z,, and
Ait become mass eigenstates. The fields Wli and Wﬁ were already mass eigenstates,
but the fields W, and W/’f are chosen so that they obtain a definite charge. We can
write

1 —i
Wy = 5 (W + W), Wi=ZWu=Wp.
Wi = suA), + cuZy, Y, = cwAl, = swZp

and inserting this into the expression for | D, H | yields

1 1 1 1 g2
SIDHP = =(0"h)(@uh) + ~g22 (0 + B W W, + = T2 0+ 022z,
2 2 4 8 cy?
(11.3.12)

Thus, we see that the fields W, W; and Z, acquire a mass term (where Z, has a
larger mass than W, W/j‘ ) and that the fields A;L are massless. The (tree-level) masses
of the W-boson and Z-boson are evidently given by
1 1 ¢
= —v—.

My = -vgs, My

= 11.3.13
2 2 cy ( )

11.4 The Fermionic Action

In order to obtain the full Lagrangian for the Standard Model, we also need to
calculate the fermionic action Sy of Definition 7.3. First, let us have a closer look at
the fermionic particle fields and their interactions.
. . _ _ _ =\
By an abuse of notation, let us write VAT, e, e)‘, uc, u)‘c, d*.d ¢ ~for a set of
independent Dirac spinors. We then write a generic Grassmann vector £ € H;T as
follows:
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E=v} @ +VRQ@UA+TR B +T) ® v}
+e}®e) +ep@eqr +ex®er +2) @ e
Ty @y uy @ uy + iy ® )+ ®uf
FA®AN +df @d)Y +dy ®@dX +d) ®dY,
where in each tensor product it should be clear that the first component is a Weyl
spinor, and the second component is a basis element of Hr. Here A = 1, 2, 3 labels
the generation of the fermions, and ¢ = r, g, b labels the color index of the quarks.

Let us have a closer look at the gauge fields of the electroweak sector. For the
physical gauge fields of (11.3.11) we can write

v o \/Egz ) " n ﬁg2 )
2
3 _® _ 1 , 1syw“g2
QH' - AH = —2cw Z,u, AN = ESwngM - E—Cw Zﬂ’

9
—03 — Ay = —sug Al + 5 (1= 2e0HZ,,
w

1 2 92
3 1 2
—A, == A — 1—-4 A 11.4.1
Qll + 3 3sw92 u 6Cw( cw )y ( )
1 1 92
—Qi + 51\” = —gswng;l - g(l + 2Cw2)Zu.
w

Here we have rescaled the Higgs field in (11.3.3), so we can write H =
—V“ﬁ(o)(@ + 1, ¢2). We parametrize the Higgs field as

H=@+h+i¢ iv2¢7),
where ¢? is real and ¢~ is complex. We write ¢ for the complex conjugate of ¢~
Thus, we can write
o

Vaf(0)

AsinRemark 9.8, we will need to impose a further restriction on the mass matrices
in D, in order to obtain physical mass terms in the fermionic action. From here on,
we will require that the matrices Y, are anti-hermitian, for x = v, e, u, d. We then
define the hermitian mass matrices m, by writing

vaf© (11.4.3)

My.
T

(D141, ¢p) = w+h+i¢’, ivV2¢7). (11.4.2)

Y, =1 —i
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Similarly, we also take Y to be anti-hermitian, and we introduce a hermitian (and
symmetric) Majorana mass matrix m g by writing

Yr = —i mg. (11.4.4)

Theorem 11.11 The fermionic action of the almost-commutative manifold M x Fy,
is given by

SF =/ (Liin + Ly + Ly + Lr)/gd*x,
M

where, suppressing all generation and color indices, the kinetic terms of the fermions
are given by
Liin = — i(Jy 7, A Viv) — i(Jye, v Vie)
— i(Jyit, " Vipu) = i{Jyd. A V;d).

the minimal coupling of the gauge fields to the fermions is given by

Lys = 5w A, ( = Une,7"e) + 3mi, u) = §(Iud 1))
92
4cy

2 2 (7.4 (L 0w) + (w1 (sa® = 1= )

+ (Imit, (=357 + 1+ ya0)u)

+ (nd s = 1= )

+ LW (7 (1 + ) + (I A (1 + )

232

+ Wi (a2 (0 4 n)e) + Uit 71+ 700)d))

2V2
B i 7 AN 7 A
+ 26, (Unit. Y Nu) + (Ud . A ).

the Yukawa couplings of the Higgs field to the fermions are given by

h
Lhy:=i (1 + ;) ((JMI;, myv) + (Jye, mee)

+ (Jygit, mytt) + (Id, mdd>)

0
+ = (P muv) = e, yumee)

+ (it Yarme) = (Jad, ygmad) )
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+ %((JMé, me(I+ym)v) — (Jme, my(1 — 'YM)V))
¢+

+ (P mu 1 06 = 7 me(1 = a0)e))

S (U a1 50)) = 1 = 73000
¢+
+ (it ma (1 0d) = Ui ma(1 = 930)d))

and, finally, the Majorana masses of the right-handed neutrinos (and left-handed
anti-neutrinos) are given by

Lg :=i{(Jyvr, mrvg) +i{(JuVr, mgvyr).

Proof The proof is similar to Proposition 9.7, though the calculations are now a little
more complicated. From Definition 7.3 we know that the fermionic action is given
by SF = %(J &, D,§&), where the fluctuated Dirac operator is given by

D,=Dy®1++"QB,+vu ® .

We rewrite the inner product on H as (£, ¥) = [, (&, w)ﬁd4x. As in Proposition

9.7, the expressions for J§~ = Uy ® Jp)f and (Dy ®~1)§~ are obtained straight-
forwardly. Using the symmetry of the form (JpsX, Dy1)), and then we obtain the
kinetic terms as

1 - -
SWE (Du @ 1E) = (Iu*, Dyv™) + (Jué, Dye)

+ (i, Dyu™) + (Iyd™, Dy d™).
The other two terms in the fluctuated Dirac operator yield more complicated expres-
sions. For the calculation of (v* ® B,,){, we use (11.2.1) for the gauge field B,,, and
insert the expressions of (11.4.1). As in Proposition 9.7, we then use the antisym-

metry of the form (J, ~#4)). For the coupling of the fermions to the gauge fields,
a direct calculation then yields

%(Jé, (V" ® B,)E)
= 5w Al (= (Une A1eN) + JUui A1) = L (Ind e, 11d ™))
+ e 2P 2 a0 + U@ 5 su® = 1= 7a0e)
(I (=502 1 )
+ (Ind A Gsu? =1 = na))
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W (a8 (1 ) + (nd A+ )

232

92 ~A A =Ac A
S Wi (W e + 7 (1))

+ g—;G;A;’C((JMﬁ*", AUy 4 (Tyd™, v*‘d”)),

+

where in the weak interactions the projection operator %(1 + vm) is used to select
only the left-handed spinors.

Next, we need to calculate %(15, (vm ® <I>)§~). The Higgs field is given by & =
Dp + ¢+ JrpopJ 5, where ¢ is given by (11.2.2). Let us first focus on the four terms
involving only the Yukawa couplings for the neutrinos. Using the symmetry of the
form (Jarx, 'yM@Z), we obtain

1 _ ) 1 i ) _
5 m i, YN o1 4+ Dvg) + 5 mv, YY) (P + Dig)
1 - 1 o }
+ 5 (M, MY (f1 + D) + S (mvL, ¥ G1 4+ D)

= (Iu VNS + Dvg) + (I PE V)" (1 + D).
Using (11.4.2) and (11.4.3), and dropping the generation labels, we can now rewrite

(ImPR, Y Yo (D1 + DUR) + (Jmir, yu Yo (dp1 + Dup)
. h _ o'
=i|l+ ; (Imyv, myv) — T(JMZ/, YmMmyv).

For e, u, d we obtain similar terms, the only difference being that for ¢ and d the
sign for ¢¥ is changed. We also find terms that mix neutrino’s and electrons; by the
symmetry of the form (JasX, Yam?)), these are given by the four terms

V2

(67 UL mevs) + 6 Unin myen)
— 6™ (IR, mvR) = " (T meer))-

There are four similar terms with v and e replaced by u and d, respectively. We
can use the projection operators %(1 + vum) to select left- or right-handed spinors.
Lastly, the off-diagonal part T in the finite Dirac operator D yields the Majorana
mass terms for the right-handed neutrinos (and left-handed anti-neutrinos). Using
(11.4.4), these Majorana mass terms are given by

(IMVR, YMYRVR) + (ImiL, ymYRUL) = i (JMVR, mrUR) + i (JyL, mRiL).

Thus, we find that the mass terms of the fermions and their couplings to the Higgs
field are given by
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1 - -
5(15, (vm ® P)E)

h -

0
2 (e, o) — (@ pmee) + Ui, yymae) — (d, namad))

fv( Tu@me(1+100v) = (I, my (1= 10)0))

+
fv( I, my(1+yan)e) — (Iy i, me(l —W)e>)

fv( (Jaad, ma (L +a0)) = (Iaad, mo(1 = 0u))

+

ol

+i(Jyvg, mrvR) +i{JyVL, mRyL),

Tt m (1 +3a)d) = ity ma(l = 3a0)d) )

where we have suppressed all indices. O

In Theorems 11.10 and 11.11 we have calculated the action functional of Defi-
nitions 7.1 and 7.3 for the almost-commutative manifold M x F, defined in this
Chapter. To summarize, we have geometrically derived:

(1) The full particle contents of the Standard Model, to wit,

e the W, Z bosons, photons, and gluons, corresponding to the U (1) x SU (2) x
SU (3) Standard Model gauge group.

e the Higgs boson.

o three generations of left and right-handed leptons and quarks.

(2) The dynamics and all interactions of the Standard Model, including

e self-interactions of the gauge bosons, and coupling to fermions

e masses for the fermions, including masses for the neutrinos, and coupling to
the Higgs field

e Higgs spontaneous symmetry breaking mechanism, giving masses to the W
and Z boson, and also to the Higgs boson itself.

(3) Minimal coupling to gravity.

In addition to the usual Standard Model, there are relations between the coupling
constants in the Lagrangian of Theorem 11.10. In the next Chapter, we will analyze
this in more detail and derive physical predictions from these relations.
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Notes

1. For an exposition of the Standard Model of particle physics, we refer to [1, 2].
Section 11.1 The Finite Space

2. The first description of the finite space Fj,, yielding the Standard Model (without
right-handed neutrinos though) was given by Connes in [3], based on [4, 5] (see
also the review [6]). As already mentioned in the Notes to Chap. 7, the spectral
action principle was formulated in [7, 8] where it was also applied to the Standard
Model. Extensive computations on this model can be found in [9].

In [10] the noncommutative geometric formulation of the Standard Model got
in good shape, mainly because of the choice for the finite space to be of KO-
dimension 6 [11, 12]. This solved the problem of fermion doubling pointed out
in [13] (see also the discussion in [14, Chap. 1, Sect. 16.3]), and at the same time
allowed for the introduction of Majorana masses for right-handed neutrinos,
along with the seesaw mechanism. Here, we follow [15].

The derivation of the Standard Model algebra A  from the list of finite irreducible
geometries of Sect. 3.4 was first obtained in [16], This includes Proposition 11.1
of which we here give an alternative, diagrammatic proof.

The moduli space of Dirac operators Dr of the form (11.1.2) was analyzed in
[10, Sect.2.7] ( cf. [14, Sect. 1.13.5]) and in [17].

Section 11.2 The Gauge Theory

3. The condition of unimodularity was imposed in the context of the Standard
Model in [10, Sect. 2.5] (see also [14, Chap. 1, Sect. 13.3]). The derivation
of the hypercharges from the unimodularity condition is closely related to the
equivalence between unimodularity in the almost-commutative Standard Model
and anomaly cancellation for the usual Standard Model [18].

4. Proposition 11.4 agrees with [10, Proposition 2.16] (see also [14, Proposition
1.185]). For the derivation of the Standard Model gauge group &g,,, we refer to
[19].

Section 11.3 The Spectral Action

5. The coefficients a, b, ¢, d and e in Lemma 11.7 agree with those appearing in
[10] (see also [14, Chap. 1, Sect. 15.2]).

6. The Higgs mechanism is attributed to Englert, Brout and Higgs [20, 21].

7. The form of the Higgs field in (11.3.9) that is obtained after a suitable change of
basis is called unitary gauge and was introduced by Weinberg in [22, 23] (see
also [24, Chap.21]).
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Chapter 12
Phenomenology of the Noncommutative
Standard Model

In Theorems 11.10 and 11.11, we have derived the full Lagrangian for the Standard
Model from the almost-commutative manifold M x F,. The coefficients in this
Lagrangian are given in terms of:

the value f(0) and the moments f> and f4 of the function f in the spectral action;
the cut-off scale A in the spectral action;

the vacuum expectation value v of the Higgs field;

the coefficients a, b, c, d, e of (11.3.2) that are determined by the mass matrices
in the finite Dirac operator Dp.

One can find several relations among these coefficients in the Lagrangian, which we
shall derive in the following section. Inspired by the relation 32 = ¢;> = % g1°
obtained from (11.3.4), we will assume that these relations hold at the unification
scale. Subsequently, we use the renormalization group equations to obtain predictions
for the Standard Model at ‘lower’ (i.e. particle accelerator) energies.

12.1 Mass Relations

12.1.1 Fermion Masses

Recall from (11.4.3) that we defined the mass matrices m, of the fermions by rewrit-
ing the matrices Y, in the finite Dirac operator Dr. Inserting the formula (11.4.3)
for Y, into the expression for a given by (11.3.2), we obtain

af(0)
a= WTr(mﬁml, + mime + 3mim, + 3mimg),
which yields
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n2v?

FO

Tr(m:jmy +mime + 3mim, + SmZmd) =
From (11.3.13) we know that the mass of the W-boson is given by My = %vgz.
Using the normalization (11.3.4), expressing g in terms of f(0), we can then write

w202

f) = Sy (12.1.1)

Inserting this into the expression above, we obtain a relation between the fermion
mass matrices m, and the W-boson mass My, viz.

Tr(ml’tml, +mime + 3mim, + 3m:}md) =2¢,2v* = 8My?>. (12.1.2)

If we assume that the mass of the top quark is much larger than all other fermion
masses, we may neglect the other fermion masses. In that case, the above relation

would yield the constraint
8
My Sy 3 Mw- (12.1.3)

12.1.2 The Higgs Mass

We obtain a mass m;, for the Higgs boson by writing the term proportional to />
in (11.3.10) in the form

br? 1
b gene = L,

4 2p2.
2827(0) " 2

Thus, the Higgs mass is given by
27r«/Ev
my = .
a~/ f(0)

Inserting (12.1.1) into this expression for the Higgs mass, we see that My and my,
are related by

(12.1.4)

b
my’ = 32?MW2.
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Next, we introduce the quartic Higgs coupling constant \ by writing

br? a_. 14

2a2f(0)h 24

From (11.3.4) we then find
b 5
A=24—g", (12.1.5)
a

so that the (tree-level) Higgs mass can be expressed in terms of the mass My of the
W-boson, the coupling constant g» and the quartic Higgs coupling A as

2 _ ANMy?
3902

(12.1.6)

mp

12.1.3 The Seesaw Mechanism

Let us consider the mass terms for the neutrinos. The matrix Dp described in
Sect. 11.1 provides the Dirac masses as well as the Majorana masses of the fermions.
After arescaling as in (11.4.3), the mass matrix restricted to the subspace of Hr with
basis {vr, Vg, VL, UR} is given by

0 my mp
my 0
mpg 0

0

3

0
0

coco
3
OT*

ny

Suppose we consider only one generation, so that m, and mp are just scalars. The
eigenvalues of the above mass matrix are then given by

1+ ilx/ 24+ 4m,?
2mR 5 meg nm,~.

If we assume that m, < mp, then these eigenvalues are approximated by +m g and

+ ”’m . . This means that there is a heavy neutrino, for which the Dirac mass m, may
be neglected, so that its mass is given by the Majorana mass mg. However, there
is also a light neutrino, for which the Dirac and Majorana terms conspire to yield a
mass ’Zl”: , which is in fact much smaller than the Dirac mass m,,. This is called the
seesaw mechanism. Thus, even though the observed masses for these neutrinos may
be very small, they might still have large Dirac masses (or Yukawa couplings).
From (12.1.2) we obtained a relation between the masses of the top quark and the

W-boson by neglecting all other fermion masses. However, because of the seesaw
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mechanism it might be that one of the neutrinos has a Dirac mass of the same order
of magnitude as the top quark. In that case, it would not be justified to neglect all
other fermion masses, but instead we need to correct for such massive neutrinos.

Let us introduce a new parameter p (typically taken to be of order 1) for the ratio
between the Dirac mass m,, for the tau-neutrino and the mass m,, of the top quark
at unification scale, so we write m,, = pm,,. Instead of (12.1.3), we then obtain the
restriction

8
mmp S 3 + pz

My . (12.1.7)

12.2 Renormalization Group Flow

In this section we evaluate the renormalization group equations (RGEs) for the Stan-
dard Model from ordinary energies up to the unification scale. For the validity of these
RGESs we need to assume the existence of a ‘big desert” up to the grand unification
scale. This means that one assumes that:

e there exist no new particles (besides the known Standard Model particles) with a
mass below the unification scale;
e perturbative quantum field theory remains valid throughout the big desert.

Furthermore, we also ignore any gravitational contributions to the renormalization
group flow.

12.2.1 Coupling Constants

In (11.3.1) we introduced the coupling constants for the gauge fields, and we obtained
the relation g3> = ¢p% = %gl 2. This is precisely the relation between the coupling
constants at (grand) unification, common to grand unified theories (GUT). Thus, it
would be natural to assume that our model is defined at the scale A, . However, it
turns out that there is no scale at which the relation 3> = ¢»> = % 912 holds exactly,
as we show below.

The renormalization group -functions of the (minimal) standard model read

dgi s o 4119
ar - 16m2lid b=\"5%")

where t = log u. At first order, these equations are uncoupled from all other para-
meters of the Standard Model, and the solutions for the running coupling constants
gi () at the energy scale u are easily seen to satisfy
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_ _ b; I
2 . 2 i
gi(w) " =gi(Mz) "+ P log M, (12.2.1)

where M7z is the experimental mass of the Z-boson:
Mz =91.1876 £ 0.0021 GeV.
For later convenience, we also recall that the experimental mass of the W-boson is
My = 80.399 £ 0.023 GeV. (12.2.2)

The experimental values of the coupling constants at the energy scale Mz are known
too, and are given by

g1(Mz) = 0.3575 £ 0.0001,
g2(Mz) = 0.6519 £ 0.0002,
g3(Mz) = 1.220 £ 0.004.

Using these experimental values, we obtain the running of the coupling constants in
Fig. 12.1. As can be seen in this figure, the running coupling constants do not meet at
any single point, and hence they do not determine a unique unification scale Agyr.
In other words, the relation g3°> = ¢,> = % g12 cannot hold exactly at any energy
scale, unless we drop the big desert hypothesis. Nevertheless, in the remainder of this
section we assume that this relation holds at least approximately and we will come
back to this point in the next section. We consider the range for Agyr determined
by the triangle of the running coupling constants in Fig. 12.1. The scale Aj; at the

intersection of \/g g1 and g» determines the lowest value for Asy7, given by

82 (291 (M2) ™ — 2(M2)™?)
by — 2b

Aip = My exp( ) =1.03 x 10"3 GeV. (12.2.3)

The highest value Aj3 is given by the solution of g» = g3, which yields

872 (g3(M2) ™% — g2(Mz)~?)
by — b;

A3 = Mzexp ( ) =9.92 x 10'° GeV. (12.2.4)

We assume that the Lagrangian we have derived from the almost-commutative man-
ifold M x Fj,, is valid at some scale Ay, which we take to be between A, and
A»3. All relations obtained in Fig. 12.1 are assumed to hold approximately at this
scale, and all predictions that will follow from these relations are therefore also only
approximate.
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Fig. 12.1 The running of the F ™ T

gauge coupling constants osl \ — N33 A

gauge couplings

log,, (W/GeV)

12.2.2 Renormalization Group Equations

The running of the neutrino masses has been studied in a general setting for non-
degenerate seesaw scales. In what follows we consider the case where only the
tau-neutrino has a large Dirac mass m,, which cannot be neglected with respect to
the mass of the top-quark. In the remainder of this section we calculate the running of
the Yukawa couplings for the top-quark and the tau-neutrino, as well as the running
of the quartic Higgs coupling. Let us write y,, and y, for the Yukawa couplings of
the top quark and the tau-neutrino, defined by

1 1
Mop = 5\/5)’101)1)7 my, = zﬁyvv’ (12.2.5)

where v is the vacuum expectation value of the Higgs field.

Let mgr be the Majorana mass for the right-handed tau-neutrino. By the
Appelquist—Carazzone decoupling theorem we can distinguish two energy domains:
E > mpg and E < mp. We again neglect all fermion masses except for the top
quark and the tau neutrino. For high energies £ > mpg, the renormalization group
equations are given by

dr 1672 \ 2% v T 91 T 492 895 ) Y.

- S22 12.2.
dr 1672 (3ywv+2y” 4T g2 ) (12.2.6)
d\ 1 9

- 4/\2_ 3 2 9 2/\ Z 4 2 2 2 3 4

T 16”2( Gg1” 49929 + (91" + 2917927 + 3927)

+4Gy2, + N — 123y + y,,4)).
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Below the threshold E = m g, the Yukawa coupling of the tau-neutrino drops out of
the RG equations and is replaced by an effective coupling

which provides an effective mass m; = }tm}z for the light tau-neutrino. The renor-
malization group equations of y,, and X for E < mp are then given by

2 = (Eytop - Egl - ZQZ - 893 Yiops

dt 1672
a_ 1 4N — 312 + 99 H\ + 2(914 +201°:% + 3% (12.2.7)
dt 1672 4 -

+12yp A — 36y;§p).

Finally, the equation for y, is replaced by an equation for the effective coupling x
given by

dr 1 ) A
o = 162 (6ytop -39+ E) K. (12.2.8)

12.2.3 Running Masses

The numerical solutions to the coupled differential equations of (12.2.6), (12.2.7)
and (12.2.8) for y,,,, ¥ and X depend on the choice of three input parameters:

e the scale Ayr at which our model is defined;

e the ratio p between the masses m,, and m,;

e the Majorana mass mpg that produces the threshold in the renormalization group
flow.

The scale Agyr is taken to be either Ajp = 1.03 x 1013 GeV or Arz = 9.92 x
10'® GeV, as given by (12.2.3) and (12.2.4), respectively. We now determine the
numerical solution to (12.2.6), (12.2.7) and (12.2.8) for a range of values for p and
mp. First, we need to start with the initial conditions of the running parameters at
the scale Agyr. Inserting the top-quark mass m, = %ﬁympv, the tau-neutrino
mass m, = pPn,, and the W-boson mass My = %gzv into (12.1.7), we obtain the
constraints

2 2
ytop(AGUT) S —¢(Acur), —p 92(Acur),
V3 +p? V3 +p?

where (12.2.1) yields the values g>(A12) = 0.5444 and g»(A23) = 0.5170.

yu(AGUT) 5
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Furthermore, from (12.1.5) we obtain an expression for the quartic coupling \ at
Agyr. Approximating the coefficients a and b from (11.3.2) by a =~ (3 + p2)m2

top

and b ~ (3 4+ p*)m* . we obtain the boundary condition

top?

3+ pt
AAgur) =~ 24 P 292(AGUT)2~

GB+p)
Using these boundary conditions, we can now numerically solve the RG equations of
(12.2.6) from A g+ down to m g, which provides us with values for y, (m ), y, (mg)
and \(mg). Atthis point, the Yukawa coupling y, is replaced by the effective coupling
x with boundary condition

yl/(mR)2
mpeg '

k(mg) =2

Next, we numerically solve the RG equations of (12.2.7) and (12.2.8) down to Mz
to obtain the values for y,,,, x and A at ‘low’ energy scales.

The running mass of the top quark at these energies is given by (12.2.5). We find
the running Higgs mass by inserting A into (12.1.6). We shall evaluate these running
masses at their own energy scale. For instance, our predicted mass for the Higgs
boson is the solution for p of the equation p = /A(1)/3v, in which we ignore the
running of the vacuum expectation value v.

The effective mass of the light neutrino is determined by the effective coupling x,
and we choose to evaluate this mass at scale Mz. Thus, we calculate the masses by

1
mlop(mtop) = Eﬁytop(mtop)vy
1 2
mi(Mz) = Z/@(Mz)v )

A
mp(mp) = @v,

where, from the W-boson mass (12.2.2) we can insert the value v = 246.66 £ 0.15.
The results of this procedure for m,,, m; and my, are given in Table 12.1. In this table,
we have chosen the range of values for p and m g such that the mass of the top-quark
and the light tau-neutrino are in agreement with their experimental values

My, = 172.0 £0.9 £ 1.3 GeV, m; < 2eV.

For comparison, we have also included the simple case where we ignore the Yukawa
coupling of the tau-neutrino (by setting p = 0), in which case there is no threshold
at the Majorana mass scale either. As an example, we have plotted the running of
A, Yiops Y and « for the values of Agyr = Az = 9.92 x 106 GeV, p = 1.2, and
mp=3x 10'2 GeV in Figs.12.2,12.3, 12.4 and 12.5.
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Table 12.1 Numerical results for the masses m,,, of the top-quark, m; of the light tau-neutrino,
and m;, of the Higgs boson, as a function of Ay, p, and mp

Agyr (1013 GeV) 1.03 1.03 1.03 1.03 1.03 1.03 1.03
) 0 090 0.90 1.00 1.00 1.10 1.10
mg (1013 GeV) - 025 1.03 0.30 1.03 0.35 1.03
My (GeV) 183.2 173.9 174.1 171.9 172.1 169.9 170.1
my (eV) 0 2.084 0.5037 2.076 0.6030 2.080 0.7058
my, (GeV) 188.3 175.5 175.7 173.4 173.7 171.5 171.8
Agur (100 GeV) 9.92 9.92 9.92 9.92 9.92
p 0 1.10 1.10 1.20 1.20
mpg (1013 GeV) - 0.30 2.0 0.35 9900
My (GeV) 186.0 173.9 174.2 171.9 173.5
m; (eV) 0 1.939 0.2917 1.897 6.889 x 1079
my (GeV) 188.1 171.3 171.6 169.1 171.2
Agur (10'° GeV) 9.92 9.92 9.92 9.92
) 1.30 1.30 1.35 1.35
mg (1013 GeV) 040 9900 100 9900
My (GeV) 169.9 171.6 169.8 170.6
m; (eV) 1.866 7.818 x 1073 8.056 x 10~ 8.286 x 107
my (GeV) 167.1 169.3 167.4 168.4
Fig.12.2 Therunningofthe L L L L L B
quartic Higgs coupling A for 16 1
Agur = 9.92 x 101 GeV, : ]
p=12,and mp = 3 x 15F ]
10'2 GeV ‘ ]
1.4: B
Ao
13f ]
12F ]
Lif ]
S T VI P
logm(l_,l,/GeV)

For the allowed range of values for p and m g that yield plausible results for m,,,
and m;, we see that the mass m, of the Higgs boson takes its value within the range

167 GeV < my < 176 GeV.

The errors in this prediction, which result from the initial conditions (other than .,
and m;) taken from experiment, as well as from ignoring higher-loop corrections to
the RGEs, are smaller than this range of possible values for the Higgs mass, and
therefore we may ignore these errors.
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Fig. 12.3 The running of the N L
top-quark Yukawa coupling I
Yop fOr Agyr = 9.92 x
1016 GeV, p = 1.2, and
mg =3 x 1012 GeV

Mt

Fig. 12.4 The running of
the tau-neutrino Yukawa

coupling y, for Agyr =
9.92 x 100 GeV, p = 1.2, 0.580
andmg =3 x 102 GeV
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12.3 Higgs Mass: Comparison to Experimental Results

Itis time to confront the above predicted range of values with the discovery of a Higgs
boson withamassmj, ~ 125.5 GeV atthe ATLAS and CMS experiments at the Large
Hadron Collider at CERN. At first sight, this experimentally measured value seems
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to be at odds with the above prediction and seems to falsify the description of the
Standard Model as an almost-commutative manifold. However, let us consider more
closely the (main) hypotheses on which the above prediction is based, discussing
them one-by-one.

The almost-commutative manifold M x Fgy: An essential input in the above
derivation is the replacement of the background manifold M by a noncommu-
tative space M x F,. We motivated the structure of Fj, by deriving it from a
list of finite irreducible geometries, along the way imposing several mathematical
constraints (cf. Sect. 11.1). The strength of this approach was that it allowed for a
derivation of all the particles and symmetries of the Standard Model from purely
geometrical data. Moreover, the spectral action resulted in the Lagrangian of the
Standard Model, including Higgs mechanism.

The incompatibility of the prediction of the Higgs mass with experiment might be
resolved by considering almost-commutative manifolds that go beyond the Stan-
dard Model by dropping some of the aforementioned mathematical constraints;
we will discuss a recently proposed possibility in the next Section.

Ultimately, one should also consider noncommutative manifolds that are not the
product of M with a finite space F (see Note 7 on page 228).

The spectral action: The bosonic Lagrangian was derived from the asymptotic
expansion of the spectral action Tr f (D/A).

Adopting Wilson’s viewpoint on the renormalization group equation this
Lagrangian was considered the bare Lagrangian at the cutoff scale A. The renor-
malization group equations then dictate the running of the renormalized, physical
parameters.

Alternatively, one can consider the spectral action for M x Fj,, in a perturbative
expansion in the fields, as in Sect.7.2.2, leading to unexpected and an intriguing
behaviour for the propagation of particles at energies larger than the cutoff A (see
Note 9 on page 228).

Yet another alternative is to consider A as a regularization parameter, allowing for
an interpretation of the asymptotic expansion of Tr f (D/A) as a higher-derivative
gauge theory. It turns out that conditions can be formulated on the Krajewski dia-
gram for F that guarantee the (super)renormalizability of the asymptotic expan-
sion of the spectral action for the corresponding almost-commutative manifold
M x F (see Note 9 on page 228).

Big desert:  In our RGE-analysis of the couplings and masses we have assumed the
big desert up to the GUT-scale: no more elementary particles than those present
in the Standard Model exist at higher energies (and up to the GUT-scale). This is
a good working hypothesis, but is unlikely to be true. The main reason for this
is the mismatch of the running coupling constants at the GUT-scale (Fig. 12.1).
This indicates that new physics is expected to appear before this scale. As already
suggested, it might very well be that this new physics can be described by con-
sidering almost-commutative manifolds that go beyond the Standard Model. We
will discuss such a possibility in the next Section.
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Renormalization group equations: ~ We exploited renormalization group techniques
to run couplings and masses down from the GUT-scale to ordinary energies. The
renormalization group equations were derived in a perturbative approach to quan-
tum field theory, which was supposed to be valid at all scales. Moreover, we have
adopted the one-loop beta-functions, something which can definitely be improved.
Even though this might lead to more accurate predictions, it is not expected to
resolve the incompatibility between the predicted range for m; and the experi-
mentally measured value.

Gravitational effects:  In our analysis we have discarded all possible gravitational
effects on the running of the couplings constants. It might very well be that
gravitational correction terms alter the predicted values to a more realistic value.

12.4 Noncommutative Geometry Beyond the Standard Model

Let us then drop some of the above hypotheses, and demonstrate how a small correc-
tion of the space M x Fj,, gives an intriguing possibility to go beyond the Standard
Model, solving at the same time a problem with the stability of the Higgs vacuum
given the measured low mass mj,.

Namely, in the definition of the finite Dirac operator D of Eq.11.1.2, we can
replace Y by Yro, where o is areal scalar field on M. Strictly speaking, this brings us
out of the class of almost-commutative manifolds M x F, since part of Dy now varies
over M. Nevertheless, it fits perfectly into the more general class of topologically
non-trivial almost-commutative geometries. In fact, it is enough to consider the trivial
fiber bundle M x Hp, for which an endomorphism Dr(x) € End(HF) is allowed
to depend smoothly on x € M.

The scalar field o can also be seen as the relic of a spontaneous symmetry breaking
mechanism, similar to the Higgs field / in the electroweak sector of the Standard
Model. Starting point is the almost-commutative manifold M x Fpg based on the
algebra Mp(H) & M4(C) with which we started Chap. 11. The gauge group corre-
sponding to Fpgis SU(2) x SU(2) x SU (4) and the corresponding model is called
Pati-Salam unification. It turns out that the spectral action for M x Fpy yields
a spontaneous symmetry breaking mechanism that dynamically selects the algebra
Afr C My(H) @ M4(C) of Proposition 11.1.

Let us then replace Yr by Yro and analyze the additional terms in the spectral
action. In Proposition 11.9 we insert a ¢ for every Yy that appears, to arrive at
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where we ignored the coupling to the scalar curvature.

As before, we exploit the approximation that m,,,, m, and mp are the dominant
mass terms. Moreover, as before we write m, = pm,,,. That is, the expressions for
a,b,c,dand e in (11.3.2) now become

a~m (p"+3),

top
b~ my,, (0" +3),
¢~ mp,
d =~ m‘,‘e,

~ 2,02 2
e p mpm;, .

In a unitary gauge, where H = (g), we arrive at the following potential:

1 1 1 442
L,y (h, o) = ﬁ)\hh“ + EAhghzaz + ZAJU“ - ?2‘2 LA + o),
where we have defined coupling constants

4 2
pr+3 8p
G M= o 36 Ao=8g. (124D)

A =24 ———
T3

This potential can be minimized, and if we replace 7 by v + h and ¢ by w + o,
respectively, expanding around a minimum for the terms quadratic in the fields, we
obtain:

1
‘CPOY(U + h, w + U)|quadratic = 6v2)\hvz + 2Uw>\h(70'h + wz)\00'2

:%(hU)Mz(g),

where we have defined the mass matrix M by

1 2
2 _ 5 VT Apgvw
M 2 ()\hng Ay w? ) ’

This mass matrix can be easily diagonalized, and if we make the natural assumption
that w is of the order of m g, while v is of the order of My, so that v < w, we find
that the two eigenvalues are
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We can now determine the value of these two masses by running the scalar coupling
constants Ay, A\pe and A, down to ordinary energy scalar. The renormalization group
equations for these couplings are given by

d>\h _ 1 2 2 2 2 9 4 2. 2 4
T W( Ay + 12X, — Bg1” +992) A + Z(gl +291°92" +3927)

+403y2, + v — 123y, + yy“)),

d\, 1
dt" =163 (8)\%” + 6Mho Ao + 20 M
3
=5 (o +393) Mo +2632, + yﬁwg),
d)\o

1 2 2
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As before, at lower energy the coupling y, drops out of the RG equations and is
replaced by an effective coupling.

At one-loop, the other couplings obey the renormalization group equations of the
Standard Model, that is, they satisfy (12.2.6) and (12.2.7). As before, we can solve
these differential equations, with boundary conditions at Ay given for the scalar
couplings by (12.4.1). The result varies with the chosen value for Agyr and the
parameter p. The mass of o is essentially given by the largest eigenvalue m_ which
is of the order 10'2 GeV for all values of Agyr and the parameter p. The allowed
mass range for the Higgs, i.e. for m_, is depicted in Fig. 12.6. The expected value
my = 125.5 GeV is therefore compatible with the above noncommutative model.
Furthermore, this calculation implies that there is a relation (given by the red line in
the Figure) between the ratio m,, /m,,, and the unification scale Agy 7.

We conclude that with noncommutative geometry we can proceed beyond the
Standard Model, enlarging the field content of the Standard Model by a real scalar
field with a mass of the order of 10'?> GeV. At the time of writing of this book
(Spring 2014), this is completely compatible with experiment and also guarantees
stability of the Higgs vacuum at higher energy scales. Of course, the final word is to
experiment in the years to come. What we can say at this point is that noncommutative
geometry provides a fascinating dialogue between abstract mathematics and concrete
measurements in experimental high-energy physics.
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Fig. 12.6 A contour plot
of the Higgs mass my, as
a function of p? and t = 34}
log(Agyr/Mz). The red

line corresponds to m;, =
125.5 GeV

130}

28¢

Notes

1. Inthe first part of this Chapter, we mainly follow [1, Sect. 5] (see also [2, Chap. 1,
Sect. 17]). In Sect. 12.2 we have also incorporated the running of the neutrino
masses as in [3] (see also [4]).

Section 12.1 Mass Relations
2. Further details on the see-saw mechanism can be found in e.g. [5].
Section 12.2 Renormalization Group Flow

3. The renormalization group (-functions of the (minimal) standard model are
taken from [6-8] and [9]. We simplify the expressions by ignoring the 2-loop
contributions, and instead consider only the 1-loop approximation. The renor-
malization group S-functions are [6, Eq. (B.2)] or [9, Eq. (A.1)]).

4. The experimental masses of the Z and W-boson and the top quark, as well as the
experimental values of the coupling constants at the energy scale Mz are found
in [10].

5. In arriving at (12.2.6) we have followed the approach of [3] where two energy
domains are considered: E > mpg and E < mpg. The Appelquist—-Carazzone
decoupling theorem is found in [11]. For the renormalization group equations,
we refer to [7, Eq. (B.4)], [12, Eq. (14) and (15)] and [8, Eq. (B.3)].

Section 12.3 Higgs Mass: Comparison to Experimental Results

6. The discovery of the Higgs boson at the ATLAS and CMS experiments is pub-
lished in [13, 14].
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The spectral action has also been computed for spectral triples that are not the
product of M with a finite space F', and which are further off the ‘commutative
shore’. These include the noncommutative torus [15], the Moyal plane [16, 17],
the quantum group SU, (2) [18] and the Podles sphere qu [19].

. The generalization of noncommutative geometry to non-associative geometry is

analyzed in [20, 21].

. The bosonic Lagrangian derived from the spectral action was interpreted in [22]

a la Wilson [23] as the bare Lagrangian at the cutoff scale A. A perturbative
expansion of the full spectral action was obtained in [24-26], leading to unex-
pected and an intriguing behaviour for the propagation of particles at energies
larger than the cutoff A. Alternatively, the interpretation of A as a regularization
parameter has been worked out in [27-30], including the derivation of renormal-
izability conditions on the Krajewski diagrams.

Other searches beyond the Standard Model with noncommutative geometry
include [31-35], adopting a slightly different approach to almost-commutative
manifolds as we do (cf. Note 3 on page 118). The intersection between super-
symmetry and almost-commutative manifolds is analyzed in [36—40].

A possible approach to incorporate gravitational effects in the running of the
coupling constants is discussed in [41].

Section 12.4 Noncommutative Geometry Beyond the Standard Model

12.
13.

14.

15.

For stability bounds on the Higgs mass, we refer to [42].

The small correction to the space M x F, was realized in [43] (and already
tacitly present in [44]) and we here confirm their conclusions. The class of topo-
logically non-trivial almost-commutative geometries has been worked out in
[45—47]. The spontaneous symmetry breaking of the noncommutative descrip-
tion of the Pati—-Salam model [48] was analyzed in [49, 50], after generalizing
inner fluctuations to real spectral triples that do not necessarily satisfy the first-
order condition (4.3.1).

In[51] an alternative approach is considered, taking the ‘grand’ algebra M4 (IH) &
Mg (C) from the list of [52], but where now the condition of bounded commuta-
tors of D with the algebra is not satisfied.

The renormalization group equations for the couplings \,, A\s», A; have been
derived in [53].
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